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Preface

The EPIA Conference on Artificial Intelligence is a well-established European
conference in the field of Artificial Intelligence (AI). In this 19th edition, EPIA 2019,
took place in Vila Real at the University of Trás-os-Montes and Alto Douro (UTAD),
during September 3–6, 2019 (https://epia2019.utad.pt/). Vila Real is a beautiful town in
the heart of Douro Valley, a privileged wine region in Portugal. This is an elected place
for the lovers of nature, food, and wine, whose people are well known for their
hospitality.

Our society is undergoing a gradual process of transformation. We are moving at an
accelerated pace towards an information and knowledge society where the introduction
and use of AI and ITC technologies play a key role, which made EPIA 2019 even more
challenging and exciting.

This conference is always organized under the auspices of the Portuguese
Association for Artificial Intelligence (APPIA – http://www.appia.pt) and, as in
previous editions, the program was based on a set of thematic tracks dedicated to
specific themes of AI.

EPIA 2019 encompassed a record of 18 tracks devoted to different topics, plus a
doctoral symposium and a panel session on “Societal AI.” The selected tracks were:
AIEd - Artificial Intelligence in Education, AI4G - Artificial Intelligence for Games,
AIoTA - Artificial Intelligence and IoT in Agriculture, AIL - Artificial Intelligence and
Law, AIM - Artificial Intelligence in Medicine, AICPDES - Artificial Intelligence in
Cyber-Physical and Distributed Embedded Systems, AIPES - Artificial Intelligence in
Power and Energy Systems, AITS - Artificial Intelligence in Transportation Systems,
ALEA - Artificial Life and Evolutionary Algorithms, AmIA - Ambient Intelligence and
Affective Environments, BAAI - Business Applications of Artificial Intelligence,
GAI - General AI, IROBOT - Intelligent Robotics, KDBI - Knowledge Discovery and
Business Intelligence, KRR - Knowledge Representation and Reasoning,
MASTA -Multi-Agent Systems: Theory and Applications, SSM - Social Simulation and
Modelling, and TeMA - Text Mining and Applications.

The conference program included three invited talks. Marco Dorigo (Université
Libre de Bruxelles, Belgium) with a talk on “Swarm robotics: recent results and new
research directions,” Michael Wooldridge (University of Oxford, UK) with a talk on
“Understanding Equilibrium Properties of Multi-Agent Systems,” and Albert Bifet
(Telecom ParisTech, France) with a talk on “Machine Learning for Data Streams.”

For this edition, 252 paper submissions were received from 55 different countries to
the thematic tracks. After a careful review process, 125 papers were selected to be
presented in EPIA 2019. The papers acceptance rate was circa 49%. All of the papers
were carefully revised by at least three reviewers of the corresponding track Program
Committee. We thank the track organizing chairs, together with their respective
Program Committee members, for their hard work of scientific reviewing.

https://epia2019.utad.pt/
http://www.appia.pt


Thanks are also due to all supporting organizations and conference sponsors,
starting with SISCOG, our main sponsor to whom we sincerely address our thanks, but
also Devscope. We would like to express our gratitude to all the Organizing Committee
colleagues and track organizers. A special mention to Eduardo Solteiro Pires, José
Boaventura Cunha, Teresa Paula Perdicoúlis, Tatiana Pinho, and Goreti Marreiros for
their excellent work which was crucial for the successful realization of EPIA 2019.

Thank you all.

July 2019 Paulo Moura Oliveira
Paulo Novais

Luís Paulo Reis
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Abstract. Touch screens are nowadays one of the major interfaces in the
interaction between humans and technology, mostly due to the significant
growth in the use of smartphones and tablets in the last years. This
broad use, that reaches people from all strata of society, makes touch
screens a relevant tool to study the mechanisms that influence the way we
interact with electronic devices. In this paper we collect data regarding
the interaction patterns of different users with mobile devices. We present
a way to formalize these interaction patterns and analyze how aspects
such as age and gender influence them. The results of this research may
be relevant for developing mobile applications that identify and adapt
to the users or their characteristics, including impairments in fine motor
skills or in cognitive function.

Keywords: Human Computer Interaction · Touch screens ·
Human factors

1 Introduction

In the last years the use of devices such as smartphones and tablets has grown
immensely [1]. Due to this, the touch screen emerges as one of the most used
interfaces for human-computer interaction and, the gesture of the touch, as the
most common form of interaction. When compared to other forms of interaction,
such as the now more traditional mouse and keyboard, the touch screen is a
much more intuitive one, which in part accounts for the acceptance and use
of tactile devices by so many different strata of society, with so many different
socio-economic contexts.

These means of interaction are interesting in the sense that they allow to
collect information that may characterize the user of the device or her/his state.
The underlying principle is that, much like in our inter-personal interactions,
aspects such as our emotions, our surroundings, and many others, affect our
interaction. Specifically, they do not affect so much the content of our interaction
(i.e. the words spoken) but rather the way we speak them [2]. This is why we are
c© Springer Nature Switzerland AG 2019
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able to perceive if our interlocutor is stressed, tired or experiencing some specific
emotion without explicit information: we do so by (sometimes subconsciously)
analysing the tone of the voice, the intonation or the posture of our interlocutor.

Recent findings show that our interaction with technological devices such as
the keyboard and the mouse is modulated in a similar fashion. Our research
team demonstrated how stress and mental fatigue affects one’s interaction with
the computer [3,4].

Other researchers have also studied related topics, such as the influence of age
and gender on keystroke dynamics (one’s typing patterns) and mouse dynamics
(one’s interaction patterns with the mouse) [5] or the influence of emotion on
the same features as well as on text production [6].

Some researchers also started studying similar phenomena on the interaction
with touch screens. Ciman & Wac [7], for example, analyse the effect of stress
on our interaction with a smartphone. They do so based on smartphone ges-
tures analysis (e.g. tap, scroll, swipe, text writing). In [8], on the other hand, the
authors try to anticipate and monitor depressive states by monitoring human-
smartphone interaction. For this purpose they consider application usage, loca-
tion and communication logs. This kind of socio-mobile data is used by other
authors for similar purposes, such as [9] or [10]. It can also be leveraged to develop
more natural and immersive interfaces for Human-Computer Interaction [11,12].

In this paper we follow a different approach to the study of interaction with
touch screens. The research cited previously can be characterized as being mostly
behavioral, i.e., it is based on the behavior of the user while interacting with the
device or its applications and/or while moving about in her/his daily routine.
This approach, on the other hand, focuses more acutely on the interaction itself,
that is, on the mechanics of the touch. We therefore consider aspects such as the
duration of the touch or the variation of its intensity over time. In that sense, this
approach is not only behavioral but also physical. Due to its multi-modal nature,
we also believe that this approach is better suited to model our interaction with
touch screens.

We detail how we build an individual interaction model for each user and
how these can be compared. A case study was carried out with 32 participants.
The collected data allow us to validate the approach and also show how the
participant age significantly influences interaction patterns. We believe that this
kind of approach can be useful for better characterizing user interaction, and
eventually be applied as a proxy for user state (e.g. stress, emotional state) or
user characteristics/traits (e.g. cognitive/physical impairments).

2 Defining an Interaction Model

As mentioned in Sect. 1, in this work we look at the characteristics of each
specific touch of the user. Indeed, a touch in the screen of most of nowadays
smartphones produces several interaction events throughout the duration of the
touch. There is a first event when the finger first touches the screen, which is
then followed by several other which are produced as long as the finger is still in
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contact with the screen. Figure 1 depicts an example of a touch, composed by 11
events (red circles) distributed over less than half second. This Figure also shows
the shape that is generally associated to a touch: intensity tends to increase and
then decrease during the touch.

Fig. 1. Intensity of the touch events generated during a touch, over time. (Color figure
online)

The frequency with which these events are produced is largely dependent on
the hardware. Each of these events provides information regarding the inten-
sity of the touch, the area of the finger that is in contact with the screen, the
timestamp in which it occurred, etc.

There is thus a significant amount of information that can be used to charac-
terize the interaction of the user. Specifically, the model proposed to characterize
user interaction is composed by the following features:

– Touch duration - The duration of each individual touch on the screen;
– Touch intensity - The average, minimum and maximum values of the intensity

exerted by the finger on the screen, for each touch;
– Touch area - The average, minimum and maximum values of the area occupied

by the finger on the screen, for each touch;
– Intensity values - The sequence of values of intensity generated during each

touch, from the moment the finger first touches the screen to the moment it
is lifted;

– Area values - The different areas of finger in contact with the screen, in each
touch, from the moment the finger first touches the screen to the moment it
is lifted;

– Type of action - The actions on the screen can be further characterized (e.g.
touch on an active control vs. touch on a layout inactive element);

– Touch pattern - Models how touch intensity varies over time during the touch.
Each patient’s touch pattern is modeled by fitting a quadratic function to the
data (solid black line in Fig. 1). The coefficients of the resulting quadratic
function are used to characterize the "general shape" of a patient’s touch.

As an example, Fig. 2 shows the touch patterns of the four different patients,
depicted in terms of the intensity values over time and the resulting quadratic
function that models it: (a) young male, (b) elder male, (c) young female and (d)
elder female. It shows that older users appear to have longer and more intense
touches.
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Thus, the interaction model proposed in this work considers a total of 11
features which describe how the user is interacting with the device. They provide
new types of information previously not considered in this kind of applications.
In this paper we examine these features, namely to find differences in interaction
patterns due to socio-demographic variables such as gender and age, although
others could also have an influence, such as occupation or health conditions.

Fig. 2. Interaction models (intensity over time) of four sample users: (a) young male,
(b) elder male, (c) young female and (d) elder female.

3 Case Study

To assess the validity of the proposed approach and to determine if gender and/or
age influence one’s interaction with the smartphone, a case study was carried out
involving 32 individuals (16 male, 16 female). The average age of the population
was 34.91 (min = 10, max = 67). The distribution of age by gender was also
similar: male average age was 35.44 (min = 16, max = 67) while female average
age was 34.38 (min = 10, max = 60).

The methodology for collecting the interaction data was as follows. A previ-
ously developed game-like application for memory stimulation was used. In this
application, a new task was created (equal for all participants) that included
a memorization task and a recall task. In this application, users explore and
navigate a virtual scenario (composed by adjacent still pictures, like in a point-
and-click game) while trying to memorize specific aspects. In this case, the virtual
scenario comprised 29 still pictures distributed among 2 different virtual rooms.
Two specific visual stimuli were added in two pictures, to be used in the recall
task. The recall task was administered right after the end of the memorization
task, since the goal of this case study is not to study or stimulate memory but
rather to evaluate the suitability of the approach to study the users’ interaction
mechanisms. The recall task was comprised of 7 questions of different types, and
used 11 visual stimuli related to the memorization task.
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The users were allowed to interact with the application in a training phase,
so that they could get used to the tasks. When ready, the memorization task was
started by the researcher, followed by the recall task. Data were collected during
both tasks. There was a time limit for the users to complete the memorization
task, although there was no minimum time. That is, if the user felt that she/he
had already memorized all the necessary detail, they could advance into the recall
task. In average, each user spent 5.16 min interacting with the application, and
touched the screen 79.22 times to complete both tasks, resulting in a dataset
with a total of 2535 touches.

4 Preliminary Data Analysis

The analysis of the data that is described in this section was carried out with the
goal to determine if there are significant interaction differences due to aspects
such as age or gender. In the future, we want to carry out similar studies with
population with special characteristics, such as mild cognitive impairments. How-
ever, at the moment, the goal is to validate the approach.

This section thus details the differences in the aforementioned interaction
features when comparing users of different genders or age groups. We focus on
the features for which the differences were more significant.

In what concerns the gender, the two variables that better distinguish
between male and female users are time between decisions and touch duration.
In both cases, female participants tend to exhibit higher values, as Fig. 3 shows.
The differences observed are statistically significant for both features (p-value <
2.2−16 and p-value = 1.933−9), respectively.

Fig. 3. Gender differences in time between decisions (p-value < 2.2−16) (left) and
in touch duration (p-value = 1.933−9) (right) due to gender.

A similar approach was followed to visually and statistically analyze the dif-
ferences between age groups. For this purpose, participants were grouped accord-
ing to their age: the so-called young group is composed by users that are 35 or
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younger (17 participants), while the old group is constituted by the remaining
users (15 participants).

In general, and as expected, older participants tend to have an overall slower
interaction, as depicted in Fig. 4, which shows the distribution of the data regard-
ing touch duration and time between decisions. Table 1 provides some more
detail: touches of older people are, in average, 20.65ms slower; the time between
each two consecutive interactions is also 2.54 s slower, in average. The differ-
ences between the groups is also statistically significant: p-value = 2.909−08 and
p-value = p-value = 0.025, respectively.

Fig. 4. Differences in touch duration (p-value = 2.909−08) (left) and in the time
between decisions (p-value = 0.025) (right) due to age.

Table 1. Summary statistics of the features touch duration (in milliseconds) and time
between decisions (in seconds) for both age groups.

Age group td tbd
x̄ x̃ σ x̄ x̃ σ

Young 89.45 89.45 35.36 1.58 1.26 1.06
Old 110.1 97.5 54.22 4.12 2.87 3.34

Two other features that are also affected by age, albeit not so significantly, are
the average values of touch intensity and touch area during the touch. Figure 5
visually depicts the differences in the distribution of the data. In general, older
people tend to have more intense touches and also tend to use a larger area of the
finger (average touch area for the older group is 22896 pixels, against 20402 pixels
for the younger group). The differences observed are also statistically significant:
p-value = 2.909−08 (touch intensity) and p-value = 2.643−05 (touch area).

This section thus shows that both gender and age influence interaction pat-
terns in a significant manner. In Sect. 5 we show that these differences are enough
to train a classifier to distinguish between young and old users with a satisfactory
accuracy rate.
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Fig. 5. Differences in the average value of touch intensity (p-value = 2.909−08) (left)
and in the average value of touch area (p-value = 2.643−05) (right) due to age.

5 Results

After the preliminary analysis of the data described in Sect. 4, and given the
observed differences in terms of interaction in several variables when comparing
age groups, work shifted to the train of a model able to distinguish between
young and old users. For this purpose, a gradient boosting model was used,
based on an ensemble of decision trees. This algorithm is based on an ensemble
of weak prediction models (the decision trees), which are gradually improved
during training through increasingly refined approximations. In this algorithm,
as in other ensembles, predictors are deemed weak in the sense that they are
trained on a sample of the instances and/or the variables. For this reason, each
predictor is, by itself, a weak one. But the combination of all these predictors
generally produces a good model, with a good tendency to generalize. When one
of these models is used for classification, as is the case, the output of the model
is the most frequent output observed in all the trees.

The dataset used for training the model contains one instance for each touch,
and the following 9 variables:

– Maximum, minimum and average touch area - the maximum, minimum and
average area of the touch;

– Maximum, minimum and average touch intensity - the maximum, minimum
and average intensity of the touch;

– Time between decisions - the time spent since the last touch;
– Touch Duration - the duration of the touch;
– Age bin - a new variable (target variable) added manually, to identify the

group age of the user who performed the touch (young or old).

The trained model (in this case a binomial classification model) is composed
of 30 trees, each with a maximum depth of 6 levels. Each of these trees was
trained with a random subset of 80% of the rows of the dataset, and of 70% of
the features.
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The model was trained using 5-fold cross validation. As shown in Table 2,
the resulting model correctly classifies 82.03% of young users and 66.37% of
old users, with an overall 76.08% of correctly classified instances (precision =
0.6936, recall = 0.6637, F1 Score = 0.6783, AUC = 0.82). Figure 6 shows the
plot of the ROC curve (left) and the improvement in the error measure during
training (right).

Fig. 6. True positive rate vs. false positive rate (AUC = 0.82) (left); Evolution of error
during training (right).

Table 2. Confusion matrix of the trained model.

Actual/predicted Young Old Error

Young 744 163 0.1797
Old 187 369 0.3363
Total 931 352 0.2392

6 Conclusions and Future Work

Smartphones and tablets are among the most used technological devices nowa-
days, which make touch screens a new and privileged form of interaction between
humans and technology. In this paper we present a new and multi-modal form of
characterizing this interaction, based on behavioral and physical features. Thus,
instead of considering previously used features such as applications usage pat-
terns, types of gestures or other sensory information (e.g. accelerometer, gyro-
scope), we use information that characterizes each touch of the user including
its intensity, its duration or how these vary over time during the touch.
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We conducted a case study in which interaction data was collected from 32
users. The collected data shows that interaction patterns are different between
men and women, as well as between people with different age groups. The same
data was also used to train a model that is able to distinguish between the user’s
age group with an accuracy of nearly 74%.

While these results are interesting per se, we believe that this approach can
be further pursued not only to study the interaction patterns of large groups of
the population (as it allows for an inexpensive process of data collection) but
also to study the interaction patterns of people with specific characteristics such
as mental or physical disabilities. Indeed, our interaction with these devices is
nowadays so pervasive and constant that they are now being used to monitor our
health. Interaction patterns may constitute another relevant indicator, namely
of the emergence of certain cognitive or physical impairments over time.

We will therefore continue to collect data to widen the population of this
study, and include subjects with special characteristics in order to study their
specific interaction patterns and thus assess this hypothesis.

Acknowledgments. This work is co-funded by Fundos Europeus Estruturais e de
Investimento (FEEI) through Programa Operacional Regional Norte, in the scope of
project NORTE-01-0145-FEDER-023577.
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Abstract. In this paper, we present an overview of a case study that aims to
augment the meaning of real spaces through incorporated fictionality. The case
study uses a head mounted display to show real spaces by capturing it through a
camera, but the space is augmented from the true real spaces. Our focus, in
particular, is criticizing how one can feel a sense of reality in augmented real
spaces in a case study because the meaning of the augmented real space is lost if
a user does not feel a sense of reality on the incorporated fictionality. We extract
some insights and potential pitfalls from the analyses of the case study within
participatory design workshops.

Keywords: Incorporated fictionality � Virtualizing real spaces �
Participatory design

1 Introduction

Emerging computing technologies allow us to augment the meaning of our real spaces
to influence our attitudes and behaviors [3, 5, 10, 16]. For our daily life to become more
sustainable and flourish, influencing our attitude and behavior is essential [12, 15]. To
influence our attitudes and behaviors, the meaning of real spaces needs to be refined to
make people believe that their augmentation has meaningful effects on our real daily
life. However, there are very few studies on design strategies to augment the semiotic
meaning of the real spaces because such studies must take into account several different
disciplines that are typically separated and substantial effort is required to integrate
them.

For example, there are many movie and animation contents to exploit fictionality to
influence our daily attitudes and behaviors, but the discussions about design contents
are completely isolated from the technology design of digital services, although
emerging computing technologies are significantly virtualizing and fictionalizing our
dairy life.

In this paper, we discuss how we augment the semiotic meaning of real spaces by
using augmented reality technologies. By incorporating components that do not exist in
the real spaces that we currently see, our attitudes and behaviors can be influenced and
altered. The study uses fictional components for the augmentation. In particular, a case
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P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 13–25, 2019.
https://doi.org/10.1007/978-3-030-30244-3_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30244-3_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30244-3_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30244-3_2&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30244-3_2


study uses head mounted displays (HMDs) to increase immersion into augmented real
spaces. By criticizing the case study, it is possible to extract some preliminary insights
to understand how fictionality can be incorporated in the real spaces and people feel
values on the incorporated fictionality.

The paper is structured as follows. In Sect. 2, we describe some related work. In
Sect. 3, we present a brief overview of Enhanced TCG [14] that incorporates fiction-
ality into a trading card game played in a real space as a case study, and its design
implication. Section 4 shows how to extract some insights from the case study in two
participatory design workshop. Section 5 concludes the paper.

2 Related Work

Our research approach is closely related to a new direction discussed in Research
through Design [17]. As defined in [4], “Research through design is the closest to the
actual design practice, recasting the design aspect of creation as research.
Designer/researchers who use Research through Design actually create new products,
experimenting with new materials, processes, etc.” Critical thinking is an effective
strategy to increase our knowledge to advance our future studies, but it is not popular to
explicitly report these insights when a new technology is introduced in academic
papers.

Because symbolization of things will be accelerated by embedding computers in
our life by incorporating fictionality, our virtual consumption will progress rapidly.
Currently, a product’s quality is not the most important reason why many of us buy the
product [3, 12]. Digital technologies have been effective in making digital objects
commodities and, consequently, lowering their prices. However, the same technologies
are also effective for adding value to products and services by enhancing their meaning.

Some pervasive games also incorporate both virtual and tangible objects in real-
space game play [9]. For example, in Pac-Man and Ghosts, human players in the real
space experience a computer graphics-generated fantasy-reality using wearable com-
puters [7]. The basic concepts from pervasive games can also be useful in realizing our
goal. Augmenting the meaning of real spaces can also be used to enhance a traditional
pervasive game using transmedia storytelling [13]. A fictional story can be told across
multiple media platforms, which are integrated in our daily lives.

Most recently, digital marketing and social media practitioners have adopted this
approach as “gamification” [2]. Adding badges and leaderboards is a typical approach
to achieving gamification. Additionally, alternate reality game (ARG) is a promising
approach to making our daily life a game [8]. Additionally, in live action role-playing
(LARP) [9], people wear costumes in fictional stories and play fictional roles in the
stories in real spaces.

The approach described in the paper shows a way to generate useful knowledge and
find potential pitfalls to understand the possibilities and limitations of the emerging
new technologies by analyzing research project experiences to develop and evaluate
case studies.
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3 A Case Study: Enhanced TCG

Incorporating fictionality in real spaces has several merits for desirably influencing
people’s attitude and behavior. To discussing the approach, we have developed
Enhanced TCG as a case study, where a player wears an HMD during the trading cade
game (TCG) play. In Enhanced TCG, one medium presents the real-time video that
captures and augments the TCG player in real spaces, and another medium presents
stories in fictional virtual spaces, presenting supplemental stories about the fictionality
incorporated in the real spaces through emerging digital technologies. These two media
are blended into one medium that can be seen through a HMD. Our main focus is to
show some insights about the importance of immersion when fictionality is incorpo-
rated into real spaces.

3.1 Incorporated Fictionality

Because real spaces can be represented both abstractly and, ironically, as a fictional
component through framing to either simplify or exaggerate essential concepts in our
daily lives [3, 13], people easily notice the concepts that are relevant to achieving an
ideal, sustainable society. In particular, Japanese animation and game narratives con-
tain ideological social messages related to futuristic lifestyles [11] to increase people’s
conscious and internalized motivation and show that fiction is a powerful tool that can
influence people’s activities.

The most important issue in realizing immersion is blurring the boundary between
fiction and reality. The use of a HMD offers a better immersive experience by showing
a video stream capturing real spaces and replacing some real components in the video
stream with fictional components. The approach offers the possibility to realize more
seamlessly integrated transmedia storytelling because a user is not required to switch
his/her view when viewing multiple media.

3.2 An Overview of Enhanced TCG

To demonstrate the effect of incorporating fictionality into real spaces, we have
developed a case study named Enhanced TCG shown in Figs. 1 and 2. Enhanced TCG
allows a player to play a trading card game, while fictinonality is seamlessly integrated
into the real TCG play. A 3D character replaced with a physical card depicting the
character appears in a real space. At the same time, the information written on the card
is also visible in the real spaces along with the 3D character. When the character
appears in the real space for the first time, the user’s view may be seamlessly switched
to the fictional space where the character tells his/her story to the player for emotionally
engaging him/her to the character. In the previous approaches, the character just
appears on a physical card, but our approach replaces the card with the character. Also,
the real space may be switched to a fictional space within a HMD. This is radically
different from these previous approaches.
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Fig. 1. An overview of enhanced TCG.

Fig. 2. Some Actual Scenes in Enhanced TCG. (a) shows a typical play space of TCG, where
players put some physical cards depicting virtual characters. When starting a game, some
currently used cards are replaced with the 3D characters as shown in (b), where the character
performs his/her typical poses and actions, and essential information depicted in the cards is also
shown along with the characters. As shown in (c), some information to help the player’s decision
also appears. Also, a scene in a real space may be switched to a fictional space to present a story
about the character as shown in (d). The story makes a player engage with more empathy for the
character or teaches the player some ideological concepts why he/she plays the game.
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In the current Enhanced TCG, a player plays a TCG by wearing a HMD, Ocu-
lusRift1. A web camera is attached to the HMD to capture a real space as shown in
Fig. 1; the captured real-time video is transformed by replacing some real components
with fictional components, and the transformed video stream is shown to a player
through a HMD. NyARToolkit2 is adopted for incorporating fictionality in real spaces.
Also, we adopted Unity3 for integrating fictional space into the real spaces seamlessly.

Enhanced TCG adopts Precious Memories4 as TCG. In Precious Memories, each
card depicts a different virtual character that appears in various Japanese animations
and games. A player who likes the animation or game can enjoy the TCG by choosing
its typical or his/her favorite character. Thus, Enhanced TCG’s features presenting the
stories of various virtual characters and their 3D representations in real spaces offer
highly immersive experiences to players with transmedia storytelling because each
virtual character has his/her own story presented in a different animation or game.

4 Design Strategies to Augment Real Spaces

Augmenting real spaces offers the possibility to significantly influence our attitudes and
behaviors. Expanding special fictional effects in games to the real spaces has significant
impacts on humans’ emotional experience as shown in the previous section. Addi-
tionally, recent advertisements based on transmedia storytelling bring fictional stories
into our real life if people can communicate with fictional persons in the stories via
social media [12, 13]. The augmented real spaces may be rather rhetorically persuasive,
but if a sense of the reality of the augmentation of the real spaces is lost, the effect of
the persuasiveness continues only temporally while people maintain their curiosity. The
section discusses some insights to design the enhanced real spaces based on the par-
ticipatory design based analyses with the case study.

4.1 Research Method

We conducted two participatory design workshops to analyze the case study presented
in the previous section.

4.1.1 The First Workshop
The first participatory design workshop is unstructured, in which participants are four
researchers who developed and conducted the case study. They discussed their expe-
riences with developing and evaluating the case study in the workshop. The role of the
workshop is to record the discussions among participants into a document; then, we
extracted various labels related to how to augment the semiotic meaning of real spaces
based on the case study from the recorded document. We divided the labels into several

1 https://www.oculus.com/.
2 http://nyatla.jp/nyartoolkit/wp/?page_id=55.
3 http://unity3d.com/.
4 http://www.p-memories.com/.
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categories in accordance with a grounded theory [1], which is a systematic framework
in the social sciences involving theory-driven content analysis that aims at identifying a
set of words that best present a certain concept, that is widely used in social science to
extract qualitative insights. We performed interactive open coding on the labels to
identify different categories.

We conducted to extract the categories in the following three steps.

(i) Collecting documents: We collected a set of documents created by the devel-
opers of the system. The document includes some documents discussing the
system’s basic idea, system design and presenting the experiment including the
interview with participants.

(ii) Annotating the documents: The annotator chose keywords from the documents
related to the enhancement of real spaces.

(iii) Validating annotations: To qualitatively validate the keywords, we measure the
agreement among developers of the system.

We finally extracted seven categories: Living Thing, Object, Landscape, Informa-
tive Cue, Institutional Mechanism, Occurrence and Narrative from the analysis, where
we call the seven dimensions the dimension world model, that is a model helps us to
discuss a process to virtualize real spaces. By examining each dimension, designers can
consider the redefinition of reframe of the real spaces (Fig 3).

Fig. 3. Dimension world model
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4.1.2 The Second Workshop
In the second participatory design workshop, eleven participants who are experts of
Japanese pop culture discussed how a sense of the reality of an enhanced real space is
affected with the value-based analysis framework by using the values as frames to
structure the discussions, where the framework contains six values like the authentic
value, mindful value, empathetic value, aesthetic value, ideological value and infor-
mative value proposed in [12]. Figure 4 depicts the six frames defined in the value-
based analysis framework. These six frames are grounded from various theories pro-
posed in multidisciplinary fields like social science, behavior science, marketing and
cultural studies for designing meaningful digital products. The informative value offers
sufficient information to people and helps them make better decisions. The empathetic
value is achieved and enhanced by adding some similarity with a user. The authentic
value provides people with a sense of ownership. The aesthetic value is an important
concept with regard to making everyday objects more attractive. The mindful value
gives people a chance to be aware of the current situation. The ideological value
reminds users of important ideological concepts, such as friendship and justice. The
results of the analysis are summarized in the next subsection.

Fig. 4. Value-based analysis framework
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4.2 Analyzing Enhanced TCG with the Value-Based Analysis
Framework in Respective Dimensions

4.2.1 Living Thing
We mainly focus on a person as a typical living thing in our discussion. People first
typically establish a human relationship based on a person’s visual impression if they
do not know the person well. People can also establish a human relationship with a
fictional person if they know the stories of the fictional person and feel empathy toward
the person. The persuasiveness is increased if a person is well known and favorable.
Thus, the empathetic value is essential in this case. Additionally, if a person offers the
aesthetic value, persuasiveness is typically increased because we tend to believe an
aesthetic person. The ideological value affects the persuasiveness of a person because
we may feel the authority of a person who offers strong ideological messages to us. The
empathetic value is the most essential in Enhanced TCG because most of fictional
persons used in Enhanced TCG are the fictional characters used in animation stories.
The question of whether a user knows the stories of the characters and feels empathy
toward them is essential.

4.2.2 Object
The reality of the objects appearing in enhanced real spaces, such as furniture or
stationary, depends on whether we believe that the objects exist in real spaces. The
authentic value is the most critical value in this case. As shown in [12], it is hard to feel
the reality of virtual objects such as virtual trading cards, but the authentic value can be
recovered when the reason that the virtual objects exist in real spaces is properly
shown. For example, in Enhanced TCG, a physical card is replaced with a fictional
character in animations; a player who is familiar with the character’s animation story
believes the appearance of the character. Additionally, if uncommon objects are used, it
is important to use realistic prototypes that do not violate physical laws. If people
cannot believe the objects, an enhanced real space becomes a world of science fiction.

The aesthetic or empathetic value is essential for increasing the persuasiveness of
objects. We typically tend to remember beautiful or empathetic objects. Additionally,
the ideological value is important to increase their persuasiveness; for example, we feel
powerful emotional experiences when objects are used in some unforgettable
occurrence.

Alternatively, we may rely on reciprocity to increase the authentic value. As shown
in [6], if an object is given from a person who a user favors, the user feels that the given
objects are precious even if they are virtual. Using social influence is a useful strategy
to increase a sense of the reality of incorporated fictional objects in real spaces.

4.2.3 Landscape
The reality of the landscape depends on the empathetic value. In many science fiction
movies, nonexisting impressive landscapes are used to allow people to feel that the
place is not our living space. This approach increases the reality of the place in fictional
stories, but people cannot feel that the landscape exists in our real space.

In Enhanced TCG, a story introducing a fictional character uses a virtual world
composed by 3D models. The landscape used in the story should typically be the
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landscape used in the animation stories of the characters. However, many recent
Japanese animations generate landscapes from the photos of real landscapes to make
people feel that the characters in the animations actually live in the real town.5 This
approach increases the authentic value of the landscape; people can enjoy some fic-
tional events in the stories as events in real spaces.

4.2.4 Informative Cue
In our case study, some information is shown to help a user’s decision making.
Conversely, some information may appear to increase people’s buying impulses. In
Enhanced TCG, information can be shown by superimposing textual information on
real spaces, as in typical augmented reality services.

The authentic value of the information is essential for making people believe the
information. People typically believe the information presented on newspapers or
magazines published by authorized organizations. They are also easily aware of
superimposing information in real spaces such as Enhanced TCG; the approach
increases the persuasiveness of the information, but the means of presenting infor-
mation is not natural. Thus, it is important to determine how to increase its authen-
ticity.6 Additionally, it should be careful not to increase people’s frustration due to
intrusive information. At times, there is a tradeoff between the naturalness and per-
suasiveness of the information. We need to investigate the use of typical methods
developed in recent advertisements in public spaces.

4.2.5 Institutional Mechanism
In the current case study, institutional mechanisms such as the currency system or
social norms are represented in the background described in stories, but we can
explicitly incorporate the fictional economic or social mechanisms as institutional
mechanisms to enhance our case study to facilitate desirable human activities.
Increasing social influence is an essential way to alter human attitudes and behaviors.
Additionally, virtual currency can be used to facilitate a community’s activities [6]. By
taking into account the ideological value, the potential drawbacks are more clearly
presented. But, the authentic value should be ensured so that the effects of the
mechanics have a real impact on our actual living society. This issue makes it hard to
use fictional institute mechanisms in the current case studies.

It is hard to implement realistic social communication with a fictional character
because the unnatural voice communication may violate the consistency of the fictional
character. However, we may use social media such as Twitter to communicate with the
fictional character. If the character timely retweets our tweets, the reality of the com-
munication is significantly increased, and these responses increase our communication
activities. Additionally, when the virtual currency can be exchanged with real currency,
we feel the reality of the currency’s economic value. However, if the currency does not

5 http://ayamoe.skr.jp/photodramatica.html/.
6 In recent pop culture contents, this way of presenting information is very common, so people in the
young generation consider that the information is more authentic than do those in the old generation.
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have any impacts on our real life, the currency immediately bores people and, thus,
they will stop using it.

4.2.6 Occurrence
Occurrence causing strong emotional impression can be easily remembered even from
partial information. For example, people typically remember a serious accident that
they encounter for a long time. Additionally, they can easily remember a fateful
encounter with a marvelous leader. Thus, the fictional representation including ideo-
logical messages that serve as reminders of the real past occurrence makes people feel
the reality of the occurrence. The ideological value can be used to serve as a reminder
of the messages and increase the reality of the fictional representation. For example,
Newsgames7 are typical examples; they use the ideological value to increase the reality
of video games and in Enhanced TCG, fictional characters can give players some
ideological concepts.

Music typically has a positive effect on people’s behavior. Music is useful for
increasing the positive value. In many dramas and movies, music is effectively used to
engage audiences. In real spaces, there is no background music, but the music can be
used to enhance the meaning of the real spaces. In Enhanced TCG, special sound
effects and music are effectively used to increase a user’s positive emotion.

4.2.7 Narrative
The informative value is used to help people’s decision making. However, it is not
typically easy to offer proper information to people in these case studies because people
may not be aware when useful information is presented if the information is seamlessly
embedded in real spaces. From the experience with Enhanced TCG, transmedia sto-
rytelling is useful for enhancing the informative value because respective media offer
the same information from different angles simultaneously. This approach increases the
possibility that people are aware of the usefulness of the information.

The use of multiple media is useful for offering the positive value because offering
information from multiple angles is appropriate for increasing multiple emotions, and
these emotions increase the positive emotion. For example, the use of several pastel
colors in media may trigger human positive power to decrease fears of tackling a hard
problem.

Additionally, transmedia storytelling is a useful technique to incorporate fictionality
in real spaces [13]. When people see the incorporated fictionality in various places in
the real spaces, the possibility that they feel that the fictionality exists in the real spaces
is also increased.

4.3 Design Implication

From the discussions in the workshops, we also found that the following three issues
are essential when designing incorporated fictionality. The first issue is that the use
case’ scenarios are essential to effectively extract a sense of values from participants.

7 http://www.newsgaming.com/.
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The second issue concerns how to ensure the plausibility of incorporated fictionality by
adding a sense of values in each dimension. The third issue relates to how human
behavior is designed according to incorporated fictionality. This subsection summarizes
the discussions on these three issues.

In the second workshop, we provided a tangible working prototype to participants,
but the scenarios surrounding their use were implicit to the participants. However,
based on their experiences with the experiments, the designers amplified their stories
about how to use the digital services because, before the workshop, the participants
already knew the stories from the designers, including the case study’ scenarios, as well
as how to explore decisions while designing it. Additionally, the participants under-
stood the current drawbacks of the case study from the experiments conducted by the
designers. The stories are very powerful in terms of understanding the sense of values
embedded in the case study. If the participants need to estimate the values from the
laboratory studies with tangible prototypes, it is hard to properly understand the values,
and such misunderstandings may lead to poor decisions with regard to refining the case
study. The designers’ stories are usually a kind of scenario related to the use of the case
study. Our finding is that a well-designed scenario describing how values are embedded
in the digital service is helpful to appropriately understand the precise values if the
participants are hard to develop their own stories with the digital services through the
long term real world field setting that is usually hard to incorporate in the user study.

The second issue discussed in the second workshop was how to ensure the plau-
sibility of incorporated fictionality through a sense of values. One of the important
issues related to design concerns the consideration of semiotic meaning in incorporated
fictionality. The value attached to fictionality may be fictional, but the effect is strong
enough to influence a user’s attitude and behavior. A designer needs to carefully
consider how users unconsciously sense the meaning of an alternate real space mod-
ified through incorporated fictionality. If the meaning is ambiguous, users may be
confused about how to behave in the real space. However, the ambiguity is sometime
essential because it offers opportunities to explicitly and critically consider the
importance of the incorporated fictionality. Future digital services need to consider
various social issues and human possibilities to overcome serious social pitfalls and to
increase our potential abilities. It is important to investigate a variety of possible
services to enhance our human abilities for speculative design. Incorporated fictionality
offers us some possibilities for speculative design in future services and critical dis-
cussions of social issues to change the meaning of real spaces. The approach is
essential in building future social services that are aligned with people’s flourishing
lifestyles.

The third issue discussed relates to how human behavior can be designed in
incorporated fictionality. The changing visual or auditory experience in real spaces
influences human behavior. In future services, influencing human is essential in relation
to a variety of social issues. For example, economic issues must be taken into account
to promote business on digital services, and political issues must be considered to make
a government function correctly. Additionally, ethical issues should be considered to
protect people from those who seek to exploit them. Previous studies have provided
ample evidence of the effects of altering human eyesight. In particular, offering positive
and negative feedback is powerful in controlling human behavior. However, the
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persuasive effects may be limited if people cannot understand the meaning of the
incorporated fictionality. The plausibility of incorporated fictionality comes from the
belief that people can understand the meaning and that they feel the meaning is sig-
nificant for them. Thus, feeling the plausibility is very important in influencing human
behavior because people do not change their behaviors according to incorporated
fictionality if they do not feel the plausibility of the incorporated fictionality.

5 Conclusion

The paper presents a case study that augments the semiotic meaning of real spaces. The
case study uses fictional components to augment the meaning. We then present the
analysis of the case study to extract some useful insights to design future digital
services that attempt to augment the meaning of real spaces.
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Abstract. This paper presents an agent-based education system fea-
turing context-awareness. It detects the locations of visitors and deploys
agents at computers near their current locations. When visitors move
between exhibits at a museum, their agents follow them to annotate the
exhibits in personalized form and navigate them to the next exhibits
along their routes. The system enables visitors to interact with agents
by their movements rather than by using portable devices, as visitor
movement is one of the most basic and natural behaviors in museums.
This paper also describes insights gained from our past experiments on
agent-based education services.

1 Introduction

Agent-based systems have been used in a variety of ways to assist in human
learning. In artificial intelligence, agents are autonomous entities that direct
their activity towards achieving goals in environments by means of observation
through sensors and external database systems. Such agents are adaptive in the
sense that they may learn or use knowledge to achieve their goals. They are also
useful to enhance human learning in the real world. We have attempted to use
agents for user-assistant services in the real world, e.g., museums, train stations,
and shopping malls.

This paper describes our agent-based user-assistant system to navigate and
provide educational annotation for users according to their past and present
locations. The system detected the presence of visitors standing in front of spec-
ified exhibits and deployed agents at stationary computers close to their current
positions to provide visitors with annotational information on the exhibits that
they are in front of. They recorded and maintained the experiences of visitors,
e.g., a record of the exhibits that the visitors had previously viewed. In addition,
they recorded and maintained profile information on the visitors and provided
them with personalized annotations about the exhibits that they were standing
in front of. Also, to free visitors from the burden of complex interaction with
their agents and annotation configuration, we used their movements between
exhibits as implicit operations to select the annotations that they wanted to
view/hear and to evaluate what they had learned from the exhibits, as visitor
movement is one of the most basic and natural behaviors in museums.
c© Springer Nature Switzerland AG 2019
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2 Basic Approach

This section discusses the requirements and concept of the proposed system.

2.1 Requirements

This work was inspired by our collaboration with several science museums. One
of the museums asked us to develop agent-based navigation and annotation
services for their visitors.

– Annotation services should be personalized, because most visitors in the
museum lack sufficient knowledge about the exhibits and they need supple-
mentary annotations on these. As their knowledge and experience are varied,
they may become puzzled (or bored) if the annotations provided to them are
beyond (or beneath) their knowledge-level or interest. Ideally, visitors will be
provided with annotations on exhibits according to their own knowledge and
experience, e.g., exhibits that they have already seen.

– Portable devices should not be used, because visitors tend to pay attention
to the devices and less to the exhibits. It is also difficult for some visitors,
particularly children, the elderly, and handicapped people, to interact with
annotation services through the buttons or touch panels on portable comput-
ers, cellular phones, and stationary terminals.

– Visitor routes are often effective for helping visitors to learn about exhibits.
However, visitors often miss their routes, so that annotation services should
navigate visitors. Such routes should also be personalized with annotations.

– The museum wants to provide quizzes on their exhibits for visitors, because
quizzes are a useful way to review what has been learned about the exhibits.
Since children tend to study thing through playing games, quizzes are also
useful to enhance their learning experiences.

2.2 Design Principles

To satisfy the above requirements, our approach is to combine between the notion
of agents with context-awareness.

The system can assign one or more agents to each visitor to support the first
requirement. These agents select or modify annotation contents in a personalized
form according to the visitors’ knowledge and experience, e.g., the exhibits that
they have previous viewed. They are autonomous and can also have their own
programs to provide annotations in different modalities.

To satisfy the second requirement, our services should be provided from sta-
tionary computers located close to the exhibits instead of via portable devices.
Visitors move from exhibit to exhibit in a museum, and whenever they move to a
new one, their agents should be deployed at computing devices close to the new
exhibit. That is, our virtual agents should accompany the visitors and annotate
the exhibits in front of them in the real world on behalf of museum guides or
curators.
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Agents should navigate visitors to exhibits along the routes assigned to them.
Agents can dynamically select which exhibits their visitors should see next and
inform them via their favorite modalities, e.g, visualization or sound. Both the
annotations about exhibits and the visitor routes may often be changed and
modified, as real museums frequently replace and relocate displays in their exhi-
bition spaces. Non-professional administrator, e.g., curators, should be able to
easily define and customize visitor-assistant agents.

To support quizzes, the system needs to let users input their answers, but
user-manipulation must be simple and natural, because it is difficult for visitors
to explicitly operate buttons, mice, touch panels, and smart cards. We introduce
visitor movements as a user-friendly interaction with agents, because visitor
movement is one of the most basic and natural behaviors in museums.

3 Design and Implementation

Before explaining our experiment in a museum, we describe our system for mon-
itoring contextual information and executing agents. It consists of three sub-
systems: (1) context-aware directory server(s) (CDS), (2) agent hosts, and (3)
context-aware agents (Fig. 1). The CDS is responsible for monitoring the under-
lying location sensing systems and reflecting changes in the real world, e.g.,
the movement of visitors, to supply information on the locations of agents. The
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Spot 1 Spot 2
Agent host Agent host

Abstraction Filter

Contextual event manager

Runtime system Runtime system

Event
dispatcher
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Agent

information
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Host
information
database

Spot 3

Agent host
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Location-sensing
system (Proximity)

Location-sensing
system (Proximity)

Location-sensing
system (Proximity)

Fig. 1. Architecture of context-aware virtual agent system.
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agent hosts are located at computers and can execute context-aware agents. The
context-aware agents are autonomous entities that define application-specific
services for visitors. Visitor-assistant services are encapsulated within the third
subsystem so that the first and second subsystems are independent of any
application-specific services or other agents, which are simultaneously running to
provide different services, including artificial intelligence (AI)-based processing.

3.1 Context-Aware Agent Deployment

Although the system itself is independent of any underlying location-sensing sys-
tems, the experiment presented in this paper was based on a proximity-based
location sensing system with active RFID tags, so here, we briefly explain how
CDSs are used with the system. We assume that the museum has provided visi-
tors with active RFID tags, where tags are small RF transmitters that periodi-
cally broadcast beacons including the identifiers of the tags to receivers located
in exhibition spaces, where each receiver can detect the presence of tags within
the coverage area of its antenna, e.g., 3-m circle, called a spot. CDS monitors
one or more receivers. When the receiver detects the presence (or absence) of a
tag in a spot, its CDS attempts to query the locations of the agent tied to the
tag from its database and then instructs the agent to migrate to a computer in
that spot.

3.2 Agent Host

Each agent host is located at a computer with user-interface devices, e.g., display
screens and loudspeakers. It is constructed as a runtime system for executing
and migrating agents to other hosts. Each runtime system is built on the Java
virtual machine (Java VM), which conceals differences between the platform
architectures of the source and destination hosts. Each agent host can exchange
agents with another host through a TCP channel using mobile-agent technology.
When an agent is transferred over the network, both the code of the agent and
its state are transformed into a bitstream by using Java’s object serialization
package and then the bitstream is then transferred to the destination. The agent
host on the receiving side receives and unmarshals the bitstream.

Each runtime system governs all the agents inside it and maintains the life-
cycle state of each agent. When the life-cycle state of an agent changes e.g., its
creation, termination, or migration to another host changes, the runtime system
issues specific events to the agent. Navigation or annotation content, e.g., audio-
annotation, should be played without interruption, so agents may have to acquire
various resources, e.g., video and sound, or release previously acquired resources.

3.3 Context-Aware Agent

Each agent is assigned to at most one visitor and has his/her preference infor-
mation and its own programs that provide annotation and navigation. To enable
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agents to be easily developed and configured, each agent consists of three parts:
(1) a user-preference part, which maintains and records information about visi-
tors, e.g., their knowledge, interests, routes, name, and the durations and times
they spend at each exhibit; (2) an annotation part, which defines a task for play-
ing annotations about exhibits or interacting with visitors; and (3) a navigation
part, which defines a task for navigating visitors to their destinations (Fig. 2).
When an agent is deployed at another computer, the runtime system invokes a
specified callback method defined in the annotation part and then one defined
in the navigation part. Although these parts are implemented as Java objects,
they are loosely connected with one another through data attributes by using
Java’s introspection mechanism so that they can be replaced without any com-
pilations or linkages between their programs. The current implementation uses
the standard JAR file format for archiving these parts because this format can
support digital signatures, thus enabling authentication. Each agent keeps the
identifier of the tag attached to its visitor.

User-Preference Part. This part is responsible for maintaining information
about a visitor. Actually it is almost impossible to accurately infer what a visitor
knows or is interested in from data that are measured by sensing systems, so
instead, the current implementation assumes that administrators will explicitly
ask visitors about their knowledge and interests and manually input the infor-
mation into this part. Nevertheless, it is still possible to make an educated guess
with some probability as to what a visitor may be interested in, if we know
which spots he/she has visited, how many he/she has visited, and how long
he/she stayed there. Each agent has a mechanism to automatically record the
identifiers, the number of visits to, and the length of stays at spots by visitors.
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Annotation Part. Each agent is required to select annotations according to
the current spot and route in addition to the information stored in the user-
preference part and to play the content in the personalized form of its user. This
part defines the content-selection function and the set of programs for playing
the selected content. The function maps more than one property, e.g., the current
spot, the user’s selected route, and the number of times he/she has visited the
spot, into a URL referring to the annotative content. The content can be stored
in the agent, the current agent host, or external http servers. This part is defined
as Java-based general-purpose programs.

Navigation Part. Our agents are used to navigate visitors to their destina-
tions along routes recommended by museums or the visitors themselves. After
executing their annotation part, the navigation part is invoked by the runtime
system to provide visual or audio information on the display screens or from
loudspeakers of the current agent host.

We also introduced visitor movements between exhibits as an implicit oper-
ation for selecting the routes that they wanted and evaluating what they had
learned from the exhibits, because visitor movement is one of the most basic and
natural behaviors in museums. This part consists of the four navigation patterns,
outlined in Fig. 3.

– Navigation instructs users to move to at least one specified destination spot.
– Selection enables users to explicitly or implicitly select one spot or route from

more options close to their current spot by moving to the selected spot or
another spot along the selected route.

– Termination informs users that they have arrived at the final destination
spot.

– Warning informs users that they have missed their destination exhibit or
strayed off their route.

No agent knows the spatial directions to the destinations because the directions
themselves depend on the spatial relationships between the locations of the cur-
rent agent host and the locations of the destinations, as well as on the direction
to the current host’s screen.

COURSE-A COURSE-B

Termination

SelectionNavigation

Warning

SELECT
A or B

SELECT
A or B

EXIT

DNE DNE WARNING
GO BACK

Fig. 3. User-navigation patterns.
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4 Experience

This section describes our experience with the system in addition to the basic
performance of the system.

5 Experiment in a Museum

We performed an experiment at the Museum of Nature and Human Activities
in Hyogo, Japan, using the proposed system. As shown in Fig. 4, the experiment
was carried out at four spots in front of specimens of stuffed animals: a bear,
a deer, a raccoon dog, and a wild boar. Each spot provided five different pieces
of animation-based annotative content about the animals, namely its ethology,
footprints, feeding, habitats, and features, and had a display and active RFID
reader with a coverage range that roughly corresponding to the space. Before a
visitor participated in the experiment, an operator input his/her point of interest
and the route and created his/her virtual agent. When a visitor stood at each
of the spots, his/her agent was deployed at one computer within his/her current
spot. It displayed content in a process defined within its program and navigate
him/her to the next destination, where the content and the next destination were
selected according to the past spots that he/she visited in addition to his/her
current spot and his/her route.

Spot 2
Spot 3

Spot 4
Spot 2
Spot 1

Pendant
(with active
RFID tag)

RFID
reader

Stationary
display

Sp

Wild boar

Bear

Deer

Raccoon

Fig. 4. Experiment.

We simultaneously provided two kinds of routes for visitors to evaluate the
utility of our user-navigation support.

– The experiment enabled visitors to explicitly select subjects they preferred by
moving to one of the neighboring spots corresponding to the subjects selected
in specified spots at specified times.

– It also provided visitors with several quizzes to review what they had learnt
about the animals by selectively moving to neighboring spots corresponding
to their answers in specified spots at specified times (Fig. 5).
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Quizz: 
Whose is a footprint?

Spot

Spot

Spot

Spot

Answer:
Raccoon

Answer:
Deer

Quizz
Correct

Incorrect
Wild boar

Bear

Deer

Raccoon

Fig. 5. Interactive route for quizzes on exhibits

Both the experiments offered visitors animation-based annotative content about
the animal in front of them so they could learn about it while observing the
corresponding specimen.

An agent bound to a user could recommend two or more destination spots
by using the selection pattern provided on its current agent host. When a visitor
moved to one of the spots, his/her agent recorded their selection. If the selection
corresponded to a quiz choice, when the user moved to a spot corresponding
to a correct or incorrect answer, their agent modified the visitor’s profile that
was maintained within it. Furthermore, if a user strayed from his/her route, the
navigation part played a warning content for him/her to return to the spot.

5.1 Evaluation

Although the current implementation was not built for performance, we mea-
sured the cost of migrating a null agent (5-KB zip-compressed) and an anno-
tation agent (1.2-MB, zip-compressed) from a source host to a destination host
that was recommended by the CDSs. The latency of discovering and instructing
an agent attached to a tag after the CDS had detected the presence of the tag
was 320 ms and the respective cost of migrating the null and annotation agents
between two hosts over a TCP connection was 32 ms and 380 ms. This evaluation
was performed using three computers (Intel Core 7i-2.4 GHz with Windows 10
and Java version 8) connected via a Giga-Ethernet. This cost is reasonable for
migrating agents between computers to follow visitors moving between exhibits.

We ran the experiment over two weeks. Each day, more than 60 individuals
or groups took part in the experiment. Most of the participants were groups of
families or friends aged from seven to 16. Most visitors answered questionnaires
about their answers to the quizzes and their feedback on the system in addition to
their gender and age. Almost all participants (more than 95%) provided positive



34 I. Satoh

feedback on the system. Typical feedback included “We were very interested in
or enjoyed the system”, “We could easily answer the quizzes by moving between
the spots”, and “We gained detailed knowledge about the animals by watching
them in front of where we were standing.” Most visitors only paid attention to the
colors of the agents, instead of the characters and visual effects. They appeared
to be more interested in watching the animal specimens than the visual effects
e.g., animations of the agents.

5.2 Discussion

The above experiment provided us with several insights, as discussed in the
following subsection.

Effect to Education. Many researchers have evaluated context-aware services,
most focused on services themselves rather than their utility or effectiveness in
terms of users achieving their own goals. The main purpose of context-aware
services is to assist with user activities. Context-aware services can be thought
of as methods rather than goals. In fact, one goal of science museums is to
provide visitors with experiences that will enhance their knowledge of science
through the exhibitions themselves, not devices. Several existing projects have
used context-aware visual agents, e.g., characters or avatars, on terminals to
attract the interest of children. Therefore, such services should play as an extra
roles rather than a leading one. The problem is that visitors tend to focus their
attention on the visual agents rather than the exhibits. Our solution is to simply
use context-awareness and agents as extras rather than in leading roles. When
we initially designed our context-aware services, our focus was enabling visitors
to enjoy exhibitions. At first we provided animations with visual agents but
later in the experiment, we abandoned the animations because some of the vis-
itors tended to focus their attentions on the visual agents at the expense of the
exhibits. Our early experiment enabled visitors to interact with their agents, but
interactive services often tend to lower the extent of the learning experiences in
the museum because visitors are too preoccupied with interactions.

Awareness of Context-Aware Services. Most other projects’ experiments
on context-aware services explicitly or implicitly assume that users know where,
when, who, what, and how to receive the services. However, actually users often
fail to recognize their context-aware services. In fact, most visitors at our early
experiment in the museum missed the locations where they were provided with
location-aware services because they did not know where they could receive
them. They also wandered around the exhibition room and haphazardly entered
enter certain places where they could receive the services. In short, it was difficult
for them to know where, when, who, what, and how context-aware services were
provided, because context-aware services e.g., location-aware, time-aware and
and user-aware, were only provided when the current contexts e.g., locations,
times, and user satisfied the conditions of the services. To notify visitors of the
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spots where context-aware services are provided, we designed a simple solution
after several attempts: we placed visual markers on the floor in front of these
places. Figure 6 shows the two kinds of markers we used: a printing sheet and a
quoits. All visitors were able to place after these markers were set up.

a) c)b)

Fig. 6. (a) and (b) Markers on location-aware services and (c) two or more visitors at
a spot

Sensing Errors. In the experiment, we deployed, installed, and configured the
entire system, including location-sensing systems and servers within one day, the
day the museum was closed without conducting any preparatory experiments in
the exhibition room. Existing location-sensing systems are not perfect in the
sense that errors in measurement are essentially unavoidable. The ranges and
rates of measurement errors tend to depend on the location-sensing systems.
There are two typical errors. The first is to miss a tag attached to a visitor. This
results in the visitor standing in front of a display and not receiving any ser-
vices. The second is to estimate the positions of tags a long distance from their
real positions. Proximity-based systems, including active RFID tag systems, may
occasionally lose the positions of tags but they seldom estimate incorrect posi-
tions. Therefore, we used a commerical active RFID tag system in the experiment
instead of any lateration-based tracking systems.

Adaptation to Changes in the Requirements. Although the experiment
lasted for just two weeks, exhibits were often replaced for the sake of the
museum’s convenience. Adaptation to such changes was needed. As application-
specific services could be defined and encapsulated within the agents, we were
able to easily change the services provided by modifying the corresponding agents
while the entire system was running. More than two different visitor guide ser-
vices could also be simultaneously supported for visitors. Even while visitors were
participating, curators with no knowledge of context-aware systems were able to
reconfigure the annotative content through drag-and-drop manipulations using
the GUI-based configuration system. Most real spaces, including modern build-
ings, have not been designed to accommodate computers and sensors for context-
aware services. For example, there may be no power lines or networks available.
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The deployment of context-aware services needs to make existing spaces smart
without losing any of the original utility of the spaces. There are unavoidable
time limitations that come with the deployment and configuration of context-
aware services in the real spaces. We had to deploy, install, and configure the
entire system, including location-sensing systems and servers, by us within one
day in the experiment i.e., a day the museum was closed without conducting any
preparatory experiments in the exhibition room.

6 Related Work

There have been many attempts at agent-based or context-aware learning sys-
tems. Multiple agents have been widely used in educational environments. This
technology can serve an aid to learning environments by making these environ-
ments more proactive and autonomous [2,11]. Context-awareness can make a sig-
nificant difference in learning efficiency compared to traditional classroom-based
learning because in context-aware learning environments, learning resources and
activities are adapted to match the learner’s current situation [4,5]. There have
been many attempts to provide museum visitor guide systems. Most existing
works e.g., the Electronic Guidebook, [3], Museum Project [1], Hippie system
[8], ImogI [7], and Rememberer [3] have assumed that visitors carry portable
devices. A few researchers have attempted approaches to support users from
stationary sensors, actuators, and computers. For example, the PEACH project
[9] developed a visitor guide system for use in museums and has evaluated it in a
museum. Their system enables agents to migrate between computing devices [6]
by displaying an image of an avatar or character corresponding to the agent on
the remote computing devices; However the agents themselves cannot migrate
to computing devices. Satoh proposed an agent-based education system [10], but
the system intended to focused on their agent programming model for context-
aware services.

7 Conclusion

We designed and implemented an agent-based system for providing context-
aware visitor guide services in a public museum. When a visitor moves from
exhibit to exhibit, his/her agent can be dynamically deployed at a computer
close to the current exhibit and play annotations about the exhibit according to
their knowledge, interest, and the exhibits that they have already seen the agent
can also navigate him/her to exhibits along their route.
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Abstract. Currently, we can find a large number of user interfaces made by
developers who do not follow of current UX premises, i.e. they are not adapted.
Normally this is due to financing problems and resources of software projects. In
order to study, develop and reuse adaptive user interfaces in a fast and non-
invasive way, a new method of interface description is proposed, which would
provide to an external library with enough information to restructure the inter-
face in accordance with the use and habits of the user. This way of defining the
interfaces is directly linked to the use of Adaptive Interface Ecosystems (AIE),
components that work at sight level and whose mechanics can be applied to
interfaces independently of their physical nature. Following this methodology of
description of the interface, the AIE will be able to carry out an adaptive design
of the interface, with very low production and development costs.

Keywords: User experience � Context aware computing � Adaptive systems �
Smart interfaces � Intelligent environments

1 Introduction

This research work deals with how to define interfaces and/or describe correctly those
interfaces already defined, so that these can be applied Adaptive Interface Ecosystems
(AIE). The AIEs are a group of components that work at the view level [1] and are
integrated with components of an existing interface, taking on this some freedom of
manipulation of the presentation properties. The architecture of the AIE, which will be
briefly explained in Sect. 3, is valid both for graphical interfaces, as for interfaces of
another nature, and although it has a calculation core that is independent of the type of
interface it must implement a module specific to the language and/or the specific
technology type with which the interface is programmed.

The final intention of correctly describing an interface is to be able to modify it
automatically, applying changes that improve its accessibility in accordance with user
usage patterns. The form of inclusion of AIE inside the code tries to be as less intrusive
as possible in the programming/definition of the interface, for that reason the system of
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definition of the elements that compose the interface must be as complete as possible
without invading the field of development of the functionality.

Throughout this article, we will analyse the usual problems that the interfaces have
and what solutions would be obtained through improving the systems of description.
The point 3 describes the structure and functioning of an AIE. Point 4 presents a
method for describing interfaces. Point 5 presents the case study by applying the model
to a Smart City data management platform called SPECTRA, and finally point 6
includes conclusions and results.

2 Defining Interfaces

At present we can find different ways of grouping the types of interfaces. The most
common is grouping depending on the senses affected: visual, auditory, tactile,
olfactory, gustatory and mixed [2] (as consequence of the rise of ubiquitous computing
[3]). Today we find interfaces on many devices in any location and format. Within
them, the visual component commonly predominates, although the auditory interfaces
begin to have more importance today with the growing expansion of voice assistants.
Some of the most used devices, smartphones or laptops, are a very clear example of
mixed interface, although they are eminently visual, they also have audio and tactile
interfaces (tactile it’s not referring to the screen is touch, since the screen can be
considered a peripheral; it’s referring to the characteristic elements of the interface,
such as the inclusion of gestures in the way of interacting with it, or notifications in the
form of vibration).

A good definition of the concept of interface is provided by the Special Interest
Group on Computer- Human Interaction (SIGCHI) of the Association of Computer
Machinery (ACM) in [4]: “Human-Computer Interaction (HCI) is the design, evolution
and implementation of interactive systems for human use and the study of the phe-
nomenon that surrounds it. ”

The nature of the interface explains the fact that some of the characteristic input/
output elements can only exist for a certain type (for example, a window in the visual
interfaces). However, basic structures that group similar elements can be found in most
interfaces, regardless of their nature. These elements are: menus (set of elements,
grouped and classified whose interaction triggers an action in the system), lists (set of
elements, grouped and classified whose interaction does not cause an action in the
system), forms (set of information entries), elements of action (isolated element that
trigger one or more actions of the system), information inputs with a basic casting of
type (for example, the entry of a date), information inputs of the selector type (selection
of an option or several options among a set of offered options), screens or views (as a
grouping of different types of elements), displays (visualizer of a specific data type,
either simple or complex - formed by several types of data, can allow interaction to
modify the type of data, its visualization or access specific data in a more detailed way).
To the group of sensitive interfaces can be added the Brain-Computer Interfaces
(BCI) [5], based on both the reception and the sending of information to the computer
directly from the brain, without the need to reinterpret it through other organs. These
interfaces were originally created for the adaptation of applications to people with
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severe motor disabilities, although their use is currently being extended to more areas
(see [6]). The grouping of input/output elements in this type of interfaces does not
apply since the brain impulses are interpreted directly with the electronic system that is
responsible for capturing them. There are also cases in which the instrument that
collects the brain impulses is not an interface itself (as for example in [7]), but only
translates the impulses to input events of other types of interfaces (for example, the
control of a mouse pointer thanks to brain activity). For these cases the basic elements
exposed previously above are equally valid. The versatility in the implementation of
interfaces in different formats leads us to reconsider the usability and interface con-
struction patterns (see [8]) that are currently applied, and consider whether they can be
established in a global way. Today the problems that the methodologies to develop
interfaces have to solve, see the studies of [26] and [27], are the following:

– Use of erroneously ordered menu options and a confusing separation, inappropriate
terminology or iconography that does not conform to the expected meaning.

– Inconsistent and inappropriate use of colours, sounds, icons, and other multimedia
content that does not fit the user’s cognition.

– Text illegibility due to appearance or incorrect content. Lack of the adaptation of the
interface to the tastes of the user and absence of an assistance system.

– Waste of computational resources.

Most of the methodologies most used in the development of interfaces, such as
[9, 10] or [11], are based on the resolution of graphic user interface (GUI) problems.
Bentley (in [9]), for example, presents a fourteen-step guide for interfaces in SAS
(Statistical Analysis System), whose implementation is carried out by a design team in
which the end user can participate. The steps in this guide, which are carried out
iteratively, are: the analysis of activities and users, interface design, selection of
interface components, prototyping and evaluation of results.

The example of the Bentley methodology is one among the many examples of
iterative methodologies that derive from the development cycles proposed by the RUP
(Rational Unified Process, [12]) or the DSDM (Dynamic Systems Development
Method, [13]) where usability revolves around the design of interfaces, user archetype
(see [14]), and critic reviews to identify the needs and skills of this.

In other cases, as in TERESA (Transformation Environment for InteRactivE Sys-
tems representaAtions), a semiautomatic design is chosen from task models created
using the ConcurTaskTrees (CTT) notation defined in [15] and [16]. CTT is a notation
based on the LOTOS language for the analysis and generation of user interfaces from
task models.

The semiautomatic design added to the increase of machine learning processes (see
[17]) when configuring the interfaces or the harvest of environmental data using sen-
sors (in [18]) are the most significant advances to date. The collecting and treatment of
user experiences, both positive and negative [19], are taken into account when planning
the interface. It seems assumed that without the necessary resources (as multidisci-
plinary teams) it is impossible to come up with the exact interface design for non-
homogeneous groups of users and that user experiences vary greatly depending on each
archetype. For this reason, in [19] it points as fundamental actions, the harvest and
analysis of the parametrizable elements of the user behaviour patterns to build intuitive
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and effective interfaces. To this, as has been added previously, we must add the
ubiquity of the interfaces, so the procedure for describing becomes a critical point for
analysing and modifying them.

3 The Adaptive Interface Ecosystems

An IEA is a mechanism to solve usability problems, interface design and user expe-
rience (UX) to existing interfaces. The advantage of the use of AIE over already
elaborated and functioning interfaces is that it is not necessary to redesign or re-
implement the interface, but rather it will be adjusted (adapting over time) to each
user’s own way of using and monitoring it. Therefore, it is ideal for the application of
small projects that do not have many resources.

At no time should the AIE modify the functionality of the application to which they
are added, they should only change the presentation of the interface components, but
not the data or the way they are represented. The functioning of the IEA is very similar
to that of a network of neurons, since it has a learning process in which each element of
the interface calculates its specific weight (which in the case of the AIE is called
pregnancy) and once the training is completed, it adapts its physical form to its relative
importance for the user (the following sample system, despite being very incomplete,
can be very easy to understand: in an interface with two buttons, a button that is not
used will end up being more than small than the other one who uses a lot more). For an
AIE, the interfaces are divided into subsystems or Environments and these in turn in
other subsystems or Sub-environments or in Environment Elements, regardless of the
exact type of elements that make up the interface; that is, for an AIE both a menu item
and a list item will be Environment Element, while a list or a menu will be considered
Environments. The norm that governs the dynamics is the following: all items within
an Environment, whether Element or Sub-environment will compete with its sister
elements for the pregnancy.

The learning process of an EIA is measured in cycles, and to calculate its specific
weight, i.e. its pregnancy, the number and type of user interactions (since these may or
may not have been satisfactory [19]) are measured over element and over the envi-
ronment to which it belongs. The calculation of the pregnancy is governed by the
following equation:

DPi ¼ vm � s ni
nambient

;
ti

tambient

� �
n i;mambientð Þ where: ð1Þ
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It is urgent to clarify that the elements of the display interface (see Sect. 2), despite
allowing interaction with the user, are as black boxes for the AIE, they do not inspect or
govern its interface. If the functionality of a display is very large or its behavior is very
complex, it should be a goal of the programmer to granulize it and divide its functions
into views or screens, in order to make them more accessible and describable.

Finally, to determine all the elements of the interface that intervene in an AIE, the
unused presentation resources must be added. These resources are linked directly to the
nature of the interface, and are for example the space available within a window or the
time for the reproduction of a usable sound. Each element of an AIE has the following
characteristics:

– Interactions. Each event, in which the user provides some type of information to
the system, either directly or indirectly, is an interaction. In such a way that a
domain model similar to that of [20] can be used to store the information.

– Memory. Each component must evolve over time, this implies that it must be aware
of its status and note if the mutations produced have positive or negative
consequences.

– Communication. Each component must be able to communicate with the other
components, since the measures it takes on its own response capacity are mean-
ingless if it can’t establish a scale. For example, a button could not determine if one-
click over it is more or less, without knowing if the user makes also clicks over on
the rest of the components.

– Limits. Somehow each component must know in what ranges it should be able to
be modified (we do not want a text box to flood the whole screen or that a link on
privacy policy disappears from a website because no one accesses its content). The
fact that the elements of the interface mutate freely can come into conflict with
aesthetic considerations (aesthetics in their widest range, not only visual that is the
most commonly treated). Therefore, the establishment of the available resources of
an EIA does not have to be that of the total system (the designer of the interface
must determine this). The limits of growth and decrease of the elements of the
system must be established by the designer or the developer of the interface of the
system, in such a way that the aesthetic aspect is not affected or invades the space of
other functionalities of the system to which an AIE is not applied.

From the point of view of the description of an interface, in addition to unused
resources, only the interactions and the limits of the elements are important, since
memory and communication are internal mechanisms of an IEA.

4 Describing Interfaces

Currently one of the most commonly used interface creation systems is the definition of
these using a mark-up language, as HTML, JSX, n-templates (for web pages) or XML
(for Java applications for Android and iOS Storyboards). Many development envi-
ronments (IDE) are also incorporating the XML standard to define interfaces for Rich
Client Application in desktop environments regardless of the development language.
The versatility of the XML descriptors is very useful when working with an AIE, since
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it is a fantastic support on which to add information to the interface, without the need to
create another scheme and ensuring the use of a standard.

Not all the elements of an interface will must be important inside an AIE, there will
be elements whose representation has been determined untouchable for different rea-
sons (such as for example an advertising banner, or a legal alert), even though it lacks
relevance for the user. As mentioned in Sect. 2, an AIE only needs to know the form of
interaction with the user of the interface elements and if there are limits to recomposing
it every time the interface is reconstructed according to the preferences of the user. It is
understood that since the AIE programming library have access to the representation
properties of the elements, they must not be necessarily exposed and can be defined
separately, for example, in a style guide.

XML and its derivatives allow the definition of both new tags to describe elements,
and new tags for properties (within HTML, from version 4.0, for example, there is a
formalization called data- * attributes that allows to any user who use the language
include any attribute he want as long as you follow the nomenclature data-{attribute-
name} [21]). If within an XML document (from version 1.0) a Document Type Def-
inition (DTD) is referenced, then the use of own attributes can be made much more
tailored. The attributes defined for an AIE are the following (Table 1):

It is very important that all the elements that are of interest for an AIE are correctly
defined, with their properties and their events (it does not matter if they are not initially
shown to the user). If new elements were added to the interface dynamically, the
system would have to be rebooted (this possibility exists and is valid, the values of the
elements on the screen persist, but it must be taken into account that this requires extra
processing).

Table 1. Description attributes of AIE elements

Property Description

aie-name=“Unique_identifier” Identify that this interface element is interesting for an
AIE. The fact of identifying with a name to the element
will help later to check the evolutions of the system and
the debugging of the same

aie-prestance-fields=“propterty|
extra”
Extras max:MAX_VALUE |
min:MIN_VALUE
Example:
aie-prestance-fields = “volume|
min:0.5”

This field refers to the limits of the elements mentioned
in Sect. 2. It identifies name of the properties and
maximum and minimum values that can be reached.
PROPERTY is a string and MAX_VALUE and
MIN_VALUE are decimal numbers. The valid
identifiers of PROPERTY will depend on the
environment and the implementation of the AIE,
although they will generally refer to style name of the
style sheets of the languages used to style the interface

aie-trigger=“Event_name”
Example: aie-trigger=“click”

It identifies the name of the events that indicates the
interactions that must be collected for the calculation of
performance. Like the properties, they will depend on
the environment and the implementation of the AIE

Describing Interfaces in the Framework of Adaptive Interface Ecosystems 43



The properties aie-trigger and aie-prestance-fields are not obligatory, but it must be
considered that not specified them will provoke some interface changes not being
made. The fact of not specifying them can also suppose that the element that is being
referenced is sub-ambient, and therefore only a container.

The structure in the form of a tree that has an XML will be replicated into an AIE,
but that it will not be the same because there will be branches of the XML that can
disappear (those that contains elements that have no meaning for the AIE). By
agreement, each AIE element of the tree that contains within another element will be an
environment.

In the example shown below, made in HTML code, we see how to define an
environment formed by an element and a sub-environment that in turn contains two
elements. As can be seen, the labelling for an AIE allows coexisting perfectly with the
labelling for the browser, by defining itself through attributes that do not conflict with
the standards. It simply includes extra information that is not necessarily indicated in
the HTML code, such as the collection of events, and also allows maintaining the
original semantic value of the object within the system, since the properties are defined
for any type of element.

The case is more or less the same for XML for mobile devices, the syntax is a bit
different but equally simple to interpret:

5 Case Study

In the case of the study, we will see how to describe, using the HTML attributes, a
screen of the web application, the SPECTRA platform. SPECTRA (Smart PErsonal
Co2-free TRAnsport, Reference: IDI-20150664), is a platform co-financed by the
CDTI and the European Regional Development Fund (ERDF) and developed by a
consortium made up of eight companies and supported by other ten organizations,
including the University of Salamanca, whose main objective is to achieve an
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improvement in urban mobility by reducing congestion and the impact on the envi-
ronment (Fig. 1).

In the analyzed screen is shown the ozone information in the atmosphere of San-
tander. To access to this view the user use a two levels menu (in the left). On the screen
we can find two two-dimensional graphics and an interactive map.

A textual description of the elements of the page could be the following:

– The elements of the second level menu appear clicking on the first level menu
elements.

– The map element is a display type. The user can click on it or drag and move the
mouse pointer over it.

– The graphics are also displays. The user can click on them or move the mouse
pointer over any of its elements to get more information about its values.

The screen is therefore divided into two environments, one dedicated to the menu
and another to the content. In turn, the menu will have an element and a sub-
environment for each item of the menu, which in turn will contain an element for each
item of the submenu (see Fig. 2):

Fig. 1. Screen with information about ozone in the atmosphere (SPECTRA platform)

Fig. 2. Environments distribution Fig. 3. Alternative environments distribution
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There is a different possibility to describe the page. If we consider that each of the
three regions were watertight (it does not matter right now why, there may be technical
or legislative reasons in this regard), that is to say that the elements disposed within
them could not be freely relocated, the environments distribution could be different (see
Fig. 3).

The establishment of limits by means of properties provides many variants, the fact
that the specification of the properties is an inclusive and not exclusive procedure (only
those that are going to change are indicated) provides a more strict control of the
changes that may occur in the interface.

For the example, we assume that we are in case 1 and apply the following
limitations:

– The menu items, regardless of the level at which they are placed, can be relocated
and their size and colour modified.

– The graphics and maps will also be granted the permits for relocation and modi-
fication of their size depending on the use.

– Due to design issues, in no case may the size of any element’s sources exceed 200%
of its original size.

Arranged the elements and defined the limits that take part in the AIE, the original
code of page would have to modify of the following form (the changes are marked in
bold text):

After the data collection, once the mutations are applied to the interface, it can be
observed how the elements with which the user interacts most frequently have been
placed on the left side, and the most used menu items have been moved to the superior
and have slightly increased their text size, respecting the imposed limits (Fig. 4).

Fig. 4. Final distribution of interfaces element
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With the definition of the elements of an AIE in a mark-up file, the initial intention
to be as less intrusive as possible in the programming/definition of the interface is
solved. In addition, the specification of interface elements in this way also complies
with their possibility of use in interface formats that go beyond the graphic represen-
tation: for this is only necessary use templates or marking systems to define the
elements.

In an aural interface, for example, it would be very simple to define and interpret a
template for a menu of options or a form. All types of interfaces (see [2] and [3])
support a definition of elements sequentially and labelled, it only depends on the
implementation and the interface definition language, in fact, the latest trends and
design patterns [22] they go in this sense using similar languages to XML.

6 Conclusions

The use of a marking system, as we have seen in the previous section, is very beneficial
in terms of impact on development, the time that is invested in terms of time and
resources is minimal, and at the same time allows the user to have interfaces much
more adapted to their use. We can find other systems, libraries or programming
methodologies that can reach proportional similar results such as TRIDEN -based on an
enriched E/R model and Activity Chaining Graphs (ACG), see [23], PMT -a group of
procedural modelling tools-, see [24], or AOP -a machine learning system applied to a
collection of environmental data-, see [25].

The main advantage of using a marking system together with the AIE compared to
the use of the previous methods, besides the incidence on the development is minimal,
is AIE solves a large part of the UX problems seen in Sect. 2(Table 2):

In conclusion, it’s is presented a new method of interface description that, with its
application within the framework of the AIE, helps to restructure and create for adapted
interfaces with a minimum investment in time and resources. One of the points to
improve is the definition of the available resources of the system (for example, when
the limits on the properties have not been specified), since the diversity of different
execution environments, as well as the numerous of physical systems.

Table 2. Resolution of UI problems according to the methodology

Problems TRIDEN PMT AOP AIE

Confusing menu options and terminology No ✓ No Partial
Inconsistent and inappropriate use of symbols No ✓ ✓ Partial
Text illegibility No ✓ No ✓

Assistance system Partial No No Partial
Waste of computational resources No No ✓ ✓
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Abstract. The number of elderly people living alone is increasing. Conse-
quently, a lot of research works have been addressing this issue in order to
propose solutions that can enhance the quality of life of elderly people. Most of
them have been concerned in dealing with objective issues such as forgetfulness
or detecting falls. In this paper, we propose a conceptual approach of a system
that intends to enhance the daily sense of user’s well-being. For that, our pro-
posal consists in a system that works as a social network and a smartwatch
application that works unobtrusively and collects the user’s physiological data.
In addition, we debate how important features such as to detect user’s affective
states and to potentiate user’s memory could be implemented. Our study shows
that there are still some important limitations which affect the success of
applications built in the context of elderly care and which are mostly related
with accuracy and usability of this kind of system. However, we believe that
with our approach we will be able to address some of those limitations and
define a system that can enhance the well-being of elderly people and improve
their cognitive capabilities.

Keywords: Ambient assisted living � Cognitive assistant �
Affective wearables � Affective computing � Gamification � Elderly care

1 Introduction

We are currently witnessing an increase of the elderly population around the world.
According to the United Nations’s World Population Ageing Report [1], the global
population aged 60 years or older has registered a total of 962 million in 2017 and it is
expected to reach 2 billion by 2050. With such an increase of the number of older
citizens living in today’s society it becomes necessary to research and develop assistive
technologies that can support elderly people [2, 3] and encourage them to maintain
independence [4]. It no longer makes sense to just rely on traditional healthcare
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services to assist elderly people (such as adult day cares, or nursing homes) which are
expensive and unfordable by many, and that cannot accurately assess the current health
condition of the elderly (both physical and cognitive). Therefore, physical environ-
ments enhanced by innovative technologies should become the new trend in the context
of elderly care to promote active ageing. These physical environments also known as
smart homes [4–6] comprise a set of technologies including telecare devices [7],
persuasive technologies [8], rehabilitation systems [9] and digital games [10–13].

In this work, we propose a conceptual approach to enhance the well-being of
elderly people. Our approach differs from most existent approaches because it concerns
in potentiating the elders’ sense of well-being through activities that control their levels
of stress, anxiety and cognitive capabilities, rather than focusing in most traditional
tasks such as detecting falls, scheduling meds, among others. We propose (conceptu-
ally) a social network specific for elderly people, where they can interact naturally with
their family members and other elders and a smartwatch application that controls the
physiological signals and work together with the system (social network) to study the
effect of different interactions on the person. Furthermore, an overview of the current
state of the literature regarding different topics relevant to the context of this work is
also presented so that we can understand existing knowledge that allows us to develop
the proposed approach and also allows us to understand what kind of main limitations
and challenges should be overcome.

The rest of the paper is organized in the following order: in the next Section we
present the related work. In Sect. 3 we described the proposed conceptual approach,
mostly in terms of architecture, features and devices. Finally, some conclusions are put
forward in Sect. 4, alongside with suggestions of work to be done hereafter.

2 Related Work

In this work we explored some of the most recent approaches under the topics of
cognitive assistants, affective wearables and gamification applied to healthcare with
focus on elderly care. We believe these three areas of artificial intelligence are essential
to define a personalized approach to correctly support elderly people and motivate them
to pursuit healthier lifestyle habits. For this, cognitive assistants can provide tools and
features to help people perform activities of daily living [14]. Furthermore, these
assistants will interact directly with the user using different mechanisms such as
affective wearables to collect physiological data and correctly assess user’s affective
states and gamification to motivate the user to perform different activities and improve
health condition.

2.1 Cognitive Assistants

The development and research of solutions using cognitive assistants has seen great
advances in the literature over the last decade. Cognitive assistants can be endowed
with social and emotional processing [15, 16] to interact with humans and improve
their capabilities while not replacing them in specific tasks. In other words, cognitive
assistants will augment human intelligence and assist in decision-making and action
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taking [17]. As such, in the last years there have been proposed very interesting
approaches targeted towards elderly care with the goal to enhance their daily lives and
improve both their cognitive and physical capabilities. Costa et al. [18] proposed an
interactive physical robot system to recommend and monitor physical exercises
designed for the elderly people. The system is divided in three main components: a
physical robot which interacts with the elderly person and records the performance of
different exercises.; a human exercise recognition system which uses deep learning
techniques to identify different gestures associated to each exercise; and a recom-
mendation system which suggests and adapts physical activities according to the
capabilities and current health condition of the elderly person. The authors were able to
validate the developed system in terms of exercise variance and personalization;
however, they still recognized some limitations mainly related with the accuracy of
their exercise recognition algorithm and the lack or robot gestures mimicking the
exerciser. Kostavelis et al. [19] proposed a service robot system to operate in domestic
environments and support elderly people and people with mild cognitive impairments.
For this, the developed robot included a set of mechanisms to observe and perceive the
environment, track different activities and assess cognitive and physical capabilities.
The authors presented the architecture of the developed system under both hardware
and software point of view and highlighted how the developed system should discreetly
assist the user in daily activities and allow to retain both autonomy and decision-
making. Furthermore, the authors also concluded that the developed system should
never replace the caregiver but act as a complementary to the work of the caregivers
instead. Ramos et al. [14] proposed a system using a smartphone and augmented reality
to guide people with mild or moderate cognitive disabilities according to their pref-
erences and offers an application that allows the caregiver to locate the disabled person.
The developed system also considered ethical questions since it collects and ciphers
sensitive data and assumes the disabled person has given his/her consent to provide all
the information necessary for the system to operate correctly. The authors were not able
to test and validate the proposed system in real case scenarios and they expressed it
would be necessary to select people with cognitive impairments for further system
testing and evaluation as the only tests performed in this study used people without any
cognitive disabilities. Nguyen-Thinh and Laura [20] proposed a cognitive assistant to
improve the reasoning and decision-making ability of users by teaching the user dif-
ferent topics while holding a conversation with them using natural language processing
and a dialog model. The authors performed a study to validate the developed model
with 65 participants and obtained positive feedback regarding the interaction with the
system, however the authors expressed a larger sample as well as a larger testing
timespan would be necessary to further validate the results of the presented study. The
robot developed in [21] promotes social interaction between elderly people while
performing different functions such as: monitoring and recognizing facial expressions
which translate to different emotions and adapting the interaction with each elderly
person; playing different games with elderly people so they keep interested to interact
with the robot; personalizing care with flexible communication features like speech
recognition and voice vocalization; promoting mental activity while running a set of
short or long quizzes which depend on the alertness and medical condition of the
elderly person. A field trial was performed with seventy residents of residential homes
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over a three-day period and the authors obtained positive results regarding engagement,
acceptability, personalization and facilitation of healthier eating and living. In [22],
three robots were developed for a preventive care system which are able to interact and
compete against each other during a match up game based on a traditional Japanese
game. The system adapts the exercise load according to the feedback provided by the
user (the user reports the fatigue level in a questionnaire presented in a tablet device).
The authors performed three experiments to test their system and the result showed that
elderly people preferred to play the game rather than watch others playing it. However,
the developed system only provided accurate exercise loads for 70% of the participants.
Furthermore, the authors also expressed it would be relevant to extend the game
settings and test the developed system with multiple players at the same time.

2.2 Affective Wearables: Detection of Emotions, Stress and Anxiety

The affective wearables consist in systems composed by sensors and tools to recognize
its wearer’s affective patterns such as friendly gesture, a strange voice, expression of
emotions or a change in autonomic nervous system activity (such as heart rate or skin
conductivity) [23]. The data collected by affective wearables can then be used to help
wearers, improving their quality of life or prevent the occurrence of negative events.
Since affective wearables are usually in contact with the user during a considerable time
period and may take the form of clothes, jewelry, watches, among others [24, 25], these
have less constraints than other traditional devices such a keyboard or a mouse. This
ability to recognize physical and psychological patterns allows to develop intelligent
systems capable of adapting to the needs of each user [26–29]. One of the current
greatest challenges in the development of affective wearables consists in turning a
system capable of recognizing different affective patterns. If on the one hand the
affective wearables allow to collect important data, on the other hand it is hard to create
“rules” to determine which responses occur with which emotions, as different indi-
viduals can feel different emotions and demonstrate different behaviors in the same
situation. Several authors have been addressed this problematic in the recent years.
Yang and Samuel [30] proposed a method to detect user’s emotions based on the user’s
voice. Their approach consists in detecting the user’s voice using the smartphone’s
microphone and consequently use a liner machine learning algorithm to train the
system and to predict the emotions. They method allows to predict happy and sad
emotions with an accuracy of 71% Dai, Liu and Meng [31] proposed an approach that
intends to understand the user’s emotional state according to the usage of smartphone.
They used the finger-stroke pattern to predict the user’s emotional state (positive,
neutral, and negative). A machine learning classification algorithm to train the classifier
was used and the results showed an accuracy of 72,3%, 74,6% and 69% for male,
female and all subjects. Hänsel, Alomainy and Haddadi [32] presented a
smartphone/smartwatch application that allows users to indicate the affective state they
are feeling. They use the data collected from the smartphone and smartwatch such as
current location, heart rate, prior physical activity (steps and workouts), ambient noise
and wrist movements to correlate with the reported affective states. No results were
reported but the authors intend to evaluate the application and to study if the collected
data can be used to infer emotional and affective states. Ciabattoni, Ferracuti, Longhi,
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Pepa, Romeo and Verdini [33] proposed an approach to detect mental stress in real-
time. They used a smartwatch to collect bio signal data (heart rate, galvanic skin
response and body temperature). They chose a smartwatch because they intended to
detect the stress through an unobtrusively and inexpensive way. The Mutual Infor-
mation (M.I.) was used to measure the dependence between variables and the features
with the highest M.I. were selected to train a K-NN classifier. The results obtained
indicated an accuracy of 84,5% and a misclassification error of 26% when subject is
relaxed. There are also some other works where the authors use similar strategies and
that present similar results, such as the one proposed by Quiroz, Geangu and Yong [34]
(median accuracies higher than 78%) and the one proposed by Zhang, Song, Cui, Liu
and Zhu [35] (with an accuracy that ranged from 60% to 91,3%).

2.3 Gamification

The use of games and game design elements in nongame contexts is being applied to
different areas and application fields such as healthcare, digital marketing, finances,
education, productivity, sustainability or even news [36, 37]. Two concepts have
emerged in the literature also known as serious games and gamification. Serious games
can be described as games “designed to entertain players as they educate, train, or
change behavior” [38], while gamification refers to the enhancement of services with
features that can offer “gameful” experiences to its and motivate and engage them in
the pursuit of different activities, social interaction, and to increase the quality and
productivity of their actions [39]. Recent research and advancements on gamification
and serious games have been made in healthcare, and more particularly, in elderly care.
Gamification and serious games are now being study as a way to motivate and persuade
elderly people to undertake both physical, cognitive and social activities, thus con-
tributing to their overall wellbeing and to motivate elderly people to pursuit more active
and healthy lifestyles [11, 40, 41]. In [42] it is presented a smartwatch application to
monitor and support people suffering from obesity and to motivate them to follow diet
programs. The authors refer to the fact that our current lifestyle habits such as sedentary
behaviors and poor diets contribute to chronic illness and to experience long-term
limitations such as obesity until death. The authors claim that these issues cannot be
simply managed through a set of measurements on patient health state nor through a set
of treatments, but instead require day-to-day planning and adherence to new and
healthier behaviors for best health outcomes in a long-term. They explain how per-
sonalized diet programs should be presented to the patient using checklists providing
specific set of activities and performance goals that are embedded in daily life activ-
ities. The authors finally express that their approach will allow to document patient past
successful experiences and increase their self-efficacy and contribute to healthier life-
style changes and long-term health outcomes. In [43] it is performed a study to evaluate
the efficacy of a smartwatch intervention in home-based dementia care. The authors
explain how current home-based care models that monitor patients and report the
progression of their physical and cognitive degeneration depend on health operators
visits and these visits are scheduled based on passage of time and not based on the
cognitive and physical current condition of the patient [44].To overcome this issue, the
authors then explain how smartwatches could be used to monitor physical health
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aspects of dementia patients in a home-based care scenario and provide physicians with
relevant information regarding events or activities experienced by the patient which
cannot be recollected or re-experienced during a home visit. In [25], the authors discuss
how gamification elements may improve user behavior and health condition using
wearable self-tracking devices (such as smartphones or smartwatches). However, the
authors explain that it is currently not know how users of these kind of devices
accurately perceive their motivations being fulfilled nor how the use of gamification
can raise motivation and device usage. To study these issues the authors developed a
conceptual model where they investigated the influence of motivational factors by
combining two research models developed by Gimpel et al. [45] and by Baumgart and
Wiewiorra [24] with the integration of gamification elements and explained the many
different advantages of using gamification elements in this kind of devices (to enhance
user experience, ensure user engagement and to contribute to long-term adherence).
The authors still alert to some of the negative aspects of using gamification elements in
self-tracking devices (elements such as rewards and social comparison might contribute
to decreasing autonomy and intrinsic motivation). Finally, the authors conclude that the
usage of gamification elements should not be mandatory and should be up to each user
instead.

3 Proposed (Conceptual) Approach

This work distinguished essentially by the way how the problematic of elderly care is
addressed. Rather than idealize the system in terms of a model capable of detecting falls
or scheduling meds, our focus is to increase the sense of well-being in cognitive and
affective terms. Obviously, this topic is neither more nor less important than others, but
it is a less traditional topic in this context.

This approach was planned with three main concerns in mind: scalability, unob-
trusively and affordable. The cheapest way to use the system is using an internet
connection, a smartwatch and a desktop/laptop/smartphone/tablet. So, this baseline
version consists in an internet connection and two devices. The smartwatch works in
the user’s perspective as any regular watch in order to respect our concern in maintain
the system unobtrusive. The system’s smartwatch application collects physiological
data of the elderly person (such as heart rate, body temperature, etc.) through embedded
sensors, and sends this information plus other relevant data (such as the date and time
when a certain physiological data was collected) to an online server to be processed.
After this, the system may send a response (if necessary) to the user through the tablet
application to recommend different cognitive activities (these activities are detailed in
the Features section of this work). The most expensive way to use the system would be
through several sensors and tablets installed through the elder person’s home and
detecting and collecting additional data (user location, fall detection, user actions such
as cooking or sleeping or bathing) and providing more personalized interactions (for
example, having a tablet installed in the bathroom and using a visual reminder with a
photo of a family member to remind the elderly person to brush teeth and take
medication).
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3.1 Architecture

In this section we present the architecture for the system proposed in this work.

As can be seen in Fig. 1, the main user of the system is the elderly person which
interacts directly with the smartwatch and tablet. Regarding the interaction with the
smartwatch, the relation is unidirectional as the elderly person will provide physio-
logical data which is captured by the smartwatch embedded sensors. With this flow we
can assure an unobtrusive collection of data without user explicit interference. All the
information acquired by the smartwatch along with other relevant information that can
be measured and acquired using the smartwatch is sent to the table device. The tablet
receives all the acquired data from the smartwatch as well as any kind of user direct
input while using the application. This data is then sent to the web server to be
processed in order to generate specific recommendations/suggestions regarding dif-
ferent activities that can be performed by the elderly person. The application also
includes a web component that can be accessed remotely by family members or
healthcare professionals to check and assess the current health condition of the elderly
person as well as to exchange messages, images, videos, or even recommendations and
suggestions on more activities to be performed by the elderly person. We consider that
the proposed system will offer a set of intelligent features that will allow to establish a
more intelligent and personalized interaction with the elderly person based on his
health condition, capabilities, preferences, interests and affective state. Technologies
considered for the proposed architecture include but are not limited to: (1) the use of

Fig. 1. Proposed system architecture
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Xamarin1 which allows smartwatch app development; (2) the use of Drools Business
Rule Management System2 as inference based rules engine which allows for simplified
understanding of coding, flexibility, reusability, centralized knowledge, scalability
among other benefits. In terms of devices, the only requirement considered is the
capability of collecting physiological data and there already several solutions available
in the market such as Xiaomi Smart Band3 and Samsung Galaxy Fit4 as more
affordable options and Sony SmartWatch5 and Apple Watch6 as more expensive
options.

3.2 Features

In our approach we present three main features which represent the novelty of work
and which allow to develop a fully personalized system that can correctly interact with
the elderly person and motivate to be healthier and at the same time improve cognitive
capabilities. These features are as follows:

To Learn User’s Preferences and Potentiate His/Her Fun. Besides including dif-
ferent features available in the most known social networks available online (such as
exchanging messages, comments, likes and dislikes, among others), we propose a
social network adapted to the context of elderly care whose information provided to the
user must follow his preferences, interests and necessities. Moreover, it must under-
stand the impact associated with each provided information as to understand if the user
perceived that information as a positive or negative event. For this, in our approach we
consider different physiological data that will be acquired while the elderly person is
interacting with the social network and then processed using big data and different
machine learning algorithms. After that, we can define the profile of the elderly person
and identify and predict possible interests and preferences and this way personalize the
social network accordingly. As a result, the elderly person will feel interested and
motivated to use the social network, and ultimately be entertained while doing so.

To Evaluate the Current User’s Cognitive Capabilities and to Work on Strategies
That can Help Him/Her Stimulate His/Her Memory. With this feature, we intend to
evaluate and measure the cognitive state of the elderly person as well as the cognitive
degradation overtime. For this, we consider the use of gamification techniques to assess
the memory of the elderly person such as to suggest effective recommendations and
activities to stimulate his/her cognitive capabilities and to understand if the elderly
person had improved or worsen his/her ability to perform the same activity overtime.
These activities are presented to the elderly person using different game structures
(such as quizzes, puzzles, associations, etc.) and the elderly person will then be able to

1 https://visualstudio.microsoft.com/xamarin/.
2 https://www.drools.org/.
3 https://www.mi.com/global/mi-smart-band-4/.
4 https://www.samsung.com/us/mobile/wearables/all-wearables/?flagship_series=Galaxy+Fit.
5 https://www.sonymobile.com/global-en/products/smart-products/smartwatch-3-swr50/.
6 https://www.apple.com/watch/.
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build own family tree and recall past events and experiences. Furthermore, we combine
both these gamification techniques with the proposed social network (and the retrieved
data) to promote social interaction between the elderly person and his/her family
members (for example, using family photos and videos). This way we can motivate the
elderly person to use the system, and to define intelligent strategies that can improve
his/her memory and cognitive condition due to all factors that involve and that may
affect the family context of the elderly person. Besides this, this feature considers the
two current major limitations associated to gamified systems related with the lack of
personalization of the support provided to each individual (as the system only provides
the same features to every single user instead) and with the fact that elderly people have
difficulty to understand, accept and use new technologies and game mechanics that are
available in gamified approaches (resulting in a great difficulty to perceive the inherent
benefits associated to those systems). Therefore, all suggested activities and gamifi-
cation techniques used to measure and assess cognitive condition must be presented to
each user according to his/her interests and preferences.

To Detect Affective States, Stress and Anxiety. The user affective state, stress and
anxiety levels are monitored through the smartwatch application to process physio-
logical data with each interaction to understand what kind of events and interactions are
perceived as positive or negative by the elderly person. For this, big data analysis is
performed, and the acquired data is compared with pre-established patterns (for
example, ECG patterns) for different daily activities performed by the elderly person.
By doing so, the system will be capable of personalizing and filter negative interactions
with the user. According to the literature, it is still very difficult to develop a system that
can accurately measure and identify generated emotions using this kind of approach

4 Conclusions and Future Work

In this paper we proposed a conceptual approach that intends to increase the sense of
well-being of elderly people. In this regard, we presented a conceptual version of a
system that works as a social network and that can be used in any common device such
as a smartphone, a tablet, a laptop or a desktop. In addition, the system includes a
smartwatch application which gathers user’s physiological signs and sends them to the
server. Considering the environment that a social network can provide and the acquired
data, we proposed strategies to achieve three major features: (1) to learn user’s pref-
erences and potentiate his/her fun; (2) to evaluate the current user’s cognitive capa-
bilities and to work on strategies that can help stimulate memory (refreshing his/her
memory associations); and (3) to detect affective states, stress and anxiety.

We concluded that the biggest challenges are to develop gamification strategies that
can be adequate to the different needs and capabilities of each user, to develop
strategies that can accurately detect user’s emotions and to develop a model that can
learn the user’s preferences, maintaining at same time a level of usability adequate to
the user’s profile.

As future work, we want to study strategies that allow to overcome the limitations
that were identified in each presented feature. We also intend to develop a prototype to
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evaluate the models and algorithms that will be created and finally we intend to test the
prototype in a real scenario.
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Abstract. It is already commonly accepted, that blended learning
seems to be one of the modern and promising approaches to teaching
and learning. Blended learning aims to integrate traditional learning with
innovative means, such as e-learning, analytics, game-based learning, and
open educational resources, in order to create a new learning environment
aiming to enhance learning effectiveness, and enrich learning experience.
In the meantime, as one important and applicable output of the smart
environments research, the concept of smart learning environments has
evolved with a number of successful applications. The aim of this paper
is to argue, that blended learning concept can be viewed as a promising
perspective for affective learning strategies inclusion into recently more
and more popular smart learning environments.

Keywords: Blended learning · Smart learning environments ·
Affective learning strategies

1 Introduction

Nowadays we witness various directions of research in the area of technological
support of education. One of recent steps in this effort resulted in the concept
of smart learning environments, illustrated by the number of interesting and
really implemented projects. Smart learning environments are offering many new
interesting facilities, however, there is only a few attempts in the direction of
investigating their possibilities for affective learning, or coping with emotional
states of learners in general. We are deeply convinced that blended learning
approaches certainly could contribute to increase the level of affective learning
strategies to be used in smart learning environments.

In 2001, already two decades of numerous research initiatives in the area of
ambient intelligence have been started by the famous ISTAG Report [1]. Among
the four basic scenarios described in the report, it introduced also a smart learn-
ing environment example in the form of the Scenario 4: Annette and Solomon in
the Ambient for Social Learning. Without any doubt, it was a vision of a smart
learning environment, based on a position that learning is a social process. And
moreover, although affective states are not mentioned in the original ISTAG
c© Springer Nature Switzerland AG 2019
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Report, there is no doubt that the view on learning as a social process cannot
be understood without necessity to cope also with affective states, positive as
well as negative. However, this aspect was in those days a bit neglected.

An attempt to specify smart learning environments in a slightly detailed
way was published in [2]. A bit more general overview of the Ambient Intelli-
gence possibilities in education brings [3]. The aim of the paper was to identify
and analyze key aspects and possibilities of Ambient Intelligence applications
in educational processes and institutions (universities), as well as to present a
couple of possible visions for these applications. The conclusion of the presented
research was that exploitation of Ambient Intelligence approaches and technolo-
gies in educational institutions was possible and could bring us new experience
utilizable in further development of various Ambient Intelligence applications.

In what follows, we bring an overview of related works on Smart Learning
Environments shortly in the Sect. 2.1, some related opinions on Affective Learn-
ing in the Sect. 2.2, and an overview on Blended Learning principles together
with their possible use in the Sect. 2.3. The Sect. 3 is the conclusion.

2 On the Way to Affective Learning in Smart Learning
Environments

2.1 Smart Learning Environments

There are various approaches trying to define learning environments that deserve
the name smart learning environments. Maybe the best specification of smart
learning environments can be found in an important paper [4] by Kinshuk and
his colleagues. Their opinion is that a learning environment can be considered
smart when the learner is supported through the use of adaptive and innovative
technologies from childhood all the way through formal education, and continued
during work and adult life where non-formal and informal learning approaches
become primary means for learning. That is, Kinshuk and his colleagues support
the meaning of smart learning environments as neither pure technology-based
systems nor a particular pedagogical approach, but as a mixture of both.

Another description of smart learning environments has been presented in
[5]. The smart learning environments are defined here as physical environments
that are enriched with digital, context-aware and adaptive devices, to promote
better and faster learning. Particularly, according to Koper [5], a smart learning
environment is such a learning environment, in which:

– One or more digital devices are added to the physical locations of the learner;
– The digital devices are aware of the learners location, context and culture;
– The digital devices add learning functions to the locations, context and cul-

ture, such as the provision of (augmented) information, assessments, remote
collaboration, feedforward, feedback, etc.;

– The digital devices are monitoring the progress of learners and provide appro-
priate information to relevant stakeholders.
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It means that a smart learning environment should be context-aware and
adaptive to the individual learner’s behaviour. Nevertheless, Koper [5] stressed,
that concentrating on the technical aspects mentioned above, does not automat-
ically promote better and faster learning. However, also Koper in [5] failed in
taking into account some affective aspects of smart learning environments.

Hwang [6] published an important idea about smart learning environments
that have to be taken always into account: A smart learning environment not
only enables learners to access digital resources and interact with learning sys-
tems in any place and at any time, but also actively provides the necessary
learning guidance, hints, supportive tools or learning suggestions. . . in the right
place,. . .right time and . . . right form.

2.2 From Smart Learning to Affective Learning

Let us quote the opinion of Libbrecht et al. [7] as an incentive for introduc-
ing new technologies into Smart Learning Environments research and devel-
opment. According to them, Smart Learning Environments can be understood
as systems that apply novel approaches and methods on the levels of learning
design and instruction, learning management and organization, and technology
to create a context for learning . . .. However, they pointed out that these novel
approaches cannot be restricted only on the technological level. Certainly, coping
with affective states in a smart learning environment without any doubts cannot
be reduced on the technological level only.

As Spector [8] points out, it is necessary for a smart learning environment
to autonomously provide different learning situations and circumstances, as... a
human teacher or tutor... to help learners become more organized and aware of
their own learning goals, processes and outcomes.

All of this can be understood as a good entry point for including various
aspects of affective learning into smart learning environments, or, at least, to
accept the opinion, that it is always necessary to cope with affective aspects in
any smart learning environment, that is considered to be functional.

According to well-known Affective Learning Manifesto [9], the use of the com-
puter as a model, metaphor, and modelling tool has tended to privilege the ‘cog-
nitive’ over the ‘affective’ by engendering theories in which thinking and learning
are viewed as information processing and affect is ignored or marginalised. In the
last decade there has been an accelerated flow of findings in multiple disciplines
supporting a view of affect as complexly intertwined with cognition in guiding
rational behaviour, memory retrieval, decision-making, creativity, and more.

The importance of emotions for our ways of thinking, and implicitly for
learning, has been stressed by Minsky in his famous book [10], where he wrote
... when we change what we call our ‘emotional states’, we are switching between
different ways to think. As Daradoumis et al. [11] pointed out, current research
on web-based learning environments has shown the importance of taking into
account not only the cognitive abilities and capabilities that students possess or
need to acquire through learning processes, but also their affective abilities and
capabilities.
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There are already some attempts to merge various kinds of smart learning
environments with affective learning. One example could be an affective and Web
3.0-based learning environment for learning Java programming by Cabada et al.
[12]. The most important components of this environment are a recommender
and mining system, an affect recognizer, a sentiment analyzer, and an authoring
tool. If we concentrate just on the affect recognition part of the described environ-
ment, the affect recognition is based on obtaining the current emotion from facial
expressions of the learner. There is a number of techniques and approaches for
this purpose, but the authors of [12] decided to build their own affect recognizer.
Actually, in order to recognize facial expressions in the learning environment,
they decided to build a facial-expressions database, that should contain faces
expressing emotions directly related to learning. Every face in the database was
labeled as one of the learning-centered emotions (frustration, boredom, engage-
ment, and excitement). In order to accomplish this task, the authors used an
electroencephalography (EEG) technology called EMOTIV Epoc. The system
captured student’s emotions while the student was solving a problem by coding
a Java program using a Java environment.

Another interesting smart learning system with affect recognition has been
earlier described in [13]. It is a learning environment for Java with multimodal
affect recognition. It takes into account cognitive and affective aspects of students
using different hardware tools to recognize their affective state. A couple of
recently developed smart learning environments with affect learning capability
are certainly described elsewhere.

2.3 Blended Learning as a Step to Affective Learning

First, let us go back to the ISTAG Scenario 4: Annette and Solomon in the
Ambient for Social Learning [1]. According to the ISTAG group, a number of
specific technologies would be needed for implementation of this Smart Learning
Environment, among others the following ones:

– Recognition (tracing and identification) of individuals, groups and objects.
– Interactive commitment aids for negotiating targets and challenges (goal syn-

chronization).
– Natural language and speech interfaces and dialogue modeling.
– Projection facilities for light and soundfields (visualization, virtual reality and

holographic representation), including perception based technologies such as
psycho-acoustics.

– Tangible/tactile and sensorial interfacing (including direct brain interfaces).
– Reflexive learning systems (adaptable, customisable) to build aids for review-

ing experiences.
– Content design facilities, simulation and visualization aids.
– Knowledge management tools to build community memory.

Actually, there is nothing written about emotional states of learners, just
recognition (tracing and identification) of individuals, groups, and objects. Tak-
ing into account such interesting attempts, that were described in the last chapter
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([12], or [13]), some ways of automatic recognition of affective states are possi-
ble. Nevertheless, these approaches are still relatively experimental, and from
the pedagogical point of view, any absence of human factor in learning process
could appear to be controversial. The way, how to introduce affective learning
into modern smart learning environments, could go through introducing some
elements of well known blended learning.

Blended learning in a form of a blend between face-to-face and online learn-
ing, certainly introduces several advantages of some forms of direct contact
between learners and their instructors. Typical smart learning environments are
usually not capable of recognizing nor coping with emotional states of learners,
with possible negative influences on the learning process in the cases of particular
learners with somehow limited cognitive or emotional capabilities (see [2,4,14],
or [15]).

Introducing blended learning into a suitable smart learning environment cer-
tainly requires increasing of blended learning strategies support from the side of
the smart learning environment. That means an increased support of instructor’s
tasks in the learning process, etc. For a number of relevant literature see, e.g.,
[16].

3 Conclusions

As Arguedas with colleagues [17] pointed out, a great variety of emotions play
important role in every computer-related situation. Negative emotions require
mental or behavioral adjustment, whereas positive emotions urge students to
explore the computer-based environment and direct the actions that they take
in it. Although the evolution of smart learning environments seems to be con-
siderably successful, and a number of them is recently practically used, they are
usually lacking any feature of recognizing nor coping with emotional states of
the learners. Our position is that instead of inventing complicated and possi-
bly not too reliable automatic techniques for recognizing and evaluating affec-
tive states of learners, it would be better to employ more reliable and already
accepted approaches, based on face-to-face contact of learners with an instruc-
tor. Such a blended learning as a suitable combination of face-to-face learning
with many useful features of a smart learning environment could serve as a desir-
able step towards introducing certain affective learning approaches into certainly
very attractive smart learning environments to bring them closer towards real
educational needs of both students and instructors. However, this needs inten-
sive research oriented on possibilities of coupling the three concepts, Affective
Learning, Blended Learning, and Smart Learning Environments in a useful com-
bination. This is one of the aims of a recent research project at our university.
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Abstract. The capacity for social interaction, communication and recognition
of emotions is a characteristic that the human being possesses and that allows
him/her to be socially included. However, some have difficulties in expressing
and interpreting emotional states, which can contribute to their marginalisation
in society. A particular case is children with Autism Spectrum Disorder. These
children have difficulties in social interaction and manifest repetitive patterns. In
this work, a serious game is being developed in which an avatar (ZECA avatar)
is able to interact with the child, through challenges and training of certain facial
movements that will be validated by the system, facilitating imitation and
recognition of emotions (happiness, sadness, anger, surprise and fear). The tests
performed in the laboratory environment allowed to conclude the adequacy of
the game for promoting emotional states in a friendly way.

Keywords: Serious game � Facial expressions � Emotions �
Human Computer Interaction

1 Introduction

The human being has the capacity to mimic several face expressions that characterize
an emotional state. This is done in a conscious way according to what the human is
feeling at a given moment. In addition, he/she can interpret these emotions through the
facial expressions made by others, which help to promote and understand the inter-
action. In fact, for humans to be able to interact, it is essential that they understand what
the partner is feeling to comprehend his/her reactions. In the face, it is reflected what
we feel, and from this, anyone can interpret a message, verbal or non-verbal. This
message can be passed in the form of gestures and expressions. However, automatic
reading of these expressions can be a very complex task. This is the case of children
with Autism Spectrum Disorder (ASD) [1].
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The authors of the present paper have been working on promoting emotional and
social skills of children with ASD by using a humanoid robot ZECA as a mediator [2,
3]. The five emotional states considered are: happiness, sadness, anger, surprise and
fear. Three activities were designed: emotions imitation and recognition and story-
telling. The results obtained so far allow to conclude that the use of robotic platforms in
therapeutic scenarios with children with ASD may be a successful tool [4]. The
experimental set-up of this system includes the robot (approximately height: 17 cm,
weight: 1 kg), computer and cameras to register the session for further analysis of
children behavior. The sessions take place in a school environment, requiring the
system to be portable.

It would be interesting to reinforce emotional skills acquisition in other experi-
mental configurations and tools, especially more lightweight. A serious game can be a
suitable tool to fulfill this need. In [5] the authors present a study on using a serious
game with a playware object to promote emotional skills in children with ASD. The
playware object is a physical/interactive tool for the user to play the game, acting as a
game controller. It has six buttons, each displaying an emoji with a different facial
expression, and communicates with the game via Bluetooth. The game includes the
three activities designed for the ZECA robot - imitation, recognition, and storytelling -
and includes six facial expressions - happiness, sadness, anger, surprise, fear, and
neutral. The preliminary tests allowed to conclude that the playware object and the
serious game had a high level of approval from the children and their therapists.

Following this trend, the goal of this work is to develop a serious game that
replicates the activities designed with the ZECA robot in order to promote the ability to
associate facial expressions with emotions. The ZECA avatar challenges the child to
understand and interpret emotional states. For this, the user’s face will be monitored in
order to verify the execution of his/her facial movements and to support improvements,
if they are not executed correctly. This way, the user interacts with ZECA avatar by
performing facial movements, identifying emotional states, and receiving feedback for
improvement of possible incorrect movements/challenges. The system automatically
registers the response time and the number of correct/incorrect answers.

The final goal of the work presented in this paper is to compare the results obtained
by using the ZECA robot and the ZECA avatar.

This paper is organized in five sections. Section 2 presents the related works
available in the literature; Sect. 3 details the developed serious game; Sect. 4 explains
the facial expressions recognition process; Sect. 5 shows the preliminary results
obtained so far; and the final remarks and future work are addressed in Sect. 6.

2 Related Work

The use of robots for interaction with children with ASD has been widely used and
tested [6–10]. One of such robots is ZECA (Portuguese acronym for Zeca Engaging
Children with Autism) from Hanson Robotics [11]. This robot allows to promote the
interaction with the children providing the communication and the development of
capacities of emotion understanding. Another more recent example is the QTROBOT
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[12] (launched in 2018) created by LuxAI to assist children in interpreting facial
expressions and promoting social interaction.

Currently the design of applications to support these children is an area that has
been increasing. These applications are designed to promote the development of certain
capabilities in a didactic way. Livox is one of those applications [13] that contains
several modes of games where the child receives stimulus to develop the capacity of
communication. Using its database with over 20,000 images, audio and video features,
the user can choose an item and Livox produces the audio or video that is associated
with it. The association of words with images is a good way of training children who
have difficulties in distinguishing emotions. Sono Flex [14] is one of the applications
that is based on this concept. TippyTalk [15] allows a person with verbal disabilities to
communicate by translating the pictures into text messages, which are sent to a family
member or to a friend. This allows the child to communicate and express a desire, need
or feeling.

For all these applications to be well accepted by the user, it is necessary that the
Graphical User Interface (GUI) is captivating and intuitive so that children do not have
difficulties in using them. As such, the use of games to support the development of
communication and interaction skills in children with ASD is one of the potential
solutions to use. In fact, some tests have already been conducted with children [16],
where significant progress has been made in their behavior regarding relationships with
colleagues and teachers, for example.

However, Human-Computer Interaction (HCI) is a concept that, although widely
used, requires some advances in order to understand the user’s reactions and to adapt
the machine’s behavior accordingly. It is important that this interaction is increasingly
fluid and dynamic, preventing the human at any time from feeling that on the other side
there is a machine programmed for certain predefined and static tasks. Through the
face, the human being can transmit several expressions [17] and it is with this capacity
that he/she can communicate with others allowing him/her to be accepted and intro-
duced in society. Thus, it is important that children with ASD perceive each emotion
and relate it to characteristic facial expressions.

As children with ASD have some cognitive and social problems, it is important to
create a support in the sense of improving their abilities to make their relationship with
others easier and more fluid [18]. For this, the creation of tools or games capable of
aiding in the learning of emotions and understanding of the interlocutor’s mood
becomes a relevant solution. These applications become an important base of support
for enabling children to develop capacities in a didactic way through constructive
entertainment.

3 Serious Game Development

This section presents the purpose, the developed scenarios, the architecture and the
design of the serious game that allows to mirror the user facial expressions onto the
avatar’s face in real-time by recognizing emotions and emotional states in a pre-define
context.
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3.1 Game Purpose

The goal of the serious game is to have a friendly and an easily portable tool to promote
the recognition and imitation of emotional states in children with ASD. The game must
replicate the activities designed with the ZECA robot in the triadic interactions (child,
robot, and researcher) performed in a school environment [3, 4]. In total, the system is
capable of recognizing up to five emotions: happiness, sadness, surprise, anger and
fear.

Taking the target group into account, the game interface should be as simple as
possible, with minimum information and colour, in order to avoid distracting the
children. The game activity is then dedicated to promoting the understanding and
recognition of emotional states in children with ASD.

It is worth pointing out that the proposed game is to be tested in a Portuguese
Special Education Unit, part of a first cycle school. For that, all the game scenarios (and
voice commands) were implemented in Portuguese language.

3.2 Game Scenarios

The game is composed by three levels with increased difficulty: facial movements,
facial expressions, and storytelling.

The goal of the first game level is to start introducing the child to the facial
expressions related to emotional states. So, the game asks the child, by voice and
through phrases written in the game scenario, to help the ZECA avatar to perform
simple facial movements. Figure 1 presents (from left to right) the commands read out
by the game for the execution of the facial movements “frown”, “raise the eyebrow”
and “open the mouth”.

These facial movements performed by the child are acquired and validated by the
system. If the movement corresponds to the cue, it is mirrored in real-time in the avatar.
As a positive feedback, the ZECA avatar performs a dance. In case the child executes
no movement (during a pre-defined time), or the movement does not correspond to the
cue, the game moves to other challenge within the current level until a sequence of
different movements is completed. The system registers the number and the time to
perform the movements.

In the second level, based on learning facial expressions through a model, the
difficulty is slightly increased. In this level there is a text box, with the name of an

a) “frown” b) “open the mouth”  c) “raise the eyebrow”  

Fig. 1. Challenges of the first level facial movements (in Portuguese).
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emotion, and an animation of ZECA performing the corresponding emotional
expression. The game then challenges the child to imitate that expression. As he/she
correctly responds to the task, the image is decreased, and the text box is increased until
the animation (the model) disappears and there is only the textbox with the emotion
written in it. Thus, the child must mimic the emotional state written in the textbox
without having the model as reference. Figure 2 shows the learning by model
sequences in the game level for “surprise”. The system registers the number of correct
answers and the response time. This functionality allows to infer the performance of the
child along the sessions.

In the last level, storytelling, there is a visual and audio cue to find the emotional
state. The avatar tells a story and the game shows a scenario where ZECA expresses the
correspondent emotion. The child must identify ZECA’s emotional state in the scene.
This task is particularly difficult for children with ASD, as they rarely are able to
identify their peers’ emotional state. However, this level is still under development.

3.3 Game Architecture and Design

Figure 3 presents the system workflow. The camera acquires the facial features, the
computer processes the information and communicates with the serious game.

Concerning the facial tracking of the user, the open source library OpenFace was
used [19]. This toolkit is capable of tracking up to 72 facial landmarks, head pose
estimation, facial action unit recognition, and eye-gaze estimation only using the RGB
information of a webcam.

A GUI was developed in C# to extract the user’s facial Action Units (AUs) and to
visualize the user’s facial cues. The extracted AUs are then sent to the game and the
user’s facial AUs are mirrored in real-time onto the avatar’s face.

The game was developed in Unity 3D software, a powerful platform to create 2D or
3D games.

In order to develop the serious game, an avatar (Fig. 3, right) was developed using
the Adobe Cloud with Fuse [20] and Mixamo [21]. The physical design of the avatar
was inspired by the actual humanoid robot ZECA [3]. The facial blend shapes of the
avatar’s face were animated using Mixamo.

Fig. 2. Learning by model: challenges of the second level facial expressions, “surprise” (in
Portuguese).
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Concerning the game design, the game was developed bearing in mind the char-
acteristics of the target group (children with ASD) and their impairments. Thus, the
game environment was kept as simple as possible to maintain the user focused on the
main game character. Figure 4 shows the system software flowchart describing the
main procedure of the game. Firstly, a TCP/IP connection to the GUI is established.
Then, the game starts and, while the user face is detected, the AUs are sent to the game.

Fig. 3. System workflow.

Fig. 4. Game flowchart.
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4 Facial Movements and Emotion Recognition

Typically, emotions can be characterized as negative (sadness, anger, disgust or fear),
positive (happiness or surprise) or neutral. The Facial Action Coding System (FACS) is
the earliest method for characterizing the physical expression of emotions [17]. FACS
describes several categories of head and eye positions and movements as well as the
visually distinguishable facial activity. It associates the action of the muscles to the
changes in facial appearance. An Action Unit (AU), which are actions performed by a
muscle or a group of muscles, is the basic measurement used by the FACS. Following
this idea, OpenFace is used to extract 18 facial AUs (such as blink, mouth open, among
others), and the head pose angles (pitch, roll, and yaw). Figure 5 and Table 1, show the
features used as input for training the model.

A dataset was created with 32 typically developing children aged between 6 and 9
years old and 30 adults. Then, to detect the user facial expressions, a Support Vector
Machine with a Radial Basis Function kernel was trained, achieving a K-fold cross-
validation (with K = 5) accuracy of 89%. Table 2 shows the confusion matrix obtained
for this model.

In Table 3 the precision and recall results are addressed for each class. The best
performances are achieved for the recognition of ‘Happy’ and ‘Surprise’. This model
(adapted from previous work, Silva et al. [11]) can detect the six basic emotions plus
neutral.

Fig. 5. Facial AUs used as input for the model (adapted from https://www.freepik.com/free-
photo/3d-head_1020655.htm).

74 P. Santos et al.

https://www.freepik.com/free-photo/3d-head_1020655.htm
https://www.freepik.com/free-photo/3d-head_1020655.htm


Table 1. Facial AUs and description.

AU code AU description

AU01 Inner brow raiser
AU02 Outer brow raiser
AU04 Brow lowerer
AU05 Upper lid raiser
AU06 Cheek raiser
AU07 Lid tightener
AU09 Nose wrinkler
AU10 Upper lip raiser
AU12 Lip corner puller
AU14 Dimpler
AU15 Lip corner depressor
AU17 Chin raiser
AU20 Lip stretcher
AU23 Lip tightener
AU25 Lips part
AU26 Jaw drop
AU28 Lip suck
AU45 Blink

Table 2. Facial AUs and description.

Happy Sad Scared Anger Surprise Disgusting Neutral

Happy 95% 0% 2% 1% 0% 2% 0%
Sad 1% 88% 2% 0% 0% 2% 4%
Scared 1% 2% 86% 1% 6% 3% 3%
Anger 1% 2% 2% 88% 0% 4% 1%
Surprise 1% 0% 3% 0% 92% 0% 1%
Disgusting 1% 1% 1% 2% 0% 87% 1%
Neutral 1% 6% 5% 7% 1% 2% 89%

Table 3. Facial AUs and description.

Precision Recall

Happy 94.9% 94.8%
Sad 88.3% 91.1%
Scared 86.3% 84.0%
Anger 88.3% 90.1%
Surprise 92.2% 94.4%
Disgusting 87.4% 93.1%
Neutral 89.2% 80.7%
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5 Preliminary Results

This section presents the results obtained with the proposed system for the real-time
mirroring of the user facial AUs. The first level of the game was tested in a laboratorial
setting. The game was tested with 12 adults in different environment configurations,
such as distance to the camera, light conditions and camera configurations in order to
test and optimize the game performance.

The ZECA avatar successfully mimicked the user’s movements and the system
correctly registered the user performance for each level. As an example, Fig. 6 presents
the text file where the game outputs are saved: type of movement (left column), correct
answer (middle column) and time to answer (right column). If the child does not
perform any movement, the system registers “Timeout” in the last column.

Figure 7 shows some of the preliminary results, where the avatar mimics the
model’s facial movements: frown, blink, raise the eyebrow and open the mouth.

Fig. 6. Text file with the results of two trials of the first level of the game: type of movement
(left column), correct answer (middle column) and time to answer (right column) (in Portuguese).
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Before testing game level 2, the emotion recognition system presented in Sect. 4
was tested in laboratorial environment. Figure 8 presents the neutral, surprise, happi-
ness and sadness recognition results with 98% confidence.

The next steps include the testing of level 1 and 2 in a school environment with
children with Autism Spectrum Disorder.

a) frown b) blink

c) raise the eyebrow d) open the mouth

Fig. 7. Test results of the first level of the game, facial movements, in laboratorial environment
(in Portuguese).

a) Neutral b) Surprise

c) Happy d) Sad

Fig. 8. Test results of emotion recognition system in laboratorial environment using the
approach presented in Sect. 4 (98% confidence).
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6 Final Remarks and Future Work

In this work, a serious game was developed to promote the ability to perform char-
acteristic movements (smiling, opening the eyes or opening the mouth) related to some
emotions, such as being content, surprised, among others. Regarding the game
implementation, an avatar (ZECA Avatar) is able to interact with the child, proposing
challenges and training certain facial movements.

The system allows real-time monitoring of the user’s face, verifying certain patterns
related to emotions. If these are not being detected, the application can aid in the
training of movements, thus improving the ability to express emotions.

The serious game is being developed in Unity software. This is a free access game
engine, having libraries optimized for creating 2D and 3D games and for containing an
intuitive and accessible interface. For the monitoring and follow-up of the child’s face
it is applied the OpenFace library (open-source library) that was developed and opti-
mized for facial recognition with neural networks.

Future work considers optimizing and testing the system in a school environment
with children with autism spectrum disorder. With this game, children are expected to
promote their cognitive abilities and improve their ability to communicate and socially
interact with peers.
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Abstract. Achieving a complete client characterization to attribute be-
tter and customized products is a trend on the rise. This information
filtering process, known as “recommendation system”, increases compa-
nies revenues, and improve client quality-of-experience. Unfortunately,
current state-of-the-art focus mostly on data sets with explicit client feed-
back regarding the advised product, or are more focused on case studies
such as e-commerce, or movies recommendation. Our main goal is to
understand the feasibility of a recommendation approach in one specific
scenario: recommendation of telecommunication operators’ campaigns.
We aim to determine the extent to which it is possible to characterize
the clients, using implicit feedback and state-of-the-art recommendation
algorithms.

We resorted to a data set supplied by an European Telecommunica-
tion Operator, with two years of advertised campaigns to a specific group
of clients, and more than forty-six million lines of raw data. Having this
data set, we applied pre-processing methods and analysed several algo-
rithms to understand the feasibility of such approach in this real-world
scenario. Results show that our approach can indeed infer the best prod-
uct or service to advertise to the client – specially when we have historical
data about past client adherence –, thus showing that these algorithms
can improve recommendations in the context of a telecommunication
operator.

Keywords: Recommendation systems · Machine learning ·
Telecom operator · Analytics · Advertising campaigns

1 Introduction

Recommender systems are information tools tailored to deal with information
overload by suggesting items that are likely to match users’ needs and prefer-
ences. They have become a trend in the analysis and creation of customized
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profiles that are client-oriented. This paradigm evolved due to several factors.
First, from the client-side point-of-view, the exponential growth of information
and products creates a seemingly intimidating and herculean task to find viable
products and information. Secondly, from the company’s point-of-view, it is
mandatory to understand what is useful and relevant to a specific client. The
two aforementioned points are key aspects to increase companies trustworthiness
and revenues, decrease churn rate and ultimately increase the client quality-of-
experience. Hence, recommendation systems take an important role on nowa-
days companies and are a vital part to improve client’s loyalty [10]. Currently,
major companies, such as Netflix, Amazon or Spotify, are using recommenda-
tion of products or services to increase their sales and also their market-share.
To understand the role that these algorithms have, for instance on Netflix, 80%
of all visualizations seen in the platform are related with recommendation made
by the service [5].

Telecommunication operators are no exception to the rule, and they also
want to increase their product sales and create personalized advertising. Hence,
inferring what product should be advertised next to the client can bring concrete
benefits for the profits of the company [11,13,14].

In this paper, we describe a recommender system applied to the telecommu-
nication operators domain. The end-user of the system is an European Telecom-
munication company with about 10 million clients. This company has a module,
designed for advertising products and services, based on rules, and client features
such as age, gender, among others. Each iteration, to advertise a product or ser-
vice, corresponds in the company’s vocabulary to the launch of a “campaign”.
They have supplied a data set with two years of information and more than 46
millions of raw data, associated with advertising to their users. This data set
also included the result of the campaign, i.e. if the client has accepted or not
the product or service. A recommender system was built based on this data set.
In order to evaluate the performance of this recommender system, We split the
data set into two sets, one for training the system, and another to test it.

Our experiments show that the system can accurately infer recommenda-
tion for clients that have purchased products or services in the past. With the
exception, for the clients that regardless of the incentives or notifications, they
never adhere to the campaigns, the overall methods achieved satisfactory results.
They show the feasibility of using recommendation algorithms to do personal-
ized advertising in the context of telecommunication operators. Furthermore, it
reinforces that it is possible to have client characterization even without explicit
feedback concerning the products proposed to clients.

The rest of the paper is organized as follows. Section 2 describes the meth-
ods we used for the problem we tackle in this paper. Section 3 describes the
settings for our experiment and our data set. In Sect. 4 we present and evaluate
the meaning of the results, the strengths of this approach and its limitations.
Section 5 presents the related work. Section 6 concludes the paper and describes
future directions.
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2 Proposed Methodology

In this Section, we give a brief description of the domain of our work, we explain
how the data set was built and we present the methods to evaluate our sys-
tem. The data set has raw data, composed by past campaign notifications and
respective subscription or rejection of the offer by the clients. Providing rec-
ommendations of campaigns in a telecommunication operator’s scenario can be
a difficult task since users do not provide any explicit feedback in the form of
ratings or likes, such as in Amazon [9].

2.1 Domain - Telecommunication Operator General Information

A telecommunication operator relies on advertising campaigns to increase its
revenues and loyalty of its clients, more specifically, to increase the Average
Revenue Per User and decrease churn rates. Through this platform, an operator
can send a notification of a campaign to the clients. The notifications can be sent
via SMS, Interactive Voice Response (IVR) or email. In the case of the SMS,
the notification consists of a text message describing what is being offered to the
client. The same concept applies for the IVR case, with the difference that the
clients receive an automatic call advertising about a certain campaign.

The types of campaigns the clients receive can consist of informative, recharge
or consumption incentives. These type of campaigns may have distinct goals
such as to increase the recharge amount—or frequency—, offer data bundles,
incentives to adhere or buy a service/product, among others. Depending on the
campaign, several benefits are offered to the clients, like extra balance, more
mobile data, discount coupons in the purchase of a product, etc.

The notifications are sent to the clients when certain events are triggered,
like having the balance reach an amount lower than the average balance before
recharging, or entering a specific area, like a shopping mall. Having received this
notifications, the clients choose to join the campaign or not. Depending on the
nature of the campaign, a client can join the same campaign several times within
a time period, if the events that trigger the notification of the campaign occur.
This consists on the information we use to build the recommendations for our
system.

2.2 Data Set

In order to create a rating given by a user to a campaign, we transformed the
implicit feedback, specifically how many times a user joined a campaign, into
explicit feedback. This value is calculated by using the number of times a user
joined a campaign versus the number of times a user was notified to join a
campaign. For instance, if a user X has been notified 6 times for campaign A
and the user subscribed it twice, the ratio would be 2/6 = 0.33(3). This ratio
value is then normalized to a scale between 0 and 10. In this example, the ratio
for user X and campaign A would be 3.
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This is done in opposition to considering only ratings of zeros and ones for
users who had not joined or had joined a campaign, respectively. The reason is
that, we wanted to distinguish the overall acceptance of each user to a specific
campaign. For instance, a user that has been notified 3 times and joined 1 time
is different from a user who has been notified 15 times and joined only 1 time.
With this ratio value, we have a more fine-grained idea of how interested a user
might be in a campaign.

The data set we used is very sparse, since the majority of users receive noti-
fications to very few campaigns. This approach is normal, since the operator do
not want to “stress” the clients with multiple offers and services. It would be
counter-productive and in a worst case scenario increase the churn rate. This is
also a reason why a recommender system able to provide adequate campaigns to
the clients can be very useful and beneficial for a telecommunications operator.

Hence, the vast majority of ratings would be equal to zero, which would
influence the recommendations in a negative way, due to the provoked “noise”.
With this in mind, we filtered the data set and provided for training only the
user-campaign records where the number of joins was greater or equal than one.
This does not mean that ratings equal to zero are not present in the data set
– there may be users that have been notified for campaigns several times and
joined one time for instance –, but the proportion of ratings equal to zero is much
less this way. The number of campaigns considered after the application of this
filter was reduced from 286 to 177. The training and testing of the algorithms
were applied to the data set obtained after the filter was applied. In Sect. 3, we
indicate how the training and testing split was done and we will make a more
detailed analysis of the data set.

2.3 Evaluation Methods

To evaluate our approach, and thus to understand the trustworthiness of the
recommendations algorithms on predicting rating value that a user would have
given to a certain campaign, we resort to several metrics. Hence, predictive
accuracy metrics like Mean Absolute Error (MAE) and Root Mean Squared Error
(RMSE) were calculated to measure how close the system predicted ratings were
from the true ratings given by the users.

Classification accuracy metrics like precision, recall and specificity were also
calculated to evaluate the correctness of the predictions. These metrics have
in consideration the number of true positives, false positives and false nega-
tives present in the list of recommendations. For this kind of denomination, we
defined a threshold corresponding to the value above which a rating is consid-
ered to be positive or negative, i.e., if the rating reflects the subscriptions of the
campaign. The classification in true positives, false positives, false negatives and
true negatives was done according to the table and respective threshold present
in Table 1.

The specificity metric represents the true negative rate, giving information
about the clients that are correctly not being notified with campaigns. It is also
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Table 1. Classification of predicted ratings and true ratings for a specific threshold.

Predicted rating >= TH Predicted rating < TH

True rating >= TH True positive False negative

True rating < TH False positive True negative

calculated the F1-Measure that combines precision and recall into a single value
[7], simplifying their understanding.

We also calculated the Mean Average Precision at K (MAP@K), following
the approach described in [1]. Having the recommendation lists for several users
ordered by the predicted rating, we consider for precision the first element, then
the first two elements, then the first three elements, up to k elements. For a
single user, this is the computation of Average Precision at K. For several users,
we need to calculate the average of those values, hence the term Mean Average
Precision.

Another metric we used to evaluate the quality of the recommendations was
Mean Reciprocal Rank (MRR). This metric give us the rank of the highest
rated campaign (by a user) in the list of recommendations. This list, which can
be different for each user, consists of all the campaigns sorted by the predicted
rating for a specific user. This way we can measure if the system is providing
useful recommendations by checking if highest rated campaigns are occupying
top positions in the list. If we consider several users, we need to average those
values, obtaining the metrics’ result.

We also calculated a variation of MRR, applying it to each campaign, to
see in which position a campaign is ranked in average, considering several users
recommendation lists. For example, a value of 50 for a campaign tells us that, on
average, the campaign occupies the 50th position in the users recommendation
list. The values of this metric is more easily interpretable than the one achieved
by the inverse of the ranking, i.e. the MRR metric.

The algorithms used to test our data set are algorithms of collaborative
filtering, namely some of matrix factorization, baseline estimators, among others
[2].

3 Evaluation

The data set we used consists of approximately 46 million real records of cam-
paign notifications sent to users, collected over a time period of 2 years. Each of
this records correspond to a campaign notification sent to a client and contain
information about the client who was notified, the campaign he received, and if
he joined the campaign or not. The data set contains more information in each
record but only these 3 fields were used because they contain the relevant infor-
mation about the users’ history. It is worth of notice that the data set provided
have the client real number encoded, therefore anonymised for our algorithms.
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Some statistics of the data set are shown in Table 2. There is a total number of
6610833 clients who have been notified with at least one of the 286 campaigns.
In total, the clients joined 1460281 times. Furthermore, analysing Table 2, we
can observe that we have the concept of remainders, where the same client
receive multiple notifications for the same campaign in a wide time window. The
statistical values of the data set after the filter refered in Sect. 2.2 was applied
are also shown.

Table 2. Statistics of the data set.

Statistic Original data set Filtered data set

Records/notifications sent 46422213 8255599

Clients notified 6610833 804750

Campaigns 286 177

Joins to campaigns 1460281 1460281

The recommender system was implemented using Surprise [8], a Python
Scikit library for building and analysing recommender systems. The data set
was divided into two sets: the training set, representing 75% of the whole data
set, and the test set, representing the remaining 25%.

Several values for the threshold mentioned in Sect. 2 were considered in order
to obtain the best results possible. The choice of the threshold value should be
a strategic decision made by the telecom operator because it is the value above
which a rating is considered to reflect a user’s interest in the campaign. Different
operators can have different opinions about this value. In our case, we defined the
threshold value to be 7.5. We consider that a client who adheres more than 75% of
the times he is notified with a campaign, reflects a true interest in that campaign.
Hence, only campaigns above that predicted value should be recommended to
the client.

The execution times were also registered because performance of the algo-
rithms is an important aspect to be considered. The comparison between the exe-
cution time of the different algorithms is shown in Sect. 4. To serve as reference,
the hardware specifications of the machine in which the results were achieved in
Sect. 4 are: 8.00 GB of RAM and Intel Core i5-4200M CPU @ 2.50 GHz proces-
sor.

4 Results

In this Section we present the results obtained for the different algorithms. The
algorithms tested for the aforementioned data set, which are implemented in
Surprise available in the “prediction algorithms” package [8], are SVD, SVDpp,
NormalPredictor, BaselineOnly, SlopeOne and CoClustering. Other algorithms
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present in Surprise, like nearest neighbours algorithms, were considered, but due
to paper length restrictions they are not presented in this paper.

The values for some of the aforementioned metrics, computed with a thresh-
old value of 7.5, are shown in Table 3. We can observe that in terms of the
error metrics RMSE and MAE, the BaselineOnly and SVD algorithms show
slight better results than the other algorithms, with predicted ratings deviating
on average from true ratings ≈2.5 and ≈1.85, for RMSE and MAE, respec-
tively. Focusing on the F1-Score metric, that combines precision and recall, they
also show good results, meaning that the predicted ratings correctly reflect the
behaviour expressed in the corresponding true ratings, whether that behaviour
means the client is interested in the campaign or not. The results for specificity
of the BaselineOnly and SVD algorithms are also the best compared with the
other algorithms, which tells us that they are better capable of identifying clients
that should not be notified with certain campaigns. Values for the MRR metric
are all very similar which implies that the top rated campaign by the users is
occupying roughly the same position in the recommendation lists of each user,
with the exception of the SVDpp algorithm that places this best rated campaign
in a much upper position in the list.

Table 3. Metric values of the different algorithms.

Algorithm RMSE MAE Precision Recall F1-Score Specificity MRR

BaselineOnly 2.518 1.888 83.9% 81.7% 82.7% 63.2% 0.0286

SVD 2.558 1.908 82.8% 82.5% 82.7% 59.9% 0.0287

SVDpp 2.762 2.312 73.4% 94.1% 82.5% 20.6% 0.2176

CoClustering 3.143 2.537 72.6% 89.9% 80.3% 20.7% 0.0132

SlopeOne 2.959 2.433 73.6% 91.1% 81.4% 23.4% 0.0261

NormalPredictor 3.769 2.864 70.1% 58.8% 63.9% 41.3% 0.0299

In Table 4 we present the values for the MAP@K metric, in percentage. The
metric was calculated for multiple values of k, using the library available in [6].

Table 4. MAP@K values for different k’s. All values are in percentage

MAP

Algorithm k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10

BaselineOnly 81.63 74.54 73.81 73.70 73.68 73.68 73.68 73.68 73.68 73.68

SVD 89.75 82.62 81.99 81.90 81.88 81.88 81.88 81.88 81.88 81.88

SVDpp 93.59 86.51 85.83 85.73 85.72 85.72 85.72 85.72 85.72 85.72

CoClustering 93.30 84.11 83.30 83.20 83.18 83.18 83.18 83.18 83.18 83.18

SlopeOne 94.40 86.23 85.50 85.40 85.39 85.38 85.38 85.38 85.38 85.38

NormalPredictor 60.42 53.89 53.26 53.17 53.15 53.15 53.15 53.15 53.15 53.15
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It is possible to see that for a value of K greater than 6, the MAP@K values
are always the same. This is due to the maximum value of K being equal to the
maximum number of different campaigns the users have rated. The majority of
users, i.e., 80%, only rated one or two campaigns, more specifically, each user
have rated ≈1.27 campaigns. With this information, we can infer that the values
of MAP@K in Table 4 for smaller K’s are the ones that better reflect the true
behaviour of the algorithm.

Taking this into consideration, we made a more detailed analysis to under-
stand the dispersion for the campaign ranking for all the algorithms - see Figs. 1
and 2. The box plot in Fig. 1 give us information about the adapted ranking met-
ric mentioned in Sect. 2. Note that the value in the Y-axis represents the ranking
position in a list of campaigns, so lower values mean a better score. We can see
a similar behaviour between them, with the exception of the NormalPredictor
algorithm. This specific algorithm demonstrates very similar average ranking
values for all the campaigns, which may be a drawback of this approach. The
minimum value for the boxplot is always very low, regardless of the algorithm –
exception made to the NormalPredictor –, demonstrating that some campaigns
are always appearing in the top recommendations.

To understand what campaigns appear in the top recommendations for the
distinct algorithms, we present Fig. 2. The X-axis represents the different cam-
paigns – all 177 of them. The score bar represents the campaign ranking with
more saturated colors being the lower values for the ranking, i.e., the best posi-
tioned campaigns. The Y-axis have the 6 algorithms presented in this paper.
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Fig. 1. Boxplot for campaign rankings for the different algorithms.

It is possible to notice that some campaigns have similar values for different
algorithms, which is concordant with what Fig. 1 shows. We can see that there
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are very saturated vertical lines, which means that, for different algorithms, the
same campaigns are being recommended in top users’ recommendations lists.
For example, around campaign 150, we see several vertical lines, meaning that
some campaigns are highly recommended. Concerning the algorithm Normal-
Predictior, the results are in line with Fig. 1, since those recommendations are
always around ranking 90.
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Fig. 2. Heatmap for all the campaign rankings and different algorithms.

In Table 5 presents the duration of the training and testing of the different
algorithms, in seconds. The NormalPredictor algorithm have the fastest train-
ing phase, but, taking into consideration Figs. 1 and 2, this algorithm does not
generate good recommendations. Hence, we will not use this algorithm in our
recommendation system for a production scenario. The best algorithms, by the
graphics and also by Tables 3, 4 and 5, are BaselineOnly and SVD. They have
good performance in terms of time to train the model, and also good results
concerning our evaluation metrics.

5 Related Work

We divide previous related work into two main areas: industry and academic rec-
ommender systems. The techniques used can be transversal to both domains, but
industry recommender systems tend to be more complete in order to achieve the
company’s business goals while academic recommender systems tend to explore
novel approaches to provide the recommendations.
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Table 5. Training and testing times for the different algorithms.

Algorithm Training time (seconds) Testing time (seconds)

BaselineOnly 4.613 3.474

SVD 42.844 4.994

SVDpp 103.917 4.381

CoClustering 76.721 3.440

SlopeOne 7.944 3.096

NormalPredictor 1.144 2.638

5.1 Academic

In [11] it is proposed a recommender system that aims to reduce the churn rate of
telecom operators. This is due to the operators not having the capability of giving
personalized recommendations for products and services to their subscribers. A
list of the most top-rated products is shown to the user when he visits the website
for the first time. When he logs in it, he is recommended with products based
on his location, gender, usage of the product and its popularity.

Several types of collaborative filtering algorithms are used in [13], applied to
a data set of telecom users. This recommender system provides telecom services
to users by using the concept of neighbourhoods between users and items, users
clusters and the “slope one” algorithm. The Pearson, cosine and Spearman simi-
larity measures are used for calculating the user and item neighbourhoods. User
and item neighbourhoods correspond to user-based and item-based techniques,
respectively. These techniques can be applied to address the data sparsity prob-
lem, common in recommender systems that deal with large amounts of users that
rate a few number of items. In [14] the goal is to get recommendations for mobile
telecommunications products and services. Item-based collaborative filtering is
used to generate predictions and create a user-item rating matrix. User-based
collaborative filtering is then applied to generate recommendations, thus taking
advantage of both the horizontal and vertical information in the user-item rating
matrix, which can solve the sparsity problem.

5.2 Industry

The Netflix recommender system uses different kinds of algorithms for recom-
mending their shows to the users. The recommendations vary from the most
popular items on the platform rated by several users to more personalized rec-
ommendations, based on a user’s ratings and implicit feedback [5]. Netflix also
uses the characteristics of the movies and TV shows that the user has rated
highly to recommend more shows that he might like and also captures contex-
tual information about him like location.

Amazon’s recommender systems also provides product recommendations to
its users based on their past ratings and purchases, items in the basket and
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items that other users have seen/bought. The company developed their own
algorithm called Item-to-Item Collaborative Filtering [9] which higly personal-
izes their website according to a user’s tastes and preferences. Years later, the
company started using their own recommendation libray called Deep Scalable
Sparse Tensor Network Engine [3] to build deep learning models for recommen-
dations.

5.3 Discussion

In this subsection, we compare the aforementioned works, in a concise approach,
on Table 6.

Table 6. Comparison of the described recommender systems.

Rec. system Collaborative filtering Content-based Context-based Feedback

Implicit Explicit

[11] X X X

[13] X X

[14] X X

[4] X X X

[12] X X

Amazon [3] X X X

Netflix [5] X X X X X

We can observe that the majority of the scientific research is based on explicit
feedback. However, due to necessity or to improve recommendations, in Industry
we have both types of feedback being used to enrich the algorithm and improve
the products and services proposed to clients. Additionally, the research is more
focused on collaborative filtering, existing some hybrid solutions.

Our work is focused on collaborative filtering approaches, because the rec-
ommendations are based on past history of users. Due to the non-existence of
explicit feedback, we consider the transformation of the implicit feedback into
ratings that express the likelihood of users to join the campaigns. This way,
we can provide to users several types of recommendations, like the top-rated
campaigns or more personalized recommendations related with their activity.
To our knowledge, it does not exist any work done about recommendation of
advertising campaigns for telecommunication operators. Thus, we consider the
study and experiments we developed a novel approach in this specific context.

6 Conclusion

In a world with a plethora of products and services, it is a difficult task for a
client to identify good offers for their needs. Hence, recommendation systems
have an important role to ensure the best experience and quality-of-service.
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In this paper, we explore the possibility to predict recommendations in a
telecommunication operator, in a real-world scenario, with implicit feedback, 2
years of client information and more than 46 millions lines of raw data.

Our objective was to identify the feasibility of a recommendation system in a
telco system. More concretely, we wanted to study and evaluate distinct state-of-
the-art algorithms in the provided data set. Our results allow us to infer about
the best algorithm to use for recommendations, basing our decision in the evalu-
ated metrics concerning the quality of the recommendations and the performance
of the algorithm. In order to do so, we had to transform implicit feedback into
explicit feedback and only consider users that provided useful information for the
recommendation engine, i.e., users with past adhesions. Overall, we acknowledge
the advantages of recommender algorithms for telecom operators, but recognize
also the challenges required to obtain good recommendations with the data we
have available.

For future work, we intend to study the cold-start problem for this type of
telecommunication system.
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Abstract. Several companies have been taking advantage of Data Min-
ing (DM) techniques to improve their operations by retrieving relevant
knowledge from available raw data. Due to the high impact of the internet
in all domains of modern life, such data exploration is particularly impor-
tant in the context of Internet Service Providers (ISP). In these compa-
nies, significant information can be extracted from raw data available in
Data Warehouses built from sequences of dialogues between customers
and attendants, recorded in their Customer Relationship Management
(CRM) system. These data are collected every time the clients contact
the call center to report problems. Thus, these data have several scripts,
each with a set of questions and actions that must be carried out over
the course of the dialogues. Two parameters are very relevant in such
attendance process: the Average Handle Time (AHT), representing the
average time spent to solve the problems of the clients; and the costs
with technical visits required whenever the attendant can not remotely
solve such problems through the call center scripts. This paper proposes
to enhance the customer service of an ISP company through the follow-
ing strategy: firstly, performing a modelling of its CRM Data Warehouse;
and secondly, using such model to improve the call center scripts, so as
to reduce the AHT. The modelling proposed here uses DM to induce
classification rules able to predict the need for technical visit taking into
account the client problems. In the experiments carried out, rules with
high predictive accuracy were generated. The results confirm that the
generated rules allow for reducing the call AHT and can also be used as
a tool for reducing the need for technical visits.
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1 Introduction

Internet users worldwide are increasing at impressive rate. According to a statis-
tics published by “Miniwatts Marketing Group” and “Internet Lives Stats”, there
are about 4,208,571,287 internet users in the world with 1.5 billion websites [19].
Along with this growth, Internet Service Providers (ISP) are making efforts to
increase the number of customers, to keep their cost and improve the quality of
the services provided [13]. On the other hand, customers always tend to look for
ISPs with better benefits. This is the main origin of churns. Churn or customer
attrition can be defined as the annual turnover of the market base [13]. Keeping
in mind that the cost of obtaining new customer is five times higher than main-
taining an existing customer, the financial situation of ISPs is strongly affected
by churns [13].

The occurrence of churns is closely associated to how satisfied the customer
is with the services provided, which, in turn, depends directly on the customer
experience. Thus, in order to increase customer satisfaction, several tools have
been proposed to model customer experience. Among them, those that apply
Data Mining (DM) techniques to large Data Warehouse (DW) obtained from
Customer Relationship Management (CRM) systems stand out [1–3,10,15]. The
CRM Data Warehouse stores all call center interactions between a company
and its customers, most of them reporting customer complaints about service
failures.

The Average Handle Time (AHT), which represents the average time spent
to solve the customer problems, is a parameter that has a great impact on the
customer service quality. The lower the AHT, the better the customer experience,
the greater the customer satisfaction, and the smaller the company cost with the
customer service [11].

This study investigates then how AHT can be mitigated through the extrac-
tion of relevant knowledge from raw data stored in the CRM Data Warehouse of
a Brazilian ISP company, Algar Telecom, and using such knowledge to improve
the customer experience. Particularly, the data with which the present work
deals are related to the GPON (Gigabit Passive Optical Network) technology.
Then, each of these data is produced whenever a customer calls the company to
report a GPON problem and the CRM attendant, in order to try to solve such
problem remotely, must follow a specific customer service flow, named Integrated
Script (IS).

A IS is composed of several questions or actions, which must be carried
out by the attendants together with the customers, as their dialogue progresses.
Whenever the IS flow does not allow for remotely solving the customer problems,
the attendant must open a Service Order (SO) pointing out the need for a
technical visit, which is not a good alternative neither for the client nor for the
company, since it increases the AHT and the company expenses.
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More specifically then, this paper proposes to enhance the customer service of
an ISP company through the following strategy: firstly, performing a modelling
of the portion of its CRM Data Warehouse that is related to GPON problems;
and secondly, using such model to improve the call center scripts, so as to reduce
the AHT, which represents an innovative aspect of this work.

The model produced corresponds to a set of decision-tree based rules able
to predict the need for technical visits. These rules are generated according
to the Knowledge Discovery in Databases (KDD) methodology [9]. To produce
rules with high predictive accuracy, the authors investigated some of the most
popular decision-tree induction algorithms. In the experiments performed, the
rules produced were used to re-order IS questions and actions, which significantly
reduced the AHT. Further, an analysis of the results show that these rules can
also be used to reduce the need for technical visits.

Among the difficulties faced in the execution of the present approach, the
need for a careful work of data pre-processing stands out. Such difficulty is due
to the following aspects inherent to the DW that is the subject of the present
study: undue occurrence of repeated data; presence of missing variable values in
almost all instances; high frequency of non unified data; imbalanced DW; high
occurrence of variable values with low statistical frequency.

The next sections are organized as following: Sect. 2 resumes the main aspects
of the IS. Section 3 presents the related works. Section 4 details the application
of the proposed method and the experimental results. Conclusion and future
works are presented in Sect. 5.

2 Attendance Service Through Integrated Script:
Context Design

Figure 1 summarizes the customer attendance service flow used by Algar Telecom
to solve GPON Broadband problems. This flow is the basis for the customer
experience modeling proposed herein. The attendance process starts when the
customer contacts the call center to report a new complaint (step #1 in the
figure). The attendant, together with the claimant, executes a set of checklists—
Integrated Script (IS)—, which represents a set of questions and actions, to try
to solve the problem (steps #2, #3 and #4). If any of the actions suggested by
the IS solve the problem of the client (step #5), then all the steps performed
in steps #2, #3 and #4 are stored in the IS database (DW). This database
contains all the answers or actions performed for that particular call (step #6).
Otherwise, if none of the measures proposed by the IS solve the problem (step
#7), then a new Service Order (SO) is created and stored in the DW database
that contains the historic of all SOs (step #8). After creating the SO, the call
data are also stored in the database (steps #9 and #10). The SO generated in
step #7 follows another call flow, known as screening, which is not in the scope
in this paper and requires the allocation of a technical expert to go to the client
site to solve the problem not solved by the IS. It must be observed that steps
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Fig. 1. The attendance service workflow for solving Broadband problems.

#6 and #10 set the flag that indicates whether there is or not the need for a
technical visit, respectively, with values “Yes”or “No”.

For every question and action suggested by the IS checklist, there is a specific
feature or variable associated, which is stored in the DW of the company with its
answer. Table 1 shows two examples of questions/actions, with their associated
features and answers provided during each one of the two calls. These figures were
adopted by the authors for constructing the proposed rule-based classification
model.

Table 1. Table with examples of questions (or actions) from the attendant, description
of the associated features, follows by the answers from the customer in the IS used.

Questions Features Answers

Is there any problem with landline?
(Perform tests and verify the registration
of the landline)

LANDLINE PROBLEM No

Is there any problem with the cord/fiber?
(Ask the client to check if the cord/fiber
is ok)

FIBER PROBLEM Yes
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3 Related Works

This section presents some works that also use DM techniques in CRM systems.
In [12], the authors provide a summary of DM applications in the CRM domain,
and show how ML techniques, such as K-means, SVM, Decision-tree induction
algorithms, Neural Network, have been applied to deal with several aspects of
CRMs, such as definition of marketing strategy, operational cost reduction and
customer satisfaction and experience assessment. In [3], the authors proposed
the use of two classification techniques, Naive Bayes and Neural Network, to
predict customer behavior for marketing applications. They use these techniques
to identify the most loyal customers and offer them additional services. In [4],
the K-mean algorithm was used to find clusters in customers call records in
the context of mobile service providers. The clusters were employed to analyze
and profile the customers based on their communication behavior. In [16], two
DM models based on clustering and association rules were part of a software
platform used by operators at call centers of mobile network service providers.
The DM models suggest new cross-sell products or bundles based on the historic
of market basket data analysis. In [14], the authors investigated the use of a
sequence mining algorithm in call centers. The algorithm induce models that
automatically transfer the customer call to the adequate support level (between
two levels of support available).

4 Experiments Performed in This Study

This section presents the generation of the model corresponding to the CRM
Data Warehouse through the KDD stages [9] and how the rules of the models
can be used to reduce the AHT. It is interesting to remind that these rules must
model the CRM Data Warehouse so as to predict the need for technical visit in
function of the reported customer problems.

4.1 Extracting the Database

This section presents how the data used in the experiments were collected from
the DW so as to produce a raw version of the Database to be used in this work.
The KDD stages that were executed in order to generate this raw Database,
that is, Selection and Processing stages, which cope with feature selection and
data collect, respectively, are presented below.

Feature Selection. As aforementioned, each single datum handled here cor-
responds to the register of a specific interaction of a costumer with the CRM.
Then, the CRM Data Warehouse is a set of questions/answers/actions produced
from the IS checklists.

The feature selection was not a trivial task due to the following fact: the
strong non-unified characteristic of the DW data, that is, the pieces of infor-
mation about each datum was scattered across different DW tables. This fact
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required a great effort by the research team to effect a junction of the pieces of
information of the data scattered in the DW in order to select an appropriate
set of features. At the end of this stage, 127 features were selected. Due to a
NonDisclosure Agreement (NDA) signed with Algar Telecom, these features will
not be listed here.

Data Collect: Producing the Raw Database. Another difficulty faced here
was to find an adequate SQL (Structured Query Language) query that allowed for
generating a Database from which good predictive rules were mined. Such ques-
tion was formulated from the 127 features previously selected, having collected
the set of 111, 230 historical records (covering the period between January 2017
and November 2018) from which a raw Database was built. Each instance (com-
posed of 127 attributes) was labeled with the target variable “A VISIT WAS -
REQUIRED”, whose values are “Yes” or “No”, depending on whether or not
the solution to the problem referred to required a technical visit, respectively.

In the next section, this raw Database will be submitted to Data Transfor-
mation KDD process in such a way as to be refined and become adequate to be
used in the modelling proposed herein (in the Data Mining stage).

4.2 Refining the Raw Database: Data Transformation

Almost all instances of the generated Database present missing attribute values.
The reason for this can be either the fact that the customer service flow did
not address these attributes (since this flow varies according to each particular
problem), or the fact that the attendant, for some reason, did not assign a
value to the attribute during the call. As shown in the next section, the present
work investigates two distinct alternatives to deal with these missing values:
creating a new category “NI” (“Non Informative”) to fulfill them; and adopting
the standard solutions provided by the DM-based algorithms used. Additionally,
there are some attribute values whose frequency of occurrence is not statistically
relevant. These values were then grouped so as to present statistical relevance
in the course of the classification process.

Another significant data transformation executed here is the removal of
attributes strongly associated to the target variable, such as the feature
“SOLVED XXX PROBLEM ” (where “XXX” represents the type of each
treated problem) at steps #3 and #5 of Fig. 1 (Sect. 2). This variable rep-
resents the last question of the IS asked to the customers during the cus-
tomer service. It is convenient to remove such variable because the answer
corresponding to it (“Yes” or “No”) automatically sets the target variable
“A VISIT WAS REQUIRED”, since a technical visit is required whenever
the problem is not solved by means of the IS. In total, 23 attributes strongly
associated to the target variable were excluded in this step. It is interesting to
point out that this Database is imbalanced, since 40% of its instances are target
with “No” for technical visit, whereas 60% are target with “Yes”. However, as
this imbalance did not compromise the classification process, it was not necessary
to apply class balancing techniques, as shown in the next section.
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4.3 Data Mining Stage: Generating the Rule Base

Experimental Setup. The Database obtained is submitted to a binary clas-
sification process whose purpose is to produce rules that model the CRM Data
Warehouse predicting the need or not for technical visits in function of the client
problems. For such modelling, this work uses Decision-tree induction algorithms,
since, in addition to the high performance that they have been obtaining as a
predictive tool in many tasks, these algorithms provide explainable models by
means of human-readable classification rules. Thus, these algorithms are a very
friendly tool allowing for abstracting the general knowledge implicit on large
dataset [17].

The following 4 algorithms were investigated here, all available in the WEKA
platform: C4.5 [18], PART (Projective Adaptive Resonance Theory) [6], REPTree
(Reduced Error Prunning Tree) [20] and CART (Classification And Regression
Trees) [5]. In this work, the values assigned to the hyperparameters required to
run each algorithm correspond to the default values suggested by WEKA.

For the experiments, the dataset was partitioned using 10-fold-cross-
validation. The experiments were run in two machines with a CPU Intel Core
i5-7200U of 2.71 GHz and with 12 GB of RAM.

Building Data Models. Tables 3 and 2 show the predictive performance
obtained by each decision-tree algorithm investigated herein, computed over
two datasets: one, including a new category for missing values (Table 2) and,
the other, not (Table 3). The measures used to represent these performances in
both Tables are: with respect to each class, True Positive (TP) and False Pos-
itive (FP) rates; and, considering both classes, the measures are f-measure and
the standard deviation related to f-measure, taking into account the 10 folds. Is
interesting to point out that f-measure is used as a measure due to the fact that
the database is unbalanced.

Two points can be highlighted from Tables 2 and 3. First, there is no need
to apply class-balancing technique over no one of these datasets, since in both
scenarios all algorithms presented high f-measure values and the assertiveness of
both classes is balanced. Second, the predictive performances of all algorithms
in both scenarios are also very close. To prove it statistically, the authors applied
the Wilcoxon non-parametric statistical hypothesis test with paired samples [8]
to the f-measure values presented in Tables 2 and 3. The values R+, R− and
p-values were computed through the software R Studio.

To cope with this, two paired sets were created, one associated to Table 2
and, the other, to Table 3. The f-measure value of each algorithm was paired
on the same fold - on the course of the 10 folds cross-validation tests. Adopting
the usual confidence level of 95%, the p-value obtained was 0.1475, which proves
that all algorithms present almost the same behavior in both test scenarios
(that is, in situations in which a new category for missing values is created
or not). Considering this fact, from this point on, this work continues with its
investigations only considering the scenario presented in Table 3 (that is, using
the default strategy of each algorithm to deal with missing attribute values).
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Table 2. Predictive performance of the four decision-tree algorithms with the missing
values treated as category “NI”.

Algorithm f-measure Class = Visit is required Class = Visit not required

TP rate FP rate TP rate FP rate

C4.5 0,9360 ± 0,003 0,949 0,063 0,937 0,051

PART 0,9285 ± 0,002 0,951 0,088 0,912 0,049

REPTree 0,9340 ± 0,002 0,95 0,069 0,931 0,05

CART 0,9385 ± 0,003 0,949 0,057 0,943 0,051

Table 3. Predictive performance of the four decision-tree algorithms with untreated
missing values.

Algorithm f-measure Class = Visit is required Class = Visit not required

TP rate FP rate TP rate FP rate

C4.5 0,9345 ± 0,003 0,945 0,059 0,941 0,055

PART 0,934 ± 0,002 0,94 0,05 0,95 0,06

REPTree 0,9325 ± 0,003 0,946 0,067 0,933 0,054

CART 0,933 ± 0,002 0.946 0,067 0.933 0,054

Then the authors, based on the results shown in Table 3, used the Friedman
hypothesis test [7] to evaluate the statistical significance of each algorithm in rela-
tion to the f-measure values. Table 4(a) shows the sum of ranks produced from
the Friedman test (over 10 folds cross-validation) and the groups produced from
the Nemenyi post-hoc test [7] to assess algorithm pairwise differences. Adopting
95% as confidence level, the p-value calculated was 0.1257 (computed through
the software R Studio), which proves that there is no statistical difference in the
performance rank obtained by the algorithms investigated.

Table 4. Hypothesis testing: (a) Statistic test for the measure f-measure over Table 3;
(b) Statistic test for the measures processing time and number of features over Table 5.

(a) Test 1

Algorithm Sum of ranks

C4.5 28.5 (group a)
PART 26.5 (group a)

REPTree 24.5 (group a)
CART 20.5 (group a)

(b) Test 2

Algorithm Sum of ranks

REPTree 40 (group a)
C4.5 30 (group b)
CART 20 (group c)
PART 10 (group d)

In the domain used as a case study in this work, the fundamental criteria that
must be considered in the classification process are: the processing time required
to generate the rule base, since the dataset must be periodically updated so
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as to include new registers reporting other dialogues with customers; and the
number of features used for abstracting the necessity or not for technical visit
to solve the problem of the client. Regarding this last criterion, it is interesting
to note that classification algorithms that use a lower number of features tend
to allow for a reduction on the AHT call service measure, as they can speed
up the remote contact with the client by identifying more rapidly the need for
a technical visit. Table 5 resumes the general results obtained with each tested
algorithm. As aforementioned, the criteria which most impact the classification
process are Processing Time and number of features. That is why the remaining
criteria are not taken into consideration in the following analysis.

Table 5. Interpretability of the tree data generated by each algorithm and its training
time.

Algorithm Num. of rules Num. of nodes Num. of features (FT) Processing time (TT) in seconds

C4.5 95 184 45 76.6

REPTree 270 457 44 25.12

PART 312 - 52 914.37

CART 42 82 23 342

Thus, given the elevate value presented by PART in terms of these criteria
(compared to the others), such algorithm can be eliminated. Next, compared to
REPTree, C4.5 can be excluded, since, in spite of having used almost the same
number of features as REPTree, its processing time was 3 times greater than that
of REPTree. Finally, REPTree proves to be the best option, as it eliminates the
other remaining algorithm CART for the following reason: although using the
double of features, its processing time is 92.65% less than CART. Such conclusion
was confirmed by submitting the cross-validation results (in terms of processing
time and number of features) to the Friedman non-parametric statistical test.
Table 4(b) shows the sum of ranks derived from Friedman test and the groups
produced from the Nemenyi post-hoc test (confidence level of 95%) with p-value
= 1.38e−06 (computed through the software R Studio). Such a test points out
that REPTree was the most successful among the algorithms tested to deal with
the problem addressed here.

Considering such results, the next section details the results of the predictive
performance obtained by REPTree and how its rules contributed to improve the
customer service of Algar Telecom.

4.4 Evaluation Stage: How REPTree Improved the Customer
Service

Table 6, by means of a Confusion Matrix (CM), evaluates the quality of the
rules generated by REPTree, in terms of how well they succeeded in pre-
dicting the need or not for technical visits (target variable). Thus, here the
first and second lines of CM represent the rates related to the true - that
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is, necessity - and the false - that is, non necessity, values of the target vari-
able A VISIT WAS REQUIRED, respectively. As shown in Table 6, REPTree
presented the following results: accuracy = 94.30%; sensitivity = 93.59%; PPV
(Positive Predictive Value) = 88.28%; specificity = 94.61% and NPV (Negative
Predictive Value) = 97.14%, where: sensitivity and PPV concern both the value
yes of the target variable, being that PPV, particularly, indicates the rate of
correct predictions related to the need for technical visits (31,513 cases, such
as shown in line 1/column 1); specificity and NPV concern both the value non
of the target variable (that is, the customers’ problems were remotely solved),
being that NPV, particularly, indicates the rate of correct predictions related
to the non need for technical visits (73,374, such as shown in line 2/column 2).
Such results confirm the appropriateness of using REPTree in the modeling of
the customer service in Algar Telecom.

Table 6. REPTree model confusion matrix.

Predict Actual

True False

A VISIT WAS REQUIRED = True 31,513 2,159

A VISIT WAS REQUIRED = False 4,184 73,374

Further, the reliability of the rule predictions in terms of the need for technical
visits is useful to simplify the script of the IS, thus allowing reducing the AHT.
For example, in Table 7, the rule number 89, related to the customers whose
problem is “Slowness (Low Performance)”, predicts - based on the predictive
attributes “SOFTWARES BL”, “CONTRACTED SPEED” and “ROUTER”
- that the problem will be remotely resolved.

In the original IS from which the rule 89 was generated, considering the
same problem, there exist 33 possible questions/actions that can be suggested
by the checklist over the call service. In this case, the same rule shows the
convenience of reordering the flow of questions related to such problem in the
original IS, so as to prioritize those involving the three attributes present in rule
89. Such reordering was validated herein in the following manner: by using the
new ordered IS, the authors simulated an attending flow corresponding to each
case associated to the problem “Slowness (Low Performance)” present in the
DW used here as a case study. Such simulations confirmed that the reordering
allowed for a reduction of 10.31% in the portion of the AHT spent to treat the
simulated cases, as shown in Table 7.

Analogous reasoning can be applied to rule 105 (related to Navigation Prob-
lem), whose diagnosis, unlike rule 89, predicts the need for a technical visit.
In this case, the simulations of the CRM attending flow from the reordered IS
reduced the portion of the AHT spent to treat such problem by 13.44%, as
shown in Table 7.
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Table 7. Rule examples based on probability of requiring technical visit.

Number Rule Probability of visit AHT reduction

89 IF (‘PROBLEM TYPE’ = ‘SLOWNESS -
LOW PERFORMANCE’
AND ‘SOFTWARES BL’ = ‘YES’ AND

‘CONTRACTED SPEED’ =
‘40MBPS GPON’ AND ‘ROUTER’ =
‘CISCO E900’)

4% 10.31%

105 IF (‘PROBLEM TYPE’ = ‘NAVIGATION
PROBLEM’ AND
‘SETTING NAVIGATOR’ = ‘YES’ AND
‘NETWORK ISOLATE’ = ‘YES’ AND
‘SLOWNESS PROBLEM’ = ‘YES’)

91.5% 13.44%

5 Conclusions and Future Works

This paper applies a rule-based classification approach to model the customer
service of a ISP company with the purpose of predicting the need for technical
visits to solve customer problems. The generated rules proved to be very useful
to enhance the customer service through a reduction on the average time related
to the remote contact between the customers and the call center in order to try
to solve their problems.

As future studies, the authors intend: to validate the results related to the
AHT reduction through the IS reordering in the real scenario of the company’s
CRM; to extend the approach proposed herein so as to retrieve new relevant
attributes from the OS free texts written by the technical experts to catalog
the problems of the clients detected in their visits, as well as the way in which
they were solved. These new attributes will point out new questions/actions to
be inserted into the IS in such a way as to increase the number of problems
remotely solved (reducing the need for technical visits).
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Abstract. Quality has become one of the most important factors in the
success of manufacturing companies. In this paper, the use of machine
learning algorithms in quality control is compared to the use of statistical
process monitoring, a classical quality management technique. The test
dataset has a large number of features, which requires the use of princi-
pal component analysis and clustering to isolate the data into potential
process groups. A Random Forest, Support Vector Machine and Naive
Bayes algorithms were used to predict when the manufacturing process
is out of control. The Random Forest algorithm performed significantly
better than both the Naive Bayes and SVM algorithms in all 3 clusters of
the dataset. The results were benchmarked against Hotelling’s T 2 control
charts which were trained using 80% of each cluster dataset and tested
on the remaining 20%. In comparison with Hotelling’s T 2 multivariate
statistical process monitoring charts, the Random Forest algorithm still
emerges as the better quality control method.

1 Introduction

Quality control has been a pivotal aspect of the manufacturing industry for sev-
eral decades now. The increasingly competitive nature of modern manufacturing
environments and customer quality expectations drives the need for organisa-
tions to strive for superior product quality. The increasing integration of revolu-
tionary sensor technology, Radio-Frequency Identification, and the “Internet of
Things” into the manufacturing industry facilitates the collection of data at mul-
tiple points of the manufacturing process. However, with this enormous amount
of data, challenges are presented by its complexity, velocity and volume [22].

Trends in the literature show that data science techniques are becoming
popular in the control of quality in modern manufacturing environments. The
prevalent trends lean toward the application of machine learning algorithms to
predict the occurrence of defective products in manufacturing processes. The
manufacturing industry has long relied on Statistical Process Control (SPC) as
an industry-wide quality control methodology [15]. The use of SPC techniques
has evolved over the years to suit modern manufacturing environments that track
c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 108–119, 2019.
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and monitor many continuous and batch process variables. These techniques are
referred to as Multivariate Statistical Process Control (MSPC) techniques [3].
The techniques that a manufacturing company chooses to use for quality con-
trol/monitoring of its processes contribute to its ability to minimise the dis-
tribution of defective products. For manufacturers, this leads to the question:
“Which techniques are best suited for quality monitoring/prediction for our pro-
cesses?”. This paper attempts to aid in answering this question using a specific
manufacturing dataset as a case study. The aim of the paper is to compare var-
ious supervised machine learning classification algorithms for quality prediction
and compare the best performing algorithm to a traditional statistical process
control (SPC) technique.

This paper is significant since, to the best of our knowledge, it is the first
paper to compare Random Forest, Naive Bayes and Support Vector Machine
(SVM) algorithms to traditional SPC techniques for quality control.

The rest of this paper is organised as follows: Sect. 2 provides an overview
of the relevant literature, Sect. 3 describes the methodology and experimen-
tal setup, the dataset used and performance metrics for comparisons. Section 4
presents the results of the study. Finally, Sect. 5 concludes the article.

2 Literature Review

A significant amount of research has been conducted into improving product
quality over the last century. Throughout the rest of this section Sect. 2.1 pro-
vides an introduction to quality management. Section 2.2 discusses the literature
related to statistical process control and Sect. 2.3 reviews previous attempts at
using machine learning to predict quality in a manufacturing environment.

2.1 Quality Management

ISO 9000 [17] defines Quality Management (QM) as “management with regard
to quality”; where management refers to “the coordinated activities to direct
and control an organisation”, and quality refers to “the degree to which, a set
of inherent characteristics of an object fulfils requirements”. ISO further states
that QM can entail the establishment of quality policies and quality objectives,
as well as processes aimed at achieving the quality objectives thereof through
quality planning, quality assurance, quality control, and quality improvement.

ISO [17] also introduces seven quality management principles (QMPs) upon
which the ISO 9000 series and related quality management standards are based;
these principles are derived from the philosophies and principles set in motion by
“quality gurus” such as Deming and Juran in the aftermath of the second world
war. These principles do not necessarily have a preset order of priority, hence,
organisations can prioritize each QMP differently. The process approach princi-
ple is one such principle: “Consistent and predictable results are achieved more
effectively and efficiently when activities are understood and managed as inter-
related processes that function as a coherent system”. The rationale behind this
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principle is that, by understanding how a system (consisting of interrelated pro-
cesses) produces results, an organisation can better optimise this system and its
performance [17]. Practices of quality monitoring and prediction have paramount
importance when it comes to adhering to the “process approach” principle.

2.2 Statistical Process Control

Evans and Lindsay [9] define SPC as a process monitoring methodology aimed at
the identification of assignable (special) causes of process variation and cueing
the need for corrective action when necessary. The presence of special causes
means that a process is out of control, whereas the presence of variation due to
common causes means the process is in statistical control i.e. the variances and
averages remain constant over time.

Madanhire and Mbohwa [16] found through interviews that between 50%
and 75% of the manufacturing businesses in developing countries were certain
that SPC had greater benefits when it came to quality control when compared
to finished product inspection. Most of the benefits were shown to be attributed
to the use of control charts. The main idea is to extract samples of a certain
size from the ongoing production process. Line charts of the variability in those
samples are drawn and their closeness to target specifications is considered. If
a trend emerges in those lines, or if samples fall outside prespecified limits, the
process is declared to be out of control and the operator will take action to find
the cause of the problem.

SPC is a technique that has been proven to improve productivity and quality
and gives firms a means of quality capability demonstration. SPC is, however,
not effective for levels of quality approaching six sigma (i.e. when the tolerance
for defective products is less than 3.4 defective products in a sample of 1 million
products). However, it is considerably effective for firms in their initial stages of
quality endeavours [9].

One of the most popular SPC control charts is Hotelling’s T 2 chart [12].
This chart is a generalization of the standard X-bar chart for variables. Instead
of controlling single values or means, and standard deviations, the Hotelling T 2

chart allows for the control of a vector of means for multiple characteristics, and
the variance or covariance matrix of the variables to control process variability.
Hotelling’s T 2 chart will be used for comparison purposes in this paper due to
its popularity.

2.3 Machine Learning in Manufacturing

One of the first papers to suggest the use of data science techniques to aug-
ment SPC was Kourti and Macgregor [13]. Conventional MSPC chart methods
such as Hotelling’s T 2 and χ2 were seen to be effective only with the provi-
sion that the multivariate space does not have extensive dimensionality. Meth-
ods that allow visibility of the contribution to the out-of-control condition was
suggested in conjunction with these traditional approaches. One such approach
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involved incorporating PCA, in conjunction with the use of these traditional
MSPC charts.

Wuest et al. [19] suggested using cluster analysis and supervised machine
learning when dealing with complex (multivariate or highly dimensional) man-
ufacturing environments, as opposed to using conventional methods such as
cause-effect relations, because these traditional methods cannot keep up with
the growing complexity of modern manufacturing environments.

Chiang et al. [6] conducted a study to compare the classifying capabilities
of the fault discriminant algorithm (FDA) and Support Vector Machine (SVM).
The dataset used in this comparison was generated using the Tennessee Eastman
(manufacturing) process simulator; the simulator used to generate the dataset
had the capabilities of simulating normal plant operating conditions, including
21 types of faults (mostly mechanical) that could occur in these simulated condi-
tions. The high dimensionality of the dataset was solved using PCA. The results
of this study showed that SVM had a much lower fault misclassification rate
than FDA (6% vs 18%, respectively).

Gao and Hou [10] also used the same Tennesse Eastman Process simulator
used by [6] and conducted a study to compare the use of SVM in conjunction with
grid search (GS), genetic algorithm (GA) and particle swarm optimisation (PSO)
in fault prediction. The results of this study showed that all three combinations
produced comparable accuracies; however, the GS-SVM approach, was more
time efficient. The study also showed that introducing PCA into the GS-SVM
approach is a more efficient approach with comparable accuracy.

Escobar and Morales-Menendez [8] applied an “intelligent supervisory control
system” based on the logistic regression ML algorithm in detecting rare poor
quality events in a high conformance (lean) manufacturing environment. The
results of the experimental stage of this application showed a 100% sensitivity
on the detection of defects.

Lieber et al. [14] proposed a framework based on unsupervised and supervised
machine learning for optimising pattern identification and predicting the quality
of intermediate products in interlinked manufacturing processes based on a hot
rolling mill process case study. The results of this study showed that better
energy-efficiency and sustainability of the interlinked processes could be achieved
through the use of this data mining based framework.

Ahsan et al. [1] found that the use of principal component analysis (PCA)
in conjunction with Hotelling’s T 2 based control charts for a network intrusion
detection system, had a similar performance to regular T 2 control charts, with
less computation time.

Yu et al. [20] investigated the performance of a multivariate statistical process
monitoring (MSPM) approach based using artificial neural networks in identify-
ing sources of out-of-control signals in a manufacturing process. The results of
this investigation showed that the neural networked-based system had a higher
accuracy in comparison to the system with no incorporation of neural networks.
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Sánchez-Fernádez et al. [18] carried out a study in two plants; namely, the
Tennessee Eastman (manufacturing) plant and a wastewater treatment plant.
The study found that incorporating PCA into Hotelling’s T 2 has a higher fault
detection rate as compared to using the univariate exponentially weighted mov-
ing average (EWMA) method in both MSPC environments.

Yu et al. [21] state that the use of conventional T 2 in multivariate statistical
process control (MSPC) is effective, but has shortcomings when it comes to locat-
ing the origin of assignable causes. Yu et al. (2018) found that the incorporation
of a stacked denoising autoencoder (SDAE) into the T 2 MSPC control charts for
multivariate process pattern recognition (MPPR) helps detect process-intrinsic
patterns better.

Finally, Zhang et al. [22] used a two-stage approach of clustering and super-
vised learning to predict product failures on a manufacturing dataset from a
competition that was hosted by Bosch on Kaggle. Zhang et al. also overcame
the high dimensionality of the dataset through the use of PCA. They found that
the Random Forest classification algorithm achieved the highest score, outper-
forming the logistic regression, Naive Bayes, gradient boosting and decision tree
classification algorithms. They did not, however, comment on how these machine
learning approaches compared with traditional SPC techniques.

Most of the reviewed papers employ the application of machine learning
classifiers in manufacturing environments with domain knowledge of features
and processes. The work of Zhang et al. [22] differs in that no domain knowedge
is available about the manufacturing process. They first had to segment the data
into separate manufacturing processes before any quality predictions could be
performed. They used PCA to reduce dimensionality and K-means clustering to
separate these process groups within the dataset.

From the literature it is clear that SPC has limitations and machine learn-
ing algorithms have the potential to add value, however, no clear comparison
between the two techniques can be found and it is not clear what the perfor-
mance improvement associated with machine learning is.

3 Methodology and Experimental Setup

The purpose of this paper is to compare machine learning and SPC for manu-
facturing quality control. To achieve this aim, an extract of the dataset of [22]
is used and a similar unsupervised-supervised approach is followed. This paper,
however, extends the work of [22] by testing additional supervised learning algo-
rithms and evaluating the machine learning approach against a traditional SPC
approach.

Observations in the dataset represent products as they move through the
production lines. The features in the dataset are anonymised; they are given
names relating to their line, station number, and feature number which follow
the convention of “L# S## F###”. The end result of whether a product is
a success or a failure is given as a binary class named “Responses”, with 0
representing a success and 1 representing a failure. The dataset used in this
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paper contains only the numerical product line features. The dataset consists of
968 features, 20 001 observations, and 0.56% of failed products.

The use of the Zhang et al. dataset resulted in a number of unique challenges:

– Poor domain knowledge: the anonymized features presents a problem since the
domain knowledge of the manufacturing process is not available. The different
processes need to be discovered before the responses can be predicted. These
added step presents added computational complexity and potential reliability
issues with the results.

– High sparsity, since several manufacturing stations serve a similar purpose
to a product, this leaves a large proportion of features within an observation
having no data or having inputs as zeros.

– High imbalance, since there exists a high imbalance in the distribution of the
responses since only a very small proportion of the products failed.

PCA and K-means is used for the unsupervised learning phase, and a Random
Forest, Support Vector Machine and Naive Bayes algorithms are used for the
classification phase. These algorithms were selected because they cover a wide
range of algorithms and have showed promising results in previous work.

– Support Vector Machines (SVMs) perceive observations as points in p-
dimensional space (where p is the number of features in the dataset excluding
the response variables) these points are plotted in the p-dimensional space,
and the best hyperplane is then employed to separate points of different
classes. The coordinates of these points are referred to as support vectors [7].

– Naive Bayes uses Bayes’ theorem to classify observations, with a naive strong
assumption that the features in the data are independent [11].

– Decision Trees follow a tree-like structure. It iteratively breaks down a dataset
into smaller subsets while incrementally developing a (decision) tree. The built
tree is made up of decision nodes and leaf nodes; the decision nodes represent
features and its branches are the possible entries to this feature and the leaf
nodes represent the classes or decisions [5].

– A Random Forest employs multiple decision trees and predicts the most prob-
able class based on the “majority vote” of the decision trees [4].

This machine learning based solution is then compared with a Hotelling’s T 2

chart. The complete methodology is described in more detail below:

– Step 1: Principal Component Analysis- The PCA function is used to reduce
dimensionality in the dataset by combining correlated features such that the
end result is a dataset consisting of features that are uncorrelated. This
helps combine all features representing similar production processes since
they are correlated. The resulting number of principal components becomes
the new number of features. These principal component features are then fur-
ther reduced according to the variances they account for in the dataset; the
first and second principal component features normally remain in the dataset
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since principal component features are named in increasing order of the vari-
ance accounted for. A reduced dataset is then produced by deleting principal
component features that account for very low variance. A scatterplot of the
first and the second principal components is then visualised to estimate the
number of clusters in the dataset, which represents the number of process
groups that use similar stations.

– Step 2: Clustering- With the aid of visual data (a scatter plot) the obser-
vations of the dataset is grouped into different production processes using
the k-means algorithm. K is chosen as the number of clusters seen from the
scatter plot. The k-means algorithm is then used to divide the clusters in the
dataset (this is the reduced dataset with original inputs based on a selected
number of principal components).

– Step 3: Classification- After clustering and subsetting of the dataset according
to its clusters, each subset is split into a training set and a test set (80%:20%),
the training and testing is executed using the N-fold cross validation function
with the value of N chosen as 5 (as this allows the function to split each
cluster dataset according to the 80%:20% ratio). The training sets are then
oversampled and undersampled to overcome the class imbalance. Classifica-
tion algorithms are then trained on the training sets and tested on the test
sets of each cluster

– Step 4: Compare ML algorithms based on chosen performance metrics and
choose the best algorithm in each cluster to compare to MSPC Hotelling’s
T 2 control chart.

– Step 5: Train and Test Hotelling’s T 2 based control charts – Each cluster is
then arranged in increasing order of the numerical product ID (SPC chart
control limits are established over time, and product ID values increase over
time) and split into a training and test set (80%:20%). The training set is
used to establish and fix control limits. The test set data is then plotted on
the control charts to provide indications of whether the process is seen as
in-control or not.

– Step 6: Compare the best algorithms in each cluster with the MSPC control
chart’s performance – the same metrics used to compare ML algorithms are
used here with a slight modification of the meaning of the confusion matrix
outputs. In the case of the control charts, TP refers to instances where the
charts indicate that a process is not in control and the actual responses are
positive (failures), TN refers to instances where the charts indicate that a
process is in control and the actual responses are negative (success or “0”),
FP refers to instances where the charts indicate that a process is not in
control and the actual responses are negative (success or “0”), and FN refers
to instances where the charts indicate that a process is in control and the
actual responses are positive (failures).

Most classification problems use classification accuracy as the primary mea-
sure of performance; however, according to Bekkar et al. [2], imbalanced class
proportions leads to misreading of common classifier evaluation metrics such as
accuracy. Accuracy is simply a measure of the overall effectiveness of a classi-
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fication model, it represents the proportion of instances correctly predicted by
a model. Another common metric is sensitivity, which is simply the conditional
probability of a model predicting true minority/positive class given the minor-
ity/positive class. Specifity works the same way as sensitivity, but on the negative
or majority class. Therefore, sensitivity and specificity measure the effectiveness
of a classifier on a single class, i.e. positive and negative classes, respectively. In
the case of evaluating models in imbalanced class problems, metrics that combine
specificity and sensitivity are preferred [2], because they are less influenced by
imbalance. In this paper, three of these combined metrics will be used, namely
Mathew’s Correlation Coefficient (MCC), G-mean and balanced accuracy.

MCC values range from −1 (100% imperfect predictions) to 1 (100% perfect
predictions), with 0 indicating a random classifier, and can be determined from
the confusion matrix. G-mean is the geometric mean of the sensitivity and the
specificity of a model, this metric heavily penalises models that predict only one
class, thus eliminating biased models. G-mean values range from 0 (100% biased
or imperfect) to 1 (100% perfect and unbiased). Balanced accuracy is simply the
arithmetic average of sensitivity and specificity. This metric has the same range
as G-mean, however, it enables better comparison of 100% biased models, since
it will only have a value of 0 if both sensitivity and specificity have a value of 0.

The algorithms are compared based on their performance in the test sets
using MCC, G-mean and balanced accuracy with equal weights. The same met-
rics are also used when comparing the “best” algorithms to SPC.

4 Results

This section presents the results found in this paper according to the methodol-
ogy that is presented in Sect. 3.

4.1 Feature Selection and Dimensionality Reduction

The results of principal component analysis show that more than 50% of the
variance is accounted for by features grouped as component 1 feature (Comp.1),
and just above 10% of the variance is accounted for by component 2 feature,
while the remaining component features lack variance i.e. less than 10% (these
are features with constant values, which are regarded as noise that models cannot
learn much from) as shown in Fig. 1 below. The selected component features to
reduce dimensionality and feed useful information into the models are, therefore,
chosen as component 1 and component 2 features with their respective principal
component scores.

Using the first two principal components, a biplot is produced to aid on
deciding on the number of clusters of “homogeneous” products or similar groups
of stations to divide the dataset into, as shown in Fig. 2. The black points within
the figure are product IDs, and the red/grey points are features/process vari-
ables; the Comp.1 and Comp.2 axis are the principal scores of each product ID
on the first and second principal components, and the top and right axis are the
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Fig. 1. Variance explanation of principal components.

loadings of the features on the first two principal components. Visually, it can be
seen that despite some variation within clusters, there is most probably 3 prod-
uct clusters (product ID groups) and/or 3 different feature groups (3 types of
processes/stations); hence, a decision is made to split the dataset into 3 clusters,
thus concluding the unsupervised learning phase.

Fig. 2. Biplot of component 1 and 2. (Color figure online)

The K-means clustering algorithm is thus used with k = 3 to split the dataset
into three production process groups. The results of the clustering summary are
as follows: Cluster 1: 9757 observations, Cluster 2: 1074 observations, and Cluster
3: 7339 observations.

4.2 Classification Algorithm Training and Testing

After clustering, it is assumed that each cluster represents data from a single
manufacturing process. Each cluster dataset is then over-and-under sampled to
balance the distribution of the response variable. Training and testing procedures
of the ML algorithms are executed with the aid of n-fold cross validation with
n = 5.
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For each cluster, three ML classification algorithms i.e. Random Forest, Naive
Bayes and SVM are used to train models on the over-and-under sampled observa-
tions. The models are then tested on the test sets and the results are summarised
in Table 1. For the Naive Bayes algorithm, the ZeroProba parameter is kept at
the default 0.001, to maximise its sensitivity and the kernael parameter is set
to “radial” to optimise its ability to isolate observations. For the random forest
algorithm, the default parameters set within Rstudio are used and the default
tree depth parameter is kept at the maximum possible depth.

Table 1. Summary of classification model test results.

Test dataset
(Cluster)

ML algorithm Average MCC Average G
mean

Average balanced
accuracy

1 Random forest 0,9955015 0,9977944 0,9979963

Naive Bayes 0,2053079 0,6051928 0,6062934

Support vector machine 0,260833 0,6304471 0,6306527

2 Random forest 1 1 1

Naive Bayes 0,2347075 0,6231602 0,6235933

Support vector machine 0,7059401 0,8701798 0,8787396

3 Random forest 0,9954342 0,9980517 0,9977323

Naive Bayes 0,2745122 0,6779324 0,6902451

Support vector machine 0,334727 0,6697478 0,670461

In each cluster, the scores in each metric are ranked in increasing order (worst
to best), with the best score in bold. The Random Forest algorithm can be seen
to be the best performing algorihtm for all three metrics in all three clusters.

4.3 Random Forest Algorithm and SPC Chart Comparison

Finally, the Random Forest algorithm is benchmarked against a MSPC
Hotelling’s T 2 control chart. The training and testing of the control charts are
done for each cluster as described in step 6 of the methodology section. The test
results are based on the plotting of future observations in the fixed control chart
limits established during the “training” phase.

The monitoring signals of the control charts are then translated into confusion
metric equivalents by comparing the signals given by each the charts to the
actual test responses or classes through conditional coding (if-statements) in
Excel following the description of the confusion matrix described in step 6 of the
methodology. The best ML models in each cluster, which all happen to be based
on the Random Forest algorithm are then compared to the MSPC Hotelling’s
T 2 control charts performance. The metrics of each cluster are then summarised
in Table 2.

The cluster 1 and cluster 3 results show that the Random Forest classification
models rank much higher than the MSPC Hotelling’s T 2 control chart monitoring
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Table 2. Hotelling’s T 2 -Random Forest evaluation summary.

Test dataset (Cluster) 1 2 3

Predictor/monitor RF T 2 RF T 2 RF T 2

TP 0 0 0

TN 1916 215 1812

FP 16 7 13

FN 13 0 6

MCC 0.99550.99550.9955 −0.007 111 N/A 0.99540.99540.9954 −0.005

Sensitivity 0 N/A 0

Specificity 0.992 0.968 0.993

G mean 0.99780.99780.9978 0 111 N/A 0.99810.99810.9981 0

Balanced accuracy 0.99800.99800.9980 0.496 111 0.484 0.99770.99770.9977 0.496

model. The results from Cluster 2 are mostly inconclusive due to the inapplicable
metrics; these metrics are undefined when a particular class does not occur in the
test data. In this cluster 2 case, the 20% test split for the Hotelling’s T 2 model
in cluster 2 does not have any positive classes; however, the perfect metric scores
obtained by the Random Forest models indicate that there is an extremely low
likelihood of the Hotelling’s T 2 charts performing any better than the Random
Forest model. The inability of the Hotelling’s T 2 charts to perform better in any
of the chosen metrics in all clusters provides some degree of verification that the
Random Forest has an overall better performance. In practice, if assumed that
these results relate to a specific process, the Random Forest models would be
recommended.

5 Conclusion

This article compares the performance of a Naive Bayes, a Random Forest
and a SVM algorithm against MSPC control charting (Hotelling’s T 2) on an
anonymised feature dataset of imbalanced class distribution. On all 3 subsets of
the data that are produced based on PCA and K-means clustering, the Random
Forest based models outperformed the Naive Bayes, Support Vector Machine
model and the (M)SPC chart monitoring.

Recommendations for future work include investigating the application of
predictive quality control based on classification algorithms against statistical
process control methods using data from known processes and improving the
performance of the classification algorithms.

References

1. Ahsan, M., Mashuri, M., Kuswanto, H., Prastyo, D.D., et al.: Intrusion detection
system using multivariate control chart Hotelling’s T2 based on PCA. Int. J. Adv.
Sci. Eng. Inf. Technol. 8(5), 1905–1911 (2018)



Comparing Machine Learning and Statistical Process Control 119

2. Bekkar, M., Djemaa, H.K., Alitouche, T.A.: Evaluation measures for models assess-
ment over imbalanced data sets. J. Inf. Eng. Appl. 3(10) (2013)

3. Bersimis, S., Panaretos, J., Psarakis, S.: Multivariate statistical process control
charts and the problem of interpretation: a short overview and some applications
in industry. In: Proceedings of the 7th Hellenic European Conference on Computer
Mathematics and its Applications, Athens, Greece (2005)

4. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
5. Breiman, L., Friedman, J., Olshen, R., Stone, C.: Classification and Regression

Trees, vol. 37, no. 15, pp. 237–251. Wadsworth International Group (1984)
6. Chiang, L.H., Kotanchek, M.E., Kordon, A.K.: Fault diagnosis based on fisher

discriminant analysis and support vector machines. Comput. Chem. Eng. 28(8),
1389–1401 (2004)

7. Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20(3), 273–297
(1995)

8. Escobar, C.A., Morales-Menendez, R.: Machine learning techniques for quality con-
trol in high conformance manufacturing environment. Adv. Mech. Eng. 10(2),
1687814018755519 (2018)

9. Evans, J.R., Lindsay, W.M.C.: The management and control of quality. Technical
report, South Western (2002)

10. Gao, X., Hou, J.: An improved SVM integrated GS-PCA fault diagnosis approach
of tennessee eastman process. Neurocomputing 174, 906–911 (2016)

11. Hand, D.J., Yu, K.: Idiot’s bayes–not so stupid after all? Int. stat. Rev. 69(3),
385–398 (2001)

12. Hotelling, H.: Multivariate Quality Control. Techniques of Statistical Analysis.
McGraw-Hill, New York (1947)

13. Kourti, T., Macgregor, J.F.: Multivariate SPC methods for process and product
monitoring. J. Qual. Technol. 28(4), 409–428 (1996)

14. Lieber, D., Stolpe, M., Konrad, B., Deuse, J., Morik, K.: Quality prediction in
interlinked manufacturing processes based on supervised and unsupervised machine
learning. Proc. Cirp 7, 193–198 (2013)

15. MacGregor, J.F., Kourti, T.: Statistical process control of multivariate processes.
Control Eng. Pract. 3(3), 403–414 (1995)

16. Madanhire, I., Mbohwa, C.: Application of statistical process control (SPC) in
manufacturing industry in a developing country. Proc. Cirp 40, 580–583 (2016)

17. International Organization for Standardization: ISO 9000. Technical report, Inter-
national Organization for Standardization (1995)
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Abstract. Telecommunication companies face the challenge to reduce
the number of service request openings (SROs). A predictive behav-
ior able to reduce this number can improve customers experience and
decrease operational costs. This paper proposes a machine learning (ML)
based approach to reduce the number of SROs. For such, it uses real data
from a Brazilian telecom operator. The proposed approach uses feature-
based time series extracted from network equipment’s signals, modeling
the problem as a binary classification task. We carry out experiments to
investigate the impact of long-term and short-term windows in the pre-
dictive performance. After pre-processing the data, we apply different
classifiers algorithms. According to experimental results, a high predic-
tive performance was obtained, mainly when long-term network behavior
data was used. These results have a positive impact in the company costs.

Keywords: Telecom industry · Predictive model ·
Service request opening · Time series classification

1 Introduction

The complexity of communications networks increases with the offering of new
services, such as software-defined wide-area networking and employment of new
technology paradigms, like network functions virtualization. To meet ever-rising
customer expectations, telecommunication companies (telcos) need to improve
the quality and reduce the cost of their network operations, planning and opti-
mization.

Big data analytic tools are good alternatives for this improvement. Many
studies report the use of big data analytics in tasks like churn prediction [23],
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user behavior based on mobile data [11] and anomaly detection in core router
systems [13].

Although big data analytics is already widespread in the telecom industry, it
is typically conducted in batch, after the fact, and according to manually update
rules and policies [3]. To improve customer experience, telcos need to efficiently
mode from reactive to predictive actions. For such, they need to use intelligent
and customer-centric systems.

Service request opening (SRO) is a typical customer service in telecommuni-
cation companies that requires predictive actions [16]. When a customer contacts
the call center to report a problem and the problem cannot be remotely resolved,
a service request (SR) is open and a technician is often dispatched for on-site
problem solving. Thus dispatches have a high cost and, therefore, should be
made only when really necessary. A predictive action that is able to avoid SROs
could not only reduce costs, but improve customers experience.

According to [21], Internet SRO in telcos are usually due to network behavior,
like, e.g., inability to reach contracted download rate, absence of Internet signal
and slow download/upload rates. Thus, network signal behavior can provide
important clues to predict SROs.

This paper proposed a ML based approach to predict SROs using network
behavior data. The hypothesis assumed in this study is that it is possible to
use ML techniques to predict, based on network signals behavior, with a good
predictive performance, whether a customer will open an Internet service request
the following days.

To investigate this hypothesis, the SRO problem is addressed in this paper
using a feature-based time series (FBTS) classification approach, i.e. a super-
vised ML task where a feature extraction procedure is performed before the
classification phase [14]. For such, we extract features from several time series
formed by the signals from each customer modem. From these features, we use
ML to induce a model able to decide, for a given customer, whether he/she will
open an Internet SR or not.

Thus, the main goal of this work is to explore the SRO prediction problem as
a FBTS classification task. Experiments were performed comparing 2 different
feature-based transformations. The data used in the experiments were provided
by Algar Telecom – a Brazilian telecommunication company, in disjoint form,
i.e., different relational databases. We carefully built a joint dataset contain-
ing customer’s demographic information, SRO records and daily snapshots of
network signals behavior.

From business viewpoint, this study contributes to (i) provide visualization
platforms to support decision making regarding SROs and (ii) cost savings based
on optimized planning of technicians dispatches. Regarding ML contributions,
this paper (i) investigates, for the first time, the use of ML for SRO prediction
in Internet service provided by a telecom company, (ii) uses network device
signals behavior as main information source to induce ML-based models for SRO
prediction and (iii) proposes 2 new feature-based extractions over time-series to
improve predictive accuracy.
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The rest of this paper is organized as follows: in Sect. 2, the main aspects and
previous works on communication service providers predictive tasks are briefly
presented. Section 3 introduces feature-based time series classification. Section 4
describes the dataset used. Then, Sect. 5 presents and analyzes the experimental
results. Section 6 has the main conclusions from this study.

2 Related Work

To the best our knowledge, this is the first time the SRO prediction problem
in the telecommunication domain is investigated. Previous studies in analytics
using telecom data include churn prediction [9,18,22,23], failure and anomaly
detection on network equipments [13], customer behavior analysis from mobile
data [11,16] and customer experience improvement [4].

In [13], the authors proposed the use of time series analysis and ML algo-
rithms to detect anomalies and predict failures in complex core router systems. A
SVM-based failure predictor was created to predict lead time of system failures
from collected anomalies. An example of feature is “route age”. This proposal
is close to ours regarding the use of time series data from network equipments,
however the predictive task focus only on network failures. We focus on SRO
events, which are related to customers reactions from network behavior.

A comprehensive survey on churn prediction can be found in [9]. In one of
these works, [23] proposed a model for early churn prediction. The model consid-
ers time series attributes and influence of churning contacts in social networks.

Studies investigating user behavior based on mobile data [11,16] create per-
sonalized models according to users geographical traces, using mobile data kept
by telcos. A similar work, regarding customer experience viewpoint, can be found
in [4]. In our search for related works, we detected a lack of works exploring net-
work behavior data.

3 Feature-Based Time Series Classification

According to [20], classification of time series has been investigated in many
application domains, from speech recognition to financial analysis, from power
system to telecom systems. In this work, we investigate time series classification
to identify whether a Internet SRO event will occur.

Feature-based methods perform a feature extraction procedure before induc-
ing a classifier. In general, from the original signal s, a moving window of fixed
length k is used to obtain a time-series st. Next, a set of p features, usually aver-
age, standard deviation, maximum and minimum, is extracted from the time-
series. Thus, each time-series, together with a class label, become an instance
in a dataset. In theory, if the process that originated the signal is weakly sta-
tionary, second-order statistic measures are sufficient to characterize the signal.
However, as signals obtained from real-world scenarios are not stationary, more
features may be necessary to summarize the information present in the signal,
many of them requiring domain knowledge [20].
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In this study, due to the lack of baseline approaches in SRO prediction
domain, we combine a set of time series with different window lengths to describe
an instance in dataset. In order to reduce the time necessary to extract the fea-
tures, only common second-order statistic measures were used to extract the
features.

4 Telecom Dataset

The data used in the experiments reported in the paper come from 4 data sources,
with different properties regarding the DSL (Digital Subscriber Line) Internet
service. One of the main contributions of this work is the integration of these
datasets into a single one. All datasets were provided by Algar Telecom company.
Figure 1 illustrates the data sources integration to create a unified dataset.

Customers 
(CRM System) 

Service Requests 
(DW System) 

Network Inventory 
(Rubi System) 

Network Daily
Snapshots 

(Extractor System) 

Joint Dataset 

Fig. 1. Telecom data sources joined into a single dataset.

We considered the period from January to April 2018. First, we collected all
active DSL Internet customers from the CRM (Customer Relationship Manage-
ment) system, resulting in 1,239,483 rows. Next, we extracted from the Data
Warehouse (DW) all service request openings in the period, which resulted in
470,948 rows. After cleaning duplicated and inconsistent information, we joined
the two datasets obtaining a dataset with 418,066 rows. Afterwards, we enriched
the resultant dataset with network inventory from Rubi system, in order to
gather customers DSL modems information. Due to low data quality, we had to
discard a large number of inconsistent data in this step, evidencing the fragility
of the telecom relational storage. This resulted in a dataset with 38,321 rows.
Finally, we added, for each customer, the respective modem daily signals from
Extractor system, resulting in 31,485 customers with full information.

The joint dataset has 217 columns, which include customer demographic
information, SRO descriptive data, DSL modem inventory data and daily signal
measurements. Table 1 summarizes the main aspects of the dataset.
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Table 1. Telecom dataset statistics after joining four data sources.

Timespan Jan–Apr/2018 (120 days)

Service DSL Internet

# customers 31,485

# customers with at least 1 SRO 2,337

Time series data Modem signals daily behavior

# columns 217

5 Predicting Service Request Openings

As mentioned in the introduction, we modelled the SRO prediction problem as
a general binary classification task: “will the customer open a SR or not in the
following days?” Two approaches were investigated for the prediction, long term
and short term. The long-term FBTS approach considers time series data in
a range of 3 previous months to predict, for a given customer, if he/she will
open at least one SR the following month. For the short-term FBTS approach,
we observe the past of 15 days to predict whether a SR will be opened in the
next week. Next, we describe the both proposed feature engineering approaches,
followed by the pre-processing pipeline steps.

5.1 Feature Engineering

In order to model the problem of SRO prediction as a FBTS classification task,
we only considered time series data provided by modems signals, thus excluding
remaining categorical and descriptive information available in the dataset. These
signals include:

– signal upload/download: number expressed in dBs that describes the speaking
strength on line;

– attenuation rate upload/download:
reduction in signal strength on line, sometimes also referred to as loss. As it
is related to the length of the line from the exchange, it varies according to
the actual wire gauge, material, as well as the frequency. Unit measure in dB;

– attainable rate upload/download:
maximum attainable rate that a line can theoretically handle, measured in
kbps. It can vary with the dynamic nature of subscriber line and

– current rate upload/download: daily rate of line upload/download, also mea-
sured in kbps.

Figure 2 illustrates the network behavior of 2 randomly selected customers,
together with SRO events. It must be observed that SRO events are not straight
correlated with any specific signal.

Long-Term Feature Extraction (LT Dataset). We modeled the signals from
customers’ network behavior as feature-based time series considering 3 months of
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Fig. 2. Network behavior of 2 randomly selected customers over time. Dashed red lines
represent SRO events. (Color figure online)

historical data. A brief description of these features is given in Table 2. The time
series were grouped based on average and standard deviation. We use average for
weekly periods (moving window k = 7 days) and standard deviation for monthly
periods (k = 30 days).

Short-Term Feature Extraction (ST Dataset). The time series were
grouped considering up to 15 days of historical data (Table 3). The features
were also based on average and standard deviation. Moving windows were set to
k = 2 and k = 5 days.

Both feature engineering approaches take into account business knowledge.
Measurements based on signals and attenuation rates are assumed to be more
related to SROs. For them, we used average as statistical feature and shorter
moving window sizes. On the other hand, attainable and current rates use stan-
dard deviation as statistical feature and larger moving windows sizes. The idea
is to combine different window sizes and statistical features for each approach,
increasing diversity and coverage.

Features Analysis. When observing the correlation of the predictive features
(Fig. 3), we identified that signal and attenuation rates have a higher correlation
when compared to the other attributes in both datasets. Similarly, attainable and
current rates are more correlated. The upload and download rates are correlated
by definition. However, there was a low correlation of these rates in our datasets,
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Table 2. Long-term features modeled for binary classification.

Feature Description

1 SR month 3 Number of SROs three months before

2 SR month 2 Number of SROs two months before

3 SR month 1 Number of SROs one month before

4 avg signal up week 4 Average upload signal 4 weeks before

5 avg signal up week 3 Average upload signal 3 weeks before

6 avg signal up week 2 Average upload signal 2 weeks before

7 avg signal up week 1 Average upload signal 1 week before

8 avg signal down week 4 Average download signal 4 weeks before

9 avg signal down week 3 Average download signal 3 weeks before

10 avg signal down week 2 Average download signal 2 weeks before

11 avg signal down week 1 Average download signal 1 week before

12 avg attenuation up week 4 Average upload attenuation rate 4 weeks before

13 avg attenuation up week 3 Average upload attenuation rate 3 weeks before

14 avg attenuation up week 2 Average upload attenuation rate 2 weeks before

15 avg attenuation up week 1 Average upload attenuation rate 1 week before

16 avg attenuation down week 4 Average download attenuation rate 4 weeks before

17 avg attenuation down week 3 Average download attenuation rate 3 weeks before

18 avg attenuation down week 2 Average download attenuation rate 2 weeks before

19 avg attenuation down week 1 Average download attenuation rate 1 week before

20 std attainable rate up month 3 Standard deviation upload attainable rate 3 months before

21 std attainable rate up month 2 Standard deviation upload attainable rate 2 months before

22 std attainable rate up month 1 Standard deviation upload attainable rate 1month before

23 std attainable rate down month 3 Standard deviation download attainable rate 3 months before

24 std attainable rate down month 2 Standard deviation download attainable rate 2 months before

25 std attainable rate down month 1 Standard deviation download attainable rate 1month before

26 std current rate up month 3 Standard deviation upload current rate 3 months before

27 std current rate up month 2 Standard deviation upload current rate 2 months before

28 std current rate up month 1 Standard deviation upload current rate 1month before

29 std current rate down month 3 Standard deviation download current rate 3 months before

30 std current rate down month 2 Standard deviation download current rate 2 months before

31 std current rate down month 1 Standard deviation download current rate 1month before

will open SR next month Boolean for will open or not a SR next month

showing that both should be used. Remind that in the ST dataset, average-based
features have high correlation, showing that one of them would be enough. Thus,
in ST dataset we only kept average-based features related to 1-2 days, dropping
the others average-based features. The final LT and ST datasets contain 31 and
19 predictive features, respectively.

5.2 Pre-processing

Removing Outliers. We use Z-score to identify outliers in our datasets. The
intuition behind Z-score is to describe any data point by finding its relationship
with the Standard Deviation and the Mean of a group of data points. Using
Z-score, we re-scaled and centered the data and looked for data points very far
from zero. Those data points are treated as outliers. As illustrated in Fig. 4, we
set thresholds tLT = 11 and tST = 5, removing 2.4% and 2.7% of instances,
respectively. All removed outliers are from the not-open class.
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Table 3. Short-term features modeled for binary classification.

Feature Description

1 SR day 15 Number of SROs 15 days before

2 SR day 7 Number of SROs 7 days before

3 SR day 3 Number of SROs 3 days before

4 avg signal up day 7 8 Average upload signal 7–8 days before

5 avg signal up day 5 6 Average upload signal 5–6 days before

6 avg signal up day 3 4 Average upload signal 3–4 days before

7 avg signal up day 1 2 Average upload signal 1–2 days before

8 avg signal down day 7 8 Average download signal 7–8 days before

9 avg signal down day 5 6 Average download signal 5–6 days before

10 avg signal down day 3 4 Average download signal 3–4 days before

11 avg signal down day 1 2 Average download signal 1–2 days before

12 avg attenuation up day 7 8 Average upload attenuation rate 7–8 days before

13 avg attenuation up day 5 6 Average upload attenuation rate 5–6 days before

14 avg attenuation up day 3 4 Average upload attenuation rate 3–4 days before

15 avg attenuation up day 1 2 Average upload attenuation rate 1–2 days before

16 avg attenuation down day 7 8 Average download attenuation rate 7–8 days before

17 avg attenuation down day 5 6 Average download attenuation rate 5–6 days before

18 avg attenuation down day 3 4 Average download attenuation rate 3–4 days before

19 avg attenuation down day 1 2 Average download attenuation rate 1–2 days before

20 std attainable rate up day 11 15 Standard deviation upload attainable rate 11–15 days before

21 std attainable rate up day 6 10 Standard deviation upload attainable rate 6–10 days before

22 std attainable rate up day 1 5 Standard deviation upload attainable rate 1–5 days before

23 std attainable rate down day 11 15 Standard deviation download attainable rate 11–15 days before

24 std attainable rate down day 6 10 Standard deviation download attainable rate 6–10 days before

25 std attainable rate down day 1 5 Standard deviation download attainable rate 1–5 days before

26 std current rate up day 11 15 Standard deviation upload current rate 11–15 days before

27 std current rate up day 6 10 Standard deviation upload current rate 6–10 days before

28 std current rate up day 1 5 Standard deviation upload current rate 1–1 days before

29 std current rate down day 11 15 Standard deviation download current rate 11–15 days before

30 std current rate down day 6 10 Standard deviation download current rate 6–10 days before

31 std current rate down day 1 5 Standard deviation download current rate 1–5 days before

will open SR next week Boolean for will open or not a SR next week

Balancing Data. SRO datasets present imbalanced class distributions. When
classification algorithms are applied to imbalanced datasets, the induced models
usually favour the majority class. Figure 5 illustrates classes distributions in LT
and ST datasets which have proportions of 97.99/2.01 and 98.38/1.62, respec-
tively. There are several alternatives to reduce class imbalance. One of them
is to increase the number of instances in the minority class by adding artifi-
cial instances, known as data oversampling. We consider that is more important
to avoid false positives than false negatives, as useless predictive actions can
be costly for the company. We use one of the most popular data oversampling
algorithms, SMOTE [2], for each training set.

5.3 Model Selection and Evaluation

The experiments were carried out using Python with the scikit-learn library [17].
Binary classification (BC) models were induced using 9 ML algorithms: Gaussian
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Fig. 3. Correlation heatmap of predictive features for LT (left) and ST (right) datasets.

Fig. 4. Z-score data distribution for LT (left) and ST (right) datasets.

Naive Bayes (GNB) [8], Linear Support Vector (LSV) [6], Multi-layer Perceptron
(MLP) [19], Random Forest (RF) [1], Extremely Randomized Trees (ERT) [10],
Voting among RF, GNB and LSV (VOT) [15], Bagging based on RF (BAG)
[15], Adaboost over decision trees (ADA) [7] and Gradient boosting (GRB) [15].
These algorithms were chosen because they have different bias and presented
high predictive performance in several classification tasks, even without hyper-
parameter tuning [5]. Thus, all algorithms used the default values defined in the
sklearn package.

The reported results were obtained using 10-fold cross validation. The same
training and test partitions were used to obtain the average of the measures for
all BC models. To ensure the same proportion of each label in each fold, the
split between train and test followed the binary stratification algorithm [12].

The evaluation of the predictive performance of the BC models requires the
use of specific measures that are able to explore their particularities [12]. In this
work, measures that evaluate different perspectives of the learning process were
considered. Accuracy measures the predictive quality. It is lenient when consid-
ering the partial successes. F1 score is the harmonic average of the precision and
recall. And AUC (Area Under the ROC Curve) provides an aggregate measure of
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Fig. 5. Proportion of customers that opened at least one service request in the next
month (LT) and in the next week (ST)

performance across all possible classification thresholds. AUC is the probability
that the model ranks a random positive example more highly than a random
negative example.

5.4 Analysis of the Experimental Results

Table 4 shows the BC results obtained for each model and each FBTS extraction
approach. The bold markup indicates the best value obtained for each measure.
Regarding LT approach, ADA algorithm obtained the best result for accuracy,
but low predictive performance in F1 and AUC. RF has the best balance when
considering all measures. GNB, LSV and MLP did not perform well, with poor
F1 scores. In general, strategies based on decision trees outperformed the rest.

In ST approach, ERT obtained the best performance according to accuracy,
but low F1 when compared to the best one RF. Even so, ST approach results
indicate the models, in general, did not perform well regarding minority class,
with poor F1 performance.

Table 4. Results obtained for different BC models in the LT and ST datasets.

Strategy Long-term (LT) Short-term (ST)

Accuracy↑ F1↑ AUC Accuracy↑ F1↑ AUC↑
GNB 0.051 0.038 0.496 0.026 0.027 0.501

LSV 0.828 0.232 0.710 0.843 0.075 0.551

MLP 0.642 0.144 0.527 0.694 0.024 0.485

RF 0.898 0.664 0.791 0.969 0.148 0.550

ERT 0.904 0.504 0.697 0.972 0.093 0.536

VOT 0.827 0.262 0.762 0.851 0.060 0.547

BAG 0.897 0.662 0.791 0.968 0.143 0.549

ADA 0.906 0.481 0.683 0.967 0.090 0.540

GRB 0.905 0.481 0.695 0.970 0.089 0.535
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Fig. 6. Feature importance obtained from the RF model for the LT approach (up) and
from the ERT model for the ST approach (down).

Surprisingly, the predictive performance in the long-term FBTS approach
outperformed that of the short-term FBTS approach in the most of algorithms
and measures. According to business insights, specialists expected short term
signals to be sufficient and more decisive than signals from long-term signals.
Intuitively, to the slightest sign of falling in network quality, customers could raise
a SRO event. The insights, therefore, were not confirmed in our experiments.

On the other hand, the results throw light on important features and time
issues regarding the SRO prediction problem. Figure 6 illustrates the most impor-
tant features for the LT and ST approaches, considering the models induced by
RF and ERT, respectively. The absolute number of SROs have high impact on
predictive performance, particularly when considering long-term data. Extracted
features based on network signals have more impact on the ST approach.

6 Conclusion

This paper investigated the SRO prediction problem as a FBTS binary classi-
fication task over network behavior from telecom data. Two FBTS extraction
approaches were applied covering long-term and short-term historical data. We
applied pre-processing techniques to the data and ran different ML algorithms on
the pre-processed data. According to the experimental results, the predictive per-
formance obtained by the long-term approach was superior to the performance
obtained using the short-term approach. Additionally, experiments validated the
hypothesis that we can predict whether a Internet SRO event will occur in the
following days.

We believe that the investigation of new alternatives can improve the per-
formance obtained. (i) Exploring new predictive attributes, (ii) different pre-
processing strategies, (iii) a train-test evaluation considering a landmark in time
and (iv) exploring methods that can directly operate over multi-variate time
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series, such as Long Short Term Networks are inherent extensions of this work.
We did not find other works investigating the use of network behavior data for
SRO prediction in telecom industry. Thus, our proposal is a first step in this
direction. Furthermore, we conjecture that many of the observations generalize
beyond the studied telecom operator data.
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Abstract. Information provided by geotagged photos allow us to know
where and when people have been, supporting a better understanding
about tourist’s movement patterns across a destination. The aim of this
paper is to study tourists’ movement patterns during their staying in
Porto through the analysis of geotagged photos in order to fulfill mar-
keting segmentation in an innovative way. For that purpose, the SPADE
algorithm was used to find sequence patterns of tourists paths based on
the time and location of the photos collected. Then, the K-Mode clus-
tering algorithm was applied to these sequences in order to find identical
behaviors in terms of paths followed by tourists. At the same time, in
order to understand the influence of the different attractions on tourists’
paths, we performed a Social Network Analysis of the touristic attrac-
tions (spots, museums, streets, monuments, etc.). Based on the time and
location of the photos collected, along with personal information, it was
possible to understand tourists’ frequent movements across the city and
to identify market segments based on a hybrid strategy.

Keywords: Tourism Marketing · Market segmentation ·
Geotagged photos · Sequence mining · Cluster Analysis ·
Social Network Analysis · Flickr.com

1 Introduction

Traditionally, tourists market segmentation is based on behavior, demographic,
psychographic or/and geographical strategies. Demographic strategies are used
with more frequency in tourism than others are, because most of the times the
necessary information is easy to identify and measure [5]. However, market seg-
mentation strategies can be hybrid, which means that more than one strategy can
be used [5]. Business organizations recognized that customer needs and behavior
are not obvious without formal research and analysis [6]. The identification of
spatio-temporal trajectories creating spots of interest is an important issue in
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Tourism Marketing. Several definitions of tourists’ movement patterns can be
found in literature but almost all related with spatial changes and sequences of
movements between activites or locations [4,7]; Tourists’ behavior patterns are
nowadays considered as a sequential event of visiting different places, their travel
routes, and the amount of time spent at any location [8].

Finally, millions of geotagged photos are available in online web services
recently and people are contributing with geotagged photos and share their travel
experiences through social media. These photos have important information like
location, time, tags, title and weather [8,9]. The analysis of photography data
related to the geographical position taken by tourists is an effective method to
study tourist movement patterns in urban spaces [8,10]. Regarding to market
segmentation, Internet not only provided huge advances in database marketing
and innovative distribution approaches, but also expanded the ability of imple-
ment market segmentation in a more effectively way and expanded the portfolio
of segmentation methods available [11].

In this work we explore photos collected from Flickr.com media-sharing site
to unveil and understand the behavior of tourists that visit Porto, Portugal. The
photos explored in this work were taken over a period of 29 months (from January
2014 to May 2016) by 253 users/tourists. Based on the time and location of the
photos collected, along with personal information such as origin and gender, it
was possible to analyze tourists’ activity and the corresponding tracks in space
and time. We run sequence mining algorithms to find the most frequent tourist
patterns across the city and use Social Network Analysis to understand the
connections between the places and sites visited by tourists. Finally, we employ
Cluster Analysis to identify tourist segments and fulfill market segmentation,
based on demographic, geographic and behavioural information.

In the next section we present related literature that has been relevant for the
development of this work. In Section Methodology we introduce the methodol-
ogy. In Section Results we analyze the findings. In the final section we conclude
and present some research directions that may be explored in a near future.

2 Related Work

The evolution of the World Wide Web allowed the appearance of interaction and
user-generated content on the online world, assuming various forms. According
to [20], six types of social media have been identified in the literature: social
networking websites (e.g., Facebook), blogs, content communities (YouTube),
collaborative projects (Wikipedia), virtual social worlds and virtual game worlds.
In [21] the authors describe Flickr as a media-sharing site and classified the online
revolution into Wikis (e.g., Wikitravel), blogs (Travelblog), microblogs (Twitter),
social network sites (Facebook) and review sites (TripAdvisor).

Some researchers used geotagged photos from Flickr.com in order to track
tourists in cities. However, few attention has been paid to the spatial and tem-
poral behavior of tourist despite research on human space-time behavior exists
since the 1970s. In [12] Vu et al. explore geotagged photos taken from Hong Kong
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tourists for delivering useful insights on destination development, transportation
planning and impact management. In [13] the authors focused on the analysis
of user-generated touristic routes within urban areas. In [10] the authors study
tourists’ spatial distribution in the city of Budapest. In [14] the authors analyzed
the relation between the location and the content of photos. However, none of
the mentioned works aimed to fulfill market segmentation.

For the present study, it is important to highlight the research done by Xia
et al. [4] that proposed fulfilling market segments based on the dominant move-
ment patterns of tourists, using general log-linear models and the Expectation–
Maximization algorithm. Leung et al. [7] as well as Mckercher, Shoval and Biren-
boim [16], along with a few others, completed the insights of Xia et al. [4] and Vu
et al. [12], by providing alternative classifications for tourist’s market segments
based on individuals’ behavior. However, these researchers’ motivations were not
exactly marketing strategies oriented, but instead they oriented towards manage-
ment and planning. Moreover, these authors did not used Flickr.com database
to fulfill the market segmentation process.

Bermingham and Lee [22] uncovered patterns in Queensland photo takers
movements for the year 2012. One of the most interesting aspects of this app-
roach is that this spatio-temporal trajectory forms spots of interest taking into
consideration both space and time simultaneously, producing highly informative
sequence patterns. However, the authors did not identified typical patterns or
groups in the data.

3 Data and Methods

3.1 The Case of Porto

Porto, in the northern coast of Portugal, has recently become one of the most
searched destinations in Europe. Since the UEFA Football European Champi-
onship in 2004, there has been a positive evolution on Portuguese tourism as
a result of strong communication campaigns. Porto won the award European
Best Destination in 2012 and again, in 2017, against major European cities such
as Milan, Paris and Amsterdam. Porto is the only Portuguese city with such
recognition and most part of the votes actually came from foreign countries.

3.2 Data Collection

Flickr.com is a popular photo-sharing platform and became one of the most
popular online resources for people to share their travel experiences by uploading
photos and it is a rich data source for mining tourist travel patterns, since
its public API allows anyone to access these photos along with their textual
metadata [8,12]. In 2014 there were over 14 billion of photos uploaded in Flick
and more than 200 million geotagged images stored. Related to the city of Porto,
there were more than 600.000 photos with the Tag Porto (found in the period
between January 2014 until May 2016) but only around 20% contained geotag
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information. Of those, only 55% were actually related to the city of Porto. After
data cleansing, the database contains 8201 photos from 253 different users.

The first 500 geotagged photos have been taken and uploaded since 1 Jan-
uary 2014 within the tags Porto, given in the parameter tag. The attributes
min_upload_date and max_upload_date were used in this sense. The location
generally marks where the photo was taken but also can mark the area of the
photographed object. For that purpose, an accuracy attribute was used to dis-
close the location of the photo. This extra attribute allowed us to extract further
information about the photo using the field date_taken. Finally, as it was also
in our interest to acquire additional and more personal information about the
users a second query was used. The results from this query provided insights
about individual’s gender, country origin, social state and profession.

In the end, a chronologically ordered set of photos was created taking into
consideration the attribute date_taken and the photo owner. In this study, dif-
ferent from [15], we do not distinguish between tourists, travelers and visitors.
Therefore, we assume that all users are tourists. Each trip duration was calcu-
lated based on the attribute date_taken, one of the attributes of Flickr. Thus,
two followed photos of a certain owner are considered part of a certain trip if
the date_taken value between the pictures does not exceed more than 8 days.
However, it is not possible to assume that such data portrays exactly the real
individual’s trip duration. Finally, we considered the amount of information dis-
closed. Sharing personal data in Flickr.com is no mandatory, so not all users
provided it. From all the 253 users available in our database only 20% shared
complete information about themselves. In some cases, a country was manually
assigned due to spelling errors. Additionally, as the data collected came from
public posts, user names were omitted regarding privacy issues. For all other
fields where information was not obtained, the value NA was assigned.

3.3 Sequence Mining Analysis

Sequence Mining is a task of data mining concerned with finding patterns con-
sisting of an ordered set of elements or events. The patterns found by sequence
mining algorithms can be very useful in many fields. Particularly in the mar-
keting area to develop advertising campaigns, develop recommendation systems,
improve systems performance, among others.

Let I = {i1, i2, . . . , in} be a set of items and e an event such that e ⊆ I. A
sequence is an ordered list of events e1e2 . . . em where each ei ⊆ I. Given two
sequences α = a1a2 . . . ak and β = b1b2 . . . bt, sequence α is called a subsequence
of β if there exists integers 1 ≤ j1 < j2 < . . . < jl ≤ t such that a1 ⊆ bj1 , a2 ⊆
bj2 , . . . , ak ⊆ bjl . A sequence database is a set of tuples < sid, α > where sid is
the sequence identification and α is a sequence. The count of a sequence α in a
database of sequences D, denoted count(α,D), is the number of examples in D
that contain the α subsequence. The support of a sequence α is the ratio between
count(α,D) and the number of sequences in D. We denote support of a sequence
as support(α,D). Given a sequence database D and a minimum support value
λ, the problem of sequence mining is to find all subsequences in D having a
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support value equal or higher than the user-defined value, the λ value. Each one
of the obtained sequences is also known as a frequent sequence or a sequential
pattern.

There are several algorithms that can be used to find frequent sequences. In
this work SPADE [3] algorithm was used to discover tourists’ movement patterns
in Porto. This algorithm uses a vertical layout format where each sequence in the
lattice is associated with the idlist. This idlist is a list of all examples containing
the candidate sequence, the list contains a set of pairs where each pair consists of
both the sequence id (sid) and an event identifier (typically the event time). To
search for frequent patterns the SPADE algorithm uses a candidate-generation
strategy. To compute the support of each candidate pattern of level l, the idlist ’s
of sequences from level l − 1 are joined using a temporal join. The support of
each candidate pattern is the number of distinct sid in the candidate idlist.
Like other algorithms, SPADE uses the apriori property to prune the search
space. Five experiences were run based on the percentage of frequent movement
parameter, represented by the variable support in the algorithm (support level
equal to 0.4, 0.2, 0.1, 0.05 and 0.03). The higher the support level of a sequence,
the higher the frequency of the movements returned will be and the lower the
number of movements identified.

3.4 Social Network Analysis

A social network [1,2] represents entities and their relations as nodes and links,
which form a network. It can be defined as a method used to map and mea-
sure relationships and flows between people, groups, organizations, and other
connected information/knowledge entities.

Networks can be represented as a graph in mathematical terms. Considering
a graph G = (V,E) where V represents the set of vertices or nodes and E the
sets of edges or links where elements of E are unordered pairs u, v of distinct
vertices u, v ∈ V , the network, in the context of this study, is a graph G = (V,E)
where V = {1, 2, . . . , 85} is the set of the 85 vertices/places in the city that are
explored in this work and E represents the set of edges created by the movements
between places because a photo is proof of the individual’s physical presence in
a certain place and time.

Table 1. Most frequent movement patterns found using a minimum support level equal
to 10%.

Path Support (%)

Rio Douro ←→ Ponte D. Luis I 32.1
Cais de Gaia −→ Ponte D. Luis I 11.1
Ribeira −→ Ponte D. Luis I 10.6
Estação de São Bento −→ Ponte D. Luis I 10.2
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Table 2. Most frequent movement patterns and its frequency/support for a level
between 5 and 10%.

Path Support (%)

Aliados −→ Ponte D Luis I 9.3
Torre dos Clérigos −→ Ponte D Luis I −→ Aliados 8.1
Rio Douro −→ {Torre dos Clérigos or São Bento station} 7.7
São Bento station −→ Rio Douro 7.7
Ponte Luís I −→ Estação de São Bento 7.7
Livraria Lello and Irmão −→ Ponte Luíŋs I 6.5
Torre dos Clérigos −→ Rio Douro −→ Ponte Luíŋs I 6.5
Igreja dos Clérigos −→ Rio Douro 6.1
Rio Douro −→ Cais de Gaia −→ Ponte Luíŋs I 6.1
Torre dos Clérigos −→ Cais de Gaia 5.7
Cais de Gaia −→ Rio Douro −→ Ponte Luís I 5.7
Rio Douro −→ Igreja do Carmo 5.7

The network extracted is composed by all the sets of paths made by tourists
chronologically. A centrality metric was used to quantify the importance and the
influence of the vertices in the network.

3.5 Cluster Analysis

A Cluster Analysis using K-mode algorithm was applied to sequences in order
to fulfill market segmentation. Clustering can be seen as a common approach to
implementing the partitioning operation that can reveal significant impacts on
data classification, aggregation and segmentation processes and used for mar-
keting purposes [18]. Although k-means is maybe the most popular clustering
algorithm because of its efficiency in grouping large quantities of data, we can
not apply it on categorical data. This limitation was addressed by the k-mode
algorithm [17–19]. Ralambondrainy’s [19] approach consists on converting multi-
ple category attributes into binary attributes, in which 0 represents the absence
and 1 the presence of each category.

Different analysis were performed considering different attributes such as
gender, origin, social state and profession, as well as some experiences with the
purpose of finding the exact number of clusters to be considered.

4 Mining Tourists’ Paths

4.1 Mining Frequent Paths

With the sequence mining analysis we were able to identify the most frequent
trips fulfilled by tourists between January 2014 and May 2016. As explained pre-
viously, five experiences (support level equal to 0.4, 0.2, 0.1, 0.05 and 0.03) were
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performed based on the movement frequency rate and the results are represented
in Tables 1, 2 and 3.

With the first two experiences, by setting the minimum support equal to
40% and 20%, we were not able to find any frequent path of length higher than
one. Only frequent attractions like Luíŋs I bridge, with 44.7% of frequency, and
Douro River, with 29%, were found.

By setting the minimum support level to 10%, we extract frequent patterns
(having a length higher than one) and frequent places in our sample. We present
these patterns and places in Table 1. At this level of frequency, the algorithm
found a few frequent paths, but they keep being related directly to movements
near riverside.

For a level of 5% and 3% of frequency, we were able to extract significant
results regarding individuals behavior. These results are shown in Tables 2 and
3. A significant part of the places are related to religious monuments (churches
most part), followed by photos taken to Palaces and photos related to Porto
wine activities. Finally, pictures taken to the ocean and pictures taken through
strategic spots such as bridges and Metro tours present a significant frequency.

In conclusion, the first insights provided by this experience revealed that indi-
viduals’ paths are mainly concentrated around the river. Moreover, other attrac-
tions, such as Clérigos Tower and Estação de São Bento, are considered a move-
ment accelerator, which means these places present major influence in tourists’
travelling patterns. Some paths are almost mandatory given the proximity of the
places, for example, Ribeira, Cais da Ribeira and Douro River: the places are
so close that it is hard not to appear in a certain path when the tourist takes
photos in one of those places. Finally, the results also demonstrate a downstream
pattern since most trips start in highest city spots and most of them end in the
lowest city spot. After that, individuals tend to cross over the river or redirect
their trips in direction to Foz (parish bounded by the sea and the Douro river).
Some of them decide to go back by using facilities such as the historical tram
and Metro.

Table 3. Most frequent movement patterns and its frequency for a level between 3
and 5% that did not start/end in Douro River or D Luis bridge.

Path Support (%)

Aliados square −→ Estação de São Bento 4.5

Aliados square −→ Torre dos Clérigos 3.7

Porto wine activites −→ Aliados square 4.5

Estação de São Bento −→ {Torre dos Clérigos, igreja dos Clérigos or Liberdade square} 3.7

Palácio da Bolsa −→ Estação de São Bento 3.3

Palácio da Justiça −→ Photos taken to the ocean 3.7

{Igreja das Carmelitas, Livraria Lello or Terreiro da Sé} −→ São Bento station 3.3
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Fig. 1. Social Network Representation of the tourist’s movement patterns across Porto
city. (Color figure online)

4.2 How Do Networks Between Different Locations Help Us to
Understand Tourists’ Behavior: Social Network Analysis

In order to understand the influence of the different attractions on tourists’
paths, we performed a Social Network Analysis and we run some Centrality
metrics. Given the low level of accuracy of those places, we focused on the results
provided by the Degree distribution, Distance and Diameter metrics and by the
Betweenness centrality.

The two spots in the middle of the figure represent Ponte D. Luis and Rio
Douro, the two most popular spots for Flickr photos. At the first sight, the
Network tell us that tourist’s present a similar pattern across time since they
are mostly concentrated on a small range of common spots (bigger nodes) and
then they disperse through the city. There are a few attractions that appear in
practically all paths (the darker blue ones).

The Degree distribution shows that there are many places with few edges
connected and a few places with a range of connections associated, which is very
clear to observe in Fig. 1 by the connections higher density around the bigger
nodes.

The Betweenness centrality results confirm that a range of places with more
connections associated are also the ones that most frequently appeared in indi-
viduals’ paths.

The Distance and Diameter metrics revealed that, on average, tourists pass
through four places during their trips and the longest distance between two nodes
(places) is ten places. Crossing with the information provided by the Sequence
Mining analysis we can easily observe that the places with higher degree level also
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have the highest betweenness centrality such as Rio Douro, Ponte D. Luis and
Ribeira, followed by Torre dos Clérigos and Estação de São Bento for instance.
Not only are the most photographed places (connections) but also are the most
frequent itens in the trips (betweeness). We also can find attractions with high
degree-level but less-betwenness centrality which can mean that there are places
with a lot of connections associated but they appear less frequently in tourists
paths like Bolhão, Casa da Música and Livraria Lello and Irmão.

In terms of connections, there are a small group of places with high-level of
connections associated. Given the downstream movement of tourists flow in the
city, the places near the riverside presents more out connections than in and the
places that are working as movement accelerators also present a high level of in
connections despite being located in higher spots of the city.

In conclusion, the network analysis revealed that tourists are spatially concen-
trated on a few main locations related to the historical centre and the riverside. It
is also possible to observe that most part of the individuals in our sample tend to
look for a range of common spots, no matter their motivations. We can observe a
profound connection between such places since they appear in most part of indi-
viduals’ trips. Crossing with the information provided by the Sequence Mining
analysis we can easily observe that places with higher degree level also have the
highest betweenness centrality - not only are the most photographed places (con-
nections), but also are the most frequent items in the trips (betweenness). The
results of this analysis are a complement to the insights of the sequence mining
approach because we were not able to find communities among the attractions.
We were expecting to observe profound connections between a certain numbers
of attractions that could support the travelling paths discovered.

4.3 Finding Market Segmentation Basis

A cluster analysis was applied in order to find clusters in our sample. The
segmentation-based applied to perform tourists’ market segmentation in this
study are hybrid and mostly based on a demographic and geographic approach.
Each category in the sequence of the attractions found in the previous steps has
been transformed into binary attributes, in which 0 represents the absence and
1 the presence of each category.

Then, other qualitative variables have been considered. A first experience
was based on individuals’ gender. It was possible to segment the market into 10
different segments. Most part of the male segments have Luis I bridge, Douro
River and Porto landscapes as places in common.

We performed the same analysis based on individual’s social marital status
and we were able to find some differences between the married and the single
travelers. In this case, the massive part of the married ones have Luis I bridge
in common.

A third experience was based on individual’s origin – a geographic segmenta-
tion strategy. For this experience we classified the tourists as European, Ameri-
can and others.

The three experiences revealed some details about tourists market in Porto:
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– We were able to find groups that searched for art, cultural and entertainment
activities;

– The married European and retired tourists search for attractions near the
river and the American ones for attractions in Gaia related with wine;

– The married man tourists search for wine activities and religious monuments
and the female European single tourists for the river and for the riverside;

– Behavioural differences between Spanish and German tourists by opposite to
the French and British ones etc

– The youngest individuals in this sample (the single and student ones) are
mainly Spanish and British

In general, there are groups that search for cultural and historical attractions,
for attractions in the historical center and others that search essentially by the
riverside, despite their origin, gender or social state.

Despite the lack of information about individual’s profession, we could
observe through the information available that the sample present high-level
of education, which might imply a higher purchase power and a higher interest
by cultural facilities as well as an average age of above 25 years old. If we con-
sider the information provided by photos related to accommodation, activities,
buildings, restaurants and nightlife categories in this sample, it was possible to
observe some interesting behaviours, but it was still not enough to get signifi-
cant conclusions and relations between the choices made by tourists and their
purchase power and lifestyle.

In other words, we were able to segment the market of tourism in Porto,
but we believe the segments are not different enough to apply specific marketing
strategies on each one. The reason is that a massive part of the photos shared on
Flickr.com are highly concentrated around a small group of attractions, which are
the most popular ones. The remain places visited (almost 500) are not expressive
enough so the algorithm could not find patterns with it so they became statistical
irrelevant. This behavior is acceptable since tourists do not share every step they
take on a destination, they only share the most interesting spots that will catch
the attention of their followers as well.

5 Conclusion and Further Recommendations

The results were not as we expected at the beginning of this research, mostly
because individuals did not share a significant part of their personal information
that was necessary to define the market segments.

Starting with the first insights provided by the database characterization,
the information provided by it was not enough to get significant conclusion and
relations between the tourist choice and its purchase power and lifestyle. How-
ever, it was possible to observe that there is an increase of search for apartments
and rental houses instead of hotels, for instance.

With respect to the places visited and photographed, the tendency was the
same. We can also observe that they choose to cross over the river not only
because their interest on visiting the city, but also because they intend to take
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pictures from there, which explains the range of photos taken from Vila Nova de
Gaia regarding places or attractions located in Porto.

With reference to the sequence mining analysis, we expect to find longer
frequent paths with higher frequency that the ones identified. However, given the
high concentration of the tourists around a small group of attractions (observed
on the Social Network analysis), the results are in line with tourists’ behavior.
Additionally, we were able to observe that a massive part of the tourists’ paths
ends on the river or on the bridge, presenting a downstream direction. The
results of the Social Network analysis basically completed the insights provided
by the Sequence Mining analysis. It was expected to find communities among
the attractions but the analysis only provided high connections between these
attractions.

Regarding our last research question, the cluster analysis was able to iden-
tify tourists market segments based on their behavior and personal characteris-
tics. However, given the lack of personal information plus the tourists travelling
behavior, we believe that the segments found are not detailed enough to perform
specific marketing strategies. Looking at the sequence mining and to the network
results, a massive part of these places does not appear. Their level of frequency
is not enough to be inserted on a travelling pattern. We also believe that a sam-
ple with more photos will not resolve this matter since tourists share on their
network the places that they believe that are the most interesting, popular or
beautiful ones, which is perfectly understandable. This fact brought issues to
our analysis and also revealed city image issues because it makes the city looks
smaller than it is.

The insights provided by this kind of study can be applied on recommenda-
tion systems applications and on the development of marketing strategies, adver-
tising and promotion. First, the information about tourist’s path on a city can
be useful in terms of marketing services, marketing strategies and for business
decision-making process in general. Second, new applications like the recommen-
dation systems have been developed based on tourists behaviour. Finally, if the
insights provided by the Sequence Mining approach could be considered, we can
introduce new places into individuals’ trips and encourage them to run away
from the people’s flow and with that support services development. It could also
guide an individual during the trip considering his or her profile, segment and,
with that, improve marketing efficiency.
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Abstract. In this paper a diversity based multi-objective hyper-
heuristic (MOO-HMHH) algorithm for the flexible job shop scheduling
problem (FJSP) with sequence-dependent set-up times (SDST), auxil-
iary resources and machine down time is analyzed. The algorithm is
evaluated on real customer datasets to determine the impact of machine
breakdown intervals and due dates on algorithm performance. The diver-
sity based hyper-heuristic algorithm compared well to two other hyper-
heuristic algorithms and to its constituent algorithms and promising
results were obtained with respect to the increased generality of the
hyper-heuristics.

1 Introduction

Effective production scheduling is an important requirement for operational suc-
cess. However, scheduling problems are usually multi-objective and it is difficult
to predict ahead of time which one of the multitude of metaheuristics available,
will be most suited for solving the specific problem.

In this scenario, utilizing a hybrid metaheuristic algorithm such as a hyper-
heuristic (HH) [4] can be valuable. Hyper-heuristics focus on the development of
search methods or learning mechanisms for selecting or generating heuristics to
solve computational search problems. A hyper-heuristic algorithm, capitalizes on
the strengths and compensates for the weaknesses of its constituent algorithms
and can have a significant positive impact on solution quality and algorithm
development time in a scheduling environment.

A dominance-based multi-objective hyper-heuristic scheduling algorithm for
the flexible job shop scheduling problem (FJSP) with sequence-dependent set-up
times, auxiliary resources and machine down time [19] was proposed for the first
time in [15]. Two variations of the multi-objective heterogeneous meta-hyper-
heuristic (MOO-HMHH) algorithm were evaluated on three real world datasets.
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This paper proposes an improved multi-objective hyper-heuristic algorithm
(MOO-HMHH2) which makes use of heuristic space diversity to ensure that
the algorithm explores the search space effectively. A rigorous evaluation of this
algorithm versus the previous state-of-the-art multi-objective HHs developed for
this problem, as well as a NSGA-3 based scheduling algorithm, is performed on
15 datasets. The datasets are based on real customer data and differ in size and
breakdown interval and due date characteristics. The various HH algorithms are
also compared to their constituent algorithms, which were previously shown to
be the state-of-the-art MOO algorithms for this variation of the FJSP. Highly
promising results were obtained by the MOO-HMHH2 algorithm versus its con-
stituents, the other HH algorithms and the NSGA-3 algorithm.

This paper is significant because the MOO-HMHH2 algorithm is the first
dominance-based multi-objective hyper-heuristic algorithm which makes use of
heuristic space diversity to solve this variation of the FJSP.

The rest of the paper is organized as follows: Sect. 2 describes the scheduling
problem and related literature in more detail. Section 3 describes the diversity
based multi-objective hyper-heuristic algorithm. The experimental setup and
results are described in Sect. 4. Finally, the paper is concluded in Sect. 5.

2 Multi-objective Flexible Job Shop Scheduling
with Additional Constraints

The flexible job shop scheduling problem with sequence-dependent set-up times,
auxiliary resources and machine down time can be formulated as follows [16]:
There is a set of J jobs that needs to be processed on d machines and e auxiliary
resources. The set of machines is denoted by DDD = {DDD1,DDD2, . . . ,DDDd} and the set
of auxiliary resources are denoted by EEE = {EEE1,EEE2, . . . ,EEEe}. Each job j consists
of a sequence of operations Nj , where

∑
Nj

J
j=1 = n. All operations in each job

needs to be completed in the correct sequence to complete a job. The execution
of each operation i requires one machine out of a set of primary resources denoted
by DDDi and one resource from a set of auxiliary resources denoted by EEEi. The
problem thus focuses on determining both an assignment and a sequence of the
operations on all machines that minimize some criteria. In addition, production
calendars and resource down time intervals were addressed as described in [19].

Three objectives need to be minimized, namely

– makespan (max fi∀i ∈ LLL ),
– earliness/tardiness (

∑n
i=1 max{0, νi − fi} + max{0, fi − νi}∀i ∈ LLL) and

– queue time (
∑J

j=1 max{0, fj − τj − pj}).

Here νi denotes the due date of operation i, fi is the actual finishing time of
operation i, pi is the processing time of operation i, LLL is the set containing
the last operations of all jobs and ΥΥΥ is the set containing the first operations
of all jobs. Minimizing makespan has an effect on the total time required for
production and impacts operational cost, earliness/tardiness impacts customer
satisfaction and reliability of order delivery, and queue time has an influence,
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amongst others, on work in process inventory, material handling and available
space on the production floor.

A number of algorithms have already been developed to solve the multi-
objective flexible job shop problem (MFJSP). Some notable examples include a
multi-objective simulated annealing algorithm [26], tabu search [7], evolutionary
algorithms [20,21], simulated annealing-particle swarm hybrid [33], multi-stage
genetic algorithm (GA) [13] and a shifting bottleneck-GA hybrid [12]. However,
the consideration of sequence-dependent setup times, breakdown intervals and
auxiliary resources to this problem adds significant complexity and is thus not
commonly addressed in literature. This fact can be seen from the summary of
recent MFJSP literature where additional constraints have been considered. The
inclusion of these additional complexities are, however, much more realistic and
unrealistic schedules will be obtained if these issues are simply ignored in a
production schedule (Table 1).

Table 1. Multi-objective FJSP (MFJSP) literature.

Problem References

MFJSP with SDST [22]

MFJSP with stochastic processing times [28]

MFJSP with machine breakdowns [2,34]

MFJSP with maintenance constraints [6,24]

MFJSP with setup times and automated guided vehicles [14]

MFJSP with overlapping operations [1]

MFJSP with setup times, maintenance planning and
intermediate inventory restrictions

[25]

Welding scheduling with SDST, controllable processing
times and job dependent transportation times

[27]

3 Multi-objective Heterogeneous Meta-hyper-heuristic
Scheduling Algorithms

The HMHH algorithm was previously extended to solve the FJSP with addi-
tional constraints [16]. However, a modified goal programming approach was
used to address the multiple objectives. A Pareto dominance based approach to
optimizing multiple objectives requires a number of significant modifications to
the algorithm and was first introduced in [15].

The MOO-HMHH algorithm is inspired from the vector evaluated MOO
algorithms of Schaffer [32] and Parsopoulos et al. [31] and thus consists of three
populations of entities, each focused on the minimization of one of the objective
functions of the scheduling problem. Each entity within each of these three pop-
ulations can be evolved by operators from any of three constituent algorithms.
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The allocation of entities to algorithms is updated dynamically throughout the
optimization run based on the performance of the constituent algorithms over
k preceding iterations. The various constituent algorithms are ranked based on
their previous performance as defined by Qδm(t) in [17] where

Qδm(t) =
|IIIm(t)|∑

i=1

(f(xxxi(t)) − f(xxxi(t + k))) ∀i ∈ IIIm(t) (1)

where f(xxxi(t)) denotes the fitness function value of entity i at iteration t and
IIIm(t) is the set of entities allocated to algorithm m at iteration t.

The multi-objective optimization capabilities of the MOO-HMHH algorithm
is based on information sharing between the populations, dominance-based selec-
tion mechanisms and migration of entities between populations.

It is important to note that the entities of the MOO-HMHH algorithm are
evolved in a continuous search space. Each of the entities consists of a 2n-
dimensional vector, where dimensions 1 to n are the sequencing variables and is
interpreted as the priority values of each of the operations. Dimensions n + 1 to
2n are used to represent the allocation of operations to resources. This is done
by discretizing the search space as follows: For each operation i, the ith dimen-
sion of the entity is divided into Di intervals, where Di denotes the number of
primary resources on which operation i can be processed. Since each interval is
associated with a unique integer number or resource index, dimensions n + 1 to
2n of the position vector can easily be interpreted as resource allocation vari-
ables. The operation priorities and resource allocations are then used as input
to a schedule-building heuristic which attempts to schedule each operation at
the earliest available time on its selected resource. After the schedule associated
with each entity has been generated, the fitness function of the schedule can be
calculated. Refer to [19] for more detail.

The MOO-HMHH scheduling algorithm’s three constituent multi-objective
algorithms thus operate in a continuous search space and include:

– GA: A multi-objective genetic algorithm (GA) inspired by the vector eval-
uated GA [32] with a floating-point representation, dominance-based tour-
nament selection, blend crossover [11,29], and self-adaptive Gaussian muta-
tion [17].

– PSO: The guaranteed convergence vector evaluated particle swarm optimiza-
tion algorithm (GCPSO) [3,31].

– DE: A differential evolution (DE) algorithm inspired by the vector evaluated
DE [30] with self-adaptive parameters and neighborhood search as imple-
mented in Yang et al.’s SaNSDE algorithm [35].

These three constituent algorithms were selected because the Vector Evalu-
ated DE and Vector Evaluated PSO algorithms were previously shown to be the
state-of-the-art dominance-based MOO algorithms for the FJSP with additional
constraints [19]. The MOO-HMHH algorithm is described in Algorithm 1.

A popular variation on the single-objective HMHH algorithm, the exponen-
tially increasing HMHH algorithm with a priori knowledge (EIHH1) [18], was
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Algorithm 1. The multi-objective heterogeneous meta-hyper-
heuristic (MOO-HMHH) scheduling algorithm.
1 Initialize three parent populations X1X1X1,X2X2X2 and X3X3X3

2 MMM(t) denotes the set of constituent algorithms available at iteration t
3 Aip(t) denotes the algorithm applied to entity i of population p at iteration t
4 k denotes the number of iterations between entity-to-algorithm allocation
5 Initialize MMM(t)
6 t = 0
7 for All entities i ∈ X1X1X1(0),X2X2X2(0) and X3X3X3(0) do
8 Randomly select an initial algorithm Aip(0) from MMM(t) to apply to entity i
9 end

10 while A stopping condition is not met do
11 for All entities i ∈ X1X1X1(t),X2X2X2(t) and X3X3X3(t) do
12 for k iterations do
13 Apply constituent algorithm Aip(t) to entity i in population p to

obtain X ′
1X ′
1X ′
1(t),X

′
2X ′
2X ′
2(t) and X ′

3X ′
3X ′
3(t)

14 for All populations p do
15 if X ′

pX ′
pX ′
p(t) ≺ XpXpXp(t) then

16 XpXpXp(t) = X ′
pX ′
pX ′
p(t)

17 end
18 Update the external archive to include all non-dominated

solutions in XXX
19 end

20 end

21 end
22 t = t + k
23 Calculate Qδm(t), the total improvement in fitness function value of all

entities assigned to algorithm m from iteration t − k to iteration t using
Equation (1).

24 for All entities i ∈ X1X1X1(t),X2X2X2(t) and X3X3X3(t) do
25 Use Qδm(t) as input to select constituent algorithm Aip(t) according to

the rank based tabu search mechanism described in [5].
26 end
27 if Migration interval reached then
28 Move best entity of each population to another randomly selected

population
29 end

30 end

also extended to solve the multi-objective scheduling problem. MOO-EIHH only
differs from MOO-HMHH in that the set of available metaheuristics is manip-
ulated over time. The best performing constituent algorithm is first allowed to
work on the problem until minimal improvement is obtained and then other
constituent algorithms are added at exponential time intervals, i.e. at 20%, 40%
and 80% of the maximum number of function evaluations.
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MOO-HMHH2 makes use of the MOO-HMHH framework, but monitors
heuristic space diversity (HSD) [18] throughout the optimization run.

A quantitative metric for heuristic space diversity, Dh(t), the heuristic space
diversity at iteration t, was defined in [18] as follows:

Dh(t) = UBDh(t)

(

1 −
∑I

i=1 |T − ni(t)|
1.5ns

)

(2)

with

T =
ns

na
, (3)

where na is the number of algorithms available for selection by the hyper-
heuristic, ns is the number of entities in the population, ni(t) is the number
of entities allocated to algorithm i at iteration t, and UBDh(t) is the upper
bound of the HSD measure. For the purposes of this paper, UBDh(t) was set to
100 so that Dh(t) ∈ [0, 100].

The idea of the measure is to calculate a target number of entities per algo-
rithm, T . The absolute deviation between this target and the actual allocation
of entities to algorithms is then used to determine the HSD associated with the
entity-to-algorithm allocation. Maximum diversity would be achieved when all
entities are assigned equally between algorithms and this would translate into a
Dh(t) of 100.

As soon as the HSD drops to below a pre-defined level, then entities are
randomly re-allocated to different constituent algorithms to ensure that HSD
remains high. A higher HSD allows for better exploration of the heuristic space.

4 Empirical Evaluation

The evaluation of the HH scheduling algorithms were conducted on 15 datasets
derived from real world client data. The datasets range in size from 56 operations
to 256 operations which needs to be scheduled on a set of 216 auxiliary and
primary resources. These datasets are available for comparison purposes from
the corresponding author.

Each dataset can be classified according to one of three types:

– Type 1 datasets contain only 1 breakdown interval on 1 resource and is
described in detail in [19].

– Type 2 datasets have breakdown intervals which affect 10% of all resources
and all job due dates fall within ±5% of the estimated minimum makespan
of the problem.

– Type 3 datasets have breakdown intervals which affect 30% of the 216
resources and all job due dates fall within ±20% of the estimated minimum
makespan of the problem.
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The problems thus increase in difficulty from type 1 to type 3. More breakdowns
result in increased difficulty in minimizing makespan and a larger dispersion of
due dates negatively affect the minimization of earliness/tardiness.

Since an extensive analysis of the most suitable control parameters for
priority-based FJSP algorithms were already performed in [19], these param-
eters were used as is. Similarly, the constituent algorithm control parameters
specified in [18] were used.

Three performance measures were again used in this paper to compare the
multi-objective HH scheduling algorithms. The S-metric [23,36] measures the
size of the region dominated by the Pareto front based on a reference vector
consisting of the maximum value in each objective (Table 2).

Table 2. The reference vectors used for each of the problems.

Problem Vector

56-operation problem {3000, 14500, 5000}
100-operation problem {4000, 13500, 8500}
146-operation problem {7000, 24500, 9000}
200-operation problem {12500, 39000, 19000}
256-operation problem {9000, 53000, 23500}

The other two measures include the size of the approximated Pareto fronts
(N(PFPFPF )) as well as the extent of the Pareto fronts (χ(PFPFPF )) [10].

The actual results of the MOO-HMHH2, MOO-HMHH and MOO-EIHH
algorithms are recorded in Tables 3 and 4. A NSGA-3 algorithm [8] was also
used to solve the same problem instances for benchmarking purposes. All algo-
rithm results were recorded over 30 independent simulation runs. Throughout
the rest of this section, μ and σ respectively denote the mean and standard devi-
ation associated with the corresponding performance measure. The notation nτ

indicates that the dataset consists of n operations and is of type τ .
An important observation which can be made from the results is that it

is difficult to predict from the three constituent algorithms, which algorithm
will be the best performing algorithm for a specific problem. As an example,
for the 56 and 100 operation problems, the PSO algorithm provides the best
quality Pareto front with respect to the S-metric and the extent of the Pareto
fronts, χ(PFPFPF ). However, for the 146 operation problems, the DE and GA outper-
form the PSO algorithm which then becomes the worst performing algorithm.
Here, the advantages becomes clear of a hyper-heuristic algorithm which can
perform comparatively well to its constituent algorithms without the guesswork
involved in determining which algorithm is best. Due to its ability to exploit
the strengths of each of its constituent algorithms, the hyper-heuristics can even
exceed the performance of its constituents as can be seen for various datasets
in Tables 3 and 4. Finally, the hyper-heuristics also obtained highly competitive
results against the NSGA-3 algorithm.
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Table 3. Comparative results of the hyper-heuristic algorithms versus PSO.

Metric Dataset MOO-HMHH2 MOO-HMHH MOO-EIHH PSO
μ σ μ σ μ σ μ σ

N(P FP FP F ) 561 24, 83 5, 76 24, 90 6, 51 25, 23 6, 88 28, 17 6, 51
562 195, 20 18, 48 184, 63 20, 62 203, 73 22, 54 231, 90 24, 33
563 154, 67 16, 06 159, 53 20, 61 166, 93 21, 39 170, 57 22, 84

χ(P FP FP F ) 561 42, 30 2, 70 42, 55 4, 53 41, 64 3, 51 43, 29 3, 25
562 97, 83 2, 29 98, 27 2, 54 99, 00 1, 79 98, 66 2, 21
563 76, 42 2, 28 76, 86 1, 98 77, 03 1, 72 76, 69 2, 82

S(P FP FP F ) 561 5, 51E + 10 7, 48E + 08 5, 47E + 10 8, 74E + 08 5, 52E + 10 7, 73E + 08 5, 56E + 10 6, 67E + 08
562 3, 53E + 10 9, 49E + 08 3, 55E + 10 8, 57E + 08 3, 57E + 10 7, 65E + 08 3, 56E + 10 1, 11E + 09
563 7, 98E + 10 9, 78E + 08 7, 97E + 10 1, 24E + 09 8, 03E + 10 9, 22E + 08 8, 00E + 10 1, 23E + 09

N(P FP FP F ) 1001 18, 03 6, 00 1, 00 0, 00 19, 90 5, 47 23, 33 6, 96
1002 102, 73 15, 90 99, 37 14, 82 107, 83 18, 99 111, 30 19, 09
1003 114, 07 18, 03 111, 43 17, 44 119, 53 14, 91 130, 83 19, 74

χ(P FP FP F ) 1001 55, 16 6, 33 0, 00 0, 00 56, 91 7, 12 55, 60 5, 27
1002 102, 67 4, 48 102, 57 3, 88 101, 12 4, 61 105, 62 3, 38
1003 109, 13 4, 67 108, 96 5, 17 109, 15 4, 77 111, 92 5, 30

S(P FP FP F ) 1001 1, 23E + 11 3, 32E + 09 3, 28E + 11 3, 03E + 09 1, 25E + 11 5, 03E + 09 1, 25E + 11 4, 50E + 09
1002 1, 17E + 11 2, 70E + 09 1, 18E + 11 3, 02E + 09 1, 18E + 11 2, 74E + 09 1, 20E + 11 3, 39E + 09
1003 9, 79E + 10 2, 57E + 09 9, 73E + 10 2, 74E + 09 9, 95E + 10 2, 11E + 09 1, 01E + 11 3, 14E + 09

N(P FP FP F ) 1461 23, 67 5, 52 25, 37 7, 60 25, 40 5, 28 10, 23 3, 96
1462 10, 53 4, 73 9, 23 3, 04 9, 70 4, 02 6, 00 2, 60
1463 19, 30 5, 71 18, 03 6, 33 17, 33 6, 16 9, 30 2, 59

χ(P FP FP F ) 1461 124, 66 7, 13 127, 37 7, 14 124, 39 4, 20 117, 19 7, 82
1462 55, 63 13, 52 49, 87 7, 34 50, 49 7, 97 39, 64 5, 77
1463 62, 56 5, 29 61, 54 4, 70 60, 86 4, 67 54, 54 4, 67

S(P FP FP F ) 1461 1, 05E + 11 6, 29E + 09 1, 04E + 11 4, 88E + 09 1, 03E + 11 4, 53E + 09 9, 28E + 10 8, 78E + 09
1462 5, 13E + 11 1, 37E + 10 5, 10E + 11 1, 66E + 10 5, 28E + 11 2, 12E + 10 4, 93E + 11 2, 01E + 10
1463 5, 74E + 11 1, 13E + 10 5, 77E + 11 1, 60E + 10 5, 86E + 11 1, 14E + 10 5, 57E + 11 1, 26E + 10

N(P FP FP F ) 2001 17, 93 5, 57 16, 10 6, 03 17, 90 7, 11 9, 07 2, 99
2002 164, 47 22, 37 166, 30 22, 91 171, 07 23, 69 30, 93 5, 11
2003 202, 57 24, 94 210, 27 24, 11 227, 90 27, 71 33, 83 4, 69

χ(P FP FP F ) 2001 161, 16 11, 00 160, 20 12, 10 158, 79 10, 71 140, 11 42, 53
2002 114, 45 3, 49 115, 49 3, 89 115, 41 3, 72 91, 93 4, 10
2003 101, 56 2, 50 102, 04 2, 74 103, 59 2, 93 81, 76 4, 19

S(P FP FP F ) 2001 2, 06E + 12 7, 26E + 10 2, 09E + 12 8, 12E + 10 2, 10E + 12 7, 87E + 10 1, 93E + 12 1, 01E + 11
2002 1, 30E + 12 3, 68E + 10 1, 30E + 12 4, 66E + 10 1, 31E + 12 4, 74E + 10 1, 09E + 12 4, 03E + 10
2003 2, 04E + 12 9, 14E + 10 2, 08E + 12 1, 03E + 11 2, 13E + 12 1, 03E + 11 1, 57E + 12 9, 37E + 10

N(P FP FP F ) 2561 17, 17 4, 20 19, 30 6, 73 19, 83 6, 13 9, 77 2, 21
2562 89, 47 11, 82 90, 57 13, 45 92, 47 10, 86 20, 73 4, 35
2563 29, 63 8, 68 30, 53 10, 81 29, 70 8, 51 11, 17 4, 39

χ(P FP FP F ) 2561 160, 90 18, 50 159, 38 21, 93 161, 91 18, 94 138, 73 15, 63
2562 142, 74 5, 12 142, 07 5, 44 141, 57 4, 52 102, 92 8, 08
2563 112, 17 5, 97 110, 16 6, 16 113, 41 6, 94 88, 20 10, 73

S(P FP FP F ) 2561 1, 36E + 12 1, 35E + 11 1, 37E + 12 1, 04E + 11 1, 37E + 12 6, 64E + 10 1, 13E + 12 9, 14E + 10
2562 3, 52E + 12 7, 70E + 10 3, 57E + 12 1, 06E + 11 3, 59E + 12 8, 16E + 10 2, 69E + 12 6, 95E + 10
2563 2, 82E + 12 1, 28E + 11 2, 78E + 12 1, 27E + 11 2, 91E + 12 9, 76E + 10 2, 48E + 12 1, 41E + 11

A statistical analysis was also conducted to validate the results obtained.
The results in Tables 5 and 6 were obtained by comparing the performance of
the two MOO HH algorithms to each of the constituent algorithms for each
dataset and each metric. For every comparison, a Mann-Whitney U test at 95%
significance was performed (using the two sets of 30 data points of the two
algorithms, one hyper-heuristic and one constituent algorithm, being compared)
and if the hyper-heuristic algorithm statistically significantly outperformed the
constituent algorithm, a win was recorded. If no statistical difference could be
observed a draw was recorded. If the constituent algorithm outperformed the
hyper-heuristic, a loss was recorded for the hyper-heuristic. As an example, (4-
0-1) in row 1 column 1, indicates that the MOO-HMHH algorithm significantly
outperformed the multi-objective PSO algorithm for four of the datasets. No
draws were recorded and one loss was recorded.

It can be seen from Tables 5 and 6 that the performance improvement result-
ing from utilizing the multi-objective HH algorithms is statistically significant
over all three measures for a large number of the dataset-algorithm combinations
considered. As the difficulty of the problems increase from type 1 to 3, the HH
algorithms also tend to increase the gap of the performance improvement over
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Table 4. Comparative results of the MOO-HMHH and MOO-EIHH algorithms versus
DE, GA and NSGA-III [9].

Metric Dataset DE GA NSGA-III
μ σ μ σ μ σ

N(P FP FP F ) 561 22, 23 5, 15 9, 70 3, 56 26, 00 2, 64
562 179, 33 15, 89 32, 40 4, 92 27, 00 0, 00
563 157, 03 16, 89 30, 47 5, 01 27, 00 0, 00

χ(P FP FP F ) 561 45, 47 3, 42 33, 13 3, 56 35, 00 4, 81
562 98, 18 1, 81 78, 32 4, 39 83, 29 7, 55
563 77, 18 1, 96 61, 69 3, 48 72, 46 5, 22

S(P FP FP F ) 561 5, 28E + 10 8, 58E + 08 5, 32E + 10 1, 39E + 09 5, 43E + 10 2, 08E + 09
562 3, 54E + 10 6, 30E + 08 2, 71E + 10 1, 04E + 09 2, 86E + 10 2, 53E + 09
563 7, 92E + 10 1, 09E + 09 6, 70E + 10 2, 23E + 09 6, 92E + 10 3, 35E + 09

N(P FP FP F ) 1001 11, 13 3, 77 9, 27 4, 27 25, 30 3, 43
1002 24, 13 5, 22 22, 43 5, 06 27, 00 0, 00
1003 28, 97 4, 44 23, 47 4, 61 27, 00 0, 00

χ(P FP FP F ) 1001 46, 31 4, 72 38, 45 9, 02 36, 29 10, 51
1002 83, 49 5, 12 82, 93 6, 76 94, 15 11, 08
1003 92, 03 4, 81 82, 80 8, 95 98, 74 11, 47

S(P FP FP F ) 1001 1, 27E + 11 4, 74E + 09 1, 18E + 11 6, 14E + 09 1, 18E + 11 9, 33E + 09
1002 1, 03E + 11 2, 88E + 09 1, 00E + 11 3, 90E + 09 1, 11E + 11 8, 92E + 09
1003 8, 51E + 10 2, 62E + 09 8, 30E + 10 3, 85E + 09 9, 19E + 10 6, 12E + 09

N(P FP FP F ) 1461 12, 60 3, 67 10, 80 4, 22 21, 67 5, 82
1462 6, 10 2, 58 5, 23 2, 47 18, 80 6, 89
1463 8, 93 3, 33 8, 43 2, 92 24, 50 3, 86

χ(P FP FP F ) 1461 117, 64 5, 22 120, 71 8, 24 104, 38 21, 32
1462 43, 80 9, 81 30, 99 12, 00 39, 05 10, 64
1463 53, 66 5, 41 49, 31 7, 67 55, 31 6, 55

S(P FP FP F ) 1461 1, 15E + 11 4, 54E + 09 1, 10E + 11 6, 48E + 09 1, 19E + 11 6, 30E + 09
1462 5, 32E + 11 1, 50E + 10 5, 13E + 11 2, 21E + 10 5, 35E + 11 2, 62E + 10
1463 5, 68E + 11 1, 11E + 10 5, 65E + 11 1, 60E + 10 5, 86E + 11 2, 28E + 10

N(P FP FP F ) 2001 7, 33 2, 64 7, 73 3, 59 20, 63 6, 35
2002 30, 10 5, 47 28, 40 5, 94 27, 00 0, 00
2003 32, 27 4, 70 31, 03 6, 54 27, 00 0, 00

χ(P FP FP F ) 2001 126, 28 42, 01 88, 56 54, 20 89, 80 45, 32
2002 92, 70 5, 26 90, 83 6, 04 103, 34 7, 98
2003 80, 06 4, 02 78, 31 4, 92 92, 63 6, 62

S(P FP FP F ) 2001 2, 23E + 12 5, 94E + 10 2, 11E + 12 1, 06E + 11 2, 25E + 12 1, 35E + 11
2002 1, 07E + 12 4, 00E + 10 1, 07E + 12 3, 38E + 10 1, 19E + 12 6, 62E + 10
2003 1, 63E + 12 1, 06E + 11 1, 57E + 12 1, 07E + 11 1, 79E + 12 1, 59E + 11

N(P FP FP F ) 2561 10, 80 2, 71 8, 70 3, 89 21, 47 5, 15
2562 26, 73 3, 47 20, 33 4, 14 27, 00 0, 00
2563 13, 03 4, 30 11, 17 3, 90 26, 13 1, 89

χ(P FP FP F ) 2561 140, 17 20, 90 114, 08 36, 93 131, 29 25, 90
2562 112, 16 8, 42 103, 25 9, 82 116, 36 18, 23
2563 90, 99 7, 33 83, 04 10, 91 95, 96 11, 49

S(P FP FP F ) 2561 1, 63E + 12 9, 36E + 10 1, 48E + 12 1, 56E + 11 1, 53E + 12 2, 29E + 11
2562 3, 06E + 12 9, 75E + 10 2, 60E + 12 1, 42E + 11 3, 08E + 12 2, 15E + 11
2563 2, 58E + 12 1, 36E + 11 2, 55E + 12 1, 80E + 11 2, 90E + 12 1, 82E + 11

Table 5. Hypotheses analysis of the performance of the hyper-heuristics per problem
type versus their constituent algorithms. The best results are highlighted in bold.

MOO-HMHH2 MOO-HMHH MOO-EIHH

Metric Problem

type

PSO DE GA TOTAL PSO DE GA TOTAL PSO DE GA TOTAL

S(PFPFPF ) 1 3-1-1 1-0-4 2-0-3 6-1-8 4-0-1 2-0-3 2-1-2 8-1-6 3-1-1 1-0-4 2-1-2 6-2-7

2 3-1-1 3-1-1 4-1-0 10-3-2 3-1-1 3-1-1 4-1-0 10-3-2 3-1-1 3-2-0 5-0-0 11-3-1

3 3-1-1 5-0-0 5-0-0 13-1-1 3-1-1 4-1-0 5-0-0 12-2-1 3-1-1 3-2-0 5-0-0 11-3-1

N(PFPFPF ) 1 3-0-2 4-1-0 5-0-0 12-1-2 3-1-1 3-1-1 4-0-1 10-2-3 3-2-0 4-1-0 5-0-0 12-3-0

2 3-0-2 5-0-0 5-0-0 13-0-2 3-0-2 4-1-0 5-0-0 12-1-2 3-1-1 5-0-0 5-0-0 13-1-1

3 3-0-2 4-1-0 5-0-0 12-1-2 3-0-2 4-1-0 5-0-0 12-1-2 3-1-1 4-1-0 5-0-0 12-2-1

χ(PFPFPF ) 1 2-3-0 4-0-1 4-1-0 10-4-1 2-2-1 3-0-2 4-0-1 9-2-4 2-3-0 4-0-1 4-1-0 10-4-1

2 3-1-1 4-1-0 5-0-0 12-2-1 3-1-1 4-1-0 5-0-0 12-2-1 3-1-1 4-1-0 5-0-0 12-2-1

3 3-2-0 4-1-0 5-0-0 12-3-0 3-1-1 4-1-0 5-0-0 12-2-1 3-1-1 4-1-0 5-0-0 12-2-1

its constituent algorithms. Finally, with regard to the performance of the three
hyper-heuristic algorithms, it can be seen that the MOO-HMHH2 algorithm sig-
nificantly outperforms the other state-of-the-art multi-objective hyper-heuristic
for a large number of problem instances.
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Table 6. Hypotheses analysis of the performance of the hyper-heuristic algorithms
per problem size (operations) versus their constituent algorithms. The best results are
highlighted in bold.

MOO-HMHH2 MOO-HMHH MOO-EIHH

Metric Problem

size

PSO DE GA TOTAL PSO DE GA TOTAL PSO DE GA TOTAL

S(PFPFPF ) 56 2-0-1 3-0-0 3-0-0 8-0-1 0-2-1 1-2-0 3-0-0 4-4-1 0-2-1 2-1-0 3-0-0 5-3-1

100 2-0-1 2-0-1 2-1-0 6-1-2 1-0-2 3-0-0 3-0-0 7-0-2 0-1-2 2-0-1 3-0-0 5-1-3

146 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 1-0-2 1-1-1 5-1-3 3-0-0 1-1-1 2-0-1 6-1-2

200 2-0-1 2-0-1 2-0-1 6-0-3 3-0-0 2-0-1 2-1-0 7-1-1 3-0-0 2-0-1 2-1-0 7-1-1

256 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 2-0-1 2-0-1 7-0-2 3-0-0 2-0-1 2-0-1 7-0-2

N(PFPFPF ) 56 0-0-3 1-2-0 3-0-0 4-2-3 0-1-2 0-3-0 3-0-0 3-4-2 0-2-1 1-2-0 3-0-0 4-4-1

100 0-0-3 3-0-0 3-0-0 6-0-3 0-0-3 2-0-1 2-0-1 4-0-5 0-2-1 3-0-0 3-0-0 6-2-1

146 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0

200 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0

256 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0

χ(PFPFPF ) 56 0-3-0 0-2-1 3-0-0 3-5-1 0-3-0 0-2-1 3-0-0 3-5-1 0-3-0 0-2-1 3-0-0 3-5-1

100 0-2-1 3-0-0 3-0-0 6-2-1 0-3-0 0-2-1 3-0-0 3-5-1 0-1-2 3-0-0 3-0-0 6-1-2

146 3-0-0 3-0-0 2-1-0 8-1-0 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 2-1-0 8-1-0

200 2-1-0 3-0-0 3-0-0 8-1-0 2-1-0 3-0-0 3-0-0 8-1-0 2-1-0 3-0-0 3-0-0 8-1-0

256 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0 3-0-0 3-0-0 3-0-0 9-0-0

5 Conclusion

This paper described a diversity based multi-objective HMHH scheduling algo-
rithm for the FJSP with sequence-dependent set-up times, auxiliary resources
and machine down time. The algorithm was tested against two state-of-the-art
multi-objective HMHH scheduling algorithms and also evaluated against three
constituent metaheuristic algorithms. The MOO-HMHH2 scheduling algorithm
was shown to obtain highly competitive results against the other MOO HMHH
scheduling algorithms and also significantly outperformed its constituent algo-
rithms.

Future research opportunities exist in analyzing the performance of the differ-
ent multi-objective hyper-heuristics in significantly more detail and investigating
alternative dominance-based strategies to address the multiple objectives.
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Abstract. In general, groups of people are formed because of the simi-
larities and affinities that members have with each other. Musical prefer-
ences, soccer teams or even similar behaviours are examples of similarities
and affinities that motivate group formation. In social media, identify-
ing these affinities is a difficult task because personal information is not
easily identified.

In this paper we present an alternative to identifying similarities
between authors and their most frequent audience in Twitter, using emo-
tional and grammatical writing style analysis. Through this study it is
possible to define the creation of an emotional profile entirely based on
the interactions of people, thus allowing software like chatbots to “learn
emotions” and provide emotionally acceptable responses.

Keywords: Sentiment analysis · Emotion analysis ·
Natural language processing · Social media

1 Introduction

Probably, one of the well known and used proverbs is: “Birds of a feather, flock
together”. However, what does it mean? In general meaning, it refers that peo-
ple with common traits, interests and tastes tend to associate and relate with
each other, in the same way as birds of the same species flock together. It can
be observed in several different human behaviours, where people with common
personalities tend to relate to each other.

Psychodynamic researchers claim that personality structure is set in child-
hood. For Sapir [24], the individual personality is formed around 2 or 3 years
old, mostly through child training practices. Freud [3] argues that when the
Oedipal complex is resolved, all basic structures of personality - the id, ego,
and superego - are fully developed in opposition to Erikson [2] and Loevinger
[10], which believe that personality continues to develop later in life. Sharing
the same vision of Erikson and Loevinger, the motivational speaker Rohn [23]
claimed that “you are the average of the five people you spend the most time
with”.
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Through social media usage - in general microblogging - people (authors) can
express their opinion, desires and thoughts to a broad audience - from friends
to unknown followers - keeping proximity despite physical distance. However,
is this audience interested in the author’s posts because they share the same
sentiment, mood or emotions? Also, since software has no childhood, neither id,
ego, and superego, is it possible to create an emotional profile based on existing
ones, enabling the software “learn” how to have a personality?

In this paper, we present an approach for emotional profile creation based
on existent emotional profiles, using emotion-based analysis to determine the
proximity of the author’s emotional and grammatical writing style with their
audience on microblogging.

The remainder of this paper is as follows: Sect. 2, introduces the concept
of emotion and presents some theories for emotion representation and analysis.
Section 3 presents some work in this area to detect emotion from social media,
while Sect. 4, describes the steps used in our analysis and presents some data
regarding them. Section 4 discusses about the data obtained and their impact,
and finally, the paper ends in Sect. 5 with the conclusion and future work.

2 Emotion Theories

In the literature, there are several models that attempt to explain the emergence
of emotions and their associated behaviours. The main research theories here
surveyed to serve as background to our analytical work are discrete, dimensional
and appraisal theories.

Discrete emotional theories propose the existence of basic emotions that
are universally displayed and recognized, grouped into categories and indepen-
dent. An example of discrete emotional theory is proposed by Plutchik [21],
where all sentiment is composed of a set of 8 basic emotions (anger, anticipa-
tion, disgust, fear, joy, sadness, surprise and trust).

On the other hand, dimensional theories characterize emotions regarding
two or three dimensions, generally “arousal” and “valence.” Valence is related
to a positive or negative evaluation and is associated with the feeling state of
pleasure (vs displeasure). Arousal reflects the general degree of intensity felt.
However, using this two-dimensional is confusing to different emotions that share
the same values of valence and arousal, as anger and fear. For this reason, it is
common to add a third dimension to support this differentiation, as intensity.
According to Leventhal [8] “the third view emphasises the distinct component
of emotions, and is often termed the componential view.”

Emotional-cognitive psychologists focus their studies mainly on the
appraisal process. According to Scherer [25], the central idea is that emotions
are triggered and differentiated by subjective analysis of an event, situation or
object. For instance, Bill and Mike are watching a football game where their
teams are playing. Bill’s favourite team wins (event). Mike’s appraisal is that
an undesirable event happened. For Bill, the appraisal is that the event is desir-
able. So, the same event has produced opposite appraisals. In fact, emotions are
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triggered by the personal interpretation of the annoying or cheerful aspects of
an event, the appraisal.

3 Related Work

Due to the extensive usage, sentiment analysis on microblogs can be consid-
ered an opinion-rich resource and has been gaining popularity and attracting
researchers from other areas to correlate information about specific events (e.g.
Christmas, football matches, elections) with the sentiment contained in posts.

To perform sentiment analysis on microblogging, according to Pang et al. [20],
a straightforward approach is to exploit traditional sentiment analysis models.
However, such methods are inefficient because they ignore some unique charac-
teristics of microblog’s data, as emoticons representations. Moreover, there are
lots of colloquial terms, abbreviations and misspelt words used in microblogs
which leads to heavy preprocessing tasks in order to identify its occurrences
and “translate” them to a canonical form to be interpreted correctly. Due to
such properties, several models have been developed especially for microblogs
sentiment analysis recently.

An example of correlations between events and sentiments was proposed by
Bollen et al. [1], which measures the sentiments on Twitter during a period and
compares the correlation between sentiments contained in the text and signifi-
cant events, including the stock market, elections and Thanksgiving. Also, Kim
et al. [7] examined a dataset containing tweets about Michael Jackson’s death
in order to analyse how emotion is expressed on Twitter. O’Connor et al. [18]
have analysed the sentiments about politicians, detecting a strong correlation
between the aggregated sentiment and manually collected poll ratings.

Hu et al. [6] predict the individual well-being, as measured by a life satis-
faction scale, through the language people used on social media. This is made
using randomly selected posts from Facebook and a lexicon-based approach to
identify the text words polarities.

A different approach of sentiment analysis using Twitter posts was presented
by Pak and Paroubek [19], which consists of a linguistic analysis of the collected
corpus to build a sentiment classifier. This classifier can determine positive,
negative and neutral sentiments for a document.

Go et al. [5] proposed a framework which interprets the emoticons in tweets
as noisy labels using supervised learning. However, as Liu [9] describes, there
are some disadvantages when using only emoticons as noisy labels. A reason for
this is because it is difficult to collect a large number of tweets with emoticons
because they are time-related, dynamic and region-related. For Lu [12], “usually
we can only exploit topic-independent tweets with emoticons. That is to say,
in topic-dependent datasets which focus on one given topic, the performance
boost brought by emoticons is not significant enough. Besides emoticons, rich
topic-dependent unlabelled data can be exploited better.”

Despite vast works about sentiment analysis in microblogs, none concerns
on the study of the relationship between emotional profile and the writing style
similarities among authors and their audiences.
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4 Data Analysis

In order to analyse the correlation between author’s emotional writing style and
their audience, we collected 2500 recent Twitter tweets from 6 different aleatory
authors from different areas, as presented in Table 1:

Table 1. Tweets authors

Author Area Origin

Elon Musk Business Press office

Katy Perry Entertainment Press office

Donald Trump Business By himself

Alan Shipnuck News By himself

Michele Dauber Education By herself

Floyd Mayweather Sports Press office

Although it is clear that three authors do not post in Twitter - i.e. it is a
press office representing them - the idea is of this paper is analyse the emotional,
grammatical and textual proximity between authors and audiences, even if an
author and/or an audience is a press office. In a different point of view, it can
highlight an “press office emotional style”, which can inform even where the
conversation has occurred, as presented by Martins [15].

All tweets were gathered using the package TwitteR [4] for R [22]. Addition-
ally, the tweets were labelled with an annotation indicating if the message was
produced by a press office or by the author himself. During the gathering pro-
cesses, we considered only the tweets and discarded the re-tweets. This decision
wad adopted to avoid that texts from other author, like digital influencers or
unknown viral texts, biased the individual analysis.

The task of analysing the emotional profile can be split into some intermedi-
ate steps: first, it was necessary for some preprocessing tasks in order to reduce
data size by removing unnecessary text from the original message; Later, the
relevant remaining text was analysed in order to evidence the author’s polarities
and the author’s emotional style.

4.1 Preprocessing

Preprocessing is a data mining technique that involves transforming raw data
into an intelligible form. In the literature, several preprocessing techniques are
available to extract information from text, and their usage is according to the
characteristics of the information desired.

In our analysis, the preprocessing pipeline begins with tokenization and in
subsequent starts three parallel jobs, as shown in Fig. 1: Part of Speech Tag-
ging (POS-T), Named Entity Recognition (NER) and Stopwords Removal. This
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Fig. 1. Preprocessing tasks

strategy was used because both POS-T and NER need the text in the original
format, in order to return the correct data from the analysis.

The POS-T process identifies the text grammatical structure and preserves
nouns, verbs, adverbs and adjectives. The reason for this approach is because
only these grammatical categories can bring emotional information. In a formal
description, the Tokenization process converts the original text D in a set of
tokens T = {t1, t2, ..., tn} where each element contained in T is part of the origi-
nal document D. Later, the POS-T labels each token with semantic information
and the process keeps all nouns, verbs, adverbs and adjectives in a set set PT ,
where PT = {pT1 , pT2 , ..., pTk

} and 0 ≤ k ≤ n and PT ⊂ T .
Like POS-T, NER process identifies names in 3 different categories: “Loca-

tion”, “Person” and “Organization” and removes all tokens related with these
categories. As a result, a set NT = {n(T1), n(T2), ..., n(Tj)} is constructed based
on identified word category where ∀j, cat(Nj) = ”O”. This step is important to
be done in parallel with POS-T because some locations can be confused with
some grammatical structure (as Long Beach or Crystal Lake, for instance).

The Stopwords list is a predefined set SW = {sw1, sw2, ...swy} of words,
available in R through the package tm[16]. This step will return a set T ′ =
t′1, t

′
2, ..., t

′
n, where T ′ ∩ SW = ∅.

After the 3 preprocessing tasks finish, the outcoming set ST is defined as
ST = T ′ ∩ PT ∩ NT .

Later, a stemming algorithm is responsible for obtaining the stem of a word.
For this task, we adopted an implementation of the Lovins stemmer [11], result-
ing in a set of stemmed words PR = {ST1, ST2, ..., STz} ready to be analysed.

For all three tasks - POS-T, NER and Tokenization - the Stanford Core NLP
[13] toolkit was used. An example of how the steps change the information is
presented in Fig. 2.
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Fig. 2. Preprocessing example

4.2 Polarity Analysis

In order to determine the author’s polarity style, after the preprocessing all
sentences contained in PR were compared against EmoLex lexicon [17] in order
to identify the positive and negative sentiment of the entire text. Later, it was
collected and analysed tweets from the top 5 most contacted audience from the
author, in order to analyse the proximity of their polarities tweets and author,
as presented in Table 2.

Table 2. Polarities analysis from authors and their top 5 audience

Author Audience’s average

Positive Negative Positive Negative

Elon Musk 0,68 0,26 0,68 0,28

Donald Trump 1,13 0,76 1,05 0,57

Katy Perry 1,01 0,27 0,59 0,18

Alan Shipnuck 0,45 0,27 0,57 0,38

Michele Dauber 0,68 0,65 0,83 0,70

Floyd Mayweather 0,62 0,13 0,61 0,27

When applying the Pearson’s correlation coefficient (r2) between polarities
authors and their respective top audience give r2 = 1 for all results, indicat-
ing a very strong correlation between author’s polarities and top audience’s
polarities.

Another analysis made was creating the sets:

A = {a1, ..., a6} of authors,
AP = {apa1 , ana1 , ..., apa6 , ana6} of polarities where ap is the author positive
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polarity, an is the author negative polarity,
CA = {ca1,1, ..., cai,j} of author’s topmost contacts, where 0 ≤ i ≤ 6 and 1 ≤
j ≤ 5,
CP = {cpi, cni} of polarities, where cp is the average of audience’s positive
polarities, cn is the average of audience’s negative polarities and 0 ≤ i ≤ 6.

When applying the correlation coefficient between AP and CP , the result
is r2 = 0, 85, indicating a strong correlation between authors’ polarities their
audiences polarities.

4.3 Emotional Analysis

In order to analyse the emotions contained into the text, it was used a lexicon-
based approach provided by Syuzhet package in R, in order to identify the emo-
tions contained in text according to the model proposed by Plutchik [21], where
all sentiment is composed of a set of 8 basic emotions (anger, anticipation, dis-
gust, fear, joy, sadness, surprise and trust).

After all author’s tweets analysis, the distribution of each basic emotion
introduces a specific emotional profile for each author, defined as “emotional
writing style”, which is presented Table 3.

Using this information, the next step was to determine the average of each
basic emotion for the audience’s author. To achieve this objective, we used the
same strategy used for the polarities, resulting in the audience’s emotional writ-
ing style, according to Table 4.

Table 3. Basic emotions per author

Author Anger Anticipation Disgust Fear Joy Sadness Surprise Trust

Elon Musk 0,11 0,34 0,06 0,14 0,23 0,10 0,12 0,38

Donald Trump 0,34 0,53 0,20 0,36 0,45 0,40 0,33 0,83

Katy Perry 0,12 0,52 0,04 0,13 0,67 0,16 0,25 0,43

Alan Shipnuck 0,11 0,20 0,09 0,14 0,20 0,15 0,11 0,26

Michele Dauber 0,37 0,32 0,23 0,34 0,20 0,31 0,10 0,48

Floyd Mayweather 0,11 0,44 0,02 0,10 0,43 0,08 0,18 0,37

Hence, when applying the Pearson’s correlation coefficient (r2) between basic
emotions from authors and the average of their audiences, it is possible to verify
that in significant part they are strongly correlated, as presented in Table 5.

Moreover, in order to establish Jim Rohn’s statement, the analysis was
expanded to verify the emotional profile of 100 most frequent contacts from
each author. According to Fig. 3, the correlation between authors’ emotions and
most frequent contacts emotions’ average decreases when the number of contacts
increases, supporting that “you are the average of 5 people you spend the most
time with.”
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Table 4. Basic emotion’s frequency average of audience’s author

Average audience of Anger Anticipation Disgust Fear Joy Sadness Surprise Trust

Elon Musk 0,13 0,38 0,08 0,20 0,20 0,13 0,13 0,30

Donald Trump 0,25 0,48 0,12 0,36 0,40 0,34 0,33 0,80

Katy Perry 0,10 0,35 0,05 0,09 0,42 0,11 0,18 0,34

Alan Shipnuck 0,18 0,31 0,13 0,22 0,25 0,21 0,18 0,33

Michele Dauber 0,45 0,36 0,26 0,53 0,22 0,36 0,17 0,64

Floyd Mayweather 0,19 0,34 0,08 0,14 0,35 0,12 0,16 0,33

Table 5. Correlation between basic emotion’s authors and frequency average basic
emotion’s top audiences

Author Correlation Author Correlation

Elon Musk 0,93 Donald Trump 0,99

Katy Perry 0,99 Alan Shipnuck 0,96

Michele Dauber 0,95 Floyd Mayweather 0,98

Fig. 3. Correlations by author

A new point identified during the analysis, as showed in Table 6, is that the
correlations tend to be higher within authors from the same origin, indicating a
“press office emotional pattern.”

4.4 Grammatical Analysis

Another approach used was to determine if both authors and audiences share
the same grammatical style when writing. For grammatical style, we understand
the distribution of grammatical categories of words in sentences. To achieve this
objective, both authors and audiences had their tweets labelled according to
Part of Speech Penn Treebank [14] tags using Stanford Core NLP [13]. The next
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Table 6. Correlation between basic emotion’s authors

Elon Musk Donald
Trump

Katy
Perry

Alan
Shipnuck

Michele
Dauber

Floyd
Mayweather

Elon Musk 1,00 0,92 0,77 0,94 0,48 0,89

Donald Trump 0,92 1,00 0,61 0,95 0,64 0,71

Katy Perry 0,77 0,61 1,00 0,79 −0,04 0,97

Alan Shipnuck 0,94 0,95 0,79 1,00 0,49 0,84

Michele Dauber 0,48 0,64 −0,04 0,49 1,00 0,11

Floyd Mayweather 0,89 0,71 0,97 0,84 0,11 1,00

step was to determine the average of each Part of Speech tag for each author
and their audience, resulting in the grammatical style, according to Table 7.

Hence, when applying the Pearson’s correlation coefficient (r2) between the
grammatical style of authors and their audience, it is possible to verify that they
are strongly correlated, as presented in Table 8.

4.5 Similarity Analysis

The objective of the similarity analysis is to quantify the level of similarity of
the author’s texts and their respective audiences’ texts. For this analysis, we
collected the last 1000 tweets for each author and the last 1000 tweets for the
same audiences used in Sect. 4.2 in order to identify the similarity between their
texts.

Before analysing the texts, they were preprocessed using the same pipeline
described in Sect. 4.1 in order to keep the texts in the same structure in for the
different analysis.

Using the Jaccard distance as metric to analyse the similarity among the
texts; initially, we analysed the similarity between each author’s texts and the
texts of all audiences, in order to identify which audience is more similar to the
author. Once identified the text’s similarity percentage, we calculated the aver-
age of each audience, according to the formula:

∑n
i=1 SM1i+

∑n
i=1 SM2i+

∑n
i=1 SM3i+

∑n
i=1 SM4i+

∑n
i=1 SM5i

n
Later, for each author, we calculated the mean and standard deviation for

the similarity between him and the audiences, as presented in Table 9.
This information allowed to identify that, in most cases, the highest similarity

average was between the author and his audience. Moreover, the cases where
it did not occur, the similarities values of the author’s audience added with
standard deviation indicates that the audience’s value is close to the highest
value.
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Table 7. Grammatical style for authors and audiences

Part of

Speech

Elon MuskDonald TrumpKate PerryAlan ShipnuckMichele DauberFloyd Mayweather

Author CC 0,38 0,61 0,48 0,24 0,46 0,26

CD 0,27 0,28 0,2 0,12 0,15 0,48

DT 0,91 1,66 1,08 0,96 1,32 0,68

IN 1,12 2,07 1,37 0,87 1,39 0,9

JJ 1,05 1,39 1,09 0,83 1,11 0,63

JJR 0,06 0,07 0,04 0,02 0,06 0,02

JJS 0,06 0,07 0,03 0,03 0,01 0,04

MD 0,28 0,31 0,1 0,15 0,21 0,05

NN 2,94 3,18 3,58 2,56 3,73 2,72

NNS 0,61 0,96 0,96 0,48 0,69 0,39

POS 0,03 0,05 0,06 0,08 0,07 0,02

RB 0,94 0,93 0,57 0,65 0,92 0,29

RP 0,03 0,06 0,03 0,04 0,02 0,03

TO 0,3 0,58 0,22 0,18 0,38 0,29

VB 0,64 0,89 0,48 0,43 0,77 0,66

VBD 0,18 0,4 0,25 0,25 0,46 0,12

VBG 0,25 0,51 0,54 0,19 0,4 0,18

VBN 0,21 0,35 0,12 0,12 0,26 0,05

VBP 0,31 0,43 0,69 0,31 0,55 0,23

VBZ 0,38 0,47 0,49 0,37 0,55 0,2

WP 0,04 0,12 0,14 0,03 0,06 0,02

WRB 0,03 0,05 0,06 0,04 0,11 0,03

AudienceCC 0,29 0,35 0,15 0,26 0,35 0,25

CD 0,46 0,23 0,25 0,38 0,25 0,31

DT 0,95 1,21 0,66 1 1,39 0,93

IN 1,33 1,67 0,98 1,13 1,61 1,07

JJ 1,02 0,9 0,62 0,84 1,13 0,82

JJR 0,03 0,06 0,03 0,05 0,06 0,03

JJS 0,05 0,05 0,03 0,03 0,03 0,03

MD 0,2 0,14 0,05 0,18 0,2 0,13

NN 3,65 3,93 2,92 2,96 3,68 3,33

NNS 0,62 0,91 0,42 0,58 0,77 0,51

POS 0,11 0,18 0,05 0,09 0,11 0,08

RB 0,7 0,39 0,43 0,72 0,94 0,56

RP 0,06 0,08 0,08 0,06 0,06 0,08

TO 0,28 0,48 0,24 0,26 0,44 0,27

VB 0,63 0,67 0,44 0,52 0,83 0,55

VBD 0,27 0,32 0,14 0,37 0,35 0,25

VBG 0,3 0,41 0,22 0,28 0,42 0,26

VBN 0,23 0,28 0,09 0,19 0,25 0,17

VBP 0,41 0,32 0,26 0,4 0,5 0,25

VBZ 0,44 0,52 0,23 0,43 0,65 0,32

WP 0,05 0,09 0,04 0,05 0,09 0,06

WRB 0,08 0,06 0,05 0,08 0,11 0,05
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Table 8. Correlation of grammatical frequency average between authors and audience

Author Correlation Author Correlation

Elon Musk 0,99 Donald Trump 0,95

Katy Perry 0,98 Alan Shipnuck 0,99

Michele Dauber 0,99 Floyd Mayweather 0,99

Table 9. Similarities between authors and audiences

Audiences

Author (1) (2) (3) (4) (5) (6) Mean Standard deviation

Elon Musk (1) 0,681% 0,605% 0,629% 0,650% 0,542% 0,536% 0,607% 0,058%

Donald Trump (2) 0,728% 1,068% 0,840% 0,833% 0,893% 0,687% 0,842% 0,135%

Katy Perry (3) 0,712% 0,613% 0,999% 0,811% 0,623% 1,096% 0,809% 0,201%

Alan Shipnuck (4) 0,553% 0,531% 0,738% 0,664% 0,557% 0,573% 0,603% 0,081%

Michele Dauber (5) 0,739% 0,745% 0,731% 0,824% 0,926% 0,672% 0,773% 0,089%

Floyd Maywheather (6) 0,605% 0,542% 0,846% 0,566% 0,473% 1,430% 0,744% 0,360%

5 Conclusion

This paper presented an analysis of the emotional and grammatical writing styles
similarity from authors and their most frequent audiences on microblogs. This
approach used lexicon-based techniques to explore the emotions contained in
tweets and NLP techniques to identify grammatical excerpts.

Once the emotional and grammatical writing styles have very high values,
indicating a strong correlation between authors and audiences, it is possible to
conclude that both authors and audiences share the same writing style. More-
over, the correlation between authors emotions and the most frequent audiences
emotions exhibited in Fig. 3 is high, and as the size of this audience increases,
the lower the correlation becomes, confirming Jim Rohn’s claiming.

This is a crucial issue because it enables the possibility of chatbots to cre-
ate an emotional profile based on the interactions received from people or even
other systems, creating an identity and interacting with the end user in smooth
communication. Combining Generative Adversarial Networks (GANs) and emo-
tional profiles, a new generation of chatbots can create its own “personality”
and generate textual responses that fit its emotional profile.

As future work, it is planned to create a running example of an emotional
chatbot that “learns” the emotional profile from the interactions and communi-
cates according to this profile.
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Abstract. This paper investigates the application of a Convolutional Neural
Network (CNN), AlexNet, on the authentication of paintings by different artists,
including Portuguese painter Amadeo de Souza Cardoso, Chinese painter
Daqian Zhang and Dutch painter Vincent van Gogh. The research is motivated
by the studies on the identification of the works by Amadeo based on the
painter’s brushstroke implementing Machine Learning algorithms combined
with material analysis. The employment of CNN intends to improve the per-
formance of the brushstroke analysis and increase the accuracy while authen-
ticating an artist’ works. The results show that the implementation of AlexNet
produces higher accuracies than its counterparts applying previous brushstroke
analysis. Notably, when Amadeo drawings are included in the testing based on
Amadeo paintings, the accuracies obtained with the original algorithm drop
substantially, whilst the counterparts attained with AlexNet improved consid-
erably. However, when other testing sets are introduced, especially the Chinese
paintings, the accuracies show a great increase with the original algorithm but a
significant decrease with AlexNet. It implies that AlexNet surpasses the tradi-
tional computation through learning by examples; it can potentially solve the
problem of limited number of artworks by a specific artist for training.

Keywords: Neural network � Artificial intelligence �
Convolutional Neural Network � AlexNet � Machine learning � Authentication �
Paintings � Drawings � Art

1 Introduction

1.1 Authentication of Paintings

Although art forgeries have long existed since the Roman period, the booming of the
commercial art market in the 20th Century certainly has stimulated the prosperity of the
art forgery market. It is often the case when some unknown paintings, discovered or
owned by private individuals, entering the market. It is thus quintessential that the
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paintings are authenticated before entering the art market to avoid financial loss for
both the museums and art collectors. Authentication investigation encompasses both
invasive techniques and non-destructive approaches. The former practice is destructive
and therefore not often recommended, particularly on legacies and heritages. As the
field of computer science advances, its application on various areas including the
conservation and restoration of artworks also develops. The implementation of machine
learning techniques is one of the non-invasive approaches to study artworks. The
Conservation and Restauration Department (DCR) of Universidade NOVA de Lisboa
(NOVA) applied machine learning algorithms on the brushstroke analysis of the
paintings by the late Portuguese artist Amadeo de Souza Cardoso, along with material
analysis in order to determine the authenticity of his paintings. Both brushstroke and
material analysis were regarded equally valuable for the purpose of authentication in
the work [1]. Our research is motivated by the afore-mentioned study with the intention
of improving the original method so that it can be implemented to a broader setting.
The present focus is on the implementation of machine learning techniques for the
investigation on the brushstroke.

1.2 Artificial Neural Network (ANN)

In recent years, ANN has been practised in many fields, via the means of classification,
recognition, identification and so on. It is also applied in the art world for artistic
analysis, processing and production. Different from the conventional computing
paradigm, the ANN computing paradigm is inspired by how human brain functions and
performs a type of “brain-style computation” and learns by examples through a
learning process [2]. In general, ANN is composed of input layer, hidden layer and
output layer. The input layer is generally fed with raw information, followed by dis-
tinguishing weights carried with the connections between input and hidden layer, ended
with interactions through weights between hidden layer and output layer. Neural net-
works require a fair number of samples to produce a satisfactory result, usually
thousands to millions. That is, the computation demand is very high, so is the demand
for the quantity of raw information. Nevertheless, one of the major challenges in terms
of analysing artworks using neural networks is the finite number of samples from a
particular artist. Furthermore, many neural networks are designed specifically for object
recognition. Consequently, analysis on artworks applying neural networks currently
appears to be very limited. Our research adopts the pre-designed and pre-trained CNN,
AlexNet, for the identification of paintings so that the results generated by both the
brain-style computation and the conventional computation cited in Montagner’s work
can be compared and evaluated; it might be one of the first works hitherto where neural
networks have been used for the authentication of artworks.
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2 Related Work

2.1 Convolutional Neural Network (CNN)

CNN is a subset of ANN and is a deep learning algorithm. The employment of CNN is
multifaceted; it is however oftentimes utilised for visual imagery analysis by appre-
hending both the spatial and temporal information via a set of pertinent filters [3].
Similar to ANN, CNN is also comprised of a sequence of layers, where the hidden
layer usually consists of one or multiple series of three types of layers; Convolutional
Layer (CONV), Pooling Layer (POOL) and Fully-Connected Layer (FC). Further
layers or operations can be added to or repeated respectively in the hidden layer
depending on the architecture of CNN. Other operations or layers in CNN include
padding, activation function, flatten, soft-max and normalisation among others.
The CONV is performed by the convolution operation through a kernel with a pre-
defined stride from left to right and from top to bottom until a complete parse of the
image length and width. The function of CONV is to extract low level features such as
edges, colour and gradient orientation at lower level layers and more structured rep-
resentation of images at higher level layers. CONV is followed by POOL with the
objective of reducing the number of parameters thus reducing the computation load,
extracting dominant features as well as helping to minimise overfitting. FC uses the full
connections of the output from the previous layer and classifies the output.

2.2 CNN in Identification of Artworks

Although the concept of CNN has been around for some time, the application of CNN
is relatively new particularly in the field of artwork identification. One of the earliest
works on the authentication of artworks employing neural networks is by Marmara
University and Istanbul University in Turkey in 2009 where ANN was applied fol-
lowing the wavelet transform with a high classification accuracy of 88% [4].

Most of the works applying CNN on the artist attribution seem to be more recent;
many are inspired by AlexNet. Almost all were reported to outperform the conven-
tional image classification projects [5]. Bar et al. [6] combined the high-level
descriptors extracted via deep neural network learning AlexNet and Decaf, and low-
level descriptors extracted from conventional image processing and pattern recognition
tools in order to classify the painting styles. The results intended to assess the per-
formances of different combinations of the aforementioned techniques on the classi-
fication of different painting styles. In the work by van Noord et al. [7], the visual
characteristics of artists’ works were learned thus recognised for the purpose of artist
attribution by the implementation of one of CNNs, PigeoNET. The achieved accuracy
was more than 70% when unseen data were tested. PigeoNET corresponds to AlexNet
with an integrated visual component based on the biological visual discernibility of
certain animals like pigeons and honeybees. Tan et al. [8] devised their CNN based on
AlexNet with minor modifications on parameters like stride size and softmax layer.
A better result of 68% in comparison with other research on the same dataset acquired
from Wikiart was attained. Additionally, they considered that the classification of
artworks was more difficult than object and face recognition applying CNN. Hong et al.
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[9] researched on three types of CNN architectures, derived from AlexNet, VGGNet
and VGGNet respectively, and then compared the results with SIFT method, in terms
of art painting identification. One of the three architectures was a smaller version of the
architecture based on VGGNet. Their results showed the smaller version architecture
based on VGGNet had the lowest error rate and outperformed SIFT by 13.6%.

Excluding the widely implemented AlexNet in such field, another CNN specialised
in object detection, ResNet also appears to be an inspiration to many researches in this
topic. For instance, Viswanathan [10] compared three CNN architectures; a simple
CNN with six layers served as a base CNN for comparison, ResNet-18 trained from
scratch, ResNet-18 with transfer learning applying pre-trained weights calculated based
on ImageNet database, both with a further FC for artist prediction. The results showed
that the pre-trained ResNet-18 achieved the best accuracy up to 97% for training
accuracy and 90% for testing accuracy. They affirmed that the deeper the network, the
better the results. Likewise, Lecoutre et al. [11] employed and compared variations of
CNNs: pre-trained AlexNet, pre-trained ResNet-50, retrained ResNet-50 and ResNet-
34. The outcome of their experiments confirmed that the pre-trained models performed
better, especially the pre-trained ResNet-50, and that the deeper the retraining proce-
dure on pre-trained networks, the better the result.

3 Algorithm

In Montagner’s work, the brushstroke was investigated via implementing a series of
conventional machine learning techniques. Our research substitutes completely the
algorithms applied in her work and applies brain-style neural networks to assess the
effects of both approaches on the data, i.e. different artists, styles and genres.

3.1 Application via Scale-Invariant Feature Transform (SIFT)+Gabor

Montagner [1] conducted the brushstroke investigation based on four computation
methods. Only the most representative results generated with the method named SIFT
+Gabor are reported below. The SIFT+Gabor algorithm starts with feature extraction
by assessing images from both positive and negative training sets with keypoints and
descriptors highlighted by SIFT. Blocks centred around the keypoints are then
excerpted from the original training images and rotated accordingly based on the angle
of the keypoint vectors. A set of Gabor features are hence obtained from those blocks
after being filtered with 24 Gabor filters of 4 scales and 6 orientations respectively. K-
Means++ clustering is applied on the Gabor features to generate a series of centroids,
which are used to generate a bag of features. The number of centroids evaluated by
Montagner is 100, 200, 400, 1000, 1200, 1400, 1600 and 2000 respectively. For each
number of centroids used, half are derived from the positive set and half from the
negative set. The bag of features is then processed with Term Frequency-Inverse
Document Frequency (TF-IDF) in order to evaluate the frequency of centroids and
balance the difference between positive and negative number of terms. The resulting
bag of features is thus processed applying a Regularised Least Squares Classifier
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(RLSC) to produce classifiers with relevant coefficients, which will be then used to
evaluate the test data. The block diagram of the SIFT+Gabor method is illustrated in
Fig. 1.

3.2 Application via AlexNet

The CNN applied in our research is the pre-designed and pre-trained deep learning
CNN, AlexNet, created by Krizhevsky et al. [5]. AlexNet [5] is composed of eight
layers with the first five layers as CONV, some of them are followed by Max Pooing
Layer, where the maximum value is returned from the output of the previous CONV,
and the last three layers as FC. In comparison with other CNNs, more kernels are used
in each layer and stacked in CONV. Kernel sizes are of 11 � 11, 5 � 5 and 3 � 3
with the depth of 3, same as the depth of RGB image that applied for the training of
AlexNet. ReLU activation function is applied after each of the CONV and FC. AlexNet
was initially devised for object classification being implemented on ImageNet database.
The resolutions of the images are various; whereas AlexNet requires image input of a
fixed resolution 227 � 227. Hence, all images are downsampled and cropped out by
size 227 � 227 from the central area.

The artists that we studied in our research only left limited number of artworks.
Subsequently, preprocessing on the original image for the objective of data augmen-
tation is necessary for our study. The following data augmentation method was applied
for the training data: random area crop, random scale between 10% and 100%, random
X/Y reflection (mirroring), random rotation between 0° and 360°. Initially random X/Y
translation with ±30 pixels were also applied and processed. However, the nature of
random area cropping and random translation is similar and, depending on the pre-
processing order, translation can yield sections beyond the limits of the image which
may introduce unusable information thereby reducing the amount of usable data. The
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Fig. 1. Block diagram of SIFT+Gabor method
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attained results produced lower accuracy than the ones obtained without translation.
Therefore, the results with translation operation are not included in this paper. For
testing, the data are not augmented. However, due to the requirement of the input size
227 � 227 for AlexNet, the testing data have to be cropped as well. For the purposes
of this research the central area of the image has been used, as generally this contains
the most prominent information of the whole image. Moreover, some of testing images
have an irregular outline which discards the use of random cropping for the testing
image as this might contain blank useless information. As a result, only the blocks
cropped from the centre of the original images in the testing data instead of the full
images were evaluated for the time being. In this paper, the results are only conveyed
by affirmation of either negative or positive instead of the probability of the artwork
belonging to a particular artist or another.

4 Data

Our research systematically evaluated three groups of databases concerning the Por-
tuguese artist Amadeo de Souza Cardoso, the Chinese painter Daqian Zhang and the
Dutch painter Vincent van Gogh respectively. The first group of datasets comprises the
same data applied in Montagner’s work and, is considered as the reference data. It
consists of only paintings of Amadeo as well as his contemporaries such as Gino
Severini, Sonia and Robert Delaunay and Jose Almada Negreiros. They include 200
Amadeo paintings published in Catalogue Raisonné Amadeo de Souza Cardoso pin-
tura, used as the positive dataset, as well as 109 Amadeo contemporary paintings
displayed mostly in the exhibition Amadeo de Souza-Cardoso-Diálogo de Vanguardas,
used as the negative dataset. Approximately half of the data from each dataset are used
to attain the Amadeo classifier with SIFT+Gabor, as well as to train the neural networks
with AlexNet. In addition to the paintings analysed in Montagner’s work, we studied a
further set of 39 Amadeo drawings obtained from Calouste Gulbenkian Museum. Out
of the collection of drawings, 29 are loose drawings with distinctive styles; the medium
applied on most of them is watercolour. Another 10 drawings are extracted from the
manuscript La Légende de Saint-Julien L’hospitalier; they are selected because they are
primarily drawings without text so that they can be used as a part of the Amadeo
drawings database. Examples of Amadeo paintings and drawings are shown in Figs. 2,
3 and 4.

Fig. 2. Sample Amadeo paintings
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The second group of datasets were bestowed by the Pennsylvania State University.
This dataset is composed of a total of 1177 images of 23 renowned traditional Chinese
painters like Baishi Qi, Daqian Zhang, Banqiao Zheng. Chinese paintings are very
different from Western painting style and have very distinguishing brushstrokes
throughout the painting. A majority of them also use very extensively the calligraphy
and stamps in the paintings; oftentimes almost half of the paintings are covered with
calligraphy and stamps. In order to maximise the amount of the actual paintings with
content and brushstrokes, and minimise the amount of text with calligraphy and
stamps, manual selection is carefully performed resulting in a dataset of 91 paintings by
the Chinese painter Daqian Zhang. They are applied in the negative dataset for the
Amadeo classifier and Amadeo AlexNet in order to evaluate the performance of the
two computation paradigms. Examples of Chinese paintings are shown in Fig. 5.

The third group of datasets is a database of paintings by van Gogh and his con-
temporaries obtained from van Gogh museum. The total of 210 van Gogh paintings are
used in the negative dataset for Amadeo classifier and Amadeo AlexNet for the purpose
of comparison. Sample van Gogh paintings are displayed in Fig. 6.

Fig. 3. Sample Amadeo drawings (loose)

Fig. 4. Sample Amadeo drawings from La Légende de Saint-Julien L’hospitalier

Fig. 5. Sample Chinese paintings
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Due to the complexity of the numerous datasets, classifiers and neural networks,
notations are applied respectively as follows: Amadeo paintings trained with SIFT
+Gabor is noted as Amadeo Classifier; Amadeo paintings trained with AlexNet is noted
as Amadeo AlexNet. The results obtained via classifier and AlexNet retrained on
Chinese paintings and van Gogh paintings respectively are not reported due to the size
requirement of the paper. Amadeo paintings – AP; Amadeo contemporary paintings –
ACP; Amadeo drawings – AD; Chinese paintings – CP; van Gogh paintings – VGP;
van Gogh contemporary paintings – VGCP.

5 Results and Discussion

The datasets applied in Montagner’s work are considered as reference datasets and are
shown in Table 1. The resulting accuracies acquired are thus noted as reference
accuracy and used for comparison with accuracies attained with other testing datasets.
It can be found that although the training data and testing data are the same, the
accuracy of 75.00% applying AlexNet is evidently higher than the accuracies resulting
from the original algorithm (SIFT+Gabor Ref Accuracy). This suggests CNN does
perform better than the conventional method in this particular case.

When the 29 Amadeo drawings are introduced in the testing set, the accuracy
obtained with AlexNet shows even higher accuracy of 76.30% and 82.76% (Table 4)
than when the 29 Amadeo drawings are excluded from the testing set (Table 2), whilst
the accuracies obtained from the conventional computation actually dropped signifi-
cantly to only around 65% and 40% (Table 4). Particularly when the 29 Amadeo
drawings are included alone, AlexNet achieved a substantial improvement on accuracy
from about 40% to 82.76%. Although the medium applied on the 29 Amadeo drawings
are mostly watercolour, the styles differ from each other. The authors consider that the
styles of the 29 Amadeo drawings still resemble a lot of styles of Amadeo paintings.
This might be one of the reasons that AlexNet works so well on the identification of the

Fig. 6. Sample van Gogh paintings

Table 1. Reference training and testing sets for Amadeo paintings

Ref test Positive Negative

Ref training set 105 AP 60 ACP
Ref testing set 95 AP 49 ACP
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29 Amadeo drawings since it functions like a human brain and discerns objects through
learning by examples. Unlike Amadeo Classifier, AlexNet does not seem to need
retraining with drawings only in order to correctly identify Amadeo drawings. This can
potentially solve the problem of finite number of artworks by a particular artist for
training (Table 3).

Unexpectedly, when a further 10 Amadeo drawings selected from the manuscript
La Légende de Saint-Julien L’hospitalier are included in the testing, the accuracy tested
via AlexNet dropped to 69.23% (AlexNet Accuracy 2.2) in comparison with when the
10 drawings are not included in the testing (AlexNet Accuracy 1.2), although the
authors consider those 10 drawings also simulate one style of Amadeo paintings.
Nevertheless, the result obtained through AlexNet is still significantly higher than the
results obtained through original algorithm which are only around 45% (Accuracy 2.2)
(Tables 5 and 6).

Table 2. Reference accuracy for Amadeo paintings

SIFT+Gabor classifier AlexNet
Number of words 100 200 400 1000 1200 1400 1600 2000 N/A

Ref accuracy 70.83 66.67 65.97 70.14 70.83 70.83 73.61 71.53 75.00

Table 3. Training and testing sets for Amadeo paintings and 29 Amadeo drawings

Test 1.1 Test 1.2
Positive Negative Positive Negative

Training set 105 AP 60 ACP 105 AP 60 ACP
Testing set 95 AP + 29 AD = 124 49 ACP 29 AD 49 ACP

Table 4. Accuracies for Amadeo paintings and 29 Amadeo drawings

SIFT+Gabor classifier AlexNet
Number of words 100 200 400 1000 1200 1400 1600 2000 N/A

Accuracy 1.1 65.90 63.01 62.43 65.32 66.47 66.47 68.79 67.05 76.30
Accuracy 1.2 50.00 43.59 41.03 41.03 42.31 42.31 38.46 39.74 82.76

Table 5. Training and testing sets for Amadeo paintings and 39 Amadeo drawings

Test 2.1 Test 2.2
Positive Negative Positive Negative

Training set 105 AP 60 ACP 105 AP 60 ACP
Testing set 95 AP + 29 AD + 10 AD = 134 49 ACP 29 AD + 10 AD = 39 49 ACP
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On the other hand, when the paintings of Chinese artist Daqian Zhang are intro-
duced in the testing applying Amadeo Classifier and Amadeo AlexNet trained with
only Amadeo paintings, the accuracies obtained through AlexNet dropped considerably
to as low as 13% (AlexNet Accuracy 3.3) in comparison with the previous testing sets,
whilst the counterpart accuracies obtained from the original algorithm instead increased
remarkably to more than 90% (SIFT+Gabor Accuracy 3.3). It clearly shows that
original method derives features from brushstroke. Since the brushstrokes of Chinese
paintings are very different from Amadeo paintings, they are mostly correctly classified
as negative, hence the accuracies increased. Contrarily, neural networks require
learning by examples. Amadeo AlexNet is trained with only Amadeo paintings and
without any examples of Chinese paintings. It is therefore expected that the networks
are unable to discern appropriately the Chinese paintings (Tables 7 and 8).

Similarly, when van Gogh paintings substitute the Chinese paintings in the testing
applying Amadeo Classifier and Amadeo AlexNet, the accuracies resulted from
AlexNet dropped as well when being compared with the accuracies obtained via the
original algorithm (Table 10). The phenomenon can also be explained in a similar
manner as when the Chinese paintings were applied earlier. Nevertheless, the decline of
accuracies is not as significantly as the previous situation with Chinese paintings. After
all, the accuracies acquired from both approaches are low in both situations. This

Table 6. Accuracies for Amadeo paintings and 39 Amadeo drawings

SIFT+Gabor classifier AlexNet
Number of words 100 200 400 1000 1200 1400 1600 2000 N/A

Accuracy 2.1 64.48 61.75 62.84 65.03 66.67 65.57 68.31 66.67 73.77
Accuracy 2.2 48.86 43.18 44.32 43.18 45.45 43.18 40.91 42.05 69.23

Table 7. Training and testing sets for Amadeo paintings and 91 Chinese paintings

Test 3.1 Test 3.2 Test 3.3
Positive Negative Positive Negative Positive Negative

Training set 105 AP 60 ACP 105 AP 60 ACP 105 AP 60 ACP
Testing set 95 AP 49 ACP + 91

CP = 140
0 49 ACP + 91

CP = 140
0 91 CP

Table 8. Accuracies for Amadeo paintings and 91 Chinese paintings

SIFT+Gabor classifier AlexNet
Number of words 100 200 400 1000 1200 1400 1600 2000 N/A

Accuracy 3.1 75.32 78.30 75.32 78.30 79.15 78.30 81.70 79.15 51.06
Accuracy 3.2 72.86 77.86 72.14 73.57 74.29 72.86 73.57 72.14 24.29
Accuracy 3.3 82.42 96.70 90.11 91.21 92.31 90.11 94.51 91.21 13.19
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confirms once again that AlexNet learns by examples since Amadeo AlexNet was
trained without any samples of van Gogh paintings (Table 9).

6 Conclusion and Future Work

Our research methodically assesses the conventional computation applying SIFT
+Gabor and the brain-style computation with AlexNet trained respectively on Amadeo
painting database, van Gogh painting database and Chinese painting database. The
results corroborate the presumption that the performance of neural networks surpasses
the traditional machine learning algorithms when samples are learned by the networks.
Even with a limited number of samples from the database for training and a small
cropped area for testing, AlexNet still outperforms the original algorithm. Without
learning on the examples, especially samples with a very different artist, style or genre,
AlexNet can fail to correctly classify the data. It appears that Amadeo drawings do not
need to be retrained for classification with AlexNet; unlike the situation with the
original brushstroke analysis, Amadeo drawings can be identified very well with
AlexNet trained with only Amadeo paintings. It could be an advantage for the
authentication of an artist’s work when the number of his/her artworks is rich with one
class but limited with another class.

Our current work is still on trial period of applying CNN for the identification of
artist’s works and therefore improvement and development on the algorithms of deep
learning is necessary. The neural networks usually necessitate large databases for
training. Excluding the data augmentation methods applied in our research, more data
augmentation techniques for the interest of improving further the results is still in
consideration. Splitting testing images into more cropped areas is being explored at the
time the present paper is being written. Our results proved to be superior than the
conventional algorithm although the accuracy is obtained only on the cropped central

Table 9. Training and testing sets for Amadeo paintings and 210 van Gogh paintings

Test 4.1 Test 4.2 Test 4.3
Positive Negative Positive Negative Positive Negative

Training set 105 AP 60 ACP 105 AP 60 ACP 105 AP 60 ACP
Testing set 95 AP 49 ACP + 210

VGP = 259
0 49 ACP + 210

VGP = 259
0 210

VGP

Table 10. Accuracies for Amadeo paintings and 210 van Gogh paintings

SIFT+Gabor classifier AlexNet
Number of words 100 200 400 1000 1200 1400 1600 2000 N/A

Accuracy 4.1 57.34 57.34 53.67 50.00 52.54 52.26 50.28 52.82 46.61
Accuracy 4.2 49.42 49.42 44.02 37.07 40.15 39.77 34.36 39.38 30.50
Accuracy 4.3 48.10 50.95 45.24 36.19 40.00 39.52 34.29 40.00 27.14
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area, further examination by evaluating the classification of all the cropped areas of a
single test image to calculate a final accuracy on the entire image can be explored.
Other pre-defined CNNs like GoogLeNet, ResNet, VGGNet with more layers or self-
designed CNN are also being experimented or considered for future work.
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Abstract. Missing data is a problem found in real-world datasets that
has a considerable impact on the learning process of classifiers. Although
extensive work has been done in this field, the MNAR mechanism still
remains a challenge for the existing imputation methods, mainly because
it is not related with any observed information. Focusing on healthcare
contexts, MNAR is present in multiple scenarios such as clinical trials
where the participants may be quitting the study for reasons related to
the outcome that is being measured. This work proposes an approach
that uses different sources of information from the same healthcare con-
text to improve the imputation quality and classification performance
for datasets with missing data under MNAR. The experiment was per-
formed with several databases from the medical context and the results
show that the use of multiple sources of data has a positive impact in
the imputation error and classification performance.

Keywords: Missing data · Missing Not At Random ·
Missing mechanisms · Healthcare data · Data context ·
Data imputation

1 Introduction

Missing data can be defined as the lack of information in one or several features
of a dataset, which can create additional difficulties on the learning process of
classifiers. The cause behind the missing values is usually described by one of
three missing mechanisms [1,3,10]:

– Missing Completely At Random (MCAR), which occurs when the values
are randomly missing and, as consequence, the cause is not related to any
observed or unobserved values;
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– Missing At Random (MAR), which occurs when the missing values are related
with observed values (i.e., a strong correlation exists between the features);

– Missing Not At Random (MNAR), which occurs when the missing values are
related with themselves or with other unobserved values.

This missing data issue is often addressed with imputation strategies that gener-
ate new plausible values for the missing ones based on the existing data. However,
the imputation methods often produce bad results when the missing mechanism
is MNAR [4], which is natural since this mechanism is related to unobserved data.
Moreover, a context where the MNAR mechanism is often found is the medical
one. As an example, an hospital can be conducting a study that requires people
to report how many cigarettes they smoke each day. Considering that smoking
has a negative impact in the study results, people that smoke a lot may hide
this information from the surveys. However, this data may exist in other datasets
from other hospitals or even other different sources (e.g. a life insurance survey
may ask the same question).

To improve the imputation for the MNAR mechanism other sources of infor-
mation of the same context can be used to help complete the missing values,
since these sources may contain the related unobserved data. Having this idea
in mind, the following research questions can arise:

– Could the error of the imputation methods used to generate missing values
under the MNAR mechanism decrease if they use more information of the
same data context?

– Could the performance of the classifiers trained by this imputed data improve
their precision and recall?

This paper presents an experimental design that aims to answer these
research questions. The data processing steps and the experimental pipeline are
described with detail. The simulation results show that using other sources of
information from the same context reduces the imputation error. Moreover, the
classification performance is not biased by this imputation, and in fact improves
with a statistical significance of 5%.

The remainder of the paper is organized in the following way: Sect. 2 presents
related works that also address the imputation for the MNAR mechanism, Sect. 3
describes the design of the experiment, Sect. 4 presents the obtained results and
their discussion, and Sect. 5 the conclusions and future directions of this work.

2 Related Work

In this section a set of recent works that have addressed the MNAR mechanism
are briefly described.

Olsen et al. [8] proposed an experimental study to assess the quality of the
imputation performed by several methods in missing values under the MNAR
mechanism, using data from controlled trials of knee osteoarthritis. A custom
multiple imputation regression method is the one that presents the best results
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with MSE values between 7.2 and 9.1 comparing to values between 8.5 and 13.7
for the second best method. Wolkowitz and Skorupski [13] performed an exper-
imental study where missing values of multiple-choice items are imputed with a
multiple imputation of the Multiple-Choice Model, being the missing data gener-
ated for all mechanisms, including MNAR. The results are presented through the
mean bias between the obtain p-values, and they considerably good for MCAR
and MAR (near 0) but worse for MNAR (between 0.0056 and 0.0422). Valdiviezo
and Van Aelst [12] presented a study where single and multiple imputation meth-
ods are applied to medical datasets of different sub-contexts (breast cancer sur-
vival, heart disease, etc.) with simulated missing values under all mechanisms.
The results show that in general the multiple imputation approaches (Multi-
ple Imputation by Chained Equations and Multiple Imputation by Sequential
Regression Trees) are the best, but the worst results are always under the MNAR
mechanism, especially when the missing rate is greater than 20%, presenting
sometimes more than the double of the imputation error. Van Kuijk et al. [7] pre-
sented an experimental study where the method Multiple Imputation by Chained
Equations is compared with ignoring the observations containing missing val-
ues, using an epidemiological dataset with missing data under all mechanisms.
The results show that the multiple imputation method presents the best results
under MAR and MCAR, but with MNAR the case deletion approach presents
the best results. Garciarena and Santana [5] introduced a statistical significance
study focused on the interactions between the missing mechanism, the imputa-
tion method and the classification algorithms used with the imputed data. The
study considers several sources of data, including medical ones (e.g. a diabetic
dataset). The results regarding the imputation methods are presented by show-
ing the number of times they were significantly better than the others for each
missing mechanism, and MNAR displayed the worst and more biased results
when compared to MCAR and MAR.

In conclusion, the described studies show that the MNAR mechanism is the
one that consistently presents the worst results, which is not a surprise because of
this mechanism nature, as previously described. Although these studies address
missing values under MNAR, the use of multiple sources was never explored by
the authors, which makes it a novel aspect in this work. Considering the relation
of the missing values with unobserved data, the fusion of different databases
can mitigate the MNAR assumptions and, to some extent, transform them into
MAR. Moreover, this scenario is realistic since nowadays the amount of data
distributed in different points is quite considerable, particularly in the healthcare
context.

3 Experimental Design

An experimental design was proposed to prove the impact of using different
sources of the same data context in the imputation quality and classification
performance. The imputation evaluation is assessed through the Root Mean
Square Error (RMSE) metric and the classification evaluation through the F1
score. In the experiment the following variables were considered:
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– Features Similarity Rate (FSRate), which indicates the percentage of equal
features that the datasets must have to be properly combined, and has the
values 40%, 50%, 60% and 70%;

– Number of datasets (NumDatasets), which indicates how many datasets are
being combined, and the values can vary between 1 and 5 (for the imputation
evaluation the value 1 is discarded since no missing values exist, which leads
to a constant RMSE value of 0);

– Imputation algorithms (Algorithm), which are the methods that generate the
plausible values to replace the missing ones, and the algorithms used are the
Mean Imputation, Multivariate Imputation by Chained Equations (MICE),
K-Nearest Neighbors (KNN) Imputation, SoftImpute (SI) and Support Vector
Regression (SVR).

Based on the presented variables, an experimental setup with the following
pipeline of tasks was proposed (see Fig. 1):

– A given database with F features and O observations is divided in N smaller
datasets:

• The observations are randomly divided in equal parts for all datasets,
which means that each one will contain O

N rows;
• A percentage of the features is kept equal for all datasets (FSRate). These

FSRate ∗ F features are chosen randomly from the total. The remaining
features will only exist in one of the smaller datasets and are assigned
sequentially and circularly.

– Each smaller dataset is combined gradually with the remaining ones by being
concatenated with each one through N − 1 iterations (e.g., for N = 4 the
combinations for the first smaller dataset would be {D1,D2}, {D1,D2,D3}
and {D1,D2,D3,D4} over three iterations). This entire process is repeated
N times, one for each of the datasets, and the final results are an average of
these repetitions;

– Since all datasets have a set of features that are unique, the combination
of two datasets generates missing values under MNAR for those features on
the resulting dataset. Therefore, for each of the combinations described in the
previous item, the missing values are predicted using 5 imputation algorithms,
being the quality evaluated through the RMSE:

• Mean Imputation, that uses the mean of the features to fill in the missing
values;

• Multivariate Imputation by Chained Equations (MICE) with 100 itera-
tions, which uses a multiple imputation approach to create several regres-
sion models for the missing features based on the complete ones [2];

• K-Nearest Neighbors (KNN) Imputation with K = 1, which finds the
nearest neighbor through the Euclidean distance and uses its value of the
missing feature to fill in the observation [9];

• SoftImpute (SI), which is a matrix completion method based on nuclear-
norm regularization [6];

• Support Vector Regression (SVR), which is an adaptation of the well-
known Support Vector Machines that can be applied for regression
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instead of classification, and it was configured with a RBF kernel and
γ = 1

#Features [11].
– The datasets imputed by each of the described algorithms are also used to

train a classifier with the purpose of evaluating the impact of the imputation
in the learning capabilities of the model. In this experiment a Decision Tree
was used since it is widely applied in healthcare contexts for interpretabil-
ity and explainability reasons. The quality of the classification is evaluated
through the F1 score using hold-out validation (75% of the data for training
and 25% for testing).

Fig. 1. Pipeline of tasks for the experiment.

As stated before, merging the small datasets generates MNAR values because
these missingness of a specific dataset is related with the information of the
remaining ones. In other words, the missing values are related with the unob-
served data that is being merged, and therefore are MNAR. The fusion approach
here proposed is an attempt to mitigate the MNAR assumptions by transform-
ing the MNAR mechanism into MAR, since the unobserved data will become
observed after the fusion process. For that reason, the state-of-the-art impu-
tation algorithms should now provide better and less biased results. Moreover,
since the small datasets are generated from a complete one, the ground truth is
available for error and accuracy calculations.

To reduce bias and mitigate stochastic behaviors the described pipeline is
executed 100 times, being the average of the 100 results considered for analysis
purposes. The pipeline was implemented through several Python scripts using
the Pandas1 framework to process the data and the scikit-learn2 and fancy-
impute3 frameworks to assist the implementation of the imputation methods
and the classifier. The experiment was conducted using 15 public databases of
the medical context, available on the UCI4 and Kaggle5 repositories, that cover
a variety of pathologies: ctg 2c, bc coimbra, breast tissue 2c, cleveland 0 vs 4,
dermatology 6, ecoli, parkinson, pima, relax, spectf, thyroid 3 vs 2, transfusion,
1 Available at https://pandas.pydata.org/.
2 Available at https://scikit-learn.org/stable/.
3 Available at https://github.com/iskandr/fancyimpute.
4 Available at https://archive.ics.uci.edu/ml/datasets.html.
5 Available at https://www.kaggle.com/.

https://pandas.pydata.org/
https://scikit-learn.org/stable/
https://github.com/iskandr/fancyimpute
https://archive.ics.uci.edu/ml/datasets.html
https://www.kaggle.com/
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vertebral 2c, wisconsin and wpbc. These databases have a number of observa-
tions between 106 and 2126, and a number of features between 4 and 44.

4 Results and Discussion

Starting the analysis by the imputation quality, the RMSE results obtained from
the experiment are presented in Table 1. These results show that the imputation
error increases a small amount when the number of combined datasets increases,
being the best results always when 2 datasets are combined. However, it is import
to consider that, for each dataset added in the combinations, the amount of
missing values increases the number of observations times the number of new
unique features. This means that the error increase is not proportional to the
growth in the missing values. Therefore, to proper analyze the error, the ratio of
RMSE results by missing value must be considered. Table 2 presents this ratio
for the best RMSE results of each database, along with the average number
of missing values that is presented in Table 3 for each combination of datasets.
These results show that the lowest RMSE ratio is obtained when 5 datasets are
combined. Moreover, this ratio decreases when the number of combined datasets
increases, which is a clear indication of the improvements in the imputation by
the use of external information. Therefore, it is possible to conclude that the
use of more information of the same medical context improves the imputation
of missing values under MNAR.

Analyzing the classification performance, the F1 score results for the Decision
Tree classifier are presented in Table 4. For all the 15 databases, the best F1
score appears almost always when the number of datasets combined is 5 (the
maximum). Moreover, the results also show that the classification performance
increases gradually when the number of combinations of datasets also increases.
To ensure that these results were statistically significant, the Friedman test was
applied with a significance level of 5%. The treatment variable used was the
number of datasets and the block variable was the imputation algorithm. This
means that, although the p-values exist only for the number of datasets, the
effect of the imputation algorithm is taken into account in them and is not being
neglected. The inference was made individually for each value of the feature
similarity rate, and the results are presented in Table 5. The p-values show that
the number of datasets combined have an impact on the F1 scores in 13 of the
15 databases.

To understand when the differences between the F1 score results obtained
using a single dataset and the ones obtained using the combinations of 2, 3,
4 and 5 datasets were statistical significance, the post hoc Nemenyi test was
applied. Table 6 presents the results and they show that in general the statistical
significance only exists when the number of datasets combined is 4 or 5, which
reinforces the results previously described6. Therefore, it is possible to conclude
6 Although the Nemenyi test p-values are two-tailed, it is possible to ensure that these

results always reflect improvement in the F1 scores by cross-analyzing them with the
ones from Table 4.
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Table 2. Best RMSE result for each combination of the number of datasets divided
by the average number of missing values and applied to all the 15 databases. Each cell
presents the ratio of the RMSE by missing value. The bolded results are the best for
the 15 databases.

Num. Datasets
Database

2 3 4 5

ctg 2c 0.00452 0.00162 0.00086 0.00055
bc coimbra 1.25788 0.52737 0.30747 0.21074

breast tissue 2c 45.83089 20.84623 13.18806 9.82743
cleveland 0 vs 4 0.13310 0.05112 0.02895 0.01893
dermatology 6 0.00377 0.00143 0.00078 0.00052

ecoli 0.00119 0.00038 0.00020 0.00014
parkinson 0.08946 0.03461 0.01956 0.01295

pima 0.10580 0.03786 0.02077 0.01454
relax 0.00287 0.00097 0.00050 0.00032
spectf 0.01721 0.00627 0.00324 0.00200

thyroid 3 vs 2 0.00027 0.00009 0.00005 0.00003
transfusion 0.63757 0.27261 0.17781 0.13361
vertebral 2c 0.15313 0.05406 0.03164 0.02353
wisconsin 0.00660 0.00227 0.00119 0.00078
wpbc 0.11311 0.04561 0.02640 0.01766

Table 3. Average number of missing values for each combination of the number of
datasets and applied to all the 15 databases.

Num. Datasets
Database

2 3 4 5

ctg 2c 1892 5611 10775 17009
bc coimbra 49 143 273 418

breast tissue 2c 44 131 250 382
cleveland 0 vs 4 101 298 559 867
dermatology 6 485 1417 2764 4512

ecoli 117 369 694 1009
parkinson 176 519 1012 1599

pima 276 858 1677 2459
relax 94 278 536 838
spectf 455 1366 2661 4327

thyroid 3 vs 2 625 1851 3553 5626
transfusion 217 642 1007 1348
vertebral 2c 99 310 549 744
wisconsin 286 845 1614 2460
wpbc 242 717 1410 2337
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Table 5. P -values of the Friedman test for the F1 score, using the number of datasets
as the treatment variable and the imputation algorithm as the block variable, and
obtained individually for each feature similarity rate. The bolded p-values are the
statistical significant ones, assuming a significance level of 5%.

FSRate
Database

40% 50% 60% 70%

ctg 2c 0.001 0.000 0.000 0.000
bc coimbra 0.001 0.001 0.001 0.001

breast tissue 2c 0.001 0.001 0.001 0.000
cleveland 0 vs 4 0.000 0.001 0.000 0.001
dermatology 6 0.001 0.000 0.001 0.000

ecoli 0.000 0.000 0.000 0.000
parkinson 0.000 0.000 0.000 0.000

pima 0.193 0.023 0.291 0.161
relax 0.364 0.218 0.142 0.051
spectf 0.000 0.000 0.000 0.000

thyroid 3 vs 2 0.205 0.015 0.001 0.001
transfusion 0.039 0.003 0.015 0.013
vertebral 2c 0.000 0.002 0.001 0.002
wisconsin 0.092 0.001 0.001 0.000
wpbc 0.218 0.010 0.001 0.001

that the use of more information of the same medical context for the imputa-
tion of missing values under MNAR has a positive impact on the performance
of the Decision Tree classifier. The use of more information could also be in
part responsible for the improvements, but the main conclusion here is that the
imputation was well performed, otherwise it would have a negative impact in
the classification results.

Table 6. Number of times where the difference between the F1 score for num.
datasets = 1 vs num. datasets = 2, 3, 4, 5 was statistical significant, according to the
p-values of the post hoc Nemenyi test and assuming a significance level of 5%. The
frequencies are presented individually for each value of the features similarity rate.

FSRate
ND 40% 50% 60% 70%

2 0 0 0 0
3 0 1 0 0
4 9 10 10 12
5 9 13 13 13

Finally, an analysis of the results obtained from the imputation algorithms
was also conducted, since they also have an impact on the study (the Friedman
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test was also used to prove this, but the p-values are not presented here for
lack of space). Table 7 shows how many times each algorithm was the best. The
results show different but consistent values for the classification and imputation
evaluation. For the imputation the MICE algorithm clearly outperformed the
remaining methods, but for the classification the KNN presented the best results.
A possible explanation for this difference is that MICE creates several regressions
based on all complete data, and therefore is able to generate values that better
represent the overall population and that are more close to real ones. On the
other hand, the KNN obtains the observation more similar to the one that is
being imputed, which means that the generated value is a copy of the other value,
and this benefits the classification because the dispersion of the observations
reduces and the classifier is able to define the “boundaries” between the labels
more easily.

Table 7. Number of times that each imputation algorithm presented the best results
for each number of datasets. The frequencies are presented individually for the F1 score
(left) and the RMSE (right).

F1 Score RMSE
ND AL1 AL2 AL3 AL4 AL5 AL1 AL2 AL3 AL4 AL5

1 5 18 15 11 11 – – – – –
2 6 5 25 12 12 12 34 1 4 9
3 13 6 20 7 14 13 34 3 2 8
4 14 7 20 6 13 14 34 3 0 9
5 21 5 14 6 14 14 34 3 0 9

Sum 59 41 94 42 64 53 136 10 6 35

Algorithms Legend - AL1: Mean, AL2: MICE, AL3: KNN, AL4: SI, AL5: SVR

5 Conclusions

Missing data is a problem often found in real-world datasets and, although sev-
eral works have been published in this field, the MNAR mechanism is still the
one less addressed and with worst results. Considering the nature of MNAR,
this work tries to prove if using multiple sources of information from the same
data context helps improving the imputation of MNAR missing values, using
only medical databases. The results show that when the number of datasets
increases the RMSE values increase just a small amount, which is a considerable
improvement when the ratio of RMSE by missing value is considered. Moreover,
the results also show that the precision and recall of the Decision Tree classifier
increase and are not negatively biased by the imputation when more information
is added, particularly when at least 4 datasets are combined, and the results are
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statistically significant with a significance level of 5%. Moreover, the use of the
MICE algorithm for the imputation benefits its error and the KNN algorithm
is the best for the classification performance. In the future the study should be
extended to include more databases from different data contexts and more clas-
sifiers of different natures, in order to allow a generalization of the results for
these scenarios.
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Abstract. Smartphones are increasingly present in human’s life. For
example, for entertainment many people use their smartphones to watch
videos or listen to music. Many users, however, stream or play videos
with the intention to only listen to the audio track. This way, some bat-
tery energy, which is critical to most users, is unnecessarily consumed
thus and switching between video and audio can increase the time of
use of the smartphone between battery recharges. In this paper, we
present a first approach that, based on the user context, can automati-
cally switch between video and audio. A supervised learning approach is
used along with the classifiers K-Nearest Neighbors, Hoeffding Trees and
Naive Bayes, individually and combined to create an ensemble classifier.
We investigate the accuracy for recognizing the context of the user and
the overhead that this system can have on the smartphone energy con-
sumption. We evaluate our approach with several usage scenarios and
an average accuracy of 88.40% was obtained for the ensemble classifier.
However, the actual overhead of the system on the smartphone energy
consumption highlights the need for researching further optimizations
and techniques.

Keywords: Human Activity Recognition · Machine learning ·
Mobile applications · Supervised learning · Smartphones ·
Mobile sensors

1 Introduction

Human Activity Recognition (HAR) (see, e.g., [1]) aims to recognize the activi-
ties performed by humans through the analyses of a series of observations using
sensors, e.g., carried by users. Smartphones include built-in sensors, such as
accelerometer and gyroscopes, that make possible for these devices to recognize
the activities performed by users, i.e., to implement mobile HAR systems.
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HAR systems need to consider various aspects, such as power and energy con-
sumption, processing requirements, accuracy and overall system overhead. Main
HAR tasks include data acquisition (sensing), preprocessing, feature extraction
and either training or classification. At the end, it results in a model capable of
detecting meaningful patterns.

Smartphone-based HAR systems can be split into two types. The first one
is online activity recognition, in which the learning and recognition processes
are carried out in real-time and locally on the smartphones. The second type
is offline activity recognition, in which the learning process is carried out in
non-real-time while the recognition process is in real-time [3].

Despite the significant advances in mobile computing, smartphones continue
to have limited resources [2]. With the Today’s number of applications and
functions on smartphones, those resources run out quickly and thus schemes to
save energy consumption are very important. One example of wasting of energy
is the fact that many users only want to hear the audio track associated with a
video, but still play and/or stream the video.

In order to address this problem, this paper presents a method which, based
on real-time machine-learning based recognition of the user’s context, can dis-
tinguish, in some contexts, whether the user is watching a video or listening to
audio and automatically switch between video and audio according to the output
of the real-time recognition.

This paper is organized as follows. Section 2 presents the motivation behind
this work. Section 3 describes the scenarios considered and Sect. 4 presents the
implementation of the desktop and of the mobile software prototype. Then,
in Sect. 5 we show experimental results and finally, in Sect. 6 we draw some
conclusions and summarize possible future work.

2 Motivation

Switching from video to audio sources in smartphones, and when users play
videos and are only interested in the audio track, may provide energy savings.
We conducted several experiments in order to evaluate the energy consumption
associated to play video or audio. In those experiments, we monitored the battery
level while playing media files stored locally and on a streaming platform.

For example, in one experiment we used a video of a show with the duration
of 2 h. The file was split into mp4 (590 MB) and mp3 (165 MB) formats. For
measurements on the streaming platform, we used a normal YouTube video and
another one with the whole video frames in black. Figure 1 shows the energy
consumption measurements obtained. The results show that playing the original
video file consumes more battery when compared to the respective audio file
(i.e., represented in this experiment by the one with all frames in black).

Assuming that the user starts playing the video when the battery level is at
100% and continues playing until the battery level reaches 0%, and the battery
discharge is linear along the time, when switching to the audio file the user would
profit by an additional 2.22 h of battery life. The two charts in Fig. 1 illustrate
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Fig. 1. Battery consumption during playback of a video and audio file locally (left
chart) and on a streaming platform (right chart). The results show a ladder effect due
to the one unit resolution, and whenever a battery level drops by 1% a step is presented.

that in the case of the use of video streaming platforms, the smartphone energy
consumption associated with the play of video files is even higher than when
playing audio files (due to the energy needed for network communications).

The experiments show that switching from video to audio saves the battery
resources of the smartphone, and thus justify research efforts on finding auto-
matic ways to switch between video and audio according to the user needs. This
paper shows our first efforts on the topic and present an approach addressing a
set of possible user scenarios.

3 Scenarios

In this paper, we identify some usage scenarios, where the user could be watching
a video, listening to audio or none of the above. The scenarios considered are
associated with playing video/audio while doing the following activities: Run-
ning, Walking, Sitting in the Couch and Cooking in the Kitchen.

3.1 Walking

In this scenario, 3 possible situations are considered: the user is “walking and
watching a video”; the user is “walking and listening to audio”; the user is “just
walking”. The Table 1 summarizes the position and location of smartphone in
the situations considered for this scenario.

This scenario does not consider the situations where: the user changes the
file being played; the user continues walking even after the media file is finished
playing; the user watches to videos in landscape mode.

3.2 Running

In this scenario, 2 possible situations are considered: the user is “running and
listening to audio”; the user is “just running”. It was not considered the situation
of watching video, because it is uncommon (difficult) to watch a video while
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Table 1. Walking scenario summary

Situation Description

Walking and
watching a video

With and without headset; smartphone in portrait mode

Walking and
listening to audio

With smartphone in left and right pocket, the screen facing
outwards and upside down with headsets

Walking With the smartphone in the left and right pocket, the screen
facing outwards, upside down and right side up

Table 2. Running scenario summary

Situation Description

Running and
listening audio

with the smartphone in the left pocket, the screen facing
outwards and upside down

Running with the smartphone in the left pocket, the screen facing
outwards, right side up and upside down

running. The Table 2 summarizes the position and location of smartphone in the
situations considered for this scenario.

As already mentioned, this scenario does not include all the possible activities
of the user. The following activities were not included: running and listening to
audio without headphones; running with the headset, but not listening, because
the audio playback has ended.

3.3 Sitting on the Couch

For this scenario, 3 possible situations were considered: the user is “sitting on the
couch while watching a video”; the user is “sitting on the couch while listening
to audio”; the user is “just sitting on the couch”. The Table 3 summarizes the
position and location of smartphone in the situations considered for this scenario.

Table 3. Sitting scenario summary

Situation Description

Sitting and
watching a video

With the smartphone in portrait and landscape mode, with
and without headset

Sitting and
listening to audio

With smartphone on the couch next to him/her and with the
screen facing up; with smartphone in left and right pocket
with screen facing up and upside down; with the smartphone
in portrait mode while interacting with the device

Sitting on the
couch

With smartphone in left and right pocket with screen facing
up and upside down
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In this scenario the following activities were not considered: the user is sitting
on the couch interacting with the smartphone without listening to audio or
watching videos; the user is sitting on the couch listening to audio with the
smartphone in landscape mode while interacting with the device; the user is
listening to audio without headphones; the user chooses another file to play.

3.4 Cooking in the Kitchen

For this scenario, 3 possible situations were considered: the user is “cooking in the
kitchen and watching a video”; the user is “cooking in the kitchen and listening
to audio”; the user is “cooking in the kitchen”. In this scenario, no headphones
were used. The Table 4 summarizes the position and location of smartphone in
the situations considered for this scenario.

Table 4. Cooking scenario summary

Situation Description

Cooking and
watching a video

With the smartphone on the table with the screen facing up;
with the smartphone leaning against an object in portrait
and landscape mode

Cooking and
listening to audio

With the smartphone on the table with the screen facing up
and facing down

Cooking With the smartphone on the table with the screen facing up

It was not considered situations in which the user interacts with the smart-
phone to change the file being played. In addition, we have not considered situa-
tions where the user may connect sound amplification devices, such as Bluetooth
speakers, to the smartphone.

4 Implementation

4.1 Prototype

The prototype Android application was developed as a proof of concept to test
the classification in real-time and based on the result switch between video and
audio. The prototype was developed and tested on a Samsung Galaxy J5 smart-
phone. Figure 2 presents a block diagram of the architecture of the prototype.

The prototype loads the desktop trained models stored locally before starting
the real-time classification process. We note, however, that the prototype can be
used for incremental/online learning.

The models are trained using feature vectors from the sliding windows con-
sisting of a few sensor samples and an overlapping between contiguous windows
based on empirical studies.
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Fig. 2. Architecture of the prototype.

The prototype has 10 buffers, one for each sensor. Once the classification
process is started by the user, the buffers begin to be filled with data from the
sensors in real time. When the buffers reach the capacity defined by the user, the
features are extracted. This produces a vector of features that will be classified
by the pre-loaded models.

The possible output predictions from the prototype are: Other, Audio and
Video. Based on these outputs, the prototype can adopt one of the following
behaviors:

– If the prediction is “Audio” and the video file is playing, the prototype
switches to the audio;

– If the prediction is “Video” and the audio file is playing, the prototype
switches to the video;

– If the prediction is “Audio” and the audio file is playing, the prototype keeps
the audio file playing;

– If the prediction is “Video” and the video file is playing, the prototype keeps
the video file playing;

– If the prediction is “Other”, the prototype does not switch regardless of the
file being played.

When switching from video to audio or vice versa, the prototype tries to
achieve a smooth transition. Figure 3 illustrates the prototype functioning in the
field.

4.2 Classifiers

Both the desktop and smartphone prototypes rely on the MOA frame-
work [4]. MOA allows data stream processing, includes representative incre-
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Fig. 3. Using the prototype in the field. Image on the left - the user is watching a video
while walking. Image to the right - the prototype recognized that the user is no longer
watching a video and automatically switch to audio.

mental machine learning algorithms, and is written in Java, which facilitated
integration with the Android platform.

The three main incremental algorithms used were Naive Bayes (NB), Hoeffd-
ing Trees (HT), and K-Nearest Neighbors (KNN), individually, and as a Con-
fidence Ensemble (CE). The CE uses the confidence of classifiers to classify an
instance. For example, if a classifier is 99% certain of an activity, but the other
two agree on a different activity with just 30% certainty, then first classifier’s
opinion is considered.

4.3 Feature Extraction

For each sliding window with sensor data, and according to the number of axis
of each sensor, several features are extracted. In the case of our prototypes the
features are associated to 3D and 1D sensors.

The following 10 features are extracted from each 3D sensor:

– Arithmetic Mean of the X, Y and Z axis, individually and together, result-
ing in 4 features for each of the sensors;

– Standard Deviation of the X, Y and Z axis, individually, resulting in 3
features for each of the sensors;

– Pearson Correlation of axis X and Y, Y and Z, and X and Z, resulting in
3 features for each of the sensors.

The following 2 features are extracted from each 1D sensor:

– Arithmetic Mean of the X axis, resulting in 1 feature for each of the sensors;
– Standard Deviation of the X, resulting in 1 feature for each of the sensors.

4.4 Desktop

The desktop program consists of two phases: the training phase and the test
phase. During the training phase, training data is used to train the classifiers.
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In the test phase, the trained classifiers are used to classify the test data and
to study the accuracy of classifiers since the data used for testing are already
labeled.

5 Experimental Results

The experiments with the prototype use a Samsung Galaxy J5 smartphone, with
a battery capacity of 3000 mAh. Those experiments use a sampling frequency of
5 Hz, sliding windows with 200 samples (i.e., with duration of 40 s), and a 70%
overlap.

It was decided to use a frequency of 5 Hz, as according to Zheng et al. [3],
at this frequency it is possible to save energy, when compared with higher fre-
quencies, and yet maintaining a high accuracy in the recognition of similar user’s
activities. The size of the windows and the overlapping factor were selected based
on previous experiments to find the most adequate parameter values.

5.1 Dataset

The data were collected based on the activities described in the scenarios
described in Sect. 3. As mentioned before, seven 3D sensors and two 1D were
used. The 3D sensors used to collect the data were: accelerometer, game rota-
tion vector, gravity, gyroscope, linear acceleration, magnetic field and rotation
vector. The 1D sensors used to collect the data were: light and proximity. In
addition, information from the Android API, which indicates if the headset was
connected to the smartphone, was also collected at the same rate as the other
sensors. A total of 76 features are extracted: 10 for each of the seven 3D sensors
and 2 for each of the other three sensors.

A total of 2 subjects, 2 males with ages of 18 and 24, were involved in
data acquisition. The dataset consists of a total of 494,914 samples, 180,002
“Walking”, 89,960 “Running”, 134,964 “Sitting”, and 89,988 “Kitchen” samples.

5.2 Overhead

In order to study the overhead associated with real-time classification, an exper-
iment was carried out.

Twenty measures were taken for each of the situations under analysis and
then the average of the values was used. The average runtimes are shown in
Table 5. The results show that the entire classification process (which includes
the Features Extraction and the classification with all the active classifiers) takes
98.95 ms on average. Most of this time concerns the classification that, with all
active classifiers, takes on average 79.05 ms to classify a new instance. Features
Extraction takes on average 15.15 ms.

The KNN (k = 3) takes approximately 71.70 ms, which is significantly more
than with the other classifiers. KNN needs on average 70 ms more time than NB
and HT to classify an instance.
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Table 5. Average execution time (FE - Feature Extraction; EC - Ensemble Classifica-
tion).

FE and EC FE EC kNN (k = 3) NB HT

Average execution time (ms) 98.95 15.15 79.05 71.70 1.55 1.45

5.3 Battery Energy Consumption

We show now the energy consumption while playing media files stored locally
with real-time classification. During the experiments no other app was running in
the background and all the experiments were conducted in the same conditions.

The results obtained showed that during real-time classification, the KNN
and the HT are, among the three classifiers, the ones that consume more and
less battery, respectively.

Assuming that the battery discharge is linear with the time and the battery
level, the use of KNN as a classifier implies an increase in battery consump-
tion of approximately 4 h. As previously shown, the switch from video to audio
(without classifiers) allows an increase in battery life of 2.22 h. Due to the extra
consumption of KNN, its use with the classification period used is not feasible as
the extra consumption is higher than the savings obtained with the switching.
On the other hand, HT implies an increase in consumption of 2.22 h. So, with
HT, it is not expected to be able to save battery by switching video to audio
with HT, but it also does not consume enough to make a possible solution using
HT unfeasible. Therefore, the HT is a possible viable classifier, being necessary
to reduce the extra consumption associated to this classifier.

5.4 Supervised Learning

In this subsection, we study the accuracy and evaluate the performance of the
classifiers. Two different experiments were performed: a first one with all the
data; and a second with each individual scenario.

In the first experiment, the dataset was split in 80% for training and 20%
for test but considering that each set must have considerable samples of each
activity, to avoid an unbalanced training set or one without samples of a activity.

In the second experiment, the data was organized in their respective scenar-
ios. The training set was the same used in the first experiment, 80% of all data
available in the dataset, that is, the data of all the scenarios. For the test set we
used only the data referring to the scenario under study and that were not part
of the training set.

The results are presented in Table 6. As expected, the Ensemble classifier
obtained the best result in all the scenarios under study and allowed to improve
accuracy by 4.13% (average value) when compared to the best accuracy obtained
by each individual classifier. Individually, the classifiers KNN and HT obtained
the best accuracy. Overall, HT obtained the best result when compared to the
other individual classifiers. With respect to NB, it was the one that obtained
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the lowest accuracy, in addition to having performed inferiorly (with respect
to precision, recall and F1 measures) when compared to the other individual
classifiers.

Table 6. Performance of each of the classifiers. For the KNN the value of k used was 3
(k = 3). (E - Ensemble; KNN - k-Nearest Neighbors; NB - Naive Bayes; HT - Hoeffding
Tree)

% Accuracy Precision Recall F1

E kNN NB HT E kNN NB HT E kNN NB HT E kNN NB HT

Global 92.20 86.49 70.66 88.40 93.37 90.05 76.19 89.62 92.21 89.48 70.92 88.41 92.79 89.76 73.46 89.02

Walking 98.14 87.84 78.38 97.97 98.19 91.51 86.37 98.32 98.14 89.05 78.76 98.31 98.16 90.26 82.39 98.32

Running 97.96 96.94 97.28 97.96 NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN

Kitchen 63.63 62.93 61.90 48.98 52.11 73.04 50.62 NaN 47.92 67.89 47.80 32.43 49.93 70.37 49.17 NaN

Sitting 90.09 82.66 42.12 88.06 91.90 88.33 23.82 88.98 90.02 87.04 31.87 88.52 90.95 87.68 27.26 88.75

5.5 Improving Energy Consumption

The results of the previous experiments allow us to conclude that the Hoeffding
Trees (HT) classifier consumes less energy and achieves higher accuracy than
the other two classifiers. Even though the HT classifier has the least impact on
battery consumption, it is still not possible to save energy when switching from
video to audio with this classifier and considering its execution per each sliding
window.

In order to reduce the energy impact associated with the real-time classi-
fication, experiments were carried out in order to trigger the classification of
N sliding windows every T minutes. For example, using N = 5 windows and
T = 4 min results in a classification of 150 windows instead of the previous 361
windows for the near 2 h of playing (file presented in Sect. 2). This can reduce
the energy consumption of the battery by approximately 1% when compared to
the continuously classification approach previously used (resulting in additional
2.22 h of battery life).

Although it is possible to save energy by making N classifications every T
minutes, during the time the system waits for the next set of windows, the last
classification obtained is the one used by the system. In these preliminary results,
the accuracy of the HT decreased from 75.16% to 69.65%.

6 Related Work

There has been a lot of research regarding HAR with smartphone’s sensors.
Herein, we summarize some of the related work in terms of the classifiers used,
recognized human activities and the use of supervised or semi-supervised learn-
ing. We note, however, that to the best of our knowledge we are the first address-
ing the switching from video to audio.
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Kose et al. [6] developed an app for online activity recognition on smart-
phones using a built-in tri-axial accelerometer to recognize four main activities:
walking, running, standing and sitting. Clustered KNN and Näıve Bayes were
used as classifiers. Näıve Bayes achieved a 48% average accuracy rate for all sub-
jects with different sampling rates and window sizes. Compared to Näıve Bayes,
on average, clustered KNN achieved a much better classification performance,
around 92% accuracy.

Anjum et al. [7] developed a smartphone app that performs activity recogni-
tion without requiring any user intervention. The app can recognize in real-time
7 main activities: inactive, walking, running, climbing stairs, descending stairs,
cycling and driving. They evaluated four different classification algorithms: Naive
Bayes, C4.5, KNN and Support Vector Machine (SVM). Naive Bayes achieved an
accuracy of 83%, C4.5 obtained an accuracy of 94%, KNN, with K = 1, achieved
an accuracy of 80%, and SVM achieved an accuracy of 79%.

Cardoso and Moreira [5] developed an online HAR system using Semi-
Supervised Learning to recognize 12 basic activities and their transitions: stand-
ing, sitting, laying, walking, walking downstairs, walking upstairs, stand-to-sit,
sit-to- stand, sit-to-lie, lie-to-sit, stand-to-lie and lie-to-stand. For classifying
they used Naive Bayes, Very Fast Decision Trees and KNN, and Democratic and
Confidence based Ensemble. They compare the Semi-Supervised Learning and
Supervised Learning using a sliding window with 70% overlapping. Supervised
Learning achieved an accuracy of 82.69% for Democratic and 84.55% for Confi-
dence. Semi-Supervised Learning achieved an accuracy of 83.03% for Democratic
and 84.63% for Confidence.

7 Conclusion

As in many situations, users play videos with the only purpose to listen to the
audio track, and that playing videos consumes more energy than playing audio,
this paper presented a smartphone-based human activity recognition (HAR)
able to automatically switch between video and audio playing. The HAR sys-
tem is implemented using machine-learning techniques, including an ensemble
scheme consisting of Hoeffding Trees, Naive Bayes, and KNN. The Hoeffding
Trees classifier achieved the highest accuracy when compared to the other indi-
vidual classifiers and was also the classifier that consumed less energy and with
the lowest computational needs. Thus, Hoeffding Trees is the classifier, among
those studied, that best suits the proposed system.

Although the classifiers used achieved high accuracy for the user scenarios
studied in this work, the energy consumption associated to the HAR system
would prevent the practical use of the actual solution. Specifically, the HAR
system proposed in combination with the playing, even when switching to audio
files, consumes more energy than the playing of video files. Our preliminary
improvements in order to save energy consumption of the system, considered
reductions on the frequency with which the system classifies in real-time. The
results show that it is possible to save 1% of the battery when compared to a
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version of the system continuously classifying all the windows of samples period-
ically acquired from the sensors. An example of reduction allows to increase the
battery life in 2.22 h by switching from video to audio. However, further research
efforts need to be done to mitigate the fact that if the system has been without
classification for a long time, it may suffer from increased energy consumption
due to its longer time in video or from the slow switch to video from audio which
may affect negatively the quality of user experience.

Future work plans include research on schemes to tackle the problem in differ-
ent ways. For example, as the classifications considered in the HAR system pro-
posed in this paper can be thought as activities composed by events and atomic
activities, our plans include the use of machine learning techniques to target
sequences of events and atomic activities and transitions between these activi-
ties/events. As the prototype is continuously acquiring and processing sensing
data, there is a significant increase in energy consumption. One way to reduce the
extra consumption caused by this would be to trigger the classification process
when a certain event was detected by the prototype. In this way, the prototype
would not have to continuously acquire sensing data, which would reduce the
impact that the real-time classification process has on the smartphone’s battery.
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Abstract. Nowadays most people carry a smartphone with built-in sen-
sors (e.g., accelerometers, gyroscopes) capable of providing useful data
for Human Activity Recognition (HAR). Machine learning classification
methods have been intensively researched and developed for HAR sys-
tems, each with different accuracy and performance levels. However,
acquiring sensor data and executing machine learning classifiers require
computational power and consume energy. As such, a number of factors,
such as inadequate preprocessing, can have a negative impact on the over-
all HAR performance, even on high-end handheld devices. While high
accuracy can be extremely important in some applications, the device’s
battery life can be highly critical to the end-user. This paper is focused
on the k-nearest neighbors’ algorithm (kNN), one of the most used algo-
rithms in HAR systems, and research and develop energy-efficient imple-
mentations for mobile devices. We focus on a kNN implementation based
on Locality-Sensitive Hashing (LSH) with a significant positive impact
on the device’s battery life, fully integrated into a mobile HAR Android
application able to classify human activities in real-time. The proposed
kNN implementation was able to achieve execution time reductions of
50% over other versions of kNN with average accuracy of 96.55% when
considering 8 human activities.

Keywords: Human activity recognition (HAR) · Mobile sensors ·
Mobile application · k-nearest neighbors (kNN) ·
Locality-sensitive Hashing (LSH)

1 Introduction

Human Activity Recognition’s (HAR) main purpose (see, e.g., [11]) resides on
recognizing activities performed by individuals in a certain context, playing a
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key alliance with ubiquitous or pervasive computing. With the advent of smart-
phones, people started to carry around a computing device with integrated sen-
sors, opening an opportunity to use these devices for HAR. Smartphone’s sensors
are capable of gathering useful data for HAR and the use of Machine Learning
classifiers to recognize activities has been focus of intense research efforts (see,
e.g., [11]). Classifying human activities can be very useful in certain areas, such
as monitoring elder people [1] or maintaining a healthy lifestyle [9]. There is also
the potential of providing contextualized recommendations to the user, such
as suggesting TV shows, places to visit, physical activities to perform, or even
improve advertisements by correlating different data results. Also, in an age
where social networking is mostly omnipresent on everyone’s lives, this opened
the possibility of giving automatic personal information on activities to one’s
social circle (see, e.g., [17]).

However, with the increase of computing power in smartphones, battery life
is always one of the main concerns by the users. For instance, a survey among
Portuguese young individuals [7] reveals around 30% of the sample population
is always managing mobile features or capabilities in order to increase the daily
battery life. Therefore, one of the main concerns of mobile HAR is its energy
efficiency. Acquiring data from sensors requires continuous background comput-
ing tasks. The implementation of such an HAR application with usage on other
applications or services, as mentioned before, needs to care about the impact
on energy efficiency and about techniques to save energy consumption (see, e.g.,
[13,20]).

The work and study presented in this paper aim at contributing to the
HAR scientific community by studying different optimization techniques for
kNN, namely an LSH (Locality Sensitive Hashing [8]) based kNN as alternative
implementation for trading-off between accuracy and energy efficiency. Specif-
ically, this paper presents an LSH-based kNN (kNN-LSH) implemented in a
smartphone-based HAR system. The kNN-LSH implementation is able to reduce
execution time and energy consumption of the classification time while main-
taining similar accuracy when considering the PAMAP2 data set [16] and our
own experiments considering 8 activities (walking, standing, sitting, sprinting,
jogging, ascending stairs, descending stairs, jumping).

This paper is organized as follows. Section 2 presents related work. Section 3
presents our methodological approach, namely datasets, classifiers and developed
applications. Section 4 presents experimental results. Finally, Sect. 5 concludes
the paper and provides some ideas for future work.

2 Related Work

Many different techniques, methods and approaches have been proposed for
energy savings in HAR systems (see, e.g., [15] and [10]). Those techniques range
from preprocessing techniques to classifier algorithms optimization, each hav-
ing its advantages and disadvantages. The following paragraphs describe some
representative techniques.



210 R. M. C. Magalhães et al.

Yan et al. [19] propose a new strategy, A3R (Adaptive Accelerometer-based
Activity Recognition), based on the investigation of effects in sampling fre-
quency and classification features. They claim that their approach can reduce
energy consumption by 50% under ideal conditions, while users running on their
Android device save between 20% to 25% of energy consumption.

Zheng et al. [20] propose a system based on H-SVM, study different sam-
pling rates, and conclude that the energy consumption is considerably lower
when adopting a lower sampling rate. Adopting a rate of 1 Hz saves 59.6% of
power than of 50 Hz. When comparing 10 Hz and 50 Hz, the later only increases
accuracy by 0.03%, but increases energy consumption by 32.7%.

Wang et al. [18] propose EEMSS, capable of characterizing a user’s state by
time, location and activity while exploring sensor monitoring by only keeping the
minimum sensors, triggering new ones when the state transition is recognized.
Tests performed on a Nokia N95 provided an average accuracy of 92.56% with
an average battery life of 11.33 h, depending on the user activity.

Liang et al. [13] propose a hierarchical recognition solution with decision trees
based on recognition of 11 activities using only accelerometer data, reducing
energy consumption with lower sampling rates and increasing accuracy with
adjusts to the size of the sliding window.

Anguita et al. [2] explore three different types of SVM algorithms, conclud-
ing that L1-SVM is capable of achieving high accuracy with less computation
by performing dimensionality reduction. Also, the impact of adding gyroscope
features improve accuracy results.

Morillo et al. [14] propose the use of discrete variables obtained from
accelerometers, applying the Ameva algorithm. While saving up to 27 h of usage
time, it maintains an average accuracy of 98% with 8 activities.

While all these research activities show significant contributions to save
energy consumption and using distinct techniques, we note, however, that there
is a lack of studies about the use of kNN with Locality-sensitive Hashing (LSH)
for reducing energy consumption in HAR. Nonetheless, there is a number of
studies proposing the use of LSH to solve kNN’s problems (see, e.g., [6,8]).

3 Methodological Approach

3.1 Dataset and Data Collecting

The first step in HAR studies is to identify an existing dataset and/or collect
our own data.

PAMAP2. We first started using PAMAP2 (Physical Activity Monitoring for
Aging People) [16], a dataset where 18 different activities were recorded with
9 different subjects, each wearing 3 IMUs (Inertial Measurement Units) and
a heart-rate monitor, with each IMU presenting 3D-data from accelerometer,
gyroscope, and magnetometer.
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Our Own Dataset. For further data collection, we used an Android-based
Samsung Galaxy J5 to collect data from 9 different sensors (accelerometer, game
rotation, gravity, gyroscope, proximity, linear acceleration, rotation, magnetic
field and light) for 8 different activities by a single male individual. Each activity
was collected using a sampling frequency of 5 Hz with the device located on the
pant’s right pocket, being upside down and with the screen facing the leg of the
user.

3.2 Feature Extraction

For both datasets, a number of features were extracted using functions such
as mean, correlation and standard deviation. Each 1D and 3D sensor has,
respectively, 2 and 10 features extracted. In total, each window consisted of
45 extracted features for PAMAP2 and 74 for our own dataset. The features
extracted from each sensor are:

– 1D Sensor Features: mean and standard deviation;
– 3D Sensor Features: x Mean, y Mean, z Mean, x Standard Deviation, y Stan-

dard Deviation, z Standard Deviation, xy Correlation, xz Correlation, and
yz Correlation.

3.3 Classifiers

Our focus on optimizing kNN led us to use the techniques explained below.

KNN with PAW and ADWIN. Among other alternatives to improve kNN’s
performance, we selected two that were designed to reduce the number of
instances stored by the classifier. Probabilistic Adaptive Window (PAW) [5]
maintains in logarithmic memory a sample of the instances, storing the most
recent with a higher probability. Adaptive Windowing (ADWIN) [3] works by
discarding old instances whenever two “large enough” subsets present “distinct
enough” averages by concluding the expected values are different. We note that
ADWIN can be combined with PAW.

LSH. Locality-sensitive Hashing (LSH) [8] is another technique, using dot prod-
ucts with random vectors to find the neighbor more quickly. The main aspect of
LSH is storing similar data in the same buckets with higher probability. The
kNN-LSH used in this paper is based on Smile’s [12] LSH implementation,
extended for incremental/online learning, and integrated to MOA [4].

Basically, each feature vector is stored on a bucket of each hash table, based
on the hash function of each table. LSH presents three main parameters with
an impact in performance: number of random projections per hash value (hk),
number of hash tables (l) and the width of the projection (r). The two last
parameters in particular are important regarding energy. Increasing the number
of hash tables requires progressively more memory, while increasing the width
of projection will lead to bigger query times.



212 R. M. C. Magalhães et al.

3.4 Architecture

For this work, we used two Machine Learning libraries: MOA (Massive Online
Analysis) [4] and Smile (Statistical Machine Intelligence and Learning Engine)
[12]. Since our studies were conducted in two different environments, we present
a summary of each one.

Offline Java Application. Our offline Java application is responsible for doing
all our offline machine learning studies. This application is capable of loading
data instances, of extracting all features, respecting window size and overlap
values, and of creating a feature vector per window to be used as training or
testing in the classifier. Finally, we are able to run our classifiers independently
or with an ensemble of our choice, executing the testing phase on the application
or creating a model to be loaded on the mobile application.

Android Application. Our Android application is responsible for implement-
ing the smartphone-based HAR system and for doing all our online machine
learning studies.

This application is capable of collecting data from sensors in order to create
a dataset or to be stored in buffers in order to be used on live classification. For
the latter, it basically acquires data until all buffers are full (i.e., the window
size is reached), extracting all features to create a vector to be tested on the
classifier. The classifiers are loaded by models previously created on the desk-
top application, already containing the trained dataset. Finally, the application
notifies the classified activity to the user.

4 HAR Studies and Experiments

4.1 Desktop Studies

Most of the studies in this section were conducted with the PAMAP2 [16] dataset
in order to evaluate the performance of different classifiers and finding optimal
parameters for this particular case. After these studies, we analyzed the perfor-
mance using our own dataset.

Alternative kNN Approaches and Window Size Variation. Due to its
lazy nature, kNN is typically slow in the predictive task. The largest the train-
ing set is, the largest the predictive time is. However, we selected two different
alternative approaches to kNN present on MOA: kNN with PAW and kNN with
PAW and ADWIN. This study’s goal was to compare base kNN with the other
alternative implementations in terms of global accuracy and both training and
testing time with different window sizes.

Since the PAMAP2 samples were recorded in 100 Hz, every 100 instances
represent 1 s in time. We chose to experiment with increments of 100 in window
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Table 1. Performance of each kNN approach with different window sizes

Classifier Train

(s)

Test

(s)

Window

avg. test

(s)

Global

acc.

(%)

Train

(s)

Test

(s)

Window

avg. test

(s)

Global

acc.

(%)

100 200

kNN 28.541 124.521 0.047 78.73 29.393 36.969 0.024 83.45

kNN with PAW 36.403 135.53 0.047 78.69 31.321 37.811 0.024 83.45

kNN with PAW+ADWIN 76.152 10.888 0.03 41.22 57.439 8.399 0.04 73.16

300 400

k-NN 26.866 17.964 0.019 87.35 3.497 12.945 0.013 88.24

k-NN with PAW 31.845 21.038 0.019 87.24 27.446 11.436 0.013 87.24

k-NN with PAW+ADWIN 59.296 14.042 0.013 87.12 46.984 7.649 0.007 85.60

500 600

k-NN 26.550 8.231 0.010 89.75 26.989 6.144 0.010 90.93

k-NN with PAW 26.338 7.960 0,011 89.75 29.727 6.570 0.010 90.93

k-NN with PAW+ADWIN 39.102 7.580 0.010 89.75 38.385 6.839 0.009 90.93

700 800

k-NN 26.953 5.821 0.009 89.16 31.967 4.933 0.007 91.95

k-NN with PAW 28.828 5.376 0.009 89.16 29.389 5.275 0.007 91.95

k-NN with PAW+ADWIN 35.479 5.126 0.008 89.16 35.373 4.673 0.007 91.95

900 1000

k-NN 27.708 4.199 0.006 93.38 28.598 3.700 0.006 92.64

k-NN with PAW 28.160 4.061 0.006 93.38 29.507 3.826 0.006 92.64

k-NN with PAW+ADWIN 31.909 3.903 0.006 93.38 32.448 4.033 0.005 92.64

size. Each experiment was conducted in the same conditions for each of the three
classifiers (k = 3; overlap = 10%). Table 1 shows results with different window
sizes for each classifier.

None of the alternative approaches outperforms the base kNN in training
and testing time or global accuracy. kNN with PAW consistently present similar
training and testing time in relation to kNN. On the other hand, kNN with PAW
and ADWIN started by taking significantly less time to complete classification
with a negative impact on global accuracy due to discarding of many samples.
However, as the window size increases, this approach starts to discard fewer
samples, until it reaches a point where it discards the same as kNN with PAW
only.

The three classifiers behave similarly when window sizes are of 500 or more
samples, achieving the same global accuracy in each experiment. When windows
consist of 900 samples (i.e., 9 s of activity), the maximum global accuracy of
93.38% is reached, taking 4± 0.1 s to classify all samples.

Since PAW and ADWIN techniques did not present improvements, the fol-
lowing studies do not consider those.

Overlap Study. This study’s goal was to test different values of overlap from
0% to near 100%, in order to evaluate the global accuracy and computational
cost. The overlapping technique consists of maintaining a percentage of samples
between each two consecutive sliding windows. This is particularly important in
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HAR, because activities can span different times and are not instantly changed
(i.e., a person who is running will not instantly stop that activity). Therefore,
the transition between activities is important to this case.

Each experiment was conducted in the same conditions for base kNN (window
size = 900; k = 3). Following, we present more detailed results with accuracy per
activity in Table 2.

Table 2. kNN Accuracy per Activity with different overlap values

Overlap Accuracy (%)

All Lying Sitting Standing Walking Running Cycling Nordic

Walking

Asc.

Stairs

Desc.

Stairs

Vacuum

Cleaning

Ironing

0 92.25 96.43 92.86 93.10 91.90 100 88.46 96.88 85 84.62 83.33 100

10 93.38 100 93.33 96.88 100 75 96.43 97.22 95.24 73.33 77.78 91.67

20 94.12 100 88.89 97.14 96.37 80 96.77 97.50 100 82.35 83.33 95.12

30 92.95 100 85 92.68 90.74 66.67 94.44 100 92.86 88.89 88.24 93.62

40 93.72 100 93.75 90.48 83.33 95.24 100 93.75 93.75 81.82 87.50 96.30

50 93.80 100 92.86 100 89.33 85.71 90.20 98.44 87.50 92.00 85.42 98.46

60 94.27 98.59 97.06 97.22 93.62 77.78 93.65 98.75 93.75 84.85 85 96.34

70 94.30 100 97.78 97.92 90.40 75 94.05 99.06 92.19 84.09 86.25 98.17

80 94.44 100 94.20 99.41 91.01 77.78 92.91 99.38 91.84 87.69 87.60 96.95

90 94.41 100 93.43 98.95 90.40 77.78 94.05 99.38 92.35 90.70 86.67 96.33

As expected, computations increase progressively as the overlap reaches 90%,
which is justified by the increase in the number of windows to be classified.
The variation between 0% and 90% in the number of windows is from 1900 to
18992, while training time ranged from 28.007 to 42.513 s and testing time varied
between 3.847 to 135.635 s. In order to get a better trade-off between accuracy
and computation cost, the choice lies with 10% and 20% overlap, each respec-
tively taking 3.965 and 4.423 s to classify all vectors. However, while the latter
performs relatively better accuracy-wise, we opted to perform the next experi-
ments with 10% overlap, because it takes approximately 0.5 s less to classify all
samples, even with a less accuracy of 0.74%.

Impact of k Value. One of the particularities of kNN is the value of k. If k = 1,
then the class is simply assigned to the class of its nearest neighbor. Therefore,
it is expected that the classification time increases with bigger values of k. This
study’s goal is to choose the best value in relation to accuracy and classification
time. Each experiment was conducted in the same conditions (window size = 900;
overlap = 10%).

By evaluating different possible k values for k-NN from k = 1 to k = 5, we
concluded that 1-NN is a valid option for this particular dataset, taking 3.804 s
to classify all samples with an accuracy of 93.73%.

KNN Optimization with LSH. In order to further optimize the kNN clas-
sifier, the LSH (Locality Sensitive Hashing) was our choice. Because MOA [4]
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lacks a LSH implementation, we adopted the code in the Smile library. Our kNN
with LSH implementation consists of combining Smile’s LSH inside MOA’s base
kNN.

As our last study concluded that k = 1 is sufficient for this dataset, we decided
to use 1 for k. For hk, we evaluated values from 1 to 3. Regarding the width of
the projection, the authors suggest the value to be sufficiently away from 0 [6],
but not too large because of an increase in query time; in this particular dataset,
r = 10 was considered optimal because it is the smaller value with the biggest
accuracy, since r > 10 does not improve accuracy anymore and increases the
query time. Our last tested parameter was l, which we tested from 10 to 60.
Our goal is to find an optimal value of l and hk, maintaining a good trade-
off between time and accuracy. Each experiment was conducted in the same
conditions (window size = 900; overlap = 10%, k = 1, r = 10). We present the
results of LSH k-NN performance with both different l and hk by training and
class time and accuracy (Tables 3 and 4).

Table 3. kNN-LSH performance with different number of hash tables (l) with hk = 1

l
Train time

(s)
Test Time

(s)

Accuracy
(%)

All Lying Sitting Standing Walking Running Cycling
Nordic
Walking

Asc.
Stairs

Desc.
Stairs

Vacuum
Cleaning

Ironing

1 26.654 2.222 78.40 93.75 93.33 96.88 95.12 50 92.86 61.11 42.86 33.34 44.44 97.22
5 27.609 2.247 88.50 96.88 93.33 100 100 75 96.43 97.22 61.90 60.00 48.15 100
10 27.744 2.354 89.90 96.88 100 100 100 75 96.43 97.22 71.43 53.33 55.56 100
20 26.67 2.483 90.24 100 100 100 100 75 96.43 97.22 71.43 53.33 55.56 100
30 27.911 2.779 90.24 100 100 100 100 75 96.43 97.22 71.43 46.67 59.26 100
40 28.959 2.561 90.24 100 100 100 100 75 96.43 97.22 71.43 46.67 59.26 100
50 26.998 2.648 90.24 100 100 100 100 75 96.43 97.22 71.43 46.67 59.26 100
60 27.121 2.631 90.24 100 100 100 100 75 96.43 97.22 71.43 46.67 59.26 100

Table 4. kNN-LSH performance with different number of projections per hash value
(hk)

hk Train time (s) Test time (s) Global acc. (%)

1 27.857 2.475 90.24

2 28.882 2.614 87.46

3 27.497 2.225 74.22

4 28.764 2.297 46.34

5 30.080 2.215 22.30

We can conclude that l = 20 can be considered an optimal number for this
particular case, achieving the same global accuracy than l > 20 and takes less
time to classify. In addition, we conclude that hk = 1 presents the best global
accuracy. Finally, we can also notice how kNN-LSH with l = 20 took ≈35% less
time to classify compared to base kNN, while just losing 3.49% of accuracy.
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Sampling Frequency Study. The sampling frequency which data is acquired
can have an impact on the classifier’s performance. Logically, reducing the fre-
quency may result in less computations. The goal of this experiment is to study
the impact of reducing sampling frequency in performance and accuracy. Since
PAMAP2 was recorded using a sampling frequency of 100 Hz (i.e., data was
recorded each 10 ms), in our studies of frequency reductions using PAMAP2 we
skip instances of the dataset.

Each experiment was conducted in the same conditions (overlap = 10%, k = 1,
r = 10, l = 20) with the kNN-LSH classifier. Since our optimal window size for
100 Hz is 900 (i.e., 9 s), this value is reduced to still represent the same time span
(e.g., for 50 Hz, window size = 450). As such, the number of training and testing
vectors of features always stays the same (2111 and 287, respectively). Table 5
shows kNN-LSH performance with different sampling frequencies, showing the
training and testing time, as well as accuracy per activity.

Table 5. LSH k-NN performance with different sampling frequencies

f
(Hz)

Train time
(s)

Test Time
(s)

Accuracy
(%)

All Lying Sitting Standing Walking Running Cycling
Nordic
Walking

Asc.
Stairs

Desc.
Stairs

Vacuum
Cleaning

Ironing

100 26.67 2.483 90.24 100 100 100 100 75 96.43 97.22 71.43 53.33 55.56 100
50 14.781 1.396 90.94 100 100 100 100 75 96.43 97.22 71.43 60 59.26 100
25 7.532 0.948 90.94 96.88 100 100 95.24 50 100 100 77.27 71.423 55.56 100
5 1.964 0.692 89.31 96.88 93.33 96.88 100 50 100 97.22 81.82 66.66 44.44 97.30
1 0.861 0.645 85.52 96.88 93.33 100 92.86 75 96.43 80.56 65.22 50 55.55 97.30

From this study, we conclude that smaller sampling frequencies are more
suited to situations where less computation is needed. With f = 5 Hz, it took
≈93% less time to train the dataset and ≈72% less time to test all samples,
while just losing 0.93% of accuracy. Curiously, with f = 50 Hz and f = 25 Hz,
the accuracy actually improved by 0.7%. Another interesting conclusion is the
bigger accuracy some activities get on reduced frequencies, particularly both
ascending stairs and descending stairs. This could be related to some noisy data
being eliminated.

Our Own Dataset. The goal of this study is to support our conclusions in
earlier experiments and the performance of kNN-LSH with a different dataset.
We also performed the experiments in different sampling frequencies. Since our
dataset was recorded using a frequency of 5 Hz (i.e., data was recorded each
200 ms), we applied a filter, created for the last study, to its data in order to
progressively reduce the sampling frequency.

Each experiment was conducted in the same conditions (overlap = 10%, k = 1,
r = 10, l = 20) with k-NN and LSH k-NN classifiers. Similar to the last study,
we start with a window size of 45 for 5 Hz and reduce it to preserve the same
timespan. Therefore, the number of windows (118) stays the same for each one of
the experiment. Table 6 shows kNN and kNN-LSH performance with our dataset
by training and testing time, as well as accuracy per activity.
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Table 6. Our own dataset performance with kNN and kNN-LSH with different fre-
quencies

f

(Hz)

Classifier

k =1

Train

time

(s)

Test

Time

(s)

Accuracy (%)

All Walking Standing Desc.

stairs

Asc.

stairs

Running

(jogging)

Sitting Jumping Running

(sprint)

5 k-NN 0.548 0.134 89.66 100 100 0 100 66.67 100 100 100

LSH k-NN 0.527 0.06 96.55 100 100 100 100 100 100 100 50

4 k-NN 0.481 0.081 93.10 100 100 100 100 66.67 100 100 100

LSH k-NN 0.524 0.047 96.55 100 100 100 100 100 100 100 50

2 k-NN 0.399 0.08 89.66 100 100 0 100 66.67 100 100 100

LSH k-NN 0.438 0.042 96.55 100 100 100 100 100 100 100 50

1 k-NN 0.386 0.069 86.21 100 100 0 100 50 100 100 100

LSH k-NN 0.413 0.03 96.55 100 100 100 100 100 100 100 50

We can observe how kNN-LSH maintains its accuracy on each different fre-
quency, while kNN offers some variations. Also, kNN-LSH presents a better accu-
racy on every single experiment. However, it should be noted the kNN surpasses
kNN-LSH on one of the activities, running (sprint). Focusing on computing per-
formance, kNN is consistently faster on f > 5. However, kNN-LSH spends ≈50%
less time to classify all samples on every experiment.

4.2 Android Studies

This section covers our studies using a smartphone. Every experiment was per-
formed on a Samsung Galaxy J5 (2017) with a 64-bit Octa Core Processor
(1.6 GHz) and 2 GB of RAM, running Android 7.0 (Nougat).

Energy Consumption. In this study, we experimented our application with
live recognition on the pocket, while doing daily activities, for 30 min and checked
how much battery the device had lost. We also detected how much time had spent
between each change in remaining battery percentage. For each experiment, the
battery started with 100% and the screen remained on with the lowest brightness,
while cellular data, Wi-Fi, GPS and Bluetooth were all turned off. We tested
both kNN and kNN-LSH on 5 Hz. It should be noted the window size represents
a time span of 9 s. The goal of this study is to understand if our proposed kNN-
LSH is suited for a live application and the impact of sensor collection on the
energy consumed. Table 7 shows the time span for each change in battery in
minutes and seconds.

Table 7. kNN and kNN-LSH impact on battery for 30min

Remaining battery (%) Time span (minutes:seconds)

kNN kNN-LSH

99 09:20 14:15

98 00:18:40 00:25:55
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From this study, we conclude that kNN-LSH spends less energy than kNN
in live activity recognition, saving ≈35% of the battery.

5 Conclusion

This paper presented a smartphone-based human activity recognition (HAR)
system focused on the use of kNN for classifying activities in real-time. The
paper includes studies about the energy consumption and accuracy of four kNN
implementations and proposes the use of an LSH-based kNN (kNN-LSH) in order
to reduce execution time and energy consumption, while maintaining similar or
even better accuracy. Our experiments show that applying LSH to kNN with
optimal window sizes, sampling frequency, k and overlap, can contribute signif-
icantly for developing HAR-based mobile applications by reducing the overall
computation and energy spent.

The kNN-LSH was able to classify each sliding window of samples acquired
from the smartphone sensors in ≈8.7 and 10 ms on average with offline training
and online training, respectively. This results in an ≈35% less time than using
a linear KNN implementation (with a feature space of 91 dimensions and with
287 points), with the cost of just losing 3.49% in terms of accuracy.

We further extended our kNN-LSH studies by reducing the sampling fre-
quency of sensing acquisition. Reducing the sampling frequency from 100 Hz to
5 Hz and to 1 Hz results in execution time and energy consumption improve-
ments and maintains acceptable accuracy (89.31% and 85.52%, respectively)
when considering the PAMAP2 dataset. The experiments conducted with our
dataset further sustain our conclusions, as kNN-LSH performed significantly bet-
ter than kNN, achieving always ≈50% less time to classify and higher accuracy
(96.55% instead of 89.66%). Once again, reducing the sampling frequency (in
this cases from 5 Hz to 1 Hz) did not impact the accuracy on kNN-LSH.

As future work, we plan to extend the studies considering incremental/online
learning and to research techniques to deal with the maximum size of the feature
space constraint imposed by kNN prototype implementations.
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Abstract. This paper describes a new approach for the automatic music tran-
scription problem. We take advantage of the divide and conquer design para-
digm and create several artificial neural networks, each one responsible for
transcribing one musical note. This way, we depart from the traditional approach
which resorts to a single classifier for transcribing all musical notes. To further
improve results, an additional post-processing stage using artificial neural net-
works with the same design paradigm is also proposed. This last stage comprises
three main steps: (1) fix notes duration, (2) fix notes duration regarding onsets
and (3) fix onsets. The obtained results show that these steps were essential to
improve the final transcription. We also compare our results with existing neural
network-based approaches. Our approach is able to surpass current state-of-the-
art works in frame-based results and, at the same time, reach similar results in
onset only, thus demonstrating its viability.

Keywords: Automatic music transcription � Multi-pitch estimation �
Artificial neural networks

1 Introduction

Automatic music transcription (AMT) consists in detecting the notes being played in a
musical piece, via a machine. This problem is comprised of several sub-problems,
which makes a solution for it hard to find. In this work, we mainly focus on the variant
called multi-pitch estimation. Multi-pitch estimation consists in identifying the pitched
notes present in a polyphonic musical piece. A common approach to this problem is to
split a musical piece into smaller chunks, referred to as frames, and then, estimate the
pitch(es) present in each frame (see Fig. 1).

We apply artificial neural networks (ANNs) to tackle the multi-pitch estimation
problem. ANNs have been applied in several different types of problems as, for
example, object recognition, image segmentation, speech recognition, text-to-speech
synthesis, and, also, music transcription [1–4].
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The traditional approach to the AMT problem, especially when ANNs are applied,
consists in having a single module/network that is responsible for detecting and tran-
scribing all the musical notes in each frame (see Fig. 2a) [2–4]. In this work we use a
divide and conquer approach which translates into using several networks, referred to
as classifiers, each one responsible for detecting and transcribing one musical note only
(see Fig. 2b). This approach aims at dividing the AMT problem into smaller sub-
problems, hopefully, easier to solve, possibly boosting the performance of the whole
AMT system.

Fig. 1. A common approach to tackle the multi-pitch estimation problem. (a) A musical piece is
split into frames. (b) The pitch(es) is estimated for each frame.

Fig. 2. Representation of (a) the traditional approach for the AMT problem, where a single
classifier is responsible for transcribing all musical notes and (b) the divide and conquer
approach, where several classifiers are used, each one responsible for identifying only one note.
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As the pitch estimation process is far from perfect, errors are common. Specifically,
two types of errors may arise: (i) musical notes that are not present in a frame are
identified as being there and/or, conversely, (ii) notes that are in a frame are not
identified. To reduce these types of errors, post-processing methods can be applied. In
this work, we propose additional ANNs for that purpose, again following a divide and
conquer approach.

Some previous works [5, 6] have already applied the divide and conquer approach,
however, in none of them a comparison with the traditional approach was presented,
using the same setup: same dataset and/or same techniques. In this work a comparison
is performed between the divide and conquer paradigm and the traditional one, using
the same dataset, as well as, the same artificial techniques.

The rest of the paper is structured as follows: Sect. 2 describes related work.
Section 3 presents our model and Sect. 4 presents and compares the results with other
state-of-the-art works. Conclusions and future work are given in Sect. 5.

2 Related Work

Since the first polyphonic music transcription system [7], several approaches have been
presented. In 1992, Lea [8] proposed a method that iteratively extracted the predom-
inant peaks. In 2000, Bello and Sandler [9] proposed a simple polyphonic music
transcription system using a blackboard system. In 2003, Klapuri et al. [10] introduced
an algorithm based on harmonicity and spectral smoothness. Also, in 2003 [11], the
non-negative matrix factorization technique was introduced for the first time to the
AMT problem. In 2004, Moorer [5] introduced for the first time the divide and conquer
design paradigm to the AMT field, using Artificial Neural Networks. In 2007, Emiya
et al. [12] designed a multi-pitch estimation system based on the likelihood maxi-
mization principle. In 2008, [13] Yeh proposed a frame-based system to estimate
multiple fundamental frequencies of polyphonic music signals. In 2012, Reis et al. [14]
introduced for the first time a combination of genetic algorithms with an onset detection
algorithm. In 2016, Leite et al. [6] pioneered the coupling of Cartesian Genetic
Algorithms with the AMT field, also relying on the divide and conquer paradigm. Also
in 2016 [2], Convolutional Neural Networks were first introduced to the AMT problem,
combined with a complex language model to improve their results. In 2016, Kelz et al.
[3] proposed a simpler approach to AMT using solely Convolutional Neural Networks.
Finally, in 2018, Hawthorne et al. [4] proposed a system that comprises an onset
detector and a multi-pitch estimator based on ANNs.

3 Proposed Model

The proposed model consists in a supervised learning system based on several ANNs,
each one responsible for transcribing one musical note, resulting in a total of 88 ANNs
per dataset, corresponding to the keys in a grand piano. In this work, we have applied
classic Multi-Layer Perceptron Neural Networks, instead of more recent techniques as
the ones used in Deep Learning, in order to get baseline results. The model is comprised
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by three sequential main stages: (1) pre-processing, (2) classification and (3) post-
processing. In the following sections, a deeper explanation of each is presented.

3.1 Pre-processing

The pre-processing stage is responsible for splitting the musical pieces into frames and
also for converting each frame to the frequency domain, using the Fast Fourier
Transform (FFT). Although each frame is comprised of 4096 samples, only the first
half is taken into account since the second half of the signal mirrors the first half.

Regarding the ANNs training process, a fundamental key point to consider is the
quality of the data. Hence, this stage is responsible for applying two additional
sequential transformations used solely in the training set: (i) removal of meaningless
data, such as frames with silence and (ii) adapting the ratio between frames with and
without the note that should be identified by each classifier, more specifically, 20% of
frames with the given note and 80% frames without it (see Fig. 3).

3.2 Classification

The classification stage is where the actual transcription process starts. The resulting
data from the pre-processing stage is inserted into this stage so that the note can be
detected. As already mentioned, we use the divide and conquer approach, thus, 88
classifiers were created, each one responsible for transcribing one note (see Fig. 2b).

Each classifier comprises five hidden layers with 256, 128, 64, 32 and 8 units,
respectively, and an output layer with one unit (yes or no output). The hidden layers
apply the leaky relu activation function, while the output layer uses the sigmoid
function. During the training phase, the optimizer chosen was Adam [15] combined
with a learning rate of 1� 10�6 and the cross-entropy loss function. Also, the fol-
lowing optimization techniques were applied: data shuffling [18]; dropout [16] with a
probability of 0.15; noisy gradients [17] with a probability of 0.70 and a standard
deviation of 0.05.

3.3 Post-processing

As mentioned earlier, post-processing methods can be applied to correct errors from the
classification process. In this work, we use three different types of post-processing
methods, labeled as: (i) step 1 - fix notes duration, (ii) step 2 - fix notes duration
according to onsets and (iii) step 3 - fix notes onset. Each type applies the divide and
conquer approach, where an ANN is created to post-process one musical note only,
resulting on 88 ANNs per post-processing step. This means that the whole post-

Fig. 3. Transformations applied during the pre-processing stage.
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processing stage comprises 88� 3 ¼ 264 ANNs. In the topics that follow, we detail
each post-processing type.

Step 1 - Fix notes duration

Music is a time-series phenomenon. By this, we mean that a given event is closely
related to a previous and/or a following one. The first post-processing step aims at
incorporating that sense of time in the transcription process. Thus, each ANN in this
step receives as input the output of the corresponding note classifier, from the classi-
fication stage, as well as, the output for some preceding and following frames, and
gives as output a yes or no answer. This way, it assesses whether the middle frame of
the sequence contains the specific note or not. See Fig. 4, below, for an example.

Note that during the post-processing, the squared window represented in the figure
above, will slide to the right, one frame at a time, until the last frame, and for each
sequence contained on that window, an output prediction is given for the middle frame.
When finished, the whole set of new predictions represents the resultant transcription of
the system (see Fig. 5).

Fig. 4. Example of how a post-processing unit from step 1 works. The 1’s represent a frame that
was identified with a specific musical note and the 0’s the opposite scenario. The squared
window around a portion of the input data represents the sequence given to the post-processing
unit. The number in the middle of that window, represents the frame that the unit is trying to
predict. Finally, the number represented below the output data illustrates the actual prediction
from the post-processing unit.

Fig. 5. Representation of all the sequences given to step 1, regarding the previous example. The
numbers in red represent wrongly transcribed frames. (a) All the input sequences given to the unit
and its resultant predictions. (b) Representation of the previous and new transcription.
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It is important to point out that, the sequences given to a post-processing unit do not
contain binary data (only zeros or ones) but, instead, values between 0 and 1 (because
the classifiers’ output unit use the sigmoid activation function). However, for ease of
understanding all the examples given in this section represent those values as binary
data.

Step 2 - Fix notes duration according to onsets

For further improvement, an additional post-processing step was created (see Fig. 6).
This new step is like the previous one since it receives as input a sequence of previ-
ously transcribed frames from step 1 and it also tries to predict the possible tran-
scription for the middle frame of that sequence. However, it also receives two
additional sequences: one sequence with the original transcription from the classifi-
cation stage and another one based on the output of an onset detector algorithm [19].
An onset consists in the start time of a musical note.

The rationale behind the concept of receiving the original transcription from the
classification stage is based on stacked systems [20], where an additional system
receives as input the output of the previous step, as well as, the original input.

Note that the onset detector algorithm applied is not perfect and is also not able to
distinguish between onsets of different musical notes. Thus, these post-processing units
need to deal with problems like: (i) falsely and missing detected onsets and (ii) onsets
of other musical notes.

Step 3 - Fix notes onset

To refine our model in terms of onset detection, an additional post-processing step was
added. In this step, only the frames predicted as note onsets are targeted. Specifically,
for each predicted note onset, these post-processing units decide whether a readjust-
ment is needed or not. Therefore, they can output three possible transformations:
SHIFT LEFT, ACCEPT and SHIFT RIGHT. An example of the three possible trans-
formations is shown in Fig. 7.

Fig. 6. Representation of the three different sequences received by step 2 post-processing units.

A Divide and Conquer Approach to Automatic Music Transcription 225



This post-processing unit receives two sequences as input. One with the corre-
sponding transcription of the note onset and nearby frames (previous and following
four frames), and a second sequence, with the output of the onset algorithm, used in the
previous step. Thus, regarding the example represented in Fig. 7, the input data
received by this post-processing unit could be as demonstrated in Fig. 8:

Fig. 7. Three possible transformations in step 3 of the post-processing stage.

Fig. 8. Illustration of the given input data with all three types of possible transformations.
(a) Scenario where the note onset should be readjusted to one frame before. (b) Scenario where
the onset is considered already correct. (c) Scenario where the onset should be shifted to one
frame after.
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4 Results

In this section, results and a comparison with similar techniques used in other state-of-
the-art works are presented. First, the dataset is described, followed by the metrics used
for comparing our approach. Then, the results obtained are shown, and finally, a
comparison with other research works is given.

4.1 Dataset

To be able to compare our approach with already existent ones, we use the Configu-
ration 1 dataset from [2], based on MAPS [21]. This dataset comprises four folds, each
one containing a different combination of musical pieces, with 216 musical pieces in
the training set and 54 pieces in the testing set. This means that, for each fold, a
transcription system comprised of 88 ANNs for the classification stage and 264 ANNs
(88� 3) for the post-processing stage, need to be created.

4.2 Metrics

We use both frame-based and note-based metrics [22] to compare our model. Frame-
based metrics consists on evaluating frame-by-frame the final transcription, whereas
note-based consists on evaluating each transcribed musical note by considering its pitch
and its onset. Regarding the note onset, we also assume a tolerance of ± 50 ms.

We use precision, recall and f-measure for both frame-based and note-based
evaluation metrics. Mathematically, these metrics can be expressed as:

Precision Pð Þ ¼ TP
TPþFP

ð1Þ

Recall Rð Þ ¼ TP
TPþFN

ð2Þ

F-measure Fð Þ ¼ 2� P� R
PþR

; ð3Þ

where TP represents true positives, which consist on correctly identified frames/notes,
FP represents false positives, which consist on wrongly detected frames/notes and FN
represents false negatives, which consist on missed detected frames/notes.

4.3 Results and Comparison

The obtained results from our model, per each step are presented in Table 1, below.
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From the table above, we may conclude that the post-processing stage played an
essential role in the improvement of the transcription results. The frame-based metrics
were improved by an amount of 13.58% and the note-based by 28.56%. To better
evaluate how distant our system is from the expected transcription, a portion of the
resultant and expected transcription from the musical piece BMW 846 Prelude in C
Major from J. S. Bach is shown in Fig. 9.

To compare our results, two state-of-the-art works were chosen: [7] and [8]. Both
apply the same dataset as well as the same type of ANNs. The comparison is shown in
Table 2.

Table 1. Obtained results per each step.

Stage/step Frame-based (F) Note-based (F)

Classifiers 66.89 33.08
Post-processing step 1 - Fix notes duration 79.78 (+12.89) 51.61 (+18.53)
Post-processing step 2 - Fix notes duration
according to onsets

80.23 (+0.45) 55.97 (+4.36)

Post-processing step 3 - Fix onsets 80.47 (+0.24) 61.64 (+5.67)

Fig. 9. Portion of the expected and resulting transcription of the BMW 847 Prelude in C Major.
(a) Expected transcription. (b) Resulting transcription.
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From the table above, one can conclude that our approach significantly surpasses
both works in frame-based metrics, while reaching similar results in note-based.

To assess our approach against more recent artificial intelligence techniques such as
Recurrent Neural Networks (RNNs) or Convolutional Neural Networks (CNNs), we
further compare it to three other systems, taking advantage of the fact that these three
systems have also used the same dataset, thus making the comparison feasible. Table 3
encompasses the results from all the approaches.

Even when our approach is compared with works that implement more recent types
of ANNs, it still yields higher frame-based metrics than those systems, and, at the same
time, it reaches comparable results in note-based metrics. This demonstrates the
effectiveness of our approach.

5 Conclusions and Future Work

In this paper, we tackled the AMT problem using a divide and conquer approach. The
obtained results show that this is a promising path for tackling the AMT problem, since
they surpassed current state-of-the-art works in frame-based metrics and reach similar
metrics in note-based, even when compared with other systems that apply more recent
types of artificial neural networks. The use of artificial neural networks as post-
processing units demonstrated to be essential for improving the whole performance of
the system. In the future, a comparison could be done between post-processing units
that take advantage of artificial neural networks and traditional statistical methods, such
as Hidden Markov Models, in order to understand which one is better.

Table 2. Comparison with two other state-of-the-art works.

Approach Frame-based Note-based
P R F P R F

ANN [7] 65.66 70.34 67.92 62.62 63.75 63.179
ANN [8] 76.63 70.12 73.11 – – –

Ours 84.94 76.46 80.47 61.81 61.54 61.64

Table 3. Comparison with works that apply more recent types of artificial neural networks.

Approach Frame-based Note-based
P R F P R F

RNN [7] 67.89 70.66 69.25 64.64 65.85 65.24
CNN [7] 72.45 76.56 74.45 67.75 66.36 67.05
CNN [8] 80.19 78.66 79.33 – – –

Ours 84.94 76.46 80.47 61.81 61.54 61.64
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To conclude, there is still plenty of space for future work. For instance, in the case
of the classifiers, other techniques could be used, like Recurrent Neural Networks or
Convolutional Neural Networks. In addition, an improved version of the onset algo-
rithm could also be used. Thus, a possible solution could be the creation of an addi-
tional ANN to filter false positives from this original onset algorithm, or, instead, create
an onset algorithm from-scratch using deep learning techniques, like some authors
propose [23].
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Abstract. Efficient and acceptable AI agents need to interact and dialog
with their users taking into account not just task efficiency but also
social preferences in the interaction. In this work we introduce a model
for generating dialog in different scenarios. At the base of the system is
a dialog management based on POMDP (Partially Observable Markov
Decision Process) models. This task specific component can by itself be
used to execute the task. We then introduce another level, and define
the interface between the levels, to be able to complement the dialog
generated to take into account the social preferences of interaction of
each particular user. We show how a particular parameterization of the
state allows to learn a personalised policy. We further show that with
our formalism a social policy learned for a particular user can then be
used in other similar tasks without requiring further learning. We present
several simulations showing how we can plan multiple tasks, learn social
policies and that those policies can be transferred.

Keywords: Social aware agents · Dialog management ·
Adaptive learning · User adaptation · Task transfer

1 Introduction

A Spoken dialog system (SDS) is a computer system allowing people to achieve
a task by interacting via spoken language to achieve their goals. SDSs are an
increasingly prominent part of our society, we see them in costumer support,
intelligent home appliances, automated personal assistants, and much more. The
relatively recent increase in popularity of SDS makes them a very interesting
topic to study [9].

With the current advances in AI the number of situations where we will
be interacting with autonomous agents is expected to rise in the future. One
example would be fully autonomous vehicles that provide taxi services. In this
situation, how should an autonomous taxi interact with passengers from a social
perspective? What happens when a person tries to abide by the same social
norms he or she would when interacting with a human cab driver but the system
c© Springer Nature Switzerland AG 2019
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is unable to reciprocate? In that case, the interaction will likely not be as pleasant
when compared to an autonomous driver that is capable of understanding and
follow the same social conventions. These implicit conventions are described
in sociological theories of interaction such as the highly influential Politeness
theory [3]. This theory postulates that people use specific politeness strategies
when communicating in order to maintain each others social and moral standing,
also referred to as the concept of ’face’ in the theory. Moreover, rational agents,
according to the theory, choose what they perceive to be the most effective
strategies to avoid losing their face. This choice is non-trivial as, for instance,
an overuse of the same strategy might come across as insincere and neglectful of
the other person.

With the rise of smart speakers like Amazon Alexa, we are currently wit-
nessing a renewed interest in spoken dialogue systems. The great progress made
in speech recognition and speech synthesis opens up the potential for such sys-
tems to engage with their users in novel ways that go beyond simple information
exchange. Moreover, the research fields of Intelligent Virtual Agents and Social
Robotics are also highly invested in developing dialogue systems with social
capabilities. The main reason is that there are several benefits in having a dia-
logue system that is capable of engaging in social dialogue with humans [1]. Not
only this type of dialogue can make the interaction feel more enjoyable but it
also can contribute to a greater feeling of trust in the system [2]. This is because
human-human communication is greatly affected by how well the interlocutors
are able to establish rapport with each other and studies have shown that the
same applies to human-agent communication [4,6]. In fact, in scenarios that
involve the disclosure of sensitive information, such as a medical interview, peo-
ple can feel even more comfortable when interacting with a virtual agent that is
fully autonomous rather than one that is being operated by a human [5].

Initial strategies to model SDSs were based around creating a Finite State
Automaton (FSA)[8,10], which can be represented as a graph where the nodes
represent prompts given by the machine and the links give the user’s possible
responses. In order to avoid errors in automatic speech recognition (ASR), the
possible responses must be very limited, and the resulting dialogues could be
very frustrating to the users. Different strategies appeared to deal with this but,
as shown by Williams and Young [11], most fall under the POMDP framework.

In this paper we develop a machine capable of doing simple social tasks
taking in consideration the social context and preferences of each user. To do
this the model will contain the usual POMDP model that is indifferent to the
social implications of the conversation, only focused on the user’s goals, with an
additional layer is built on top of it, that is responsible for adding actions of
social character, like greeting or thanking. This layer avoids using the internal
structure of the POMDP in order to be possible to transfer it to a different
problem where it would be able to perform without extra learning necessary.

This approach differs from existing work because of the separation between
the task level planing (the instrumental goal), handled by a POMDP, and the
social planing (social goal), handled by a layer on top of that.
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Due to our contributed architectural choices and the defined interfaces
between the different state representation, it is possible to use Reinforcement
learning on the social layer to learn the social context and preferences of the
user and transfer the social policy between different tasks.

2 Computational Model

The proposed decision architecture, shown in Fig. 1, is divided into two main
components. At the core, we have a model for the conversation that ignores social
context and its only focus is on completing the task at hand. The POMDP model
is used for this effect. This layer is task specific and normally all its parameters
can be hand-tuned.

Fig. 1. Architecture of the model. At the core we have a POMDP responsible to gen-
erate a task specific dialog. At the top layer we have an RL agent that learns social
policies that enhances the POMDP policy to take into account the social preferences
of the users. An interface between the two levels was develop to ensure that the RL
agent can learn and that its policy can be transferred to other tasks.

On top of that, we build a system that is responsible for adding the social
interactions to accommodate the user. This system will use reinforcement learn-
ing to find the optimal policy, so we’ll refer to it as the RL layer. This component
is not task specific but is instead user specific. It will learn how each user prefers
its interactions.

A great challenge is to provide a clear interface between the task and social
levels to ensure that: (i) each component can work reliably; (ii) the interface is
as simple as possible; (iii) the system can adapt to each user; (iv) user dependent
knowledge can be transferred.

With these goals in mind we defined the following interface. The RL layer
will receive information about the change in belief of the POMDP because we
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want to know if the last part of the dialog changed the belief about the task.
It also receives the optimal action proposed by the POMDP that the RL level
can choose to accept or to overwrite it with a social action. The reason for this
is that if the belief changed in the last interaction maybe the agent is in the
middle of asking some task specific information and so we should not interrupt
the exchange with social cues. For instance if the belief grew to increase the
probability of the task being to serve a beer, we should not interrupt the process
with a comment on the weather before asking if it is with or without alcohol.
The RL layer will then observe the response from the user and, if it kept the
action from the POMDP, it will relay it to the POMDP and update the belief.

We now go into more detail how these parts work.

2.1 Mathematical Models

POMDP - for Dialog Management. A Partially Observable Markov Deci-
sion Process (POMDP) is a mathematical framework that can be used to model
sequential decision problems where only partial information on the state of the
environment is available to the agent. A POMDP is formally defined by the tuple
(S,Am, T,R,O,Z, λ, b0), where:

– S is the set of states
– Am is the set of action the agent may take
– T defines a transition probability p(s′|s, am)
– R defines the expected reward r(s, am)
– O is the set of observations
– Z defines the observation probability p(o|s′, am)
– λ is a geometric discount factor 0 ≤ λ ≤ 1
– b0(s) is the initial state distribution.

At each time step t, the environment is in some state s. The agent chooses
an action am that causes the environment to transition to state s′ with prob-
ability p(s′|s, am). Finally, the agent receives an observation o with probability
p(o|s′, am) and a reward r equal to r(s, am).

A useful quantity to keep track is the probability distribution over the states,
known as the belief (b). This quantity can be updated according to equation
Eq. (1), where p(o′|am, bt) is a normalising constant.

bt+1(s′) = p(s′|o′, am, bt)

=
p(o′|s′, am, bt)p(s′|am, bt)

p(o′|am, bt)

=
p(o′|s′, a)

∑
s∈S p(s′|am, bt, s)p(s|am, bt)

p(o′|am, bt)
(1)

=
p(o′|s′, a)

∑
s∈S p(s′|s, am)bt(s)

p(o′|am, bt)
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The goal of the agent is to maximise the cumulative, infinite-horizon, dis-
counted reward Eq. (2):

Θ =
∞∑

t=0

λtrt (2)

The policy that maximises the expected return, depends on the complete
history of the dialog. However, the belief has a useful property that it is the
complete summary of the dialog history. Formally, given an initial belief b0 and
a history {a1, o1, a2, o2, ...}, the belief provides a sufficient statistic. As a result,
the policy can be seen as simply a mapping from belief state to action π(b) ∈ Am.

Spoken Dialog System-POMDP. In this section we show how a POMDP
is commonly used for generating Spoken Dialog Systems (SDS). We follow the
approach of Williams and Young [11] The properties of spoken dialog make it so
that, when represented as a POMDP, the state can be naturally separated into
three distinct components:

– User goal (g)
– User action (u)
– Dialog history (h)

As a result, the factored POMDP state will be defined as:

s = (g, u, h) (3)

With this in mind, we can expand the transition function and decompose it
into its three components:

p(s′|s, am) = p(g′, u′, h′|g, u, h, am)
= p(g′|g, u, h, am)p(u′|g′, g, u, h, am)p(h′|g′, u′, g, u, h, am) (4)

We can then simplify this equation by taking some independence assump-
tions. For the first term, which refers to how the user goal changes at each step,
we’ll assume it only depends on the previous goal, the dialog history and the
machine’s action.

p(g′|g, u, h, am) = p(g′|g, h, am) (5)

The next term, how the user will act at each step, we assume to only depend
on the current goal, the dialog history an the machine’s action.

p(u′|g′, g, u, h, am) = p(u′|g′, h, am) (6)

For the last term, which captures relevant information about the history of
the dialog, this will only depend on the most recent variables, as well as the
previous dialog history.
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p(h′|g′, u′, g, u, h, am) = p(h′|g′, u′, h, am) (7)

Replacing Eqs. (5), (6) and (7) into Eq. (4), we get:

p(s′|s, am) = p(g′|g, h, am)p(g′|g′, h, am)p(h′|g′, u′, h, am) (8)

As for the observation, this will only depend on the user’s action, so the
observation probabilities become:

p(o′|s, am) = p(o′|g, u, h, am)
= p(o′|u) (9)

Combining Eqs. (8) and (9) with Eq. (1), we get the equation for belief updat-
ing for the SDS-POMDP:

b(g′, u′, h′) =

= k · p(o′|u′)
∑

h∈H

p(u′|s′, h, am) · p(h′|g′, u′, h, am)
∑

g∈G

p(g′|g, h, am)
∑

u∈U

b(g, u, h)

(10)

Overall, the SDS-POMDP framework makes it easier to model spoken dialog
systems when compared to the usual POMDP framework, and the assumptions
made allow more efficient algorithms.

RL - for User’s Personality Adaptation. The RL layer runs on top of the
POMDP. Its task is to choose between the action selected by the optimal policy
(πPOMDP ) of the POMDP or a social action. It is composed of:

– The observed state s in which we will learn, composed of:
• the current POMDP belief b.
• the previous POMDP belief pb.
• the action selected using the optimal policy from the POMDP am.
• the previous action pa.

– A set of actions the agent can take, both the action from the POMDP and
the social actions: A = Am ∪ Asocial

– a hidden state h that in unknown and includes the POMDP state (of which
the structure is known), as well as information on the user’s social preferences.
This could be information on whether the user is happy with the conversation
so far, if he feels that he has been treated fairly, and so on.

– A reward function r(h, a)
– A observation probability function p(o|h, a)

As explained before this state guarantees that the agent can learn, but also
that it can transfer the learned knowledge about the user for another task.
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The update of the beliefs (b and pb) are dependent on the type of action a. If
the action was social, both beliefs remain the same. If the action was not social,
then b is updated using Eq. (10), and pb is set to b. Also, pa is set to the previous
action, unless the last action terminated the dialog, in which case pa indicates
that this is the beginning of a new dialog.

In order to have the RL layer not depend on the underlying POMDP struc-
ture, instead of taking the belief directly, only the total variation (TV ) between
the current and the previous belief, calculated according to Eq. (11), will be used
to create the optimal policy for the RL layer.

TV (bt+1, bt) =
1
2

∑

s∈S

|bt+1(s) − bt(s)| (11)

An identifier (id) will also be used as information on the last action. It will
store the last social action that was performed (or whether it is the beginning
of the conversation), and in the case of the last action being non-social, whether
it is the same as the last non-social action or not. These two elements will be
converted to a numerical vector (φ(s)). The first component of the vector will
be the total variation referred above and the rest will be a one-hot encoding of
the id.

We can then create a policy using this encoding, by taking the inner product
with a parameter vector wa for each social action plus one for keeping the
optimal POMDP action, and then normalising using the softmax function, like
in Eq. (12). The elements of the final vector give the probability of selecting the
corresponding action.

π(s, a) =
ewa·φ(s)

∑
a′∈A ewa′ ·φ(s)

(12)

To find the parameters that optimise the policy, we use the evolution strategy
CMA-ES [7]. The function to optimise is the sum of the rewards received over
n-steps, and the optimisation occurs over the parameters wa.

3 Experiments

In the experiments we show the two main capabilities of our system. First that
the system is able to learn how to use social actions to increase how well the
user enjoys the interaction beyond the instrumental goal. We consider different
user profiles and see how well it can adapt to each profile. Second we want to
show that with our architecture we are able to transfer the knowledge about
the user from one scenario to another. If an user enjoys a certain type of social
interaction in one scenario we can use such preference to bootstrap the social
actions in a new (related) scenario (Fig. 2).
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Fig. 2. Structure of the RL layer. Each arrow indicates that the variable is directly
dependent on the other. The dashed boxes represent the observed state s and the
numerical representation of the state φ(s). o is the observed response by the user, a is
the action selected by the RL, r is the reward received. The other variables are explain
in the text.

3.1 Scenarios

We consider two different scenarios to validate our claims and contributions. We
need two scenarios to test the transfer and also to see how well the architecture
we have is agnostic to the specific details of each task. In the following, we make
a simple description of the POMDP structure of these scenarios:

Scenario 1: Bar. In the first scenario, we have a costumer going to a bar asking
for a drink. He can want a bottle of water, or a glass of beer of brand 1 or
brand 2. The agent (acting as the barman) can ask the costumer what he wants
to drink, ask him to specify the brand of beer he wants or give the costumer
one of the three options, ending the dialog. At each time step, the agent has a
probability perr of misunderstanding the client and observing a different random
action. For this POMDP, whenever the agent chooses to ask the costumer what
he wants or to specify he receives a small negative reward (−1). When giving
one of the drinks, if the drink corresponds to the costumer desired drink, then
the agent receives a positive reward (10), otherwise, it receives a large negative
reward (−100).

Scenario 2: Library. In the second scenario, we have a user who goes to a library
with the intention to request one of two books. The library however only has
book 2, as a result, if the reader asks for book 1 then the agent (the librarian)
must inform that there is no such book in the library, at which point the reader
changes its mind and want book 2. Like in scenario 1, there is a probability
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of misunderstanding perr. As for the POMDP reward, the agent gets a small
negative reward for asking what the reader wants (−1). If the agent gives book
2, but the reader still wants book 1, then it receives a large negative reward
(−100). If the agent gives book 2 and the reader wants it, then it gets a positive
reward (5) that is larger (10) if the reader wanted book 2 from the beginning.

Social Components. In any of the scenarios the agent can choose to include in
the dialog not only the task relevant queries as described before, but also social
components. For instance, greetings, e.g. hello/goodbye, or thanking. Including
smalltalk is also important in some contexts but it is left for future work.

3.2 Clients Personalities

To show how well we can adapt to different personalities we create 2 different
clients: a social (that likes interactions that use standard politeness formulas)
and an anti-social (that just cares about the task efficiency).

We model this by the use of different reward functions for the RL layer. To
have the reward be analogous something like tipping or a survey at the end, the
reward will be zero if the action of the RL layer is not terminal, that is, it does
not cause the conversation to restart. In both scenarios, a positive reward (1.)
will be awarded if the agent perform the action that is expected of him, and a
negative reward (−1.) if he fails (by giving the wrong drink or the wrong book).
The difference between the two costumers is that the social costumer will receive
an extra positive reward (.5) if at the beginning of the conversation the agent
said hello, while the anti-social is indifferent to this.

Sample conversations for both scenarios and clients can be seen in Sect. 3.4.

3.3 Results

Check Learning Capability. Four different policies, one for each combination
of scenario and client personality, were learned using the method referred in
Sect. 2.1. πB,S corresponds to the policy learned on the bar scenario with the
social client, πL,A corresponds to the policy learned on the library scenario with
the anti-social client, etc.

As can be seen in Fig. 3, the method used for optimisation is capable of
improving the initial policy, created with random parameters. Due to the ran-
domness of the observations (agent has a chance to misunderstanding what the
user was saying), the received reward can be different from the expected reward.
This helps explain the noise that can be seen in the objective function.

Check Transfer Capability. To check the transferability of the policies, that is,
if a social policy learned in one scenario will perform well in another, a series of
simulations were performed on each scenario for all policies referred above. The
results can be seen in Table 1. As can be seen, policies trained with the same client
profile perform very similarly, which means that even though a policy is trained
in a different scenario, it achieves a performance close to the performance of the
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Fig. 3. Average reward of the μ best solutions with the number of trials during the
training. The rewards are normalised so that the maximum of each one is 1.

optimal policy trained in that scenario. We can conclude that for this example,
the policy learned in one scenario transfers well to the other scenario.

It can also be observed that the policies learned from one client perform worse
on the other client than the policies learned on that client. This is evidence that
the optimal policy for both personalities is different.

Table 1. Estimated normalised average rewards and its standard deviation, for every
policy in each scenario. In each row, the values are normalised such that the reward
for the social policy trained in the respective Scenario/Client is 1. We can clearly see
that our mechanism for transfer works as social policies learned in one task can be
executed in a different task and achieve a high success if the social profile of the user
is the same.

Scenario/client πB,S πB,A πL,S πL,A

Bar/social 1.0± 0.0 0.784± 0.003 0.995± 0.004 0.787± 0.003

Bar/anti-social 0.767± 0.003 1.0± 0.0 0.771± 0.004 1.014± 0.005

Library/social 1.005± 0.004 0.810± 0.003 1.0± 0.0 0.810± 0.003

Library/anti-social 0.758± 0.003 0.997± 0.004 0.756± 0.003 1.0± 0.0

3.4 Sample Conversations

Sample conversations for both scenarios from Sect. 3.4. In parentheses are the
observed user actions. Due to the change of misunderstanding the client (dictated
by perr), the system repeats some questions to assure that it understands the
users intentions.
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Bar scenario with anti-social client. The sys-
tem follows policy πB,A.
s: What would you like?

u: I’d like a beer please.(beer)

s: We have brand1 and brand2. Which

would you prefer?

u: Brand1 please.(Brand1)

s: We have brand1 and brand2. Which

would you prefer?

u: Brand1 please.(Brand1)

s: Here is your beer. Enjoy.

Library scenario with social client. The sys-
tem follows policy πL,S .
s: Hello!

u: Hello.(hello)

s: What would you like?

u: I would like to order book1(book1)

s: What would you like?

u: I would like to order book1(book1)

s: Sorry, we don’t have that book.

u: I would like to order book2(book2)

s: Here is book2

4 Conclusions

We have defined a model that separates the social and task planning into two
components. The task planning is formally modelled as a POMDP that has
been shown to be a framework appropriate for planning in SDSs. In particular,
a variation on the POMDP referred to as SDS-POMDP is used, that takes
advantage of the properties of SDS to achieve more efficient results. The social
planning comes from a layer on top of the POMDP that will receive information
about the change in belief of the POMDP and the optimal action proposed by
the POMDP. Since the belief is not used directly, and instead only the observed
change in belief is used, the policies created are independent of the underlying
POMDP structure. RL is then used to learn a policy that selects whether to
override the POMDP action with a social action or to accept such action.

This approach allows for the social policy to not depend on the underlying
structure of the POMDP, and as a result, the social policy learned in a particular
scenario can be transferred to another.

We trained the RL layer on two different simulated scenarios with two differ-
ent user personalities, and found that it was capable of learning the policies that
optimise the rewards. We then simulated the policies on scenarios different from
the one they were trained in and found that the learned policies still performed
well.

In this work, social interactions were fairly minimal. More complex inter-
actions like smalltalk could be added and would be interesting to see to what
extent this would be transferable between tasks. It would also be of interest to
see how the model would perform on real users and not just simulations, but for
that the necessary empirical data would need to be gathered.

Acknowledgements. This work was partially by the FCT grants FCT: UID/CEC/
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Abstract. The information on the internet suffers from noise and cor-
rupt knowledge that may arise due to human and mechanical errors. To
further exacerbate this problem, an ever-increasing amount of fake news
on social media, or internet in general, has created another challenge
to drawing correct information from the web. This huge sea of data
makes it difficult for human fact checkers and journalists to assess all
the information manually. In recent years Automated Fact-Checking has
emerged as a branch of natural language processing devoted to achiev-
ing this feat. In this work, we give an overview of recent approaches,
emphasizing on the key challenges faced during the development of such
frameworks. We test existing solutions to perform claim classification on
simple-claims and introduce a new model dubbed SimpleLSTM, which
outperforms baselines by 11%, 10.2% and 18.7% on FEVER-Support,
FEVER-Reject and 3-Class datasets respectively. The data, metadata
and code are released as open-source and will be available at https://
github.com/DeFacto/SimpleLSTM.

Keywords: Fact-checking · Trustworthiness · Evidence extraction

1 Introduction

With the increase in false-fact circulation across different social media platforms,
it has become pertinent to validate the claims and statements released online [8,
34]. The terms Fake-News and Junk-News have gained importance in the last few
years, mainly in the context of electoral activities in North America and Western
Europe. The false facts (or rumors), in the past, have led to situations like stock
price drops and large scale investments [35]. Though social media platforms are
the most common breeding grounds for fake-news, it sometimes finds its way into
the mainstream media too [15]. The constant skepticism about inflammatory
news headlines and rapid growth in the facts that are shared online led to a new
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form of journalism that validates political facts made on the web. Political fact-
checking [25] has emerged as an effort to fight against the fake news and validate
the claims and alternative facts [15] made in political discourse. Organizations
like PolitiFact1, Snopes2 and Factcheck3, for instance, employ journalists that
manually check facts and hand annotate them publicly. Though this is a good
effort towards curbing false information, the human annotators cannot compete
with the speed with which these facts are generated. The content on the internet
is increasing every day which also means an increase in the false and incorrect
facts. This makes manual validation of facts almost impossible (although its high
precision). Automated Fact-Checking (or Fact-Validation) is a (relatively) recent
effort that tries to automate the process of manual fact-checking. Many different
branches of natural language processing have emerged that try to achieve this
goal [28]. The fact-checking task involves different perspectives. For instance,
stance detection aims at detecting whether the author of a piece of text is in
favor of the given target or against it. Recent challenges like the Fake News
Challenge 20174 [13] tackle this problem. Yet another task in the fact-checking
domain is the claim classification which deals with deciding whether a given
claim is true or not based on the evidence. FEVER 20185 [31] have proved to
be important milestone in this direction. Overall these challenges have worked
as a catalyst for the automated fact-checking community, releasing new datasets
and defining strong baselines to fuel future research. In this paper we focus our
attention on the latter case (claim classification).

Fact-Checking at its core can be treated as a claim classification problem.
It is a holistic approach that extracts evidence and then uses its arguments to
make a decision regarding the claim. Given a claim and a corpus containing a
set of documents, the problem boils down to predicting the veracity of the claim.
In practice, however, searching, extracting and processing evidence is a complex
underlying task (discussed in Sect. 3). In this work we describe the automation
process and its nuances, we also propose a LSTM-based model (dubbed Sim-
pleLSTM) for claim classification phase of the pipeline.

2 Related Work

Ciampaglia et al. [5] formulate the fact-checking problem as a special case of link
prediction in knowledge graphs (DBpedia6). However, this approach is prob-
lematic as the Knowledge Graphs are often outdated and lack status-quo of
the world. Vlachos and Riedel [34] defined the problem of fact-checking as the
truthfulness of claims in the form of a binary classification problem. They pro-
vide two datasets constructed from political fact-checking websites. Their work

1 https://www.politifact.com/.
2 https://www.snopes.com/.
3 https://www.factcheck.org/.
4 http://www.fakenewschallenge.org/.
5 http://fever.ai.
6 https://wiki.dbpedia.org/.

https://www.politifact.com/
https://www.snopes.com/
https://www.factcheck.org/
http://www.fakenewschallenge.org/
http://fever.ai
https://wiki.dbpedia.org/
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tries to define the problem of fact-checking as a one-to-one automation map-
ping of the human fact-checking process. Thorne et al. [28] give an overview of
fact-checking automation for natural language claims, bridging the gaps between
fact-checking and related research areas. Starting with the fact-checking in jour-
nalism, they define basic terminology and then go on drawing a parallel between
Fake news research, fact-checking, textual entailment etc. Lee et al. [16] propose
a neural-ranker-based evidence extraction method, an important part of the fact-
checking pipeline, extending the baseline method [31]. Taniguchi et al. [27] give
a three-component pipeline consisting of document retrieval, sentence selection
and recognizing textual entailment (RTE). Popat et al. [24] design an end2end
model for fake-news detection. They use pre-retrieved articles related to a single
fact and aggregate the veracity score from each article to make the final decision
about the claim. Yang et al. [37] propose a convolution neural network-based
approach for fake news detection. They combine the text in the articles with the
image cues. Recently many studies have also proposed deep learning solutions
to the fact-checking problem [6,17,24,38]. DeclarE [24] combines the evidence
extraction and claim classification in a single end2end model. Sizhen et al. [17]
select relevant Wikipedia entities using an online available tool - S-MART - and
use their model to perform both evidence selection and claim classification in a
combined fashion, reaching baseline results evidence retrieval. Conforti et al. [6]
propose an approach for fake-news detection by focusing on the stance of the
claims. They use the dataset from Fake-News-Challenge (FNC-1) to test their
model. The model yields better results than the top performers of FNC-1. Yin
and Roth [38], give a two-wing-optimization strategy and combine the last two
steps of Fact-Checking pipeline. Their model beats the baseline [29] on evidence
identification and claim verification by a good margin. Baly et al. [2] use the app-
roach of bias detection in the news media and predict the “factuality” in news
reported by the media source. They use the following variants of veracity assess-
ment: fact-checking, fake news detection, troll detection and source reliability
estimation. Popat et al. [23] add source trend and language to the credibility
assessment approach, and also provide user interpretable explanations of the
final decision.

3 Fact-Checking Pipeline: Automating the Task

Fact-checking is a relatively new research area in NLP, but is not a new task in
journalism. The problem was first discussed in the early 1920s, evolving into stan-
dard practice at many American magazines later on [36]. However, only recently
the task has spread over different communities and countries [12]. Most recent
ideas in fact-checking revolve around automation of the human (or journalist)
fact-checking process. Currently, this is broadly translated into a 3-step process
which involves (1) collecting articles about the claim, (2) selecting prospective
evidence and finally (3) performing a final judgment. Figure 1 exemplifies this in
a nutshell, delineating these three components: (1) document retrieval, (2) evi-
dence selection and (3) claim classification. The flow is detailed in the following.
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Fig. 1. The figure shows three-component fact-checking pipeline: Document Retrieval,
Evidence Selection and Claim Classification.

Document Retrieval : The first step focuses on obtaining relevant documents [2,
31]. The module selects documents from a large corpus that are related to a given
claim. The relatedness is determined by selecting a matching metric. Throne
et al. [29] use DrQA [4] for document retrieval that selects documents from
Wikipedia7 corpus based on TF-IDF. An alternative approach could be using
web search APIs [3,11,18,23] (e.g., Bing API8) for collecting related webpages
from the internet. This approach is a better approximation of the human fact-
checking process, since human fact-checkers do not restrict their research to a
single corpus (like Wikipedia).

Evidence Selection: The next step of the pipeline is to select potential evidences
from the documents or collection of sentences that we retrieved in the first step.
This component does not differentiate between a piece of evidence that refutes
the claim, from one that supports it. The main goal at this phase is to collect
sentences that could potentially be used to run inference on the veracity of the
claim.

Source Classification: This step, although not strictly necessary in order to per-
form the task, has major importance in order to weight all of the extracted
claims (proofs) according to the trustworthiness of source [7,23].

Claim Classification: In the last step, as the name suggests, the model makes
final decision on the claim by taking all the collected information into account
[24], producing scores for each evidence, and then finally making decision on
aggregation of all the scores (textual entailment on the claim by using all pieces
of evidence [29]).

3.1 Claim Classification Methods

In the following section we describe common (weak and strong baselines) methods
to perform claim classification. The methods are detailed in Sect. 4. Feature-based

7 https://www.wikipedia.org/.
8 https://azure.microsoft.com/en-us/services/cognitive-services/bing-web-search-

api/.

https://www.wikipedia.org/
https://azure.microsoft.com/en-us/services/cognitive-services/bing-web-search-api/
https://azure.microsoft.com/en-us/services/cognitive-services/bing-web-search-api/


248 P. Chawla et al.

(XI-FEATURE): the first (weak) baseline method relies on a standard feature
engineering flow. The extracted features are mostly based on lexical and string
similarity features, for instance [26]. The final classification is obtained through
supervised models. We used SVM, MLP and RandomForest models. Gradient
Boosting Classifier (XGBoost) Tosik et al. [32] propose a feature based model
for stance detection. The model uses a gradient boost method for classification
which combines a number of weak learners into a single learner on an iterative
basis in the form of decision trees. The feature set contains twenty features based
on various distance measures such as cosine distance and hamming distance, rela-
tive entropy between topic model probability distributions, sentiment scores of the
claim and sentence (or evidence) and etc. We use this model as one of the baselines
for the claim classification task. Textual Entailment (TE) is under the umbrella of
Argumentation Mining in NLP and is a natural language processing task to find
directional relation between texts [33]. Given a text fragment, the task is to deter-
mine if this text is a consequence of another text. The first text fragment is called
a hypothesis and the second reference text entailing text, where the entailing text
and hypothesis can be seen as the evidence and the claim, respectively. We use the
TE model implementation by AllenNLP [9] as the second baseline for the claim
classification task. The model is an implementation of the decomposable attention
model given by Parikh et al. [21].

3.2 Proposed Architecture: SimpleLSTM

We employ recent deep learning techniques for claim-classification step in the
automated fact-checking task. To this aim, we propose SimpleLSTM, a Long-
Short-Term-Memory (LSTM) based model that extracts semantic information
from claims and evidences and then combines these representations. The com-
bined layer is then fed to a fully-connected neural network, where the final deci-
sion making (classification) is done. We use stacked-LSTM layers for both, claim
and evidence. Figure 2 gives a schematic representation of SimpleLSTM.

The inputs to the model are a claim, evidence and a target label. The claim
is represented as [C1, C2, · · · , Cm] where m ranges from 10–20 words, and the
evidence is represented as [E1, E2, · · · , En] where n ranges from 100–200 words.
The claim and evidence vectors are first passed through a pre-trained embed-
ding layer to get corresponding d×m and d×n matrices for claim and evidence
respectively, where d is the size of each word embedding. The embedding matri-
ces are then fed to two parallel stacked-LSTM layers. Last LSTM outputs for
the both the LSTM stacks give feature representations for claim and evidence.
We call them claimvec and sentvec. The feature vectors are passed through a
merge function. It should be noted that both the evidence and claim share the
embedding layer which facilitates the merging of claimvec and sentvec vectors.
In practice any binary function MERGE(sentvec,claimvec) can be used to pro-
duce a merged representation. We experimented with (1) Cosine distance, (2)
Concatenation and Multiplication of sentvec and claimvec. We found element-
wise multiplication to be most effective. Finally the fully connected layer makes
the decision.
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Fig. 2. SimpleLSTM model. The inputs are claim and evidence. Both, the evidence
and the claim are fed to an embedding layer (common for both) that outputs embedding
representation for each word. These embeddings are then passed through LSTM layers.
The final output of LSTM, sentvec and claimvec, are merged and fed to the fully
connected layer.

4 Experiments

For the experiments, we used the most relevant fact-checking dataset publicity
available: FEVER [30]. In this section we give details of the experiments we per-
formed on FEVER-Simple datasets for the claim classification task. In this work,
we mainly focused on simple claims, i.e., claims which do not exceed one sentence
in length. Therefore, we extracted from FEVER only those claims which are rep-
resented by a subject-predicate-object triple. We refer to this extracted subset as
FEVER-Simple. We implemented two strong baselines to compare the perfor-
mance with our models. We further divide the claim classification task into three
tasks: FEVER-Support, FEVER-Reject and FEVER-3-Class. FEVER-Support
uses only those claims which are true and have corresponding evidences that
support them. Similarly, FEVER-Reject contains claims which are false and
have corresponding evidences. The last task uses three class classification Sup-
port, Reject and NEI (Not enough information). Table 1 gives details about the
number of instances for each dataset. For training the models, we divide the

Table 1. FEVER-Simple subsets

Dataset Label Count

FEVER-Support Support 2761

NEI 2761

FEVER-Reject Reject 2955

NEI 2955

FEVER 3-Class Support 2761

Reject 2847

NEI 2804
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datasets into the train (80%), validation (10%) and test (10%) split. The sub-
sections below describe the setup and hyper-parameters chosen for the models
and datasets.

Table 2. List of various features used in XI-FEATURE.

Feature Definition

is sub Checks if the document contains subject

is obj Checks if the document contains object

is pred Checks if the document contains predicate

dist sub obj Text follows Distance between subject and object

pred between Does predicate occur between subject and object

sub relax Checks whether subject is present in partial form

obj relax Checks whether object is present in partial form

pred relax Checks whether predicate is present in partial form

Jaccard distance Maximum Jaccard coefficient

Cosine similarity Maximum cosine similarity

Semantic similarity Similarity score of most semantically similar sentence

4.1 Baselines

XI-FEATURE. The XI-FEATURE experiments involve tuning the hyper-
parameters for all the three classifiers: MLP, RF and SVM. We used cross-
validation as sampling method with grid search for hyper-parameter optimiza-
tion9. We generate a set of eleven features that incorporate the morphological,
syntactic and semantic information of the claim and evidence pair. The features
are generated by extracting claim specific information from the evidence. We uti-
lize subject, predicate and object (spo) triples (pre-extracted from the claim) in
our datasets. A claim like “That 70s show is a sitcom” can be broken down into
a spo triple [‘That 70s Show’, ‘is a’, ‘sitcom’]. Given a spo triple for each claim, a
simple method to find similarity between claim and evidence is to find whether
subject, predicate, and object (or their synonyms) appear in the sentence. The
first eight features utilize the triples to extract morphological information from
evidence sentence. We later added semantic similarity, cosine similarity and Jac-
card similarity between the claim and evidence sentence as three features. These
features represent the similarity measure between the claim and the most similar
sentence in the evidence. Table 2 lists all the eleven features.

Pre-trained word embeddings were used to compute the similarity based
metrics using spaCy10 python library. The extracted features are trained on three
classifier models: Support Vector Machine (SVM), Random Forest (RF) and

9 GridSearchCV from scikit-learn to obtain the best hyper-parameters.
10 github.com/explosion/spaCy.

https://github.com/explosion/spaCy
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Multi-Layer Perceptron (MLP). According to our experiments, Random Forest
yields the best results with a maximum depth of 10 and entropy as splitting
criterion. For SVM penalty of 100, gamma 0.001 and rbf kernel gave the best
performance. The neural network has two hidden layers with 44 perceptrons in
each. The model provides best results with Adam optimizer and ReLU activation
function.

XGBoost. XGBoost model is trained on FeverSimple datasets and the best
hyperparameter settings for each model are selected using a grid search with
cross-validation on the training set. A max depth of 8 and 1000 estimators pro-
vide the best performance overall on the three datasets.

TE. TE represents the pre-trained textual entailment model with decomposable
attention [21] by AllenNLP [9]. We ran this on the testing data by using claim
as the hypothesis and evidence as the entailing text.

4.2 Results

Table 3 depicts the accuracy, precision, recall and F1 scores for all the models.
It can be observed that the our feature models outperform the gradient-boost
(XGBoost) [32] and TE [9]. The MLP models gives better performance than RF

Table 3. Performance comparison of different models on FEVER support, FEVER
Reject and FEVER 3-class

Dataset Classifier Accuracy Precision Recall f1 Score
XGBoost [32] 0.766 0.766 0.766 0.762

TE [9] 0.691 0.835 0.655 0.734
FEVER Support XI-FEATURE RF 0.79 0.76 0.83 0.79

XI-FEATURE SVM 0.79 0.71 0.85 0.77
XI-FEATURE MLP 0.79 0.76 0.81 0.78

SimpleLSTM 0.850 0.834 0.856 0.845
XGBoost [32] 0.74 0.738 0.736 0.73

TE [9] 0.548 0.759 0.533 0.626
FEVER Reject XI-FEATURE RF 0.73 0.73 0.81 0.76

XI-FEATURE SVM 0.642 0.73 0.78 0.75
XI-FEATURE MLP 0.74 0.69 0.78 0.73

SimpleLSTM 0.816 0.836 0.811 0.824
XGBoost [32] 0.535 0.54 0.534 0.539

TE [9] 0.418 0.372 0.622 0.465
FEVER 3-class XI-FEATURE RF 0.55 0.60 0.61 0.60

XI-FEATURE SVM 0.55 0.54 0.56 0.53
XI-FEATURE MLP 0.59 0.61 0.62 0.61

SimpleLSTM 0.635 0.643 0.620 0.642
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and SVM on the FEVER-Simple datasets. The SimpleLSTM model beats all
the baselines with significant margin.

We found that out of cosine distance, element-wise multiplication, and plain
concatenation, element-wise multiplication works the best for SimpleLSTM, so
we decided to go with it. We chose GoogleNews vectorsGoogleNews vectors11 [19]
for pre-trained word embeddings. This is a word2vec [19] model has been trained
on Google News dataset that has about 100 billion words. It contains word
embeddings of dimension 300 for 3 million words and phrases. We fixed batch size
of 64 and Adam Optimizer, with learning rate of 0.001, for all the datasets. The
loss is binary cross-entropy loss for binary classification tasks, and categorical
cross-entropy loss for the 3-class problem. The input size for LSTM stack is 300,
and the output size is 150 for FEVER-Support and FEVER-Reject, and 100 for
3-Class.

4.3 Challenges

On the computational side, there are different fundamental challenges w.r.t. the
execution of the underlying tasks in this pipeline. We extend the definition of [14]
(items 1 and 4) by highlighting two more challenges (items 2 and 3) we argue
are crucial to bridge the gap between automated fact-checking approaches and
human fact-checkers, as follows. (1) to understand what one says [14] (NLU)
(2) to have the ability to generate equivalent arguments and counter-arguments
(NLG) (3) to have the ability to distinguish credible and non-credible informa-
tion sources (Credibility) (4) to have the ability to obtain plausible evidence [14]
(Argumentation Mining)

Firstly, algorithms need to have the ability to understand what is being said.
This refers to a specific research area called Natural Language Understanding
(NLU), which encompasses several NLP sub-tasks, such as Named Entity Recog-
nition (NER), and Part-of-speech (POS). Although significant leaps have been
made in this area, these technologies are far from human performance, especially
in more noisy contexts such as microblogs [1].

Secondly, algorithms need to process similar content accordingly, i.e., to col-
lect equivalent and related content which are potentially useful in the fact-
checking process. This is part of a branch in NLP called Natural Language
Generation (NLG) [10]. This is of utmost importance in order to have a broader
coverage when checking claims. In structured fact-checking [11], this is a crucial
step towards interpreting and transforming the input claim into natural lan-
guage. Moreover, in free text, for instance, the sentences “he was born in USA.”
and “he is a Yankee.” share the same meaning. Given a claim “he is Ameri-
can.”, algorithms should be capable to perceive that, in this context, “USA”
and “Yankee” are synonyms for “American”, thus the information extraction
phase should generate similar content automatically in order to increase recall.

Thirdly, the level of trustworthiness of authorities and sources must be
checked and taken into account. This has been studied in a topic known as

11 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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(Web) Credibility [7]. This step is important both in assessing the credibility
of sources isolated, as well as when confronting opposite claims made by two or
more authorities [33]. For instance, consider a scenario of researching information
about a dietary supplement that potentially helps in certain disease treatment.
One may find websites from reputable agencies (e.g., NCI USA) alongside sites
from private organizations which sell dietary supplements (which may serve as
advice hub whilst pointing to their own products). Discerning which sources are
trustworthy and which are not is a crucial step forward automated fact-checking
systems [7]. Finally, besides collecting sufficient evidence for asserting a given
claim, explicit and implicit relations among extracted arguments (as well as pos-
sible counter-arguments) should (ideally) be labeled and linked. This is studied
in another branch of NLP called Argumentation Mining [20]. The generated
graph allows achieving a richer level of metadata in order to better perform the
final fact-checking task [22].

5 Conclusion

In this work, we give an overview of the fact-checking problem and its automa-
tion in the context of natural language processing. We discuss the fact-checking
pipeline that consists of document retrieval, evidence selection, source classi-
fication, and claim classification, shedding light on existing challenges. Most
notably the claim classification phase, which consists of classification of claims
as support, reject or not related. In order to solve this task, we propose two
new models: SimpleLSTM and XI-FEATURE, comparing the results with
two strong baselines. Our experiments show that SimpleLSTM outperforms all
the baselines. Compared to the best baseline (XGBoost [32]), it outperforms it
by 11%, 10.2% and 18.7% on the FEVER-Support, FEVER-Reject and 3-Class
tasks respectively. However, we show that the task is far from being solved and
performance is only reasonable even in more simple scenarios (simple claims). As
future work, we will study the impact of such architectures in complex claims,
explore other languages and investigate further architectures to minimize the
gaps in the fact-checking automation task.
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Abstract. Adversarial machine learning is an area of study that exam-
ines both the generation and detection of adversarial examples, which are
inputs specially crafted to deceive classifiers, and has been extensively
researched specifically in the area of image recognition, where humanly
imperceptible modifications are performed on images that cause a clas-
sifier to perform incorrect predictions.

The main objective of this paper is to study the behavior of multiple
state of the art machine learning algorithms in an adversarial context.
To perform this study, six different classification algorithms were used on
two datasets, NSL-KDD and CICIDS2017, and four adversarial attack
techniques were implemented with multiple perturbation magnitudes.
Furthermore, the effectiveness of training the models with adversaries
to improve recognition is also tested. The results show that adversar-
ial attacks successfully deteriorate the performance of all the classifiers
between 13% and 40%, with the Denoising Autoencoder being the tech-
nique with highest resilience to attacks.

Keywords: Classifiers’ footprint · Adversarial machine learning ·
Denial of service

1 Introduction

Cyber-security is the practice of protecting computing systems and networks
from digital attacks, and a rising concern in the Information Age [23]. Although
most systems today are built with increasing security, there is still a vast amount
of vulnerabilities, mainly due to outdated software, non-secure protocols and
systems and human error. Cyber-attacks can target any infrastructure, from
cloud systems to IoT devices, in the most various forms [23].

Intrusion Detection Systems typically use signature or misuse based detection
to identify cyber-attacks, but with the growth of the diversity of attacks in recent
years, machine learning approaches are being widely used [19].
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A downside of using machine learning techniques to perform classifications
is the possibility of existence of adversaries that try to circumvent the classi-
fiers. The area that studies these types of attacks is called Adversarial Machine
Learning, and has been extensively explored in some areas such as image classi-
fication and spam detection; its exploration is scarce in other areas though, such
as intrusion detection [12].

Models are many times trained with assumptions in mind for convenience or
ease of computation, such as feature independence and linear separability of the
data, but these types of assumptions can often open possibilities for adversarial
attacks [6]. Basically, adversarial examples are inputs to a classifier specifically
crafted to deceive the model, causing misclassification.

The purpose of this paper is to extend the idea of another work on the detec-
tion of Denial of Service attacks using multiple classifiers [11], by introducing
adversaries, and answer the following questions:

1. Can the generation of adversarial datasets deteriorate the perfor-
mance of classifiers?

2. Can the training of models using adversaries improve their
resilience to them?

3. Which techniques are most robust in each scenario?

To answer these questions, three experiments were performed using two pub-
lic datasets, NSL-KDD [3] and CICIDS2017 [9]. We first trained and tested the
models on the original datasets using 10-fold cross validation. On the second
experiment, we modified these datasets to generate adversaries using four com-
mon adversarial example techniques, and repeated the cross validation, this time
training with the original data and testing on the adversary dataset. By compar-
ing the results between the first and second experiment, we can answer the first
and second research questions. For the final experiment, instead of training the
classifiers on the original dataset, we trained them on the adversarial datasets. In
this scenario, we made sure that the adversarial dataset being tested would not
be included in the training set, to better simulate a scenario where an attacker
uses a technique for which the classifiers were not trained for. We observed that,
for the second experiment, the Denoising Autoencoder was the classifier which
performed the best on both datasets, and in the third experiment, the Random
Forest classifier offered the best performance.

To the best of the authors knowledge, the novelty of this work is centered
around the following points:

1. We used at least one classifier for each machine learning tribe, according
to Domingos [5], with the exception of evolutionary algorithms, to perform
classification against four types of adversarial attacks;

2. Along with a prominent dataset used in many works, we used a new dataset,
CICIDS 2017 [9], which has never been used on adversarial machine learning
applied to intrusion detection;

3. We were the first testing the effectiveness of adversarial training, an adver-
sarial defense technique, in an intrusion detection scenario, when other works
[7,10,12] only tested attack strategies;
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4. We extended the strategy of adversarial training by using different types of
classifiers, other than neural networks, from other machine learning tribes.

The article is organized as follows: In Sect. 2, some background knowledge
and fundamentals of adversarial machine learning are explored; in Sect. 3, we
explore some other works on adversarial machine learning applied to intrusion
detection; in Sect. 4, we explain the setup of the experiments, and explore the
results in Sect. 5; in Sect. 6, we display our conclusions and future work.

2 Background Knowledge

This chapter is split into two subsections. On the first, some general concepts
on adversarial machine learning will be exposed. On the second, the adversarial
attacks that are used in this paper are explained.

2.1 Fundamentals of Adversarial Machine Learning

Adversarial attacks can be mainly classified as Poisoning attacks, if the attacker
influences the training data to cause the model to under-perform during deploy-
ment, or Evasion attacks, if the attacker manipulates the data during deploy-
ment to deceive classifiers [20].

Huang [20] proposed a formal taxonomy to further model an adversarial
attacker, according to the following properties:

– Influence - refers to the capabilities the attacker has over the training data.
It can either be a Causative attacker if he can temper the training data of
the classifier, or Exploratory if the attacker can’t alter the training data,
but can use other techniques to probe for useful information;

– Security Violation - refers to the type of violation of the attack. There
can be Integrity attacks when the aim is for the attack to be classified
as normal (false negative), Availability attacks, when the aim is to cause
misclassifications of any type (false negative or false positive), rendering the
model useless, or Privacy attacks, when the aim is to obtain information
from the learner;

– Specificity - refers to the broadness of misclassification. These can be Tar-
geted attacks when the intent is for the attacks to be misclassified into a
certain class/group of classes, or Indiscriminate when there is no specific
class to be targeted, and the objective is only to cause a misclassification.

2.2 Adversarial Attack Strategies

To produce adversarial attacks, several techniques have been proposed to intro-
duce perturbations under different distance metrics, with a trade-off on perfor-
mance, complexity and generation speed [12].

Goodfellow et al. [16] proposed a simple and fast method to generate adver-
sarial examples called Fast Gradient Sign method (FGSM), with the aim of



Analyzing the Footprint of Classifiers in Adversarial DoS Contexts 259

minimizing the maximum amount of perturbation added to any pixel
(Linf distance metric) of the image to cause misclassification. The rationale
of this technique is to compute the gradient of the loss function with respect to
the input (e.g. using backpropagation), and alter the existing data by adding a
perturbation which consists of the product of the sign gradient of the input and
the parameter ε controlling the magnitude of the attack.

Papernot et al. [18] proposed a new adversarial sample generation technique
called Jacobian based Saliency Map Attack (JSMA), that uses feature
selection, unlike the previous method, with the aim of minimizing the num-
ber of pixels modified (L0 distance metric) while cause misclassification.
This method revolves around the computation of saliency maps for an input
sample, which contain the saliency values for each feature. These values indi-
cate how much the modification of each feature will perturb the classification
process. The features are then selected in decreasing order of saliency value,
and each is perturbed according to the parameter ϑ. The process finishes when
misclassification occurs, or a threshold number of modified features is reached.

Moosavi-Dezfooli et al. [17] proposed another adversarial sample generation
technique called DeepFool, with the aim of minimizing the euclidean dis-
tance between perturbed samples and original samples (L2 distance
metric). The generation of the attack consists of the analytical calculation of a
linear decision boundary that separates samples from different classes, followed
by the addition of a perturbation perpendicular to that decision boundary. In
neural networks, these decision boundaries are normally not linear, so they add
the perturbations iteratively by performing the attack multiple times, finishing
when an adversary is found. The overshoot parameter is used as a termination
criterion to prevent vanishing updates.

Carlini and Wagner [14] proposed a new type of attack, called Carlini &
Wagner attack (C&W), which is more efficient than all other methods at
generating adversarial examples on the L2 distance metric, and is claimed to
defeat adversarial distillation, a defensive technique which was proven effective
against other attacks [14].

Goodfellow et al. [16] explored an interesting property of adversarial inputs,
which is transferability across models. The authors observed that, when an adver-
sarial input is successfully misclassified by a model, it will often be misclassified
by other models, even when they have different arquitectures or were trained in
different datasets. It was also observed that they often agree on the predicted
class.

The strategies described above were used on this paper to generate adver-
saries, and the transferability property was also tested by using different classi-
fiers from the neural network originally used to produce the attacks.

3 Literature Review

Rigaki and Elragal [12] first tested the effectiveness of adversarial attacks in
an intrusion detection scenario. The authors performed tests using the NSL-
KDD dataset [3], by using FGSM and JSMA to generate Targeted attacks, and
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used 5 models to perform classification: Decision Tree, Random Forest, Linear
Support Vector Machine, Voting ensembles of the previous three classifiers and a
Multilayer Perceptron. The results on JSMA showed that all classifiers accuracy
was affected, with Linear SVM being the most substantial one with a drop of
27%. The drop on F1-score and AUC was also notable, especially on the Linear
SVM and Voting ensemble. Overall, the most resilient classifier was Random
Forest, which suffered smaller performance drops across all metrics.

Lin et al. [7] proposed the application of a Generative Adversarial Network
(GAN) to generate Indiscriminate adversaries on the NSL-KDD dataset [3]. A
GAN is a machine learning system, where two neural networks contest each
other, with one acting as a generator, while the other behaves as the discrim-
inator. The two networks play a zero-sum game, where the generator tries to
produce samples that will be misclassified by the discriminator, while the lat-
ter will try to distinguish real samples from generated ones. By applying this
concept to the NSL-KDD dataset, the results showed that the detection rates
dropped up to 99% for the majority of classifiers.

Wang [10] also tested the performance of adversarial attacks on the NSL-
KDD dataset, this time using four different adversarial attack techniques to
attack a MLP classifier: FGSM, JSMA, Deepfool and C&W. The results
showed that all attacks were effective at decreasing AUC, with C&W was the
least effective attack. JSMA was by far the most realistic attack, since a small
range of features was modified, producing an AUC of aproximately 50 for all
classes, and FGSM and Deepfool were the most effective at decreasing overall
performance across all metrics.

Even though there are multiple works on adversarial machine learning applied
to intrusion detection that prove the effectiveness of some adversarial techniques,
all were performed on only one dataset, the effectiveness of adversarial training
was never tested, and some techniques were not tested against some classifiers.

4 Experimental Setup

To answer the questions proposed in Sect. 1, an experimental setup was proposed.
The main steps consisted of choosing and preparing the datasets, choosing the
classifiers and the adversarial attack algorithms, and preparing a pipeline for the
multiple experiments (Fig. 1).

4.1 Datasets

The datasets that was chosen for the experiments were the NSL-KDD [3]
and CICIDS2017 [9]. NSL-KDD is an improved version of the KDD99 [2]
dataset, with redundant records removed to balance the data, scaling of the
number of records according to their labeling difficulty, and reduction of the size
of the dataset, while maintaining enough records to perform experiments [15].
This dataset is extensively used in the area of intrusion detection, and includes
a wide variety of labeled attacks [4]. Since the main interest is in the Denial of
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Fig. 1. Pipeline of the experiments. After preparing the dataset, ten datasets are cre-
ated using four adversarial algorithms. Three experiences are then performed, with
varying training and testing datasets.

Service attacks, all records of other types of attacks were removed. This dataset
contains ten Denial of Service attack types, but to simplify the process, all were
converted to the same class ‘dos’.

CICIDS2017 is a more up-to-date dataset which contains, among many
intrusions, multiple types of DDoS attacks, with statistical features generated
to facilitate classification. To the best of authors knowledge, there are no other
works on adversarial machine learning using this dataset.

4.2 Dataset Preparation

The first step to prepare the datasets was to One-Hot Encode the categorical
features of the datasets. This consists on creating a different boolean feature for
each possible value of the categorical feature, assign a 1 to the correct value and
0 to all others. This allows categorical data to be used for classification on some
classifiers.

Min-max normalization was then applied to all features, squeezing their
values to a certain interval, which was in this case between 0 and 1, preventing
some classifiers from giving more importance to some features.

The last step was to perform Feature Selection to remove misleading data
and improve training times. Among many tested approaches, Recursive Fea-
ture Elimination with Linear SVMs was the technique that offered the
highest mean AUC for all classifiers on the original dataset. The optimal number
of features for the NSL-KDD dataset was 41 from 122, while for the CICIDS2017
it was 26 from 77.

4.3 Adversarial Generation

To generate the adversarial examples, four adversarial attack techniques were
used: FGSM, JSMA, Deepfool and C&W, using the Cleverhans Python
library [8]. The choice of adversarial attack algorithms was done to have at
least one attack for each distance metric (JSMA for L0, Deepfool and C&W
for L2 and FGSM for Linf ). C&W was also included to test its effectiveness
against adversarial training. Multiple tests for the first three algorithms were also
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performed by tweaking one of their hyper-parameters controlling the magnitude
of the attack (Table 1).

Table 1. Tweaked parameters and distance metrics for each attack.

Algorithm Parameters Distance metric

FGSM ε (0.1, 0.2 and 0.3) Linf

JSMA ϑ (0.1, 0.2 and 0.3) L0

Deepfool Overshoot (0.2, 0.5 and 1) L2

C&W None L2

When generating adversarial datasets, only DDoS labeled connections were
perturbed, and not benign rows, since the aim is to misclassify an attack as a
normal connection, which makes this an Integrity and Targeted attack. Since
there are only two labels (Normal and DDoS), adversarial algorithms that can
only generate untargeted attacks can also be used.

One-hot-encoded columns were also not introduced to perturbations, since
the methods used by these attacks could assign values between 0 and 1 to these
columns, which is impossible in a normal scenario. Because of this, on the NSL-
KDD dataset, perturbations were only added to 10 out of the 41 columns, while
on the CICIDS, the perturbations were added to 25 out of 26 features.

4.4 Machine Learning Algorithms

To perform classification, six algorithms were used: Decision Tree, Ran-
dom Forest, Naive Bayes, Support Vector Machine, Neural Network
and Denoising Autoencoder. To perform classification with the Denoising
Autoencoder, new layers were added on top of the last layer of the autoencoder,
which were trained after the autoencoder was trained, with the original layers
frozen.

The choice of algorithms was performed in order to have at least one for each
tribe of algorithms (according to Domingos [5]), with the exception of evolu-
tionary algorithms. To optimize the hyper-parameters of the algorithms, Cross
Validation Grid Search with 3 folds was performed, mainly to optimize perfor-
mance. The algorithms and hyper-parameters that were optimized can be found
in Table 2.

The first four classifiers were implemented using the scikit-learn [21] library
for Python, while the last two were implemented using Keras [1] with Tensor-
flow[13] backend.

4.5 Pipeline

In total, three different experiments were performed to answer the questions
proposed in Sect. 1. 10-fold cross-validation was used in all the scenarios.
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Table 2. Optimized parameters for each algorithm.

Algorithm Parameters

Decision tree Max depth, criterion

Random forest Max depth, criterion, number of estimators

Support vector machine Cost, gamma

Naive Bayes Laplace smoothing

Neural network Neurons per layer, dropout rate

Denoising autoencoder Neurons per layer, Gaussian Noise Std. Dev.

Scenario 1 - Original/Original: on the first experiment, all classifiers were
trained on the original datasets, and tested on that same datasets. This serves
as the baseline performance of the classifiers on the datasets;

Scenario 2 - Original/Adversarial: on the second experiment, all classifiers
were trained on the original datasets, and tested on all the adversarial datasets.
This experiment validates if the generation of adversaries can deteriorate the
performance of classifiers that were not trained against them;

Scenario 3 - Adversarial/Adversarial: third experiment, all classifiers were
trained on all adversarial techniques used, leaving out the technique being tested.
This was done to prevent the classifiers from overfitting to the technique being
tested.

5 Results

To evaluate the performance of the classifiers under the attacks, the ROC-AUC
and F1 metrics were used. Due to space limitations, only the ROC-AUC was
included in the results, although the F1 results followed the same tendency as
ROC-AUC for every experiment.

The results of the three experiments can be observed in Tables 3 and 4.
To perform a statistical comparison between different methods, we used the
Friedman test [22]. The ranks in the tables can be compared between each
other with the Nemenyi test [22], using the critical difference of 2.38 for a 95%
confidence level. This indicates that, if the difference between the rankings of
classifiers is greater than the critical difference, we can reject the null hypothesis
which states that the classifiers have the same performance.

The first experiment (Table 3) serves as a baseline for the performance of
the classifiers, with no adversaries being used (scenario 1). The algorithms that
performed the best were Decision Tree and Random Forest, while the algorithms
that performed the worst were Naive Bayes and Denoising Autoencoder.

On the second experiment (Table 4), with the introduction of adversaries in
the testing phase, we can observe a generalized decrease of the performance of all
classifiers (scenario 2). The average of the AUC of all classifiers decreased by 13%
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Table 3. NSL-KDD (left) and CICIDS (right) Original dataset Train and Test (AUC)

Original Ranks

dtree 0.9910 1
rforest 0.9884 2
svm 0.9702 4
naive 0.9038 6
nn 0.9783 3
dae 0.9038 5

Original Ranks

dtree 0.9993 1
rforest 0.9993 2
svm 0.9931 4
naive 0.8889 6
nn 0.9921 3
dae 0.8750 5

Table 4. Second and Third experiments on both datasets (AUC). The best performing
algorithms for each scenario are identified in the yellow cells.

FGSM
( =0.3)

FGSM
( =0.2)

FGSM
( =0.1)

JSMA
( =0.3)

JSMA
( =0.2)

JSMA
( =0.1)

DFOOL
(os=1)

DFOOL
(os=0.5)

DFOOL
(os=0.2) C&W

Mean
Ranks

NSL-KDD: Original-Adversarial

dtree 0.7286 0.7650 0.8783 0.8695 0.9241 0.8781 0.5920 0.7176 0.7306 0.7068 5.2
rforest 0.6870 0.7741 0.8849 0.9526 0.9548 0.9476 0.5488 0.5779 0.6820 0.6200 4.5
svm 0.8082 0.8700 0.9336 0.9000 0.9349 0.9669 0.6420 0.6723 0.7666 0.9456 2.9
naive 0.7888 0.8914 0.9016 0.9057 0.9056 0.9044 0.7612 0.8231 0.8996 0.9014 2.9
nn 0.7681 0.8474 0.9244 0.9054 0.9372 0.9637 0.7034 0.7239 0.7728 0.8671 3
dae 0.8953 0.9027 0.9058 0.9010 0.9012 0.9072 0.8846 0.9027 0.9047 0.8922 2.5

CICIDS: Original-Adversarial

dtree 0.5030 0.5006 0.5018 0.5648 0.5646 0.5642 0.5001 0.5018 0.5039 0.5030 3.5
rforest 0.5006 0.4996 0.4996 0.6355 0.6292 0.6550 0.4997 0.5000 0.5032 0.5010 4.2
svm 0.4998 0.4998 0.5000 0.4990 0.5025 0.5015 0.5031 0.5040 0.5056 0.5529 3.8
naive 0.3891 0.3891 0.3891 0.3898 0.3898 0.3898 0.4106 0.4201 0.4303 0.5587 5.7
nn 0.5004 0.4999 0.5265 0.6043 0.6520 0.7926 0.5000 0.5024 0.5050 0.9349 2.7
dae 0.8155 0.8602 0.8284 0.8887 0.8976 0.8766 0.8692 0.8491 0.8840 0.9147 1.1

NSL-KDD: Adversarial-Adversarial

dtree 0.9847 0.9865 0.9914 0.9798 0.9808 0.9818 0.9934 0.9931 0.9929 0.9942 2.4
rforest 0.9924 0.9931 0.9935 0.9740 0.9737 0.9781 0.9996 0.9995 0.9995 0.9944 1.9
svm 0.9912 0.9894 0.9882 0.9794 0.9797 0.9804 0.9093 0.9593 0.9736 0.9692 3.3
naive 0.7935 0.6376 0.6114 0.9171 0.6863 0.6114 0.6467 0.6378 0.6333 0.6114 5.9
nn 0.9860 0.9875 0.9893 0.9833 0.9851 0.9846 0.9890 0.9895 0.9902 0.9770 2.4
dae 0.8384 0.8966 0.8902 0.8982 0.8960 0.8988 0.8946 0.8979 0.9002 0.8954 5.1

CICIDS: Adversarial-Adversarial

dtree 0.8579 0.8868 0.9752 0.5649 0.5648 0.6171 0.9060 0.9679 0.9981 0.9916 3.8
rforest 0.9999 0.9999 0.9999 0.9992 0.9991 0.9910 0.9997 0.9996 0.9996 0.9923 1
svm 0.4981 0.6039 0.8192 0.9809 0.9858 0.9882 0.9883 0.9883 0.9883 0.9872 3.4
naive 0.3990 0.5684 0.6924 0.8435 0.8024 0.8024 0.8219 0.8204 0.8155 0.7950 5.4
nn 0.8134 0.9389 0.9919 0.8401 0.9270 0.9474 0.9951 0.9959 0.9955 0.9896 2.9
dae 0.8282 0.7959 0.7935 0.8535 0.7763 0.8463 0.7916 0.8613 0.8599 0.8271 4.5

on the NSL-KDD dataset, from 0.956 to 0.833, while on the CICIDS dataset, it
decreased by 40%, from 0.958 to 0.576. The higher decrease in performance of
the CICIDS dataset can mainly be attributed to the higher proportion of features
that were added noise, since on the NSL-KDD dataset, noise was only added to
10 out of its 41 features, while on the CICIDS dataset, it was added to 25 out
of 26 features On this experiment, the classifier that offered most resilience to
adversaries on both datasets was the Denoising Autoencoder, whose mean AUC
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only decreased by 1% from 0.904 to 0.899 on the NSL-KDD dataset, and 1%
on the CICIDS dataset, from 0.875 to 0.868. Using the Friedman test, we can
observe that the performance of the Denoising Autoencoder is significantly better
than the Decision Tree on the NSL-KDD dataset, and significantly better than
all classifiers except the Neural Network on the CICIDS dataset. The higher
performance of the Denoising Autoencoder over other classifiers can be due to
its ability to remove noise from the adversarial data, since it was trained by
introducing additive gaussian noise on the training data. Although on average the
Denoising Autoencoder had the highest rank in this experiment, we can observe
that the Support Vector Machine and Random Forest performed generally well
in scenarios with less noise introduced, such as JSMA and FGSM with ε = 0.1
on the NSL-KDD dataset.

On the third and final experiment (Table 4), by introducing adversaries in the
training phase from different algorithms (scenario 3), the decrease in the average
of the AUC of all classifiers was significantly less notorious, with a decrease of
4%, from 0.956 to 0.917 on the NSL-KDD dataset, and of 18%, from 0.958
to 0.870 on the CICIDS dataset. In this scenario, the classifier that showed
more resilience to adversaries was the Random Forest, which only suffered a
decrease on the mean AUC of 0.1%, from 0.988 to 0.987 on the NSL-KDD
dataset, and of 0.1% 0.999 to 0.998 on the CICIDS dataset. Contrary to the
second experiment, the Denoising Autoencoder suffered minimal changes in the
mean AUC, with larger improvements being observed on the Random Forest
and Neural Network Classifiers. Using the Friedman test, the Random Forest
classifier is significantly better than the Denoising Autoencoder and Naive Bayes
on the NSL-KDD dataset, and significantly better than all classifiers except the
Neural Network on the CICIDS dataset. The performance of Random Forest in
this scenario can be attributed to it being an ensemble method, which reduces the
error by averaging the outputs of all the independent trees. Although Random
Forest performed the best on the CICIDS classifier for all attacks, we can observe
that in the NSL-KDD dataset, where less features were perturbed, the classifier
that performed the best against JSMA was the Neural Network.

To validate the integrity of the attacks on both datasets, for each altered
sample, we measured the Euclidean Distance to every other sample on the origi-
nal dataset, and confirmed that for 99% of adversaries, the closest sample on the
original dataset belonged to the same label. Furthermore, no algorithm produced
an average perturbation on any feature superior to 30%, to emulate realistic
attacks.

6 Conclusions

This paper extends other works on the generation of adversarial attacks on the
NSL-KDD dataset, providing a more insightful view on the performance of
different classifiers and a broader type of attacks. It also provides experimental
validation of the results achieved with that dataset with the more recent dataset
CICIDS2017.
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With the results obtained from the experiments, we can answer the three
questions proposed in Sect. 1:

– The generation of adversarial datasets deteriorates the mean performance of
all classifiers, with JSMA being the least effective attack, but the attack which
perturbs less features, making it more feasible in real scenarios;

– The training of models using adversaries improved the performance of all clas-
sifiers, with a smaller improvement being observed in the Denoising Autoen-
coder;

– When not including adversaries in the training set, the algorithm that showed
higher resilience in scenarios with substantial noise was the Denoising Autoen-
coder, while in the presence of smaller perturbations, the Random Forest and
Support Vector Machines performed the best. When training with adversaries,
the Random Forest classifier was the best performing classifier.

To extend this paper, more datasets should be used, and new directions
should be explored to introduce perturbations on lower level features, such as
packet level, to allow the generation of adversarial Denial of Service attacks
on real scenarios. A more thorough analysis of which features are modifiable,
while maintaining the integrity of the attack, should also be considered for this
scenario. Furthermore, to achieve more realistic results, the problem should be
explored on a Denial of Service dataset with three classes representing: (1) a
normal connection with normal traffic, (2) a normal connection with heavy traffic
(which can involuntarily produce Denial of Service) and (3) a malign connection.
In the studied datasets, only a normal and malign connection was considered,
as no dataset was found for the three-class scenario.
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22. Demšar, J.: Statistical comparisons of classifiers over multiple data sets. J. Mach.
Learn. Res. 7, 1–30 (2006)

23. Kemmerer, R.A.: Cybersecurity. In: 25th International Conference on Software
Engineering, pp. 705–715 (2003)

https://doi.org/10.1007/978-3-030-05849-4_19
https://doi.org/10.1007/978-3-030-05849-4_19
http://arxiv.org/abs/1603.04467v2
http://arxiv.org/abs/1608.04644
http://arxiv.org/abs/1412.6572
http://arxiv.org/abs/1511.04599
http://arxiv.org/abs/1511.07528
http://arxiv.org/abs/1312.2177


The Regression Tsetlin Machine:
A Tsetlin Machine for Continuous Output

Problems

K. Darshana Abeyrathna(B), Ole-Christoffer Granmo, Lei Jiao,
and Morten Goodwin

Centre for Artificial Intelligence Research, University of Agder, Grimstad, Norway
{darshana.abeyrathna,ole.granmo,lei.jiao,morten.goodwin}@uia.no

Abstract. The recently introduced Tsetlin Machine (TM) has provided
competitive pattern classification accuracy in several benchmarks, com-
posing patterns with easy-to-interpret conjunctive clauses in proposi-
tional logic. In this paper, we go beyond pattern classification by intro-
ducing a new type of TMs, namely, the Regression Tsetlin Machine
(RTM). In all brevity, we modify the inner inference mechanism of the
TM so that input patterns are transformed into a single continuous out-
put, rather than to distinct categories. We achieve this by: (1) using the
conjunctive clauses of the TM to capture arbitrarily complex patterns;
(2) mapping these patterns to a continuous output through a novel vot-
ing and normalization mechanism; and (3) employing a feedback scheme
that updates the TM clauses to minimize the regression error. The feed-
back scheme uses a new activation probability function that stabilizes
the updating of clauses, while the overall system converges towards an
accurate input-output mapping. The performance of the RTM is eval-
uated using six different artificial datasets with and without noise, in
comparison with the Classic Tsetlin Machine (CTM) and the Multiclass
Tsetlin Machine (MTM). Our empirical results indicate that the RTM
obtains the best training and testing results for both noisy and noise-
free datasets, with a smaller number of clauses. This, in turn, trans-
lates to higher regression accuracy, using significantly less computational
resources.

Keywords: Tsetlin Machine · Regression Tsetlin Machine ·
Tsetlin Automata · Regression · Pattern recognition ·
Propositional logic

1 Introduction

Computational simplicity, ease of interpretation, along with competitive pat-
tern recognition accuracy, make the recently introduced Tsetlin Machine (TM)
[1] a promising new paradigm for machine learning. Indeed, the TM has out-
performed well-known machine learning algorithms such as Logistic Regression,
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Neural Networks, and Support Vector Machine (SVM) in several benchmarks,
including Iris Data Classification, Handwritten Digits Classification (MNIST),
Predicting Optimum Moves in the Axis and Allies Board Game, and Classifica-
tion of Noisy XOR Data with Non-Informative Features [1].

Tsetlin Automata and the Tsetlin Machine. The core of the TM is built
on Tsetlin Automata (TAs), developed by Tsetlin in the early 1960s [2]. This
powerful, yet simple, leaning mechanism has been used to solve a number of
machine learning and stochastic optimization problems, such as resource alloca-
tion [3], stochastic searching on the line [4], distributed coordination [5], graph
coloring [6], and forecasting disease outbreaks [7]. In the TM, TAs represent lit-
erals – input features and their negations. The literals, in turn, form conjunctive
clauses in propositional logic, as decided by the TAs. The final TM output is
a disjunction of all the specified clauses. In this manner, the pattern composi-
tion and learning procedure of the TM is fully transparent and understandable,
facilitating human interpretation. In addition, the TM has an inherent compu-
tational advantage. That is, the inputs and outputs of the TM can naturally be
represented as bits, and recognition and learning is performed by manipulating
those bits. The operation of the TM thus demands relatively small computational
resources, and supports hardware-near and parallel computation e.g. on GPUs.

Lately, the TM has provided state-of-the-art performance in several real-life
applications. Berge et al. have for instance successfully used the TM for medi-
cal text categorization [8]. They used the TM to provide interpretable pattern
recognition for the analysis of electronic health records. The authors demon-
strated that the TM can outperform established machine learning algorithms
such as k-nearest neighbors (kNN), SVM, Random Forest, Decision Trees, Mul-
tilayer Perceptron (MLP), Long Short-Term Memory (LSTM) Neural Networks,
and Convolutional Neural Networks (CNNs), in terms of precision, recall, and
F-measure. Furthermore, Darshana et al. have shown that the TM can outper-
form MLPs, Decision Trees, and SVMs in dengue fever outbreak prediction. The
latter result was achieved by making the TM capable of expressing thresholds
and intervals that capture patterns formed by continuous features. By carefully
selecting thresholds and intervals, the TM avoided losing information due to
binarization [9].

Research Question and Paper Contributions. The TM has been designed
for classification, not for producing continuous output. How to best produce con-
tinuous output is unclear, with the existing binarization schemes being incapable
of fully leveraging the natural ranking of numbers. In this paper, we introduce
the Regression Tsetlin Machine (RTM) to overcome above limitation of the TM.
The RTM is a novel variant of the Classic Tsetlin Machine (CTM), specifically
addressing the unique properties of regression. The novel modifications that we
introduce are subtle, but crucial. First of all, the clause polarities the CTM
uses to discriminate patterns, using positive and negative examples, are elimi-
nated. Instead, the objective of the RTM is to use the clauses to map the sum of
the clause outputs into one single continuous output. The discrepancy between
predicted and target output is minimized with a new feedback scheme tailored
for regression, including a modified stochastic activation probability function.
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Paper Organization. The remainder of the paper is organized as follows. In
Sect. 2, we present the main contribution of this paper, which is the RTM, and
how we build it upon the CTM. We then investigate the behavior of the RTM
using six different artificial datasets in Sect. 3. We demonstrate empirically that
the RTM is superior both to the CTM as well as its multiclass version when it
comes to predicting continuous output. We conclude our work in Sect. 4.

2 The Regression Tsetlin Machine (RTM)

The RTM is a novel variant of the CTM. To highlight the unique properties of
the RTM, we start this section with first reviewing the TM in more detail, and
then discuss how it can be modified to support continuous output.

2.1 The Classic Tsetlin Machine (CTM)

At the heart of the TM, we find multiple teams of TAs that build conjunctive clau-
ses in propositional logic. The purpose is to capture hidden patterns in the data.

Learning with TAs. Each Tsetlin Automaton (TA) learns the optimal action
in an environment by sequentially performing the actions that the environment
offers. To identify the optimal actions, the TAs adjust their states based on the
feedback they receive from the environment, which can be penalties or rewards.
Asymptotically, a TA identifies the action that provides the highest probability of
reward [10,11]. These simple learning devices are capable of online learning, have
a simple structure, and require modest computational power. Yet, they are able
to learn accurately with relatively few interactions with the environment [12,13].

Clause Formation and the TA Team. The TM bases its operations on the
simplest form of TAs, namely, the two action one, with finite memory depth.
As illustrated in Table 1, a team of TAs cooperates to form a clause. The table
depicts the steps leading to a clause being formed. Consider an input feature
vector X = [x1, x2, . . . , xo]. Each TA represents either an input feature xk or
its negation ¬xk (jointly referred to as literals). Further, each TA in the team
decides whether to include or exclude its assigned literal in the clause that the

Table 1. The steps used to form a clause based on the input features and the actions
of the TAs.

Phase Operations Comments
1 Input Features, 

2 Literals

3

4 Actions

5



The Regression Tsetlin Machine: A TM for Continuous Output Problems 271

team is forming. Accordingly, when there are o input features, 2 × o TAs are
needed to form the clause. The two actions available to each TA are {in, ex}.
Here, in refers to including the literal controlled by the TA and ex refers to
excluding it. As seen in the final step in the table, the included literals form a
conjunctive clause, while the excluded ones are ignored.

Clauses and Voting. The number of clauses, m, needed for a particular prob-
lem depends on the complexity of the dataset. It should at least be sufficient to
cover the full range of sub-patterns associated with each output {0, 1}. How-
ever, with hidden and unknown sub-patterns, a grid search is required to find
the best m.

The m clauses are assigned either a positive or negative polarity, and they
vote separately to decide the final output of the TM. Clauses with odd index
are assigned positive polarity (C+) and they vote for the final output 1. Clauses
with even index are assigned negative polarity (C−) and they vote for the final
output 0. For both categories, a vote is submitted when the clause recognizes
a sub-pattern. If the clause is unable to find a sub-pattern, it declines to vote.
Finally, the output, y, is decided based on the number of votes gained by each
category {0, 1} as given in the Eq. (1):

y =

{
1, if

∑
j=1,3,m−1 C+

j >
∑

j=2,4,m C−
j

0, if
∑

j=1,3,m−1 C+
j <

∑
j=2,4,m C−

j .
(1)

Learning Procedure. Learning in the TM is based on reinforcement learning.
The reward, penalty, and inaction probabilities that guide the TAs in all of
the clauses depend on several factors, namely, the actual output, the clause
output, the literal value, and the current state of the TA. The basic idea is
to alter the number of votes belong to each output category when the output
is a false negative or a false positive. In the TM, this is done by two types
of feedback - Type I and Type II. Type I feedback eliminates false negative
output and reinforces true positive output, while Type II feedback eliminates
false positive output. Both of these kinds of feedback are summarized in Table 2.

Table 2. Type I and Type II feedback designed to eliminate false negative and false
positive output.

Feedback type I II

Clause output 1 0 1 0

Literal value 1 0 1 0 1 0 1 0

Current state Include Reward probability (s− 1)/s NA 0 0 0 NA 0 0

Inaction probability 1/s NA (s− 1)/s (s− 1)/s 1 NA 1 1

Penalty probability 0 NA 1/s 1/s 0 NA 0 0

Exclude Reward probability 0 1/s 1/s 1/s 0 0 0 0

Inaction probability 1/s (s− 1)/s (s− 1)/s (s− 1)/s 1 0 1 1

Penalty probability (s− 1)/s 0 0 0 0 1 0 0
† s is the precision and controls the granularity of the sub-patterns captured [1]
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Type I feedback is given to clauses with positive polarity when the
actual output, ŷ, is 1 and clauses with negative polarity when the actual
output, ŷ, is 0. The probability of activation of Type I feedback is [T −
max(−T,min(T,

∑m
j=1 Cj))]/2T . Type II feedback is given to clauses with posi-

tive polarity when the actual output, ŷ, is 0 and clauses with negative polarity
when the actual output, ŷ, is 1. The probability of activation of Type II feed-
back is [T + max(−T,min(T,

∑m
j=1 Cj))]/2T . TAs remain unchanged if the vote

difference,
∑m

j=1 Cj , is higher than or equal to T when ŷ = 1 and lower than or
equal to −T when ŷ = 0, according to the activation probabilities of each type
of feedback.

In all brevity, when the target output for a training instance X̂ is ŷ = 1, the
votes from the clauses with negative polarity must not outnumber the votes from
the clauses with positive polarity (in order to correctly classify the instance).
Therefore, clauses with positive polarity receive Type I feedback (the activation
probability increases with the number of voting clauses with negative polarity)
since this reinforces clauses which output 1. Similarly, clauses with negative
polarity receive Type II feedback (the activation probability increases with the
number of voting clauses with positive polarity) since this suppresses voting
activity by making clauses of negative polarity evaluate to 0. The procedure
is similar when the target output is ŷ = 0. The TM then needs to make sure
that more clauses with negative polarity provide votes compared to those with
positive polarity. Eventually, the above feedback reduces the number of false
positives and false negatives to make the TM learn the propositional formulae
that provide high accuracy output.

2.2 The Multiclass Tsetlin Machine (MTM)

For the CTM, the final summation operator aggregates all of the clause outputs
into one of the two available outputs: 0 or 1. However, for categorization tasks
with more classes than two, another design is needed. In the Multiclass Tsetlin
Machine (MTM), clauses are partitioned equally among the classes. The clauses
of each individual class then act separately, similarly to a single TM. However,
the votes output for each class then form the basis for classification. That is, an
argmax operator arbitrates the final class, based on the votes collected for each
class. When there are n classes, the output y can thus be expressed as:

y = argmaxi=1,...,n

{( ∑
j=1,3,...(m

n )−1

Ci
j −

∑
j=2,4,...(m

n )

Ci
j

)}
. (2)

The training procedure is similar to the CTM training procedure. However,
in the MTM, the clauses of the class being the target of the current training
sample are treated as if ŷ = 1, while the clauses of a randomly selected class
from the remaining classes is treated as if ŷ = 0. In each class, clauses with
positive polarity vote to say that the output belongs to the considered class.
Similarly, the clauses with negative polarity vote to indicate that the output
does not belong to the considered class.
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2.3 The Regression Tsetlin Machine (RTM)

When the output is continuous, neither the CTM or the MTM above are ideal.
However, we will now show that the CTM can be modified to produce continuous
output by means of three pertinent modifications.

In CTM and MTM, the polarity of clauses is used to classify data into dif-
ferent classes. We now remove the polarity of clauses, since we intend to use
the clauses as additive building blocks that can be used to calculate continuous
output. That is, we intend to map the total vote count into a single continuous
output. As a result, the complexity of the RTM is actually reduced.

With merely one type of clauses, the summation operator outputs a value
between 0 and T, which is simply the number of clauses that evaluates to 1. This
value is then normalized to produce the regression output. Thus, through this
simple modification, the TM can now produce continuous output, with precision
that increases with higher T.

Let ŷmax denote the maximum output value ŷ among the N training samples
Y = [ŷ1, ŷ2, ŷ3, . . . , ŷN ]. Then the sum of the votes from the clauses

∑m
j=1 Cj

of the TM is normalized to achieve the regression output by dividing by T and
multiplying with ŷmax. So, for the oth training sample, (X̂o, ŷo), the TM output,
yo, is calculated from the input X̂o as follows:

yo =

∑m
j=1 Cj(X̂o) × ŷmax

T
. (3)

Feedback, then, is based on comparing the output, yo of the TM with the
target output ŷo. The target value ŷo can be higher or lower than the output
value yo. This is our basis for our new feedback scheme. That is, similarly to other
machine learning methods, certain internal operations are needed to minimize
the error between the predicted output, yo, and target output, ŷo. In the RTM,
this is quite simply achieved by providing Type I and Type II feedbacks according
to the following criteria:

Feedback =

⎧⎪⎨
⎪⎩

Type I, if yo < ŷo ,

Type II, if yo > ŷo .

(4)

As with the CTM, the idea here is to increase the number of clauses that
output 1 when the predicted output is less than the target output (yo < ŷo). To
achieve this, we then provide Type I feedback. Conversely, Type II feedback is
applied to decrease the number of clauses that evaluate to 1 when the predicted
output is higher than the target output (yo > ŷo).

To stabilize learning, we use an activation probability function that makes
the probability of giving a clause feedback proportional to the difference between
the predicted and target output (the error). That is, in the RTM, feedback to
clauses is determined stochastically using the following activation probability
function, Pact:

Pact =
K× | yo − ŷo |

ŷmax
. (5)
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As seen, the magnitude of the function is adjusted with the constant K. The
resulting activation function reduces the oscillation of the predicted value during
the training process, stabilizing it around the target value.

The behavior of the RTM is studied in the following sections, in comparison
with the CTM and MTM.

3 Empirical Results

3.1 Experiment Setup

We study the behavior of the RTM using six different datasets. These datasets
have been constructed to facilitate empirical analysis of the optimality of RTM
learning, with the underlying input-output mapping being known. Dataset I
contains 2-bit feature input. The output is 100 times larger than the decimal
value of the binary input (e.g., when the input is [1, 0], the output is 200).
The training set consists of 8000 samples while the testing set consists of 2000
samples, both without noise. Dataset II contains the same data as Dataset I,
except that the output of the training data is perturbed to introduce noise. For
Dataset III we introduce 3-bit input, without noise, and for Dataset IV we have
3-bit input with noisy output. Finally, Dataset V has 4-bit input without noise,
and Dataset VI has 4-bit input with noisy.

Each input feature have been generated independently with equal probability
of 0 and 1 values, leading to a more or less uniform distribution of bit values.

In order to increase our understanding of the RTM, we investigate the effect
the hyper-parameters T and s have on learning.

Experiment I : We first study the effect varying T has on performance for the
different datasets.

Experiment II : The effect of different s values (controlling the number of sub-
patterns) is further investigated for all of the datasets.

Experiment III : We finally compare the RTM results with what can be achieved
with CTM and MTM.

3.2 Results and Discussion

We use Mean Absolute Error (MAE ) to measure performance. Figure 1 plots
error across 200 epochs, with learning influenced by different T values.
Figure 1(a) shows the results for Dataset I, Fig. 1(b) reports results for Dataset
II, and so on. MAE after 200 epochs is also given in brackets for each threshold
in the legend.

From Fig. 1, we can observe that just 3 clauses (T = 3) are enough to reduce
error to zero for Dataset I, which can be explained by the noise-free data. Because
the output value is decided by the number of clauses that output 1, we require
two clauses with TA1

1 = {in}, TA2
1 = {ex}, TA1

2 = {ex}, and TA2
2 = {ex} to

capture the pattern (1 ✳); see Phase 4 in Table 1. Further, we need one clause
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Fig. 1. Training error over training epochs. Each dataset is processed with different T.

with TA1
1 = {ex}, TA2

1 = {ex}, TA1
2 = {in}, and TA2

2 = {ex} to capture
the pattern (✳ 1). Here, ✳ means an input feature that can take an arbitrary
value, either 0 or 1. These three clauses can collectively form any outputs for the
Dataset I as shown in Table 3. For instance, input (0 1) only activates the clause
with TA1

1 = {ex}, TA2
1 = {ex}, TA1

2 = {in}, and TA2
2 = {ex}, which represents

the pattern (✳ 1). Accordingly, the RTM correctly computes the output, 100.
Likewise, input (1 0) only activates the two clauses with TA1

1 = {in}, TA2
1 =

{ex}, TA1
2 = {ex}, and TA2

2 = {ex}, which represent the pattern (1 ✳). Thus,
the output 200 is correctly computed. All the clauses are activated when the
input is (1 1) and therefore the output 300 is computed correctly as well.

We observe similar behaviour for Dataset III and Dataset V. More specifi-
cally, Dataset III requires seven clauses to represent the three different patterns
it contains, namely, (4 × (1 ✳ ✳), 2 × (✳ 1 ✳), 1 × (✳ ✳ 1))1. Further, Dataset

1 In this expression, “four clauses to represent the pattern (1 ✳ ✳)” is written as “4
× (1 ✳ ✳)”.



276 K. D. Abeyrathna et al.

Table 3. Computing output for different datasets by activating different clauses.

Dataset Output Required number of clauses to represent different patterns††

††

I

0 None
100 1 ( 1)
200 2 (1 )
300 2 (1 ) + 1 ( 1)

III

0 None
100 1 ( 1)
200 2 ( 1 )
300 2 ( 1 ) + 1 ( 1)
400 4 (1 )
500 4 (1 ) + 1 ( 1)
600 4 (1 ) + 2 ( 1 )
700 4 (1 ) + 2 ( 1 ) + 1 ( 1)

V

0 None
100 1 ( 1)
200 2 ( 1 )
300 2 ( 1 ) + 1 ( 1)
400 4 ( 1 )
500 4 ( 1 ) + 1 ( 1)
600 4 ( 1 ) + 2 ( 1 )
700 4 ( 1 ) + 2 ( 1 ) + 1 ( 1)
800 8 (1 )
900 8 (1 ) + 1 ( 1)
1000 8 (1 ) + 2 ( 1 )
1100 8 (1 ) + 2 ( 1 ) + 1 ( 1)
1200 8 (1 ) + 4 ( 1 )
1300 8 (1 ) + 4 ( 1 ) + 1 ( 1)
1400 8 (1 ) + 4 ( 1 ) + 2 ( 1 )
1500 8 (1 ) + 4 ( 1 ) + 2 ( 1 ) + 1 ( 1)

for example, “two clauses to represent the pattern (1 )” is written as “2 (1 )”

V requires fifteen clauses to represent four different patterns it contains (8 ×
(1 ✳ ✳ ✳), 4 × (✳ 1 ✳ ✳), 2 × (✳ ✳ 1 ✳), 1 × (✳ ✳ ✳ 1)). As we can see
from these 3 datasets, RTM can reach 0.00 for the training MAE when T is a
multiplier of the minimum required clauses. For example, Dataset I can also be
perfectly learned when there are 30 clauses.

However, when T is not a multiplier of the minimum required clauses, RTM
cannot align its output yo to the target output ŷo during the training phase.
For instance, by assigning four clauses for Dataset I, the training will end up
with e.g. allocating three clauses to represent the pattern (1 ✳) or two clauses
to represent the pattern (✳ 1). As a result, one or more output values cannot
be computed correctly. For example, if there are three clauses for the pattern (1
✳) and one clause for the pattern (✳ 1) after training, input (1 0) activates the
clauses that represent the pattern (1 ✳), producing an incorrect output that is
300. Likewise, input (1 1) activates all four clauses to incorrectly compute the
output 400.
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Fig. 3. Pattern distribution for the 3-bits input datasets.

As a strategy for problems where the number of clauses is unknown, and
for real-world applications where noise plays a significant role, the RTM can be
initialized with a much larger T. Then, since the output, yo, is a fraction of the
threshold, T, the error decreases. This behaviour is verified empirically in Fig. 1,
showing how increasing T leads to reduced error.

The effect of s is studied by increasing it from 1.0 to 10.0 for Dataset II,
Dataset IV, and Dataset VI, with fixed T. Figure 2 shows the variation of MAE
over various s values for noisy data. The MAE decreases when s increases from
1.0 to 2.0. After 2.0, MAE increases, and then stabilizes after a while.

For all of the datasets considered here, the optimum s, where the RTM learns
the datasets with minimum MAE, is equal to 2.0. The reason can be explained
with the aid of Fig. 3, where one sees the distribution of patterns when the
dataset has 3 input bits.

The occurrence probability of any of the 3-bit patterns is 1
8 since there are

overall 8 unique patterns. However, to capture the pattern (1 ✳ ✳) (shaded
area), according to the TM dynamics [1], 1

s should be equal to the probability
of the considered pattern, which is 4

8 (= 1
2 ). Hence, s should be 2. For instance,

if someone assigns s = 4, clauses will start to learn much finer patterns, such
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as (1 0 ✳), (1 1 ✳), and (0 1 ✳). This significantly increases the number of
clauses needed to capture the sub-patterns. This is also the case for Dataset
II and Dataset VI. Then, the probability that (1 ✳) occurs is 2

4 (= 1
2 ) and the

probability that (1 ✳ ✳ ✳) occurs is 7
14 (= 1

2 ).
To compare the performance of the RTM with CTM and MTM, each model

is tested with different T values. The training and testing MAE for all the cases
are summarized in Tables 4 and 5, respectively.

Table 4. Training MAE after 200 training epochs with different T on various methods.

RTM CTM MTM

T 3 10 30 100 500 1000 4000 6 8000 1000 10000 16000

Dataset 1 MAE 0.0 7.8 0.0 0.8 0.5 0.2 0.3 7.7 0.0 0.0 0.0 0.0

2 MAE 7.2 11.0 8.8 5.4 5.5 5.2 5.4 11.1 24.1 8.4 7.1 7.9

T 7 20 70 300 700 2000 5000 14 8000 2000 10000 16000

3 MAE 0.0 14.6 0.0 1.9 1.00 1.0 0.9 0.0 0.0 18.3 0.0 0.0

4 MAE 7.4 13.8 6.6 5.8 5.9 5.6 5.5 111.3 13.3 14.2 8.8 8.4

T 7 15 70 150 700 1500 4000 30 8000 4000 10000 16000

5 MAE 9.8 0.0 1.7 0.0 0.2 0.2 0.2 149.7 158.7 373.1 0.0 0.0

6 MAE 79.8 51.4 13.1 10.3 5.5 5.3 5.4 181.5 96.4 449.9 8.0 7.8

Table 5. Testing MAE for different T on various methods.

RTM CTM MTM

T 3 10 30 100 500 1000 4000 6 8000 1000 10000 16000

Dataset 1 MAE 0.0 7.6 0.0 0.8 0.5 0.2 0.3 9.0 0.0 0.0 0.0 0.0

2 MAE 5.0 10.6 7.1 1.2 2.7 1.6 1.8 9.4 25.3 7.5 5.4 7.0

T 7 20 70 300 700 2000 5000 14 8000 2000 10000 16000

3 MAE 0.0 14.2 0.0 2.1 1.0 1.2 1.0 0.0 0.0 22.0 0.0 0.0

4 MAE 5.0 14.5 4.2 3.3 3.4 1.9 2.7 98.5 12.5 16.0 8.7 8.3

T 7 15 70 150 700 1500 4000 30 8000 4000 10000 16000

5 MAE 9.9 0.0 1.8 0.0 0.3 0.2 0.2 154.6 155.5 372.9 0.0 0.0

6 MAE 78.0 50.1 12.5 8.5 3.5 2.7 2.8 191.3 102.4 431.3 6.9 6.7

The training and testing MAE reach zero when the RTM operates with noise
free data and when T equals the optimum clauses required. When the optimum
T is unknown, and when data is noisy, applying a higher T is beneficial. As an
example, Dataset III, which has 3 bits as inputs, can be perfectly learned with T
equal to 7 and 70. For the same dataset, RTM acquires training MAE 1.0 with T
equaling 700, which is better than the MAE of 14.2 obtained when T equals 20.

For CTM, the outputs are converted to bits and each bit position is then
trained and predicted separately. According to the training and testing MAE in
Tables 4 and 5, CTM works better with less complex datasets such as Dataset
I and Dataset III. However, with a higher number of inputs and with noisy
training data, performance decreases.
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MTM requires a large number of clauses by nature when it works with con-
tinuous outputs since it has to consider all possible values from 0 to ŷmax as
distinct classes (e.g. 300 classes for Dataset I and Dataset II, and 700 classes for
Dataset III and Dataset IV). According to the training and testing MAE in the
Tables 4 and 5, MTM requires roughly 3 clauses or more per class. For instance,
the features in Dataset I can be learned with 1000 clauses, yet that amount is
insufficient for Dataset III and Dataset V. Note that the noise free datasets can
be learned perfectly with 10000 or more clauses. However, this accuracy gain is
accompanied with a larger computational cost.

Overall, RTM obtains the best training and testing MAE for both noisy
and noise free data with a smaller number of clauses compared with the CTM
and MTM. Dataset II, Dataset IV, and Dataset VI are more similar to real-
world datasets by being noisy. The minimum MAE values obtained by RTM
for these three Datasets are 1.6, 1.9, and 2.7, respectively. The average of these
minimum MAE values (2.07) is approximately 20 and 3.5 times lower than the
averages obtained with CTM and MTM, respectively. In terms of the number of
clauses required to achieve the above results, RTM utilizes 1000 clauses, while
CTM and MTM utilize 8 and 16 times more clauses than that. This difference is
characteristic for RTM – it provides better MAE with less computational power.

4 Conclusion

In this paper we proposed the Regression Tsetlin Machine (RTM), a novel variant
of the Classic Tsetlin Machine that supports continuous output in regression
problems. In RTM, the polarities in clauses were removed and the total clause
output was normalized to produce continuous output predictions. The number of
clauses to receive the feedback in RTM was decided stochastically using a linear
activation probability function. The prediction power of this novel approach was
studied using six different datasets, with noise free and noisy training data. Our
empirical results showed significantly better performance of RTM compared with
CTM and MTM, both in terms of training and the testing error, as well as the
computational power required.

Potential applications for RTM can be weather prediction, sales forecasting,
stock predictions, energy forecasting, and outbreak forecasting, to name a few.
In our future work, we will evaluate RTM on the aforementioned applications
and performance will be compared with conventional machine learning methods.
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Abstract. Neural networks with radial basis activation functions are
typically trained in two different phases: the first consists in the con-
struction of the hidden layer, while the second consists in finding the
output layer weights. Constructing the hidden layer involves defining
the number of units in it, as well as their centers and widths. The train-
ing process of the output layer can be done using least squares methods,
usually setting a regularization term. This work proposes an approach
for building the whole network using information extracted directly from
the projected training data in the space formed by the likelihoods func-
tions. One can, then, train RBF networks for pattern classification with
minimal external intervention.

Keywords: Neural networks · Radial Basis Function · Classification ·
Regularization

1 Introduction

Non-parametric learning from data often requires the accomplishment of a trade-
off between two objectives, related to model fitting to learning data and gener-
alization. Both model capacity, e.g. its VC-dimension [16], and the proximity of
learned outputs to training data will affect its general behavior. If data is noisy
and sparse, error minimization may also result in a model that learns the uncer-
tainty of the data. Generalization is usually achieved by controlling not only the
error, but also the complexity of the model. Model selection in this context is
inherently a difficult problem since it depends on a decision criteria to balance
bias and variance [6]. There isn’t, therefore, a general method to solve the prob-
lem that can be applied to all families of approximating functions. There are,
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however, many approaches in the literature that aims at simplifying the trade-off
problem by making previous assumptions about the data and the target model.

Classification learning problems are often based on error minimization with
constraints applied to the magnitude of the weights [1] or by implicitly discarding
selected margin training samples [2]. Weight space constraint is usually imple-
mented using a penalty function, while implicit smoothing in the margin region
is obtained by weighing samples according to their proximity to the decision sur-
face. These are in fact regularization strategies that require hyperparameters to
be set in advance by the user or estimated with methods such as cross-validation
or resampling. In any case, prior hyperparameter setting determine the trade-off
between bias and variance and embody, therefore, a selection criteria.

This work proposes a method for defining the general topology of neural
networks with radial activation functions, as well as defining a regularized train-
ing process. The hidden layer is obtained by using all samples as centers. The
width of the RBF functions is defined by maximizing a separability measure.
The proposed model is independent of any prior assumptions, reaching good
results without requiring external hyperparameter definition.

This work is structured as follows: Sect. 1.1 introduces RBF networks, their
general topology, and training process. Section 2 discusses the close relationship
between RBF networks and Support Vector Machines, which are used as inspi-
ration. Section 3 presents the likelihood space used to analyze the samples for
the classes, and then to define values of hyperparameters. Section 4 contains a
detailed explanation of the method, while Sect. 5 shows the accuracy results.
Finally, Sect. 6 contains the conclusions and final remarks.

1.1 Radial Basis Function Neural Networks

Radial Basis Function (RBF) [10] networks are formed by a single layer of hidden
neurons with radial activation functions, typically Gaussians. Parameters of the
radial basis layer are the number of functions p, their locations (centers ci) and
width σi. Hidden layer aims at performing non-linear mapping and linearization
so that a linear combination of the radial functions is accomplished to produce
the outputs, as shown schematically in Fig. 1.

In order to train an RBF, the centers and widths of each Gaussian should
be obtained, as well as the weight vector w of the output neurons. Although
the usual gradient descent algorithm could be applied to estimate parameters,
it may suffer from instability due to the bell shape of Gaussian functions, which
are not limited as sigmoidal functions. So, usually RBF training is accomplished
by first selecting centers and width of each one of the p radial functions and,
after that, the weights of the output neuron are obtained. Hidden layer training
is often accomplished by a clustering algorithm, such as K-Means [13], however,
it is sensitive to initialization and also to the hyperparameter K, the number of
clusters. Other approaches, such as the use of Fisher’s separability criterion or
Orthogonal Least Squares (OLS) to iteratively construct the network can also
be applied [3,10]. Particularly for classification problems, the location of RBF
functions are associated to class distribution at the input space in order to obtain
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Fig. 1. Schematic representation of a radial basis function network.

a mapping that provides good separability while avoiding intermediate complex
designs that may cause overfitting.

Once the parameters of the hidden layer are obtained, the problem becomes
linear and its solution can be achieved directly by least squares or gradient
descent. The hidden layer provides a mapping from input matrix X into the
projected matrix H, so that Hw = y. The least squares solution of the weights
can be obtained by the product w = H−1y or, considering regularization, as
shown in Eq. (1).

w = (HTH + Λ)−1HTy (1)

where Λ is a regularization matrix and y is a vector of target outputs. Consid-
ering p RBF neurons, Λ is a diagonal p × p matrix, that contains regularization
parameters for every neuron. Typically, diagonal elements are set to a single
value λ, so that the regularization matrix is given by equation

Λ = λIp (2)

where Ip is a p × p identity matrix.
In addition to the centers and widths of the RBF functions, one must also

define matrix Λ. These hyperparameters are usually defined using performance
estimation methods, such as cross validation [8]. Here we propose a novel method
for both defining hidden layer parameters and training the output layer using
regularized least squares.
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2 Relation with Support Vector Machines

Similarly to RBFs, the response to a given input pattern x of a Support Vector
Machine (SVM) [2,4] with Gaussian kernels is also computed as a superposition
of Gaussian functions. Although implicit mapping to feature space in SVMs is
based on Gaussian kernels centered on every input pattern, in practice, not all
of them are considered in the computation.The constrained optimization prob-
lem has the restriction that Lagrange multipliers αi associated to every training
pattern xi are within the range 0 ≤ αi ≤ C, where C is a given regulariza-
tion hyperparameter. As a result of the constrained optimization problem, given
values of C result on a reduced number of patterns, in the separation margin,
that fulfill the constraint. Most samples will, therefore, have αi equal to zero so
that only the samples near the margin will be effective for computing SVM’s
response. The separation hyperplane of an SVM for a given input pattern x,
considering implicit kernel mapping is presented in Eq. (3).

b +
N∑

i=1

αiyiK(x,xi) = 0 (3)

where N is the total of training samples, yi ∈ {−1, 1} is the label of training sam-
ple xi, and K is a kernel function, usually Gaussian. The classification response
f(x) is then obtained by the following decision function.

f(x) =

{
1, if b +

∑N
i=1 αiyiK(x,xi) ≥ 0

−1, if b +
∑N

i=1 αiyiK(x,xi) < 0
(4)

The decision function presented in Eq. (3) corresponds in fact to a summation
of all Gaussian kernels, with x as an argument, weighted by the product of
the corresponding Lagrange multipliers and labels. A positive outcome of the
summation means that the positive class had a larger influence on the result.
Similarly, if the result is negative the same holds for the negative class. In fact,
the summation can be split into positive and negative terms, as shown in Eq. (5).

N∑

i=1

αiyiK(x,xi) =
Np∑

i=1

αiK(x,xi)

︸ ︷︷ ︸
yi=+1

−
Nn∑

j=1

αjK(x,xj)

︸ ︷︷ ︸
yj=−1

(5)

where xi ∈ Cp (positive class), xj ∈ Cn (negative class), Np is the number of
positive samples and Nn is the number of negative samples.

Since the output layer of an RBF network provides a linear separation of
the projections, once defined the m centers ci and weights w, the separating
hyperplane for an input x is defined as in the Eq. (6).

w0 +
m∑

i=1

wiK(x, ci) = 0 (6)
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One can see the similarity between the classification process in SVMs and
RBF networks. The former can be interpreted as a particular case of the lat-
ter, with all of the samples serving as centers for the hidden layer. Here we
present a novel approach to train an RBF network with autonomously-selected
hyperparameters.

The kernel summations in Eqs. (3) to (5) can be seen as weighted sums of
non-normalized kernel density estimations (KDE) [9,14,15] of margin samples
(α �= 0) of the likelihoods of the two classes in relation to sample x. So, the
assessment of an arbitrary sample x by SVM’s classification function (Eq. (4))
is in fact accomplished in the space of non-normalized KDE densities of the
positive and negative classes. This concept will be explored in the next sections
in order to present a method for width selection of Gaussian kernel functions.

3 Likelihoods Mapping

While in SVM’s formulation, classification is supported by an implicit kernel
mapping, binary classification based on the Bayes Rule and kernel density esti-
mation (KDE) is also based on kernel mapping. In fact, the general Bayes rule
for binary classification problems P (x|C1) − N1

N2
P (x|C2) ≥ 0 =⇒ C1 is accom-

plished in the space of likelihood functions P (x|C1) and P (x|C2). This concept
is shown schematically in the two-layers network representation of Fig. 2, so
input vectors are mapped into the two-dimensional space P (x|C1) × P (x|C2),
where classication is accomplished by the linear discriminant function P (x|C1) =
N1
N2

P (x|C2).

x1

x2

.

.

.

xn

P (x|C1)

P (x|C2)

Σ

+1

−N1
N2

Classe(x)

Fig. 2. Schematic representation of Bayes binary classification rule as a two-layers
network with two intermediate neurons represented by the likelihood functions P (x|C1)
and P (x|C2).
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The example shown in Fig. 3 presents the data of the classical spirals clas-
sification problem mapped into the likelihoods space P (x|C1) × P (x|C2) with
probabilities estimated with KDE and a given value of σ. As can be observed,
the problem in the space P (x|C1) × P (x|C2) became linearly separable by the
straight line P (x|C1) = P (x|C2), since in this example N1

N2
= 1. As for KDE,

there is only one parameter to be set, the radius σ of each Gaussian, so the
mapping depends solely of σ. It has been shown in a previous work [11] that
separability measures in the likelihoods space can be used to select a proper
value of σ that yields good generalization performance.

(a) Samples at the input space. (b) Likelihoods space mapping.

Fig. 3. Non-linearly separable binary classification problem represented both at the
input space and at the mapped likelihoods space.

The general KDE Bayes rule for binary classification problems can be written
in the kernel summation form of Eq. (7). As can be observed, both SVM (Eq. (4))
and KDE Bayes (Eq. (7)) classification rules are based on discrepancies of kernel
summations of the two classes.

Np∑

k=1

K(x,xk) − N1

N2

N2∑

k=1

K(x,xk) = 0 (7)

Similarly to the Bayes classifier, this work uses a likelihood mapping of sam-
ples, represented in Eq. (8). One can clearly see that the likelihood of a point x to
a class Ck, B(x, Ck), is not a probability distribution on x, unlike the likelihood
as a conditional probability, mentioned above.

B(x, Ck) =
1
N

N∑

j=1

K(x,xj) =
1
N

N∑

j=1

exp
−||x − c||2

2σ2
(8)
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By mapping all of the samples to this space, it becomes possible to take useful
measures which will be at the core of the solution proposed here. The value of σ
is chosen in order to maximize the separability of classes, while the regularization
parameters (Λ in Eq. (1)) are found using similarity metrics. These measures, as
well as how they are used, are defined in the next section.

4 Methodology

As mentioned in Sect. 1.1, the first step of the training process of an RBF network
consists in finding the number p of radial functions to use, as well as their centers
ci and widths σi. In the approach proposed in this work, the hidden units have
the same value of the width, i.e., σi = σ∀i.

The value of σ is obtained using the likelihood mapping defined on Eq. (8).
With all training samples on the mapped space, the mean points of the samples
belonging to each class are computed. For the classes C1 and C2, the vectors
that defined these points are defined as V1 and V2. These vectors are depicted
in Fig. 4. Given the training set, the arrangement of the mapped points depends
only on σ. It is chosen the value of width that maximizes the distance between
the midpoints, ||V1 − V2||. Figure 5 depicts the behavior of this distance as σ
varies in the spirals dataset (Fig. 3).

Finding the number of hidden units and their centers is straightforward: all
training samples are selected as centers of the hidden layer units. Since all train-
ing samples are used, the number of centers can scale up and cause overfitting
in the final model. In order to avoid overfitting, regularized RBF networks are
trained by least squares uses a matrix Λ of regularization parameters.

We propose a technique to define matrix Λ based on the same likelihood space
described in Sect. 3. The regularization process is based on the penalization of
the norms of the weights in the output layer. The elements of matrix Λ define the
magnitude of the penalization of each weight. Typically, all weights are penalized
just the same, and we can define Λ as in Eq. (2).

Here we explore the possibility that the weights are penalized with different
magnitudes. Since each hidden unit is defined on a training sample, the reg-
ularization parameter for a given weight can be determined using the spatial
distribution of mapped samples.

Aiming at large margin classification, samples closer to the separation margin
tend to be more important when classifying a new observation. To achieve this,
one can use the likelihood space to provide this information. Once obtained the
optimal value of σ, we have a fixed mapping for the training samples. The ones
that are closer to the margin tend to have a higher similarity to the opposite
class. One can use, then, these inter-class similarities to define the regularization
parameters.

For the classification problem presented in Fig. 3, the projection of the sam-
ples in the axes of similarity to the opposite class is shown in Fig. 6.

The measure of likelihood can be interpreted as a measure of proximity of
the point to the class. Thus, when calculating the likelihood of the instance to
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Fig. 4. Samples mapped in the likelihood space. The vectors that define the mean
points of the classes are shown.

Fig. 5. The distance between the mapped average points as σ varies. The value that
gives the maximizes the function is chosen as the width of the hidden neurons.

the opposite class, its distance to the separation margin is implicitly measured.
For N training samples, an N -dimensional vector r of proximity to the opposite
class is computed. A series of transformations is then applied. This vector is
scaled for its values to fit in the interval [0, 1], obtaining an unit vector u.

The larger the regularization parameter, the stronger the weight is penalized.
Then we create another vector d = 1 − u, such that it has a value close to 1 to
the weights related to points that are far from the margin and close to 0 to the
closer ones. The regularization matrix Λ is then defined as a diagonal matrix of
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(a) Samples at the input space. (b) Likelihoods space mapping.

Fig. 6. Sample projections of the spirals problem. (a) represents the original projec-
tions, while (b) shows the projectios on the axes of opposite classes. These values are
used for regularization.

dimension N (where N is the number of training samples), with the elements of
d on the main diagonal, according to Eq. (9) below.

Λ = diag(d) =

⎡

⎢⎢⎢⎣

D1

D2

. . .
DN

⎤

⎥⎥⎥⎦ (9)

Once obtained Λ, the output layer weights are defined according to Eq. (1),
where H is the output of the hidden layer for all training samples, and y are the
labels. This construction of the regularization matrix differs from the usual least
squares training process by the fact that each weight will have a different regu-
larization parameter associated with it. The weights connected to neurons with
centers in points far from the margin will have their magnitudes strongly penal-
ized, resulting in the fact that these samples will have its importance reduced
when classifying a new instance.

In the experiments, two different approaches are tested. In the first one, the
regularization matrix is multiplied by a scaling value of λ, obtained through
cross-validation and grid search. In the second, the matrix Λ is directly used in
regularization. The results are presented next.

5 Results

Four different models were tested. The first, RBF1, consists in an RBF neural
network using all samples as centers and regularization matrix defined as the
scaled identity matrix, Λ = λI. The parameter λ was obtained by using cross-
validation and grid search. RBF2 consists in the previously described RBF
network, obtaining the regularization matrix based on the likelihood space and
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then multiplying it by a scale factor, obtained by cross-validation, as described
in Sect. 4. In the RBF3 network, the matrix Λ uses in its diagonal the values
directly extracted from the likelihood space, with no additional hyperparameters.
Finally, an SVM model with RBF Kernel was also used to compare. For the SVM,
the σ hyperparameter was defined in the same way as the widths from the RBF
hidden units, as described in Sect. 4. The hyperparameter C was chosen using
cross-validation and grid-search with values ranging in {2−5, 2−4, · · · , 27, 28}.

The proposed methods were tested in 18 real datasets, obtained mostly from
UCI and KEEL repositories. The set “Breast Cancer Hess Probes” was found
in [7]. Accuracy results were obtained for all datasets, and then the Wilcoxon
statistical test was performed between the RBF3 and SVM models.

The test performance was estimated using 10 training/test splits. The accu-
racy results are in Table 1. It can be seen that the performance of RBF3 network
was, in general, considerably better than the other two neural networks tested,
approaching the accuracy values achieved by the SVM.

Table 1. Results of the average accuracy and standard deviation of real databases.

Other methods for finding the centers of the hidden neurons of the RBF
network were not considered for comparison in this work. The main objective
was to test the proposed regularization technique when compared to the classical
ones, as well as the implicit regularization executed by SVM’s.

The Wilcoxon Signed-Rank Test is a paired, nonparametric hypothesis test
that measures the equivalence of two models based on the differences between
their performances in different situations [12]. Ranking the absolute values of
their differences, the Z statistic is computed. For the difference between two
models to be considered statistically significant for a significance level of 0.05,
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one must have Z < −1.96 [5]. In this work, the two models with the best general
accuracies were compared: RBF3 (network with no hyperparameters) and SVM.
As a measure of performance, the average value of accuracy in each dataset was
used. Comparing these two models, Z = 0.9655 was obtained, attesting that the
differences between these classifiers are not statistically significant. This equiva-
lence means that the proposed method indeed approximates SVM’s performance
by attempting to approximate its behavior.

6 Conclusion

In this work, it was proposed a method to build an RBF neural network, defining
the whole set of hyperparameters without user interaction. To define the hidden
layer, all of the samples are considered as centers. Thus, the number of hidden
units grow linearly with the number of samples. By projecting the samples to a
likelihood space, the value of the width σ, which is shared between all hidden
layer neurons, is obtained by maximizing a separability measure. This method
shows itself to be very consistent with respect to data domain, achieving good
accuracy performance in imbalanced highly dimensional datasets.

Once the hidden layer is obtained, the output weights can be found using
least squares optimization. However, since the number of parameters has the
same order of magnitude of the training set size, the model tends to overfit. The
weights, then, need to be regularized. Since each hidden layer neuron represents
a single sample from the training set, it was possible to use the likelihood space
to find measures of each sample, and, then, the regularization parameters.

The proposed methods outperformed the classical RBF network setting. Also,
the independent method of estimating any hyperparameters obtained a classifi-
cation performance statistically equivalent to the SVM, with the advantage of
having the entire topology of the model built autonomously from the dataset
structure.

Although effective, this method may not scale very well for large datasets,
just like Support Vector Machines, since the number of units in the hidden layer
grows linearly with the number of samples.

Using only similarity measures taken from data arrangement, it was shown to
be possible to obtain a model with good performance and no need for externally-
defined hyperparameters.
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Abstract. Labour shortage is a reality in agriculture. Farmers are ask-
ing for solutions to automate agronomic tasks, such as monitoring, prun-
ing, spraying, and harvesting. The automation of these tasks requires,
most of the time, the use of robotic arms to mimic human arms capa-
bilities. The current robotic arm based solutions available, both in the
market and in the scientific sphere, have several limitations, such as,
low-speed manipulation, the path planning algorithms are not aware of
the requirements of the agricultural tasks (robotic motion and manipu-
lation synchronisation), and require active perception tuning to the end-
target point. This work benchmarks algorithms from open manipulation
planning library (OMPL) considering a cost-effective six-degree freedom
manipulator in a simulated vineyard. The OMPL planners shown a very
low performance under demanding pruning tasks. The best and most
promising results are performed and obtained by BiTRRT. However,
further work is needed to increase its performance and reduce planning
time. This benchmark work helps the reader to understand the limita-
tions of each algorithm and when to use them.

Keywords: Agricultural robotics · Robotic pruning ·
Robotic manipulators

1 Introduction

The strategic European research agenda for robotics [6] affirms that robots may
improve agricultural efficiency and competitiveness.

Steep slope vineyards placed in the demarcated region of Portugal, UNESCO
Heritage place, presents unique characteristics, as shown in Fig. 1, to produce
Porto wine. These steep slope vineyards, like other agricultural scenarios, are
labour intensive, as most of the required work is hands-on. Because of the
frequent exposition of human workers to high temperatures, high demanding
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physical work, and non-ergonomic tasks, viticulturists are experiencing a critical
labour shortage. So, naturally, and to overcome these production limitations,
viticulturists need and desire new robotic solutions to automate agricultural
tasks (monitoring, pruning, spraying, and harvesting).

Fig. 1. Steep slope vineyard in the Douro region.

The special Douro’s steep slope vineyard features bring a high number of
robotic challenges which needs to overcome, namely, robot self-localisation, robot
environment perception, environment modelling and decision-making, to reach a
fully autonomous and intelligent system [11,15]. The resolution of these robotic
challenges, besides improve the robotics technology in agriculture and viticul-
ture, they will reduce the requirement of labour work in the most basic agri-
cultural tasks, such as watering, pruning, harvesting or monitoring. Despite this
undeniable impact, agriculture and viticulture robotics research investment does
not have as main goal the reduction of human labour, but instead the promotion
of a better high-quality product, through the development of new or improved
agriculture precision methods [9] that help viticulturist to have better monitor-
ing and control about their cultures.

Between the targets for precision agriculture, Porto wine is a high biotech-
nology complex product, whose quality level begins at the vineyard and its char-
acteristics are directly related to the interaction with soil, climate and plant
physiology. In this scenario, the precision technology brings many advantages
to monitor vineyards, measuring the best time for harvesting or detecting plant
diseases earlier, ensuring high-quality grapes which results in high-quality wine.

The state-of-the-art for monitoring in precision agriculture can summarise
in multi-spectral-satellite, drone imaging and site-specific sensors with pattern
recognition and artificial intelligence [14]. Despite this, some experiments point
out that the usage of site-specific sensors, also known as site-specific management
methods, can bring a closer look at the vine and present more deterministic
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results [10]. However, this site-specific sensing kind, such as uv-vis-nir or Nuclear
Magnetic Resonance (NMR), implies the increment of labour for repetitive tasks
or usage of mobile robotics for intelligent sampling along all vineyard. These
procedures, beyond a mobile robot, also requires a robotic arm to manipulate
the sensor or tool and collect random samples. This goal is not trivial to achieve
once the manipulator should be capable of approximate to the grape, through
vine foliage, without damage the vine.

Therefore, this work intends to benchmarks the path planners algorithms
from Open Manipulation Planning Library (OMPL) Sucan2012. Once viticul-
ture context desires a generic solution for multiple applications, this work selects
the hardest path planning case, the pruning task, to evaluate the performance of
all path planning algorithms. The generic benchmark platform Moll2015 used,
facilitates the evaluation process, granting a broader benchmarking between dif-
ferent poses with different degrees of accessibility difficulty.

This paper is subdivided into five sections. The Sect. 2 presents the related
work, mentioning the last developed robots for pruning tasks and a little descrip-
tion of OMPL planners. On Sect. 3, it is presented the chosen approach to solve
the stated problem and the follow section analyse the results from different
benchmarks. Finally, the conclusions and the future work to improve these results
are referred into the last section.

This paper is divided into five sections. Section 2 presents the related work,
mentioning the last developed robots for pruning tasks and a small descrip-
tion of OMPL planners. The following section describes the chosen approach
to benchmark the algorithms and Sect. 4 analyse the results from the different
performance tests. Finally, the last section refers to some conclusions and the
future work to improve the reached results.

2 Related Work

Pruning is a typical task for some kind of trees. These tasks may vary with
the species kind, the age or the aim for the plant. Besides consume some time,
pruning trees also require some specific decision-making knowledge, which does
it very attractive in terms of robotics research activities.

In the last few years, researchers have been proposing new robotic solution for
pruning. Due to this job, there already are some commercial products, although
far of being the ideal solution to this task. Vision Robotics Corporation devel-
oped one of these systems. They produced an intelligent system [8], pulled for
a tractor, with two robotic arms with scissors which operate inside a light con-
trolled environment.

Tom Botterill et al. [2,4,13] developed a similar decision-making system
which uses an artificial intelligence algorithm to select the pruning points, after
mapping the vineyard. An end-effector drill assures whole pruning job which
consumes about two minutes (similar time consumed through human labour)
[2], using the RRTConnect path planning algorithm.

To urge better research for agricultural robotics, Bac et al. [1] wrote a broad
survey about robotics developments for pruning and harvesting tasks. Besides
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presenting the current researching state in this area, the authors indicate the
subsequent improvement steps through four future challenges for R&D that may
positively trend in performance, to successfully implement harvesting and prun-
ing robots in practice:

Simplify the task – this challenge relates to the workspace design and proposes
the development of a modified cultivation system (such as the implementation
of the high-wire cultivation system), cultivar selection and breeding and/or
implementation of supportive systems.

Enhancing the robot – the integration of sensors system with the world
model is the proposed line to achieve the robot enhancement, through reason-
ing, adaptation and learning capabilities, collaborative robotics, specialised
robotics or alternative robot designs.

Defining requirements and measuring performance – this challenge urges
for deep testing procedures through well-defined requirements with specific
performance indicators and tests. The robots must be tested under a wide
range of conditions.

Considering additional requirements for successful implementation –
besides the features of the robot, the designed solution should achieve growers
and society. So, this should be economically feasible, safe and match the
logistics processes.

Considering the research above, there are several challenges to overcome, such
as perception or path planning. Concerning to the path planning problem, there
are numerous solutions capable of solving this issue. Developing optimisation
metrics and considering planner features allows the best calibration parameters
reachability. Some typically considered metrics are the trajectory length, exe-
cution time, success rate or computational complexity. Additionally, grant the
online or offline planning mode or the resolution kind, such as if the planner if
complete, complete in resolution or probabilistic complete is also frequent.

There are many path planning algorithms, most of them grouped into generic
libraries, such as STOMP [7], CHOMP [17], SBLP or OMPL [16]. OMPL is the
most accepted motion planning library by MoveIt! community and the best
integrated into this platform. So, the following work it will be just focused in
this library.

There are many path planning algorithms which vary with approaching strat-
egy or solving methodology. Due to these features, STOMP [7], CHOMP [17],
SBPL1 and OMPL [16] are generic libraries which intends to group most of
these planners. Inside MoveIt! community, OMPL is the most used and the
best-integrated motion planning library. So, the following work focuses on the
performance of the planners from this library.

2.1 Open Motion Planning Library

The Open Motion Planning Library (OMPL) [16] contains an implementation of
path planning algorithms of a sample-based motion planning kind. It is possible
1 http://www.sbpl.net/.

http://www.sbpl.net/
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to divide this library into two different categories, geometric-based planners and
control-based planners, where the planners from the first group only regard to
the geometric and kinematics features and the planners from the second category
also consider some dynamic restrictions such like the velocity or the acceleration.

Inside geometric-based planners, it is possible to find single-query planners
and multi-query planners. Single-query planners execute the tasks of roadmap
creation and path search sequentially and contain planners from RRT, EST and
KPIECE family, and STRIDE, PDST, FMT* and BFMT* planners. Otherwise,
multi-query planner executes both tasks simultaneously and group planners from
PRM and SPARS family. This category also groups a new set of optimisation
planners which are variants of the first algorithms, always ensuring the shortest
path.

Finally, the control-based planners contain some of the previous planners
such as RRT, SST, EST, KPIECE, PDST, Syclop and LTLPlanner, that are
capable of manage dynamics constraints.

3 Benchmark Methodology

For the solution under development, there are two ultimate goals. Firstly, intends
to touch randomly dispersed grapes along a vineyard with a specific-designed
sensor. After, aims to feature the robotic arm with pruning capabilities in real
environment conditions. Due to the complexity of operation of robotic arms and
the high-cluttered environment, path planning computation is not a trivial task.
So, regarding these issues, the next sections plan to approach a benchmark-
ing strategy for OMPL path planners, searching for a robust and efficient path
planner.

As referred in Sect. 2, there are several metrics possible to consider. For this
case study, the success rate, the planning time, the path length and the path
clearance were the most significant features to serialise and select the best per-
formance planners.

Fig. 2. Vine model to algorithms benchmarking
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To accomplish the aim of benchmarking the planners for a vine pruning prob-
lem, the AgRob v16 robot (Fig. 3) with a simplified model of a vine tree compose
the simulated scenario (Fig. 3b). The AgRob v16 robot [11] is a modular mobile
robot designed to navigate and manipulate inside Douro’s vineyard, sustaining
its complexities. At the rear of the robot, there is a lightweight manipulator, the
Robotis Manipulator-H, with about 6 kg and a maximum payload of 3 kg. It has
6 DoF and reaches about 633mm with repeatability of ±0.05mm. Each joint
can move 180o/s, due to its Robotis Dynamixel servos.

Fig. 3. AgRob v16 using a Robotis Manipulator-H arm in (a) real and (b) and simu-
lated environments

An automatic generalised platform [3,12] benchmarked all the path planners
at the simulated environment of Fig. 2. Attempting to broad the benchmarking
process to evaluate algorithms robustness, the benchmarking platform computed
each path planning algorithm between the home pose (Fig. 4a) and each pruning
pose (Fig. 4b to f) and between pruning poses, considering both directions. The
selected pruning poses attempts to have different degrees of the accessibility
difficulty inside the manipulator workspace, where the poses from Fig. 4b and
f should be the easiest to reach, the poses from Fig. 4d and e the hardest and
Fig. 4c the middle-level reachability difficulty. The option for a between two poses
path planning instead of a full path planning allows a shortage of the planning
time, focusing the computation effort on smaller paths. On future work, it is
also possible to parallelise the path planning algorithm with other current tasks,
such as grasping or punning.

To solve the path planning problem, all the planners have controllable param-
eters. Some of them are transverse to all the planners, such as the planning
timeout and the Longest Valid Segmentation Fraction (LVSF), while others are
specific to the planner or planners family. Once some planners trends to reach
always the maximum planning time, namely the planners from multi-query fam-
ily, it was considered 5s as the maximum supportable waiting time to plan in real
environment conditions. Additionally, it was studied the influence of planning
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Fig. 4. Poses to benchmark. (a) Standard initial pose. (b–f) Selected pruning points

timeout and Longest Valid Segmentation Fraction (LVSF) variation in the solu-
tion success rate. Since it is intended to perform planners with different features
with different and specific controlling parameters, in this first approach, these
values were set up with the standard values from the OMPL MoveIt! tutorials2.

4 Planners Benchmark and Discussion

Path planning algorithms from OMPL library do not assure the same trajectory
for the same pair of poses in each running, due to its probabilistic nature. Because
2 https://github.com/ros-planning/panda_moveit_config.

https://github.com/ros-planning/panda_moveit_config
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of that, planners benchmarking is required to measure its performance for the
desired task. All planners performed ten times between each pair of poses of
Fig. 4, respecting the Figs. 5, 6 and 7 contain the graphics that illustrate the
total path planners success rate between all pairs of points. Comparing these
three figures, it is noticeable differences between them.

Observing the graphic of Fig. 5, BiTTR is the best performing algorithm.
However, due to its low success rate, less than 40%, this solution cannot be
accepted as reliable. Therefore, it is possible to increase the LVSF (which bring-
ing some precision and convergence difficulties) or increase the planning timeout,
which seems the best solution.

Fig. 5. Success rate of path planners for LVSF =5 mm and timeout = 2.5 s

Consequently, the graphics of Figs. 6 and 7 show the clear advantage of
increasing the available planning time, even decreasing slightly the LVSF. How-
ever, besides the overall success rate improvement when only reducing the LVSF
(Fig. 6), some planners, as SPARS or SPARStwo, cannot still reach 10% suc-
cess rate. On the other hand, LBKPIECE and BiTRRT seem to be near perfect
solutions. So, considering a success rate higher than 80%, SBL, LBKPIECE,
RRTConnect and BiTRRT are the most accepted path planners to be imple-
mented for the final solution.

The third approach, observing the success rate when reducing the LVSF to
1mm (Fig. 7), shows that, as expected, there is an overall deterioration of the
planners’ performance. However, there are still some remarkable planners such
as SBL or LBKPIECE, whose performance keep higher than 80%.

Because of the probabilistic feature of these planners, the path reached for
each planner may fluctuate thoughtfully. Therefore, it is also important to anal-
yse the length (Fig. 8) and the clearance (Fig. 9) average and standard deviation
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Fig. 6. Success rate of path planners for LVSF= 5 mm and timeout = 5 s

Fig. 7. Success rate of path planners for LVSF= 1 mm and timeout = 5 s

for each planner. To simplify this study, just the best performing planners will
be considered.

Regarding the resulting path length (Fig. 8), the planners under the condi-
tions of Fig. 8a performed better than planners of Fig. 8b. The first ones have
a lower average and standard deviation, but higher outliers, mainly SBL and
LBKPIECE planners. BKPIECE performed the smallest and the most identi-
cal paths. In its turn, Fig. 8b planners have similar conclusions and LBKPIECE
performed the best results.

Path clearance metrics attempt to evaluate the highest average and the lowest
standard deviation values. Comparing between the results of Fig. 9a and b, no
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Fig. 8. Path length

advantage is got in select a lower LVSF, the media is identical and the standard
deviation is higher. So, focusing on Fig. 9b, the results are still similar and the
best results are performed by RRTConnect.
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Looking at the same aspects of the previous analysis, SBL seems to perform
better than LBKPIECE, on the approach of Fig. 10b. However, the high rate of
outliers rejects this conclusion, once they could be harmful to a stable and robust
system. On the other hand, in Fig. 10a, BiTRRT has the best performing time
and consumes less than 0.25 s to compute the path. Its high standard deviation
value assures a high repeatability rate.
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Attending the previous discussion, and prioritising measurements as success
rate, planning time, path length and path clearance, BiTRRT has the best per-
formance. However, these conclusions should not be fixed, once that are still
some planner specific parameter that should also be benchmarked to improve
got results.

5 Conclusions

One of the problems faced with the open motion planning library [16] is the
probabilistic nature of its planners. Because of that, there is not any assurance
that planner founds the same or a similar path in each run for the same pair of
poses. Regardless, the studied approach tries to minimise this problem, measur-
ing path planners success rate and full planning and simplification time, path
length and path clearance average and standard deviation. Therefore, attend-
ing got results, it could be concluded that no advantage is found in using the
smallest longest valid segmentation fraction, once the path clearance and length
and the success rate worsen. So for this case, it is satisfiable to choose general
parameters with 5mm for the longest valid segmentation fraction (LVSF) and 5 s
for the maximum planning time. Inside these conditions and regarding planners
performance, considering the classification order of importance of the highest
success rate, the lowest planning time, the lowest path length and the highest
path clearance, it is reasonable to select BiTRRT [5] as the best path planning
algorithm for the proposed problem and improve it in the future.

Considering this benchmarking work, in the future, the planners with the best
performance, namely BiTRRT, SBL, LBKPIECE and RRTConnect, should be
re-tested, varying their specific parameters. In future work, it should also be
explored in detail each planner specific parameters and implemented a solution
of OMPL and CHOMP planning, using OMPL as a pre-processing algorithm.
Besides that, to optimise the planning time, it should be explored the algorithm
parallelisation approaches to reach a better time performance. Another solution
is to use a more stable and predictable solution (non-probabilistic planners)
through SBPL (Search-Based Planners Library), that contains many algorithms
such as A* based or Dijkstra.

This benchmark work helps the reader to understand the limitations of each
method and when to use them.
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Abstract. Particle Swarm Optimization is an optimization algorithm
that can be used as a control mechanism in robotic tasks, especially
robotic search. Existing algorithms are tuned to use as little evaluations
of the objective function as possible. Measuring the objective with a
sensor usually has a low cost in terms of time and energy compared to
moving the robot. We propose a new algorithm to optimize the particle
movement in SMPSO that samples the same points in the environment
with less movement cost. Our experiments show that the average move-
ment cost can be reduced by 50% or more in all test problems we used.
The huge gain shows that there is a big potential in adapting swarm intel-
ligence algorithms to robotic applications by optimizing them to better
serve the constraints of the application.

Keywords: PSO · Swarm robotics · Movement cost · Energy efficiency

1 Introduction

One part of the digital revolution is the ever growing number of robotic sys-
tems. To control a large number of robots, swarm intelligence algorithms promise
decentralized, robust and scalable strategies [16]. Particle Swarm Optimiza-
tion (PSO) is one of the algorithms that can be used as a control mechanism
in many robotic tasks, such as collective search tasks and tracking [16], task
allocation [14] or segregation [8].

In a robotic search task using PSO, the robots are typically equipped with
a sensor measuring a property of the environment. The task for the robots is
to find the location where the best value is measured. In this context the PSO
algorithm is used to compute the position the robot will move to and measure
the next value, eventually leading the robots to the optimal value. While PSO
algorithms seem well suited for robotic search applications, there is one problem
we want to address in this paper: PSO algorithms are usually tuned to use as
little evaluations of the fitness function as possible. However, the major cost in
the robotic application is usually not reading a sensor but moving the robot [15].

In prior work we defined two metrics: Normalized Movement Energy Cost
(NMEC) and Normalized Movement Time Cost (NMTC) to quantify the cost
of movement in a comparable way [11]. In this paper we propose two versions of a
c© Springer Nature Switzerland AG 2019
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new algorithm called Energy Efficient SMPSO and Time Efficient SMPSO. The
algorithms use simple adaptations in the well-known multi-objective SMPSO [13]
that optimize the NMEC and NMTC during runtime. Our experiments show
that the adapted algorithm saves a large amount of the movement-associated
costs without deteriorating the final solution quality. The proposed adaptation
is intended to help the development of PSO algorithms specialized for robotic
applications and illustrates the potential gain made from optimizing movement
cost.

The remainder of this paper is structured as follows. Section 2 describes how
other authors reduced the movement cost during optimization and presents other
versions of PSO that deal with problems occurring in the robotic context. In
Sect. 3 we introduce our modification of the SMPSO [13] algorithm, the Energy
Efficient SMPSO and Time Efficient SMPSO and explain how we quantify and
optimize the movement cost. Our experiments show that our algorithm is able
to significantly reduce the movement of particles. The setup of the experiments
and their results are discussed in Sect. 4. Finally, we want to discuss the meaning
of our findings and share ideas for further research.

2 Related Work

Movement related cost has been determined as an important factor in the adap-
tation of PSO to robotic applications by different groups [10,12,15]. Pugh and
Martinoli [15] describe a swarm of simulated robots performing a signal-source
localization, using PSO as a search mechanism. They determine the duration of
rotation and movement as a major performance factor. In addition to the trav-
elled distance, the rotation of the robots also consumes time. At the same time,
duration of the measurement can be neglected. The paper also addresses colli-
sion avoidance which is another important aspect that needs to be considered
when using PSO in a robotic context. Mostaghim et al. [12] present an energy
aware PSO algorithm that assumes a swarm of quadcopters that can land and
stay at their position to save energy. The basic assumption is that quadcopters
consume nearly no energy when landed and the energy expenditure is roughly
equivalent to the travelled distance with some extra energy required for starting
and landing. Bartashevich et al. [1] present a PSO modification that can reduce
the energy spent for quadcopter affected by wind (or other disturbances) mod-
elled by vector fields. While the additional energy expenditure to compensate
for the wind condition is analyzed, the energy spent for the normal PSO without
wind is not subject to the analysis.

Even though the application of PSO in robotics suffers from the problem of
movement cost, some real robotic swarms already apply PSO and related meth-
ods as distributed control mechanism. Krishnanand et al. [10] used glow-worm
optimization for signal source localization and Jatminko et al. [9] used PSO for
odor source localization. Odor source localization suffers less from the movement
cost, as the specific sensors take a long time (multiple seconds [9]) to acquire
a measurement so the assumption that function evaluation is expensive still



Online Optimization of Movement Cost for Robotic Applications of PSO 309

holds for this application. Other researchers have focused on including different
application-related challenges into PSO algorithms. Among them are the PSO
variations RDPSO [4] and A-RPSO [5] that introduce collision avoidance in the
PSO algorithm. The rising interest in solving dynamic optimization problems
can also be seen as a step towards application of PSO algorithms in robotics.
The algorithms are evaluated with simulated and real robots to measure the per-
formance in the search task using robot run time as a cost factor. However, this
work does not explicitly analyze the amount of run time used for the movement
nor how much energy is consumed due to the PSO-related movement.

3 Energy- and Time Efficient PSO

The main contribution of this paper is a PSO modification that can help to
mitigate the inefficient movement happening in PSO. Before we describe the
method we created, we first explain the metric we use to quantify movement
cost and why we chose the SMPSO [13] algorithm as a baseline. Afterwards,
we explain how the metric is used to optimize the movement of the particles
during each iteration. The following mathematical notation is used throughout
the paper:

N size of the population
x
(t)
i position of individual i at iteration t

P (t) := {x(t)
1 ,x

(t)
2 , ...x

(t)
N } population at iteration t

g maximum number of generations
ℵ number of iterations in movement optimization

NMEC :=
∑

t

∑
i ‖x(t+1)

i − x
(t)
i ‖

N · g NMTC :=
∑

t maxi ‖x(t+1)
i − x

(t)
i ‖

g

In a previous paper we presented two metrics called Normalized Movement
Energy Cost (NMEC) and Normalized Movement Time Cost (NMTC) [11].
The NMEC is equal to the average distance that each particle travels in a given
time frame. It represents the energy expenditure of the robot as we assume the
robot spends energy proportionally to the moved distance. The NMTC is equal
to the longest travel distance of the particles in each time step normalized by
generations, as we assume that the largest distance in each generation dictates
the time each generation takes in the robotic application. This is based on the
assumption that the robots all need arrive at their planned destinations before
the next target x

(t+1)
i is calculated for each robot.

The idea for our algorithm is based on an observation in multi-objective
PSO algorithms. When solving a multi-objective problem with PSO the non-
dominated particles are ordered in the Pareto-Front and the order of the particles
in the front is subject to change. We assume that switching positions in the front
translates to the particles switching their positions in decision space (crossing
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x
(t)
i

x
(t)
j x

(t)
k

x
(t+1)
k

x
(t+1)
j

x
(t+1)
i

Fig. 1. By reassigning the index of the target position to the particles of the population
the resulting movement (dashed, blue) can be shorter than the original movement
(dotted, red). (Color figure online)

paths as depicted in the red, dotted lines in Fig. 1). When this happens we try
to reassign the targets of the particles in such a way that every target position is
covered, but the movement is shortened by not crossing the paths of the particles.
In general, PSO algorithms compute their new positions usually based on the
(past) positions of the particles in the swarm. In the next iteration of the PSO,
measurements (i.e. fitness evaluations) are conducted at these newly computed
positions. Sometimes these new positions are far away from the current positions
of the particles, resulting in long distance motions. We assume that the swarm
consists of identical particles. Consequently, it is not necessary that each particle
travels to its next designated position. Instead, in the end of the time step each
target position needs to be occupied by any of the particles. Therefore, the
basic idea of the Energy Efficient SMPSO is to reduce the traveled distances by
exchanging the destination of the particles, so that each location is reached by a
particle and particles prefer closer destinations. This idea is not specific to Multi-
Objective algorithms. Due to the observation in the Pareto-Front, we assume
that the potential gain is larger in Multi-Objective Optimization. For this reason
we did not want to use Single-Objective Optimization for our first experiment. A
common restriction for real robots is limited movement speed. The well-known
Speed-constrained Multi-Objective Particle Swarm Optimization (SMPSO [13])
algorithm also includes this property. Hence, we chose this algorithm as a baseline
for our modification.

The full algorithm works as follows. The original SMPSO [13] calculates
the new particle positions. Afterwards, we added a function that changes the
particle assignment (line 8 in Algorithm1). This function (reassignTargets()),
optimizes the movement of the current time step by reordering the new particle
assignments. Figure 1 shows the concept in a small example. In the upper part
we show three particles x

(t)
i , x(t)

j and x
(t)
k at time step t. Based on the PSO

equations, the new positions for the particles on the bottom of the figure are
calculated. The necessary travel paths for the particles are denoted in red dotted
lines. Through a reassignment of the target destinations of each particle, we
can reduce the travelled distances while at the same time obtaining the same
measurements at the same positions in time step t + 1.

The function reassignTargets() reorders the new particle positions P (t+1)

so movement cost is minimized according to NMEC (or NMTC). During this
process, only the new particle positions are swapped, but each particle keeps
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Algorithm 1. Original SMPSO algorithm [13], with the highlighted Energy
Efficient SMPSO modification.
1 initializeSwarm();
2 initializeLeadersArchive();
3 generation = 0;
4 while generation < maxGenerations do
5 computeSpeed();
6 updatePosition();
7 mutation();
8 reassignTargets();
9 evaluation();

10 updateLeadersArchive();
11 updateParticlesMemory();
12 generation++;

13 end
14 return LeadersArchive();

its memory and its computed velocity v(t + 1). The values are used in the next
iteration to compute the next positions, and changing the velocities to the actual
traveled velocities after reassignment may change the algorithm’s behavior (It is
important to note that the computed movement vector does not match the real
movement of the robot in case the positions are swapped).

Algorithm 2 outlines how the new order of the target positions is computed for
Energy Efficient SMPSO that optimizes the energy cost (NMEC). Finding the
optimal particle assignment is an NP -complete problem in itself. We use a simple
local search to find an assignment that is used in the current time step. The local
search mechanism uses the list of current particle positions P (t) and the list of the
planned particle positions computed by SMPSO P (t+1) that is optimized in-place
by reordering its elements. Using these positions, theNMEC is computed. In each
iteration two random elements a and b of the list of planned positions are swapped.
In case the movement cost increases, the elements are swapped back to restore the
original order. After ℵ iterations the result is returned. When optimizing not for
NMEC, but for NMTC a is still chosen randomly, but b is chosen according to
the particle moving the maximum distance to search for improvements more effi-
ciently. We call this variant of the algorithm Time Efficient SMPSO. A drawback
of our modification is the large number of iterations necessary to find an improved
reassignment of the target positions for the swarm. Consequently, the computa-
tional effort used for each iteration of the Energy Efficient SMPSO algorithm is
considerably higher than the original SMPSO. While our implementation for find-
ing the particle reassignment follows a very näıve approach and can be improved
by using more sophisticated algorithms, the underlying problem is still NP-hard
and cannot be solved without investing considerable computational power. As
such, Energy Efficient SMPSO and Time Efficient SMPSO require additional
computational overhead in exchange for the optimization of the energy- and time
consumption. The computational budget used to optimize these metrics is limited
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Algorithm 2. Energy Efficient SMPSO : reassignTargets() to minimize
energy expenditure according to NMEC.
Input: Number of Iterations: ℵ,
Current Particle Positions: P (t),
Planned Particle Positions: P (t+1)

Output: Swapped Particle Positions: P ′(t+1)

1 for i in [1, ℵ] do

2 m = NMEC
(
P (t+1) − P (t)

)
;

3 a = randomInteger(1,N);
4 b = randomInteger(1,N);

5 swap
(
x

(t+1)
a ,x

(t+1)
b

)
;

6 if NMEC
(
P (t+1) − P (t)

)
≥ m then

7 swap
(
x

(t+1)
a ,x

(t+1)
b

)
; /* unswap */

8 end

9 end

10 return P (t+1);

by the capabilities of the robots using the algorithm. Often robots are assumed to
have only very limited processing power rendering our approach infeasible. This is
especially true in swarm robotics where a swarm of many cheap robots is often pre-
ferred over a smaller swarm with few expensive robots. However, we think that this
limitation is becoming less relevant as embedded processors are getting cheaper
and more powerful while the movement-associated cost remains constant.

4 Experimental Evaluation

In this section we evaluate the proposed approaches with respect to the obtained
solution quality as well as the movement cost generated by the particles in the
swarm. As a baseline for algorithm we use the well-known SMPSO algorithm [13],
a multi-objective PSO introduced in 2009. The two versions of the particle reas-
signment proposed in the last section are implemented into the SMPSO, called
Energy Efficient SMPSO and Time Efficient SMPSO respectively.

4.1 Experiment Settings

The Inverted Generational Distance indicator (IGD [2]) is used to evaluate
the obtained solution quality, which can simultaneously assess convergence and
diversity of the solutions sets. The IGD is computed as the average of the min-
imum distances from each point in the sample of the true Pareto-front to the
obtained solution set. Both the metrics for movement-associated cost NMEC
and NMTC are included in the evaluation as well. A description of the metrics
is given in Sect. 3. The experiments were performed with a number of popular
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benchmark functions from the Multi-Objective Optimization literature, namely
the DTLZ 1–7 [6], LSMOP1–9 [3], ZDT 1–4, 6 [18] and WFG1–9 [7] benchmarks.
We evaluate the used benchmark problems with n = 2, n = 3, n = 10 and n = 30
decision variables to account for possible robotic applications. All experiments
are performed with a maximum of 10, 000 function evaluations. We did a second
round of experiments with a maximum of 2, 000 evaluations to check whether
convergence differs between the algorithms. The further parameter settings are
as follows: The population size for all algorithms is set to 100. All algorithms
use polynomial mutation with a distribution index of 20.0 and a probability of
1/n, as those are the default parameters in the literature. The experiments are
repeated in 31 independent runs, and the median and interquartile range (IQR)
values of all indicators are reported in the resulting tables. Statistical signifi-
cance is tested using a two-sided Mann-Whitney-U Test. The null hypothesis of
the test is that the tested samples have equal medians. Statistical significance
is assumed for a value of p < 0.01. For implementation, the PlatEMO frame-
work [17] version 1.5 is used. The source-code for Energy Efficient SMPSO and
Time Efficient SMPSO can be found at our website1. The results for the DTZL
1–7 [6] benchmark functions are shown in Table 1.

4.2 Results

In our experiment we compared the two variants of Energy Efficient SMPSO
against the original SMPSO [13]. Time Efficient SMPSO is designed to save
time according to the NMTC metric by reducing the maximum movement in
each time step. The Energy Efficient SMPSO is designed to save energy as
modeled by the NMEC metric by reducing the sum of overall movement. Our
experiments clearly show that both Cost Efficient SMPSO algorithms achieve
this goal. Both algorithms achieve the best value in the respective indicator
in each of the experiments (see Table 1). The reduction of movement cost is
maximal for low dimensional problems – exactly the problems that are most
relevant to robotics. In the two and three dimensional DTLZ problems Time
Efficient SMPSO reduces movement to less than half of the original NMTC
value, Energy Efficient SMPSO achieves an even higher relative improvement
regarding the NMEC metric. As both NMEC and NMTC are not independent
as optimizing one additionally optimizes the other. This is supported by our
experiments, where Energy Efficient SMPSO performs better regarding NMTC
than the stock SMPSO and vice versa. This statement especially holds for low-
dimensional problems.

For most functions the IGD-indicator shows no significant difference between
the performance of the two Cost Efficient SMPSO variants and the original
SMPSO [13]. The only exceptions are DTLZ5 with two variables where the dif-
ference in performance is very small. There are other significant differences in
the 30-dimensional DLTZ1 and 3 problems where none of the algorithms per-
formed reasonably well. In the 30-dimensional DTLZ6 Energy Efficient SMPSO

1 http://ci.ovgu.de/Research/Codes.html.

http://ci.ovgu.de/Research/Codes.html
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Fig. 2. IGD of the median run for DTLZ3 with 3 decision variables.

and Time Efficient SMPSO perform even better than the original algorithm.
The results of the other benchmarks confirm these findings. While there are sig-
nificant differences in some of the problems, especially with n ≥ 10 dimensions,
we could not identify a clear trend which algorithm performs better or specific
reasons why Energy Efficient SMPSO and Time Efficient SMPSO show different
IGD-performance with some of the benchmarks. Figure 2 shows the IGD-value
for the first 10.000 function evaluations for the median run for each algorithm on
the 3-variable DTLZ 3 problem. The figure shows a strong similarity between the
convergence behavior of the algorithms. The only notable difference is the first
iteration where SMPSO shows a significantly higher IGD. This may be caused
by the random initialization of the populations of the compared algorithms. To
verify our assumption of the similarity of convergence between Energy Efficient
SMPSO, Time Efficient SMPSO and SMPSO, we sampled the IGD, NMEC
and NMTC values after 2000 function evaluations (see Table 2) and compared
them with the indicators after 10.000 function evaluations (see Table 1). The
acquired results confirm our assumption that there is no clear trend which of
the algorithms shows better (IGD-) convergence. However, the Cost Efficient
SMPSO algorithms show a notable improvement in the NMEC and NMTC
metrics. During the first 2000 evaluations the particles in all algorithms seem
to move more compared to the rest of the run, which results in higher values
in both movement metrics. This is explained by the exploration happening in
the beginning of each run in contrast to the converged state at the end. In
all experiments, the modified Cost Efficient SMPSO algorithms perform signif-
icantly better than the original SMPSO. Therefore, in a robotic system with
limited movement budget the Cost Efficient SMPSO algorithms provides better
solution quality than SMPSO. The unmodified SMPSO exhausts its movement
budget faster than the Cost Efficient SMPSO.

5 Conclusion

This paper presents the Time Efficient SMPSO and Energy Efficient SMPSO
algorithm, a modification of SMPSO [13] designed to reduce the particle
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movement. Energy Efficient SMPSO and Time Efficient SMPSO reassign the
target positions of each particle to minimize the movement associated cost
according to the respective metric, which translates to a more efficient movement
of real robots saving battery and time. Both variants of the modified algorithm
save at least half the movement cost compared to the original algorithm while
showing no significant degradation in solution quality or convergence speed. We
could show that PSO can be adapted to better meet the requirements of the
robotic domain. This work may serve as a stepping stone to transfer the knowl-
edge gathered in PSO as optimization algorithm to the robotic domain. We do
not think that the Time Efficient SMPSO and Energy Efficient SMPSO algo-
rithm will soon find their application in robotics, but rather that the effective-
ness of our simple modification points out the potential room for improvement
in applying PSO to robotics.

In the future we plan to test different algorithms with the modification,
especially single objective PSO algorithms. The test problems currently avail-
able convey typical properties of optimization problems, but may not accurately
represent the environment of robotic applications. A new framework with success
and cost metrics and state of the art single- and multi-objective PSO algorithms
may help to classify and analyze algorithms for their applicability to robotic
applications. Such a framework could also help to compare how algorithms cope
with real-world constraints like collision avoidance or speed limitations. Usually,
the performance of optimization algorithms are measured with a fixed compu-
tational budged and the final solution quality is analyzed. For the application
of PSO algorithms to the robotic domain, the inverted approach may be more
relevant. Most real-world applications aim for a specific solution quality and the
effort put into the optimization needs to be analyzed. In future we hope that
more work uses this type of evaluation based on task-specific cost metrics. This
also paves the way for research of time-cost optimization of algorithms based
on asynchronous updates. Currently, the research on those algorithms is lacking
and the bias introduced by doing asynchronous updates poses a huge problem,
as it causes premature convergence to local optima without much benefit in the
classical evaluation metrics.
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Abstract. Developing ground robots for crop monitoring and harvest-
ing in steep slope vineyards is a complex challenge due to two main rea-
sons: harsh condition of the terrain and unstable localization accuracy
obtained with Global Navigation Satellite System. In this context, a reli-
able localization system requires an accurate and redundant information
to Global Navigation Satellite System and wheel odometry based system.
To pursue this goal and have a reliable localization system in our robotic
platform we aim to extract the better performance as possible from a
monocular Visual Odometry method. To do so, we present a benchmark
of Libviso2 using both perspective and fisheye lens cameras, studying
the behavior of the method using both topologies in terms of motion
performance in an outdoor environment. Also we analyze the quality of
feature extraction of the method using the two camera systems studying
the impact of the field of view and omnidirectional image rectification
in VO. We propose a general methodology to incorporate a fisheye lens
camera system into a VO method. Finally, we briefly describe the robot
setup that was used to generate the results that will be presented.

1 Introduction

Developing ground robots for crop monitoring and harvesting is a complex chal-
lenge because robotic sensing, perception and interpretation of the crop needs
to be efficient, accurate, and robust in an unstructured environment [12]. The
strategic European research agenda for robotics [13] states that robots can
improve agriculture efficiency and competitiveness. However, few commercial
robots for agricultural applications are available [12]. In the context of the Euro-
pean Union, there are only a few funded projects focusing on the development
of monitoring robots for flat vineyards: the VineRobot [14] and Vinbot [15].
However, vineyards built on steep slope hills present additional challenges for
the machinery and automation development due to the higher complexity of the
sloped environment. These called steep slope vineyards exist in Portugal in the
Douro region, an United Nations Educational, Scientific and Cultural Organiza-
tion (UNESCO) heritage place, and in other regions of five European countries.

The context of a vineyard built in a steep hill presents several challenges to
robotic systems:
c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 319–330, 2019.
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– Terrain characteristics produces signal blockage and multi-reflection which
decreases the availability and accuracy of the Global Navigation Satellite
System (GNSS).

– Harsh conditions of the terrain limits the accuracy of dead-reckoning sensors
- odometry and inertial measurement unit (IMU), for example;

– Terrain slopes imposes constrains to the robot path planning. Safe robot
motion planning and control depends on accurate maps of the vineyard and
precise information about its posture (localization and attitude).

In these vineyards, the high elevation mask imposed by the hills limits the
number of GNSS satellites in view [16]. Thus, GNSS accuracy is low and robot
localization is not always available. Beside, a GNSS receiver can suffer spoofing
attacks which is a possible safety issue. For these reasons, a redundant localiza-
tion solution is needed to get an always available, efficient and safe robot. Aiming
to solve these robotic challenges for the steep slope vineyards, the INESC TEC
team has developed an agricultural robotic platform (AgRob V16) to acquire real
data and test the proposed agricultural robotic components in a real scenario.

In [16] and [17] the VineSLAM approach is presented, which is a GNSS-free
localization system for steep slope vineyards. VineSLAM considers a hybrid map
architecture to increase the localization accuracy and robustness. The topolog-
ical localization of the robot is updated considering artificial landmarks, such
as those proposed in [18]. In metric localization, VineSLAM considers natural
vineyard features [16] to increase the system redundancy and reliability. These
natural features are the vine trunks and masts. They exist in all vineyards with
a large density. However, a reliable detector of these natural features requires
several sensors, such as laser range finders (LRF), cameras and/or RGB-D sen-
sors. The use of standalone LRF-based detectors is not reliable because grass and
dust creates small artifacts that are classified as trunks/masts [17]. Vision-based
detectors provides complementary and richer information to reach a reliable
natural feature detector. In [19], we presented a vision-based detector for these
natural features detection.

In this work, aiming to overcome the environment limitations previous
described, we are interested in extracting the better performance as possible of
a monocular Visual Odometry (VO) method. To do so, we present a benchmark
of Libviso2 [2] using perspective and fisheye lens cameras, studying the behavior
of the method using both topologies in terms of trajectory performance. Also
we analyze the quality of feature extraction of the method using the two camera
systems studying the impact of the field of view (FoV) and fisheye image rectifi-
cation in VO. To do this we compare Libviso2 performance using a perspective
camera image, a fisheye rectified image and a raw fisheye image. We propose
a general methodology to incorporate a fisheye lens camera system into a VO
method. Finally, we briefly describe the robot setup that was used to generate
the results that will be presented.
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2 Related Work

Monocular VO is one of the most challenging fields of robotics. Estimating a
robot motion using a single camera is a real challenge. In order to optimize VO
performance it is convenient to have as many information about the surrounding
environment as possible. In this context arises the use of wide FoV cameras in
VO and SLAM methods. For example, in [10] a comparison of the performance
of a monocular feature-based VO method using perspective, fisheye and cata-
dioptric images is done. They study the impact of using large FoV raw images
in indoor and outdoor environments. Also, they propose an extension of the
state-of-the-art SVO [7] addapted to fisheye lens cameras. To do so, they use the
camera model that will be described in Sect. 5 and sample the curved epipolar
line based on the unit sphere. The results show that for a fixed resolution, large
FoV cameras are better in indoor scenes but worst in outdoor environments
given the radial distortion associated with raw omnidirectional images. In [11]
Streckel et al. studied the impact of lens selection in Structure for Motion (SfM)
which includes VO. This work only considers indoor scenes. They use a fisheye
lens camera with 180◦ of FoV with a resolution of 1600× 1200 and crop the
center of the high resolution images to obtain 400× 400 perspective images. In
order to have a fisheye camera image with the same resolution a FoV of 160◦ was
subsampled to 400× 400 resolution. The experiments show the superior perfor-
mance of the high resolution configuration in terms of translation and rotation.
However, these results are restricted to synthetic and indoor data. [4] uses a
stereo fisheye camera system and performs semi-dense direct image alignment to
estimate the camera pose while using raw fisheye images. It presents high accu-
racy levels estimating camera motions. [3] is an extension of the original DSO
[5] method for a monocular fisheye camera. They use an unified omnidirectional
camera model as a projection function that can both represent perspective and
omnidirectional cameras. The camera motion is estimated by the minimization
of the photometric error between consecutive frames. In [6] a catadioptric image
is used in an Extended Kalman Filter (EKF) based SLAM approach. They use
a spherical camera model jacobian needed by the EKF and the SIFT detector
to compute the feature matching. The results show that the omnidirectional
camera system outperforms the tested perspective one.

In this work we propose a general approach to obtain rectified images that can
be inputted in a VO system. We also compare Libviso2 motion performance and
matching quality using monocular perspective images, rectified fisheye images
and raw fisheye images. To do so we present our built in-house datasets1 that are
composed by a side by side perspective camera and fisheye camera that capture
the same robot motion. Two input resolutions were recorded.

3 Robotic Platform System

This work is inserted in AgRob V16 that is a robotic platform for research and
development of robotics technologies for Douro vineyard, Fig. 1. AgRob V16
1 http://vcriis01.inesctec.pt/datasets/DataSet/Romovi/Andre_visual_odom.zip.

http://vcriis01.inesctec.pt/datasets/DataSet/Romovi/Andre_visual_odom.zip
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has four wheels with differential traction configuration. It is equipped with an
IMU, Odometry, GNSS, 2D LIDARs and with one camera with special light
filters to extract Normalized Difference Vegetation Index (NDVI) images. To
have a fair comparison between the perspective camera and the fisheye lens
camera performances in motion estimation, the robot was also equipped with a
stereo camera system. This setup consisted in two Raspberry Pi’s powered by
the robot each one with a connected camera. The perspective camera used was
the Raspberry Pi’s Camera Module V2.12 that has an horizontal FoV of 62.2◦.
The fisheye lens camera used was the Raspberry Pi Camera (I)3 that has an
horizontal FoV of 170◦. They were positioned side by side in order to capture
the same environment scenario and robot motion. Two outdoor sequences in a
garden environment were captured with two different camera resolutions.

Fig. 1. AgRoB V16 robotic platform.

4 Fisheye Lens Approach

In order to incorporate the fisheye lens camera system into the VO method,
the first step was to calibrate the camera. To do so, OCamCalib [1] from David
Scaramuzza et al. was used. This work consists in an easy-to-use Matlab toolbox
that has as input a set of images that capture a checkerboard. It describes the
imaging function, i.e., the relation between a 2D pixel point and a 3D half-
ray emanating from a single view point, as a Taylor series expansion that is
determined by solving a least squares minimization problem. This parametric
model is described as follows:

f(u′′, v′′) = a0 + a1ρ
1 + a2ρ

2 + ... + aNρN (1)
2 https://www.raspberrypi.org/products/camera-module-v2/.
3 https://www.ptrobotics.com/lcd-cameras-raspberry-pi/5417-raspberry-pi-camera-
module-w-fisheye-lens.html.

https://www.raspberrypi.org/products/camera-module-v2/
https://www.ptrobotics.com/lcd-cameras-raspberry-pi/5417-raspberry-pi-camera-module-w-fisheye-lens.html
https://www.ptrobotics.com/lcd-cameras-raspberry-pi/5417-raspberry-pi-camera-module-w-fisheye-lens.html
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where (u′′, v′′) states for the sensor plane. Normally a1 is equal to 0 and N is
equal to 4 due the improvement of results on several experiments with different
cameras performed by the authors of this work. So, the camera calibration con-
sists in estimating {a0, a1, ..., aN} coefficients and also the omnidirectional image
center. Also, a non-linear refinement of the parameters estimation is performed
at the end of the calibration. All this procedures revealed to be quite efficient
when applied to our fisheye camera system since we obtain a low calibration
error in the order of one pixel.

The next step consisted in using the calibration output to rectify the cam-
era images on real time. To do so, we use a method also developed by David
Scaramuzza that creates a lookup table that contains the mapping function that
converts the fisheye image into a perspective image. So, for every frame we apply
a remapping to all the pixels of the input frame using the information given by
this lookup table. An example of the transformation can be observed in Fig. 2.
Although some information gets lost, namely some pixels in the corners, it is
clear that the distortion is well corrected.

Fig. 2. (a) Raw fisheye lens camera image and (b) rectified fisheye len camera image.

Having the VO input images prepared, we applied them into Libviso2. This
method computes its own features based on corners and blobs. So, it is expected
that it interprets the border that separates the image and the black region resul-
tant from rectification as features. By applying these images to Libviso2 we were
able to validate this, as represented in Fig. 3. As these are static features, they
are all matched. Although Libviso2 uses RANSAC to remove the outliers, if it
fails removing even a small set of these matches, the motion estimation will
be highly affected since these matches represent that no motion was computed
between frames. This way, we propose a simple method to eliminate all these
outliers that we apply into Libviso2. To do so, we create an image mask based
on three basic image processing techniques: segmentation, closing and erosion.
We apply a segmentation to the input rectified image in order to isolate the
black regions. Then we correct the segmentation preventing some of the image
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Fig. 3. Set of matches originally computed by Libviso2 given two consecutive frames.

Fig. 4. Set of image processing operators applied to the input rectified image to gen-
erate a mask.

scenario region of staying grouped with the black regions as can be observed in
Fig. 4(a) where a small region inside the image scenario is black. This is done
by applying the morphological operator closing. After that, as the border is still
in the image scenario group, the image is eroded in order to remove it from the
image. Figure 4 represents the steps described and Fig. 5 is the resultant set of
matches after the application of the mask. This procedure allows the definition
of a region of interest where the method considers the existence of matches by
applying the mask to a set of raw matches found. In conclusion, this approach

Fig. 5. Set of matches computed by Libviso2 given two consecutive frames after apply-
ing the generated mask.
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is a simple way to take advantage of wider field of view camera rectified images
and apply them into a feature-based VO method preventing the rectification of
damaging motion estimation.

5 Results

To have a good and fair comparison between the two camera systems we analyze
their performance in two different sequences using two different resolutions. We
use 640× 480 and 1280× 720 resolutions and choose to make these sequences
the worst case scenario for a VO method. Both sequences present a rotational
component in every instant so that we can see the behavior of each camera system
in this kind of motion. We compare the perspective camera performance with
the fisheye camera performance, this last using both rectified and raw images, in
terms of motion accuracy and feature matching quality. We also show the motion
results of all the configurations with a gyroscope fusion that was developed in
our previous work [9]. The used ground-truth was the Hector SLAM algorithm
[8] that uses the laser described in Sect. 3.

5.1 Feature Matching

As mentioned before, Libviso2 uses corners and blobs to compute features that
it tries to match between consecutive frames. By inspection of Fig. 6 it is visible
that the number of feature matches computed by Libviso2 using the perspective
camera configuration is highest compared with the matches found using the
fisheye lens camera rectified image. Although, if we use the fisheye lens camera
with raw images, we get a similar number of matches and inliers comparing with
the ones obtained using the perspective camera. Once again, Fig. 7 shows that
even for a higher resolution Libviso2 matches more features between frames using
the perspective camera than using rectified fisheye lens camera images. However,
for this resolution if we use the fisheye lens without rectifying the image we
obtain a really dense feature matching. This shows the impact of rectification in
feature matching. In fact, Fig. 7(c) shows that for the high resolution sequence,
Libviso2 computes in average about 1000 matches. This is the highest number of
matches observed. Using the perspective camera in the high resolution sequence
results in a maximum number of matches of 750 which is quite lower. In terms
of inliers extraction, it is visible that the configuration where RANSAC discards
more matches is the one that uses unrectified fisheye lens camera images in the
1280× 720 resolution.

5.2 Motion Estimation

In order to evaluate and compare the efficiency of Libviso2 in terms of motion
estimation, two sequences were used both characterized by an almost constant
rotational movement. This kind of motion is the most challenging for monoc-
ular VO methods since their main difficulty is to estimate motions that con-
tain a significant rotational component. In Fig. 8 is visible the impact of the
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Fig. 6. Number of matches and respective inliers for the resolution 640× 480 using (a)
the perspective camera, (b) the fisheye lens camera rectified images and (c) the fisheye
lens camera image raw images.

Fig. 7. Number of matches and respective inliers for the resolution 1280× 720 using
(a) the perspective camera, (b) the fisheye lens camera rectified images and (c) the
fisheye lens camera image raw images.

higher computation of matches by Libviso2 while using a perspective camera.
This configuration estimating the motion standalone presents a final result much
closer to the ground truth than using the rectified fisheye image. Figures 8(b)
and 8(c) show that using a fisheye lens camera with a rectified or raw image
with a low resolution results in an underestimation of the rotational component.
Figure 10 proves exactly this. In this figure it is clear that although this config-
uration detects all the rotations, they are all estimated with a negative offset.
This means that during all the sequence the VO method underestimates the
rotational component when using the fisheye lens camera.

Fig. 8. Motion estimation from Libviso2 in the resolution 640× 480 standalone and
with a gyroscope fusion using (a) the perspective camera, (b) the fisheye lens camera
rectified images and (c) the fisheye lens camera image raw images.
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When using the high resolution sequence it is visible that since more matches
and, consequently, inliers are computed, the rotational component is better esti-
mated in the three cases. Figure 9 shows this improvement relatively to the
lower resolution, mainly in both fisheye configurations. Here, rotations are not
so underestimated due to the higher computation of inliers.

Fig. 9. Motion estimation from Libviso2 in the resolution 1280× 720 standalone and
with a gyroscope fusion using (a) the perspective camera, (b) the fisheye lens camera
rectified images and (c) the fisheye lens camera image raw images.

Fig. 10. Angular velocity estimated by VO using a fisheye lens camera with a resolution
of 640× 480 and measured by a gyroscope.

5.3 Discussion

The tested configurations allowed us to take many conclusions about the use of
fisheye cameras in feature-based VO methods. Rectifying a fisheye image to use in
these kind of methods has several disadvantages. Since from rectification results
black regions to compensate lens distortion, the rectified image presents a lower
pixel resolution comparatively to a perspective image of the same resolution. This
leads to a lower computation of matches from the VO method and, consequently,
to a higher difficulty estimating motion. Also, the rectification transforms the
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fisheye image into a perspective image and, due to the calibration imperfections,
the final image has lower FoV than the original raw image. So, in order to obtain
an equal or better performance using rectified fisheye images, a higher resolution
has to be used in order to compensate the previous described issues. Using raw
fisheye images leads to a dense feature matching. This is due to the higher
FoV that allows to capture a larger scenario comparing to normal perspective
cameras. However, in this work we ignore lens distortion when using raw fisheye
images so this big set of matches computed is used in a planar epipolar geometry
algorithm. We believe that the results in terms of motion estimation from this
configuration will improve when considering the lens distortion. To do so, instead
of projecting the feature matches in a plane, they will be projected into a unit
sphere using the calibration coefficients present in Eq. 1.

In a final note, analyzing the rectified images (visible in Fig. 2), we expected
to obtain more symmetric images. In order to discard the hypothesis of this
being due to the calibration toolbox used, we also calibrated the camera with
OpenCV fisheye camera calibration toolbox4. We obtained a similar result so we
think that this asymmetry is due to a non uniform distortion of the lens and/or
to a disalignment between the lens and the CCD.

6 Conclusion and Future Work

Our main focus while performing this work was to obtain a reliable localization
system that does not depend on GNSS. To do so, in this paper we proposed a
general methodology to incorporate a fisheye lens camera system into a feature-
based VO method and we compared Libviso2 performance in terms of feature
matching quality and motion estimation using perspective images and fisheye
images, rectified and raw. In order to perform this comparison we equipped
our robotic platform with a perspective camera and a fisheye lens camera an
we recorded two datasets using two different image resolutions. This dataset is
now public available. We concluded that fisheye image rectification results in
an image with lower FoV and pixel resolution than a perspective image of the
same resolution which leads to a lower number of matches computed and to an
underestimation of rotations. So a higher resolution is needed to compensate this
issues. However, using the raw fisheye images results in a dense feature matching.
As we consider a planar epipolar geometry method for the raw fisheye image
instead of a spherical one, this configuration presents some issues estimating
motion.

For future work we aim to implement an epipolar geometry method that
considers fisheye lens distortion. Also we would like to solve Libviso2 scale issue,
which is an open issue in monocular VO, using a distance sensor.
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Abstract. Inertial measurement units (IMU) are, typically, a cluster of
accelerometers, gyroscopes and magnetometers. Its use was introduced
with military applications, being, nowadays, widely common on indus-
trial applications, namely robot navigation. Since there are a lot of units
in different cost ranges, it is proposed, in this paper, a procedure to
compare their performance in tracking tasks. Once IMU samples are
unavoidably corrupted by systematic and stochastic errors, a calibra-
tion procedure (without any external equipment) to identify sensors’
error models and a Kalman filter implementation to remove white noise
are suggested. Then, the comparison is carried out over two trajecto-
ries, square and circular paths, respectively, being described by a robotic
arm, which acts as reference. The results show that different manufac-
turing quality units can track, with success, orientation references but
are incapable to perform position tracking activities.

Keywords: IMU · Calibration · Kalman Filter · Tracking

1 Introduction

Inertial sensors are based on inertia. Normally, this classification refers to gyro-
scope and accelerometer sensors. The first one measures the angular velocity,
i.e., the rate of change of sensor’s orientation, while the second one provides the
external specific force acting on the sensor, which corresponds to its acceleration
plus the earth’s gravity [7]. These elements are, typically, arranged together on
an inertial measurement unit (IMU). A triad of accelerometers and a triad of
gyroscopes (one sensor per axis) are comprised inside, complemented, in some
units, with a triad of magnetometers, which indicate local magnetic field, ful-
filling a set of tri-axial clusters [14]. Traditionally, its use became popular on
military applications, being, nowadays, exploited to industrial purposes, namely
robot navigation systems as well as body motion tracking, and also included on
c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 331–344, 2019.
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smartphones. For such tasks, an IMU is based on microelectro mechanical sys-
tems (MEMS), characterized for being small, light and low power consumption
[7].

The downside of using low cost MEMS based IMU is that, usually, they
are associated to calibration issues, including non accurate scaling, sensor axis
misalignment, cross-axis sensitivities and non-zero biases [14]. These are related
with imperfections in production process [15]. Additionally, the presence of mag-
netic perturbations largely degrades magnetometers’ performance. That’s why,
a reliable operation implies a previous calibration, which consists in identifying
the enumerated parameters [14]. Some manufactures provide products calibrated
by default and with increased accuracy. However, such procedures cost time and
resources, enriching, naturally, the unit value, invalidating a cost-effective uti-
lization [15].

Despite of a good calibration, sensors’ output is still noisy and can’t be
directly used to provide position, velocity and orientation estimations, increas-
ingly differing from the true value along time. This is a problem commonly
addressed on literature. The solution depends on the necessary application accu-
racy. While with relaxed constraints a low pass filter in each sensor set of sam-
ples is enough [3], for tracking problems, fusion of IMU sensors is mandatory to
obtain a reliable estimation. With that in mind, there are complementary filter
based algorithms and Kalman filter approaches [7]. In this paper, the sensor
information is combined through a Kalman filter implementation. Depending
on processing capability, there are some IMU that already provide filtered sam-
ples due to internal algorithms supported on cited approaches. This feature is
associated with higher cost units.

The purpose of this paper is to evaluate distinct IMU performance over a
proposed comparison procedure. The strategy followed is to take different cost
range products, proceed to calibration and posterior samples filtration, check-
ing whether in the end the results have the same accuracy or if, in fact, the
manufacturing quality limits it.

To achieve such goal, in next subsection, it is exposed the calibration tech-
niques and filter implementations presented in literature, being followed by the
details about the chosen approach for both processing stages. Next, the tests per-
formed are referred. First, the setup configuration supporting those is detailed
and, then, the results are shown, evaluated and compared among IMU. Here,
three models are tested – UM7 from CHRobotics (an average price of $140),
MinIMU-9 v3 from Pololu (an average price of $15) and 10 DOF IMU from
Waveshare (also an average price of $15) – being later detailed. Last, some con-
clusions and further improvements are suggested.

1.1 Related Work and Contributions

The IMU calibration is a problem massively referred in the literature. Although
calibrated IMUs are commercially available, they not always represent the best
solution, namely with respect to size, flexibility and cost criteria [4]. In some
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cases, it is preferable a tailor made (allowing to pick some specific models of
inertial sensors) or cheaper units, introducing, however, the need of calibration.

The basic idea consists in comparing the sensors’ output with the reference
value and use that to quantify error model parameters. The traditional meth-
ods are based on precision centrifuge tests [5], optical [6] and GPS trackers [8],
which provides a ground truth for linear acceleration and/or angular rate. Since
calibration parameters are characterized by slowly time variance, in [13] is also
suggested an extended Kalman filter implementation to achieve an online esti-
mation of bias and axes’ misalignment. However, all these procedures not only
imply an external infrastructure to act as reference, which has an inherent high
cost, as well as treat the sensors as independent entities, ignoring the cross-
misalignment between sensors’ frames. Those drawbacks are overpassed in [14]
proposing a multi-position calibration procedure (which can be even made by
hand) and taking advantage of an optimization algorithm to calculate sensors’
model. This is the work that supports this paper. The approach, however, lacks
in the fact that doesn’t include the magnetometer calibration and can be com-
plemented by the work [12]. Here, the magnetometer calibration is a two step
process: the first one related with sensor model using earth magnetic field as ref-
erence and, then, the alignment with the remaining sensors’ coordinate system.
Additionally, in [9], a similar approach to [14] is promoted but using a robotic
arm to a better trajectory precision. This is only valid if the motion between
positions is slow enough to ignore the linear acceleration regarding to gravity.

Even after calibration, sensors measurements tend to be accurate, but just
for a short time, suffering from integration drift over longer time scales [7]. Such
behavior makes impossible to obtain a reliable estimation in tracking applica-
tions. The solution is to combine all inertial information from sensors. Most
of resources in the literature points to the use of Kalman filters (KF) or the
extended version (EKF) [11]. To decrease algorithm complexity, a typical app-
roach is to decompose the estimation in two stages, separating position from
orientation. In the last one, the quaternions are the preferable choice to rep-
resent rotations, for being compact, singularity free and easily converted from
or to rotation matrix and Euler angles [10]. In [7], an EKF implementation is
proposed, using, in the prediction step, a constant acceleration model and a con-
stant angular velocity model. The approach fuses information from all sensors
and provides a reliable representation of system model, but uses different ways
of representing rotations (mixing quaternions with rotation matrices), requiring
online calculation of several large size matrices which aren’t of easy deduction.
To overcome the computational demand, a simplified EKF implementation is
presented in [2]. Here, the processing effort is transferred to an external algo-
rithm that extracts the quaternion from inertial sensors samples, role which
might be performed by TRIAD method. This is an algebraic algorithm that
obtains the direction cosine matrix (DCM) relating two frames, requiring a pair
of vectors in one of them and the respective counterpart in the other one (for
further detailed explanation see [1]). For all said, this paper provides a solution
that merges both approaches. As additional feature, it is included a magnetome-
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ter validation module that, in each iteration, evaluates the conditions to discard
or not the sensor sample. According to [11], those conditions are related to the
angle between accelerometer and magnetometer measurements (which must be
constant in absence of movement or in a constant velocity trajectory) and sensed
magnetic field norm (which must be also constant and equal to earth field one,
in the absence of disturbances).

2 Calibration

The calibration of sensors consists in identifying the systematic error’s sources,
the consequent sensor error model and quantify its parameters. The acquired
samples are, then, corrected using the calculated model. The procedure flow of
the present topic is the following: the accelerometer is calibrated taking gravity
as reference, the gyroscope is calibrated using accelerometer corrected samples
as reference and then the magnetometer is calibrated using both earth magnetic
field and accelerometer samples as reference.

2.1 Accelerometer and Gyroscope

The accelerometer and gyroscope calibration is supported and implemented by
[14].

First, we need to identify the error’s sources and in what way they affect
sensor’s output. In case of inertial sensors, the samples are dominated by instru-
mentation errors. Assembling imperfections are included in this group. Those
are caused by bad sensors disposition on IMU frame in a way that they are
not orthogonal with each other, as supposed. Thus, they represent an invalid
coordinate system. In addition, it isn’t guaranteed that the coordinate sys-
tems from different sensors match. Therefore, all the frames must be aligned
to a reference one, being selected the corrected accelerometer orthogonal frame.
Then, the gyroscopes’ coordinate system must be aligned with that. To sim-
plify the problem, it is assumed that the reference frame matches the IMU body
frame. Mathematically, the compensation consists in samples multiplication by
a square matrix (T ) where α and β represent the angular displacement between
accelerometer (a) and gyroscope (ω) axes, respectively.

T a =

⎡
⎣

1 −αyz αzy

0 1 −αzx

0 0 1

⎤
⎦ Tω =

⎡
⎣

1 −βyz βzy

βxz 1 −βzx

−βxy βyx 1

⎤
⎦ (1)

Besides that, the measurements may also include scale factors (s) distortions,
compensated by a diagonal matrix (K ).

Ka =

⎡
⎣

sa
x 0 0
0 sa

y 0
0 0 sa

z

⎤
⎦ Kω =

⎡
⎣

sω
x 0 0
0 sω

y 0
0 0 sω

z

⎤
⎦ (2)
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Finally, there are additive errors. They emerge as an offset value on sen-
sors’ output, tending to diverge over long time runs as well as between turn on
operations. They are classified as bias (b).

The accelerometer and gyroscope calibration models are given, respectively,
by 3 and 4. The superscript o refers to calibrated sample on orthogonal frame
while s refers to non-calibrated sample provided by sensor.

−→a o = T aKa(−→a s +
−→
b a + −→v a) (3)

−→ω o = TωKω(−→ω s +
−→
b ω + −→v ω) (4)

The v parameter refers to white noise (gaussian with zero mean) that is
removed through Kalman filter, presented in next stage.

The model parameters quantification is made by a minimization algorithm.
Its input is the set of samples acquired during a multi-position calibration path
[14]. Shortly, the IMU is moved along several positions, remaining static, during
a some time, in each one. To assure the posterior convergence of the algorithm,
it is recommended a number of positions between 36 and 50 and to stay, at least,
5s in each one. The referred movement can be performed manually, i.e., just by
hand, but, to increase results accuracy, the tests described in this work were
realized with a robotic arm.

The acquired accelerometer samples are the input of the minimization func-
tion, which is formulated as the reference value minus sensor model output (L).
In this case, gravity corresponds to the reference (g) but only if linear accelera-
tion is discarded, which is only valid when the IMU rests at static positions or
performs a constant linear velocity movement. That’s why, only that samples’
subset (of size M ) is used on minimization algorithm, which is an implementation
of Levenberg-Marquardt method [14].

L(T a,Ka, ba) =
M∑

k=1

(‖−→g ‖2 − ‖T aKa(−→a s
k + ba)‖2

)2 (5)

Regarding to gyroscope, the implementation follows the same guidelines.
However, since during static positions the angular rate is zero, the angular
integration (function ψ) occurs on transitions instead. Here, the calibrated
accelerometer samples are used to extract the reference, which is the angular
displacement between the samples immediately before and after the transition
interval (ua). Similarly to accelerometer calibration, a minimization function is
also defined (L).

L(Tω,Kω, bω) =
N∑

k=1

‖ua,k − ψ(Tω,Kω, bω, ωs
k, ua,k−1)‖2 (6)
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2.2 Magnetometer

In magnetometers, besides the previous instrumental errors, their measurements
are also susceptible to magnetic perturbations. In an ideal scenario, the mag-
netometer should only measures earth’s magnetic field. However, when applied
indoors, local magnetic fields tend to overlap it. Such effects may be classified
as hard and soft irons. The first ones are characteristic of some materials that
generate their own magnetic field, actuating equally in all directions/axes. On
the other side, the soft irons result from materials that perturb earth’s field but
in specific directions of actuation.

To exemplify the concepts exposed, three scenarios are now considered. In
absence of any distortion, when the IMU is rotated on a space plane, a circum-
ference is drawn from magnetometer samples, centered at IMU body and with
a radius equal to earth’s magnetic field norm. In presence of hard irons pertur-
bations, a circumference is still obtained but translated from center and with a
different radius value. Finally, the soft irons presence generates an ellipse, cen-
tered at the origin, and with the respective axes indicating the direction of the
distortion.

The compensation of previous effects is made over two steps. Since hard irons
induce an offset on the measurements, the same value must be subtracted to the
data (Hm). On the other hand, to transform an ellipse into a circumference, their
axes must be aligned with body frame axes (Rm), apply a scale factor (Sm) per
axis and turn back to initial orientation (Rm−1

). The resulting sensor model is
presented in Eq. 7.

−→m′ = (Rm−1
SmRm−→ms − −→

Hm) (7)

In addition, it must be also considered the instrumentation errors already
referred. In order to simplify the final model, some simplifications are performed,
concentrating the calibration parameters only in two matrices (A, B).

−→mo = TmKm(−→m′ +
−→
b m + −→v m) = A(−→ms +

−→
B + −→v m) (8)

The calibration procedure is made over two moments. In the first step, the
IMU must be forced to describe circumference based paths (at least one per
space’s plane) and the magnetometer samples must be recorded. Such measure-
ments are the input of the minimization algorithm, already used in previous
sensors. The reference is the earth’s magnetic field vector in that point of the
globe (−→mref ).

L(A,B) =
M∑

k=1

(‖−→mref‖2 − ‖−→mo
k‖2

)2 (9)

In this point, the calculated model already represents the calibrated samples
relatively to the magnetometer orthogonal frame. However, it is still necessary
to align this coordinate system with the other sensors. For that, the accelerom-
eter frame is used as reference and the constant angle between both sensors’
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arrays is included as a problem restriction. Once again, this is a minimization
problem to find the rotation that minimizes the angular displacement between
samples. Such rotation could be represented by a rotation matrix, but would be
a 9-parameter problem and would imply the consideration of SO(3) properties.
To avoid that computational effort, the axe-angle representation is preferred,
reducing the solution to only three parameters. The minimization algorithm fol-
lows the previous implementation rules. The samples used as input are the ones
acquired during multi-position path: the calibrated accelerometer measurements
(the output of 3) and magnetometer samples on orthogonal frame (the output
of 8).

Considering the constant angle between samples, the unitary norm arrays
and taking advantage of inner product properties results in Eq. 10.

−→a · −→
b

‖a‖‖b‖ = cos(−→a ,
−→
b ) (10)

Finally, the problem formulation is presented in Eq. 11, being a the
accelerometer calibrated sample and m the magnetometer orthogonal sample
(output of 8). The goal is to obtain a rotation (given by ω in axis-angle repre-
sentation) which closes as much as possible the sample’s angular displacement
from real angular displacement between gravity and earth’s magnetic field (α).

argmin−→ω
n∑

i=1

(−→
aoT

i · Rot(−→ω )−→mo
i − cos(

π

2
− α)

)2 (11)

3 Kalman Filter

According with the ideas captured from literature and presented in Sect. 1, the
Kalman filter implementation is divided in two subsystems: position and orien-
tation estimation. Although some cross-effects are lost, this decision is justified
by the reduction of complexity.

Regarding to linear motion, the main goal is to estimate the position (p),
linear velocity (v) and acceleration (a) in 3D space. Inspired in [7], it is defined a
constant linear acceleration motion model (where linear acceleration corresponds
to Kalman filter state, x ), being the remaining estimations obtained by pure
integration during sampling time (T ). The system has only one output (y) which
is the linear acceleration on body frame (obtained by rotation from earth to IMU
frame, Rbn), the output of inverse accelerometer model calibrated on previous
stage.

pt+1 = pt + Tvt +
T 2

2
at (12)

vt+1 = vt + Tat (13)
xt+1 = at+1 = at + ea,t (14)

yt = (T aKa)−1Rbn
t (at + gn) − ba + ea,t (15)
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In terms of orientation, it is intended to obtain quaternion and angular veloc-
ity estimations. The quaternion is given by time integration, according with the
angular displacement in each iteration (which is angular velocity integrated dur-
ing sampling time, T ). The angular velocity is directly replaced by the calibrated
value of gyroscope measure (ωo). A constant angular velocity model could be
considered instead, but it would be accomplished by computational complexity
with the advantage of the estimation being less sensitive to perturbations. With
this implementation, although more reactive, a better commitment is achieved.
The system state and output are the same, the quaternion that represents the
rotation from IMU to earth frame (qnb). The observation quaternion is returned
by the application of TRIAD method over the set of accelerometer (ao) and mag-
netometer (mo) calibrated samples and gravity and earth magnetic filed arrays.
Taking the two pair of arrays, the algorithm returns the rotation matrix that
best relates the earth and IMU frames, being, after that, converted to quaternion
representation which constitutes the observation measure.

xt+1 = qnb
t+1 = qnb

t +
dqnb

t

dt
T + eq,t = qnb

t +
1
2
Ω(ωo)qnb

t + eq,t = (16)
⎡
⎢⎢⎣

1 −0.5Tωo
x −0.5Tωo

y −0.5Tωo
z

0.5Tωo
x 1 0.5Tωo

z −0.5Tωo
y

0.5Tωo
y −0.5Tωo

x 1 0.5Tωo
x

0.5Tωo
z 0.5Tωo

y −0.5Tωo
x 1

⎤
⎥⎥⎦ · qnb

t + eq,t (17)

yt = qnb
meas,t(a

o,mo) = qnb
t + eqm,t (18)

ωo = TωKω(ωs + bω) (19)
ao = T aKa(as + ba) (20)
mo = Am(ms + bm) (21)

3.1 Magnetometer Validation

During the movement of IMU, it could interact with a magnetic neighborhood,
generating perturbed magnetometer measurements. In such scenarios, the sam-
ple is not valid and must be discarded, otherwise an unreliable estimate would
be provided. The validation must be performed in each iteration, before applying
Kalman filter, and through two verification steps. First, it is calculated the mag-
netometer array norm (−→mk) and verified if that is within a established acceptance
range (εm). Second, if the first condition is verified with success, the inclination
angle, i.e., the angle between the array and the horizontal plane, is considered
((εdip)). A set of samples is considered valid when it passes with success over the
two tests.

∣∣∣‖−→mk‖ − ‖−→h ‖
∣∣∣ < εm ∩

∣∣∣∣Θdip − arccos(
Rnb−→mo · Rnb−→a o

‖−→mo‖‖−→a o‖ )
∣∣∣∣ < εdip (22)
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When the samples are rejected, there is no valid magnetometer sample and
the TRIAD method is not applied on that iteration. Instead, an Euler angles rep-
resentation is applicable: the roll and pitch angles are extracted from accelerom-
eter samples and the yaw is extracted from predicted quaternion of prediction
step. In the end, a transformation from Euler angles to quaternions form is
applied.

3.2 Allan Variance

The sensors model parameters tend to be characteristics of a specific IMU. How-
ever, the bias, namely from the gyroscope, tend to slowly varies with time when
in operation. That’s why, since such parameters are considered static on fil-
ter model, during long time runs they can become outdated and not correctly
reproduce the initial calibrated model. To avoid that, it is important to calcu-
late instability of the sensors and, that way, know during how long the model
is valid according to acceptable tolerance. That value can be obtained through
the Allan variance calculation. This is a mathematical tool which provides the
stability degree of a set of samples along the time. Since we are looking for low
frequency variations, the samples should be acquired during a large time interval
(8 hours and above) and in static conditions, i.e., with the sensor immobilized.
The minimum value of the graphic indicates the maximum stability in degrees
per second and, with the maximum angular tolerance allowed, the validity of the
model is easily extracted.

In addition, this parameter can be used as a benchmarking indication to com-
pare different sensors. How much lower is the (in)stability, the sensor operation
is more precise during a long interval operation whereby it is suggested that it
has a more quality construction, providing an immediate choice criteria of IMUs
without any further test.

4 Results

4.1 Setup and Methodology

The objective of tests is to compare the performance of different IMUs, with dis-
tinct construction quality, and to conclude whether this premise affects or not the
accuracy of the estimation, even after calibration and filtering of the measured
samples. For that purpose, three units were picked from different cost ranges.
They were UM-7 from CHRobtics, minIMU-9 v3 from Polulu and 10DOF IMU
v2 from Waveshare. All units offer a triad of 3-axis accelerometers, gyroscopes
and magnetometers.

For all of them, raw data was collected, and pros-processing done offline.
The tests were carried out over three trajectories. It was defined, in first

place, a calibration path, characterized by a circumference based movement in
each plane of 3D space (xy, xz, yz) in order to ensure the large number of
positions required to the calibration algorithm convergence. Although this tra-
jectory allows to evaluate the position and orientation tracking, the movements
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were considered, separately, on a square (with a fixed orientation) and circular
paths.

To be able to simulate the indicated motions multiple times and always with
equal spaced points in the trajectory, an ABB IRB2600 was used (see Fig. 1. The
paths’ design was, firstly, supported on a simulated environment, RobotStudio,
and, only then, transferred to real world application.

Additionally, a 3D printed tool was built to remove the magnetic perturba-
tions produced by having the IMus and the end-effort’s metallic material in close
proximity and to ensure a proper accommodation.

Fig. 1. ABB IRB2600 and 3D printed end-effort tool used in the tests.

4.2 Experimental Results

To process the results, the samples were converted from raw data to proper units
(g, rad/s and gauss) and only then were able to be compared with the reference.
Here, it was used the position and orientation feedback provided by the robotic
arm, with an enough accuracy to be considered, in this case, the ground truth.
The comparison criteria was the root mean square error. Such indicator was com-
puted (per coordinate error and Euler angle error) before and after calibration
and after Kalman filter application in order to observe the estimation increments
induced. After, an inter-IMU analysis is carried out, discussing the final accuracy
of each unit. The referred procedure was developed in each configured path.

erms =

√√√√ 1
N

N∑
i=1

e2i (23)

Calibration Trajectory. Resuming what was previously said, the trajectory
path is formed by a large number of positions where the IMU rest during, approx-
imately, 10 s. The trajectory points are included in different planes of 3D space.

Regarding to orientation, this is represented in quaternions format. However,
since its components don’t provide an intuitive error’s interpretation, the Euler
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Table 1. Root mean square orientation error of the IMUs.

IMU Euler angles W/o calibration W/ calibration

UM7 Rollrms 8.287◦ 15.294◦

Pitchrms 6.741◦ 10.772◦

Y awrms 7.341◦ 8.644◦

MinIMU-9 Rollrms 19.267◦ 18.187◦

Pitchrms 16.434◦ 15.464◦

Y awrms 49.066◦ 34.575◦

10DOF Rollrms 36.280◦ 27.033◦

Pitchrms 30.462◦ 20.002◦

Y awrms 30.694◦ 16.302◦

angles representation is applied. Then, the root mean square error is showed on
Table 1.

The purpose of showed results is to present the improvement introduced by
calibration procedure and justify its use. This is applied over the three IMUs.
In no calibration case, the samples are directly used to calculate the orienta-
tion estimation and then compared with the reference returned by robotic arm,
being the result exported on Euler angles format. The same samples are, then,
corrected through calibrated sensors’ error model and the orientation calculated
again. In both cases, the Kalman filter is not considered. For UM7, it can be seen
that, even without any correction, the samples have an acceptable orientation
error, with an equivalent precision in all axes. Since calibration algorithm can’t
provide more accurate measures, its application degrades the estimated angles.
Regarding to remaining units, the calibration effect is more noticeable. With
minIMU, the most yelling improvement is imputed to yaw angle, which might
be justified by an initial deficient magnetometer calibration, while accelerome-
ter provide reasonable measures (used to obtain roll and pitch). Finally, with
10DOF unit, the calibration need is more explicit. The improvement is shared
by all angles, indicating, probably, a worst manufacturing quality construction,
inherent to both accelerometer and magnetometer.

The calibration intends to eliminate the systematic errors, while the sub-
sequent Kalman filter has the purpose to suppress the zero mean noise which
affects the samples. This process results in a smooth and more precise estimation
when compared with calibration data, also due to the inclusion of magnetometer
validation module. The 10DOF IMU case is presented in Fig. 2.

In terms of position tracking, a more detailed analysis is made in square
trajectory topic.

Angular Trajectory. This path is characterized by an axial movement per-
pendicular to horizontal earth’s plane. There is no end-effort translation, stay-
ing rotating on a fixed point until it reaches the joint limit, alternating between
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Fig. 2. 10DOF calibrated and filtered quaternions comparison.

clockwise and anticlockwise. The root mean square error of Euler angles is dis-
criminated on Table 2, being considered the filtered values.

Considering all angles, it is concluded that the UM7 present the best
behaviour, being the error more noticeable only in yaw (the axis direction of
the movement). Regarding to minIMU, an equivalent precision was achieved,
being the 10DOF the worst unit. This result can be partially justified by the
fact of the rotation’s speed be higher than sample rate of sensors, making difficult
the tracking task.

Table 2. Root mean square orientation error on circular path.

Euler Angles UM7 MinIMU-9 10DOF IMU

Rollrms 0.632◦ 3.268◦ 1.384◦

Pitchrms 0.106◦ 8.496◦ 2.590◦

Y awrms 11.523◦ 8.303◦ 22.642◦

Square Trajectory. Despite of already has been concluded that the units
are unable to track a linear displacement, it is, anyway, provided a procedure
to evaluate such capability. Since the path is described by a robotic arm, the
available working area is more restricted. For that reason, it was defined a square
path, in xy plane, with 50 cm of side length. It was performed several turns.
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The filtered position estimation diverges continuously from robot reference
since initial moment. Such behaviour is common to all axes, being justified by the
fact that estimate results from time integration of calibrated linear acceleration
and, that’s why, any offset from real value will affect position estimation by a
quadratic factor, leading to an unbounded estimation error.

To compensate that behaviour, it is proposed the definition of reference posi-
tions which provide a reset of position estimation always they were crossed by
IMU. However, since the tracking with IMU is not possible even in short peri-
ods of time, probably the use of an external accurate position sensor is a more
reliable approach.

5 Conclusion

In this paper, it has been presented an algorithm to process the samples from an
IMU and a further proceeding to compare units performance. The calibration
implementation showed to be reliable and can be realized without any exter-
nal and expensive equipment. The results also confirmed that the Kalman filter
ensures a reliable estimation. Two paths have been proposed to evaluate IMUs’
performance, having been concluded that different manufacturing quality units
can achieve an equivalent accuracy in terms of orientation estimation, but they
are incapable to be used as position tracking sensors. Then, as further improve-
ment, it is suggested the integration of an accurate position sensor for that
purpose.
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and commercial efforts for novel production systems have extended to tech-
nological domains such as industrial automation and robotics. The advent of
advanced robotic systems, such as mobile manipulators, able to sense and inter-
act with increasingly complex, unstructured and challenging industrial environ-
ments, originates a critical necessity to fully integrate, support, and enable the
set of technologies, models and functional components that support advanced
robotic operations.

Advanced and flexible CPSs play an important role in empowering com-
panies to cope with increasing product customization, high demand diversity,
products with shorter life cycles, and low volumes per order. In fact, the flexibil-
ity, effectiveness and interoperability of such systems are key factors to enable
efficient manufacturing and expedite delivery of more personalized products.
In contrast, inflexible robotic solutions that can usually only deal with delim-
ited sets of tasks on restricted lots of parts, operate in rather structured and
pre-defined environments with long changeover times, characterized by ad hoc
vertical integration and limited interoperability with industrial equipment are
typical of traditional production systems. In addition, conventional robotic solu-
tions are generally unsuitable for small production series, that are characterized
by frequent changes in the production layout.

To overcome the aforementioned limitations, projects such as the European-
funded H2020 FASTEN1 and H2020 ScalABLE4.02 are altering the paradigm of
the development and application of robotic systems in industry. Thus, the devel-
opment of autonomous mobile manipulators, fully integrated with industrial
equipment, additive manufacturing systems, intralogistics mechanisms, vertical
layers in the production systems architecture, and that are capable of performing
automated tasks at mass customization production lines in a flexible way.

To achieve the proposed objectives, a novel framework, entitled Open Scal-
able Production System (OSPS), is being developed on the scope of the above-
mentioned R&D initiatives. The OSPS development will aim to accomplish a
fully connected and scalable manufacturing system, integrating robotic systems,
automation equipment, simulation and decision-support systems, and optimiza-
tion and prescriptive analytics technologies to produce one-of-a-kind customer
designs, effectively adapt to changes in factory layout and alterations to manu-
facturing processes, and to implicitly establish extemporaneous interoperability
on vertical and horizontal levels.

This paper will overview the main OSPS components, emphasising the set
of modules that enable the development of sustainable and scalable robotic sys-
tems, promoting easy programming and configuration of robotic tasks, and that
will allow successful recognition, localization and grasping of highly customized
products, such as 3D printed parts, resulting from additive manufacturing pro-
cesses. Furthermore, the OSPS will also support localization algorithms and
autonomous navigation methodologies on unstructured and dynamic industrial
environments as robotic skills.

1 http://fastenmanufacturing.eu/.
2 https://www.scalable40.eu/.

http://fastenmanufacturing.eu/
https://www.scalable40.eu/
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The remainder of this paper is organized as follows: Sect. 2 describes related
work, Sect. 3 describes the OSPS, detailing its internal components, Sect. 4
presents the application of the developed system in a machine tending appli-
cation in an additive manufacturing industrial setting, and, finally, Sect. 5 draws
some conclusions.

2 Related Work

Complex applications such as robotics in unstructured industrial environments
often require the integration of several software modules. The orchestration of
several independent robotic applications for the accomplishment of a given pro-
duction task is not a trivial problem, even if nodes provide well-defined interfaces.
Usually, strategies rely on the development of monolithic conditional cascading
structures or nested switch statements. In some situations, ad hoc implementa-
tions of state-machines are developed, or compelling inference and task planning
methodologies are applied.

The literature suggests two appealing approaches for high-level control appli-
cations in robotic systems: task scripting and task planning [9]. Task scripting
empowers the developer with the ability to specify exactly what is the approach
followed by the robot to solve a given task at hand. Task scripting is widely
used in classical industrial robotic applications, where the operation scenario is
constant, well structured, and where unscripted behaviour is often undesired.
For the majority of industrial applications, where robots need to comply with
safety and productivity requirements, and where, consequently, robot behaviour
needs to be well defined, measurable, systematic and bounded, task scripting is
the most reliable approach. Moreover, unexpected events during operation result
necessarily in unrecoverable errors, as to not incur in any potential safety breach.
When applying task scripting in an unstructured environment, the developer is
required to specify how the robot should behave when faced with different failure
modes.

On its turn, task planning concedes more autonomy to the robot for planning
and executing issued production tasks. Task planning relies heavily on a sup-
portive physical world and functional models for model-based task planning, and
inference systems based on artificial intelligence. As model-based task planning
can potentially recover from failure situations that can be considered within
the model used for planning, this methodology contrasts with the former, in
the sense that the burden of solving application-specific nominal execution and
failure states shifts from the developer to the autonomous system [9]. Although
the autonomous prevention of failures is promising, task planning methodologies
have the potential of undesirably preventing non-conflicts and producing unex-
pected solutions to common or trivial problems, which might result in potential
safety issues and largely affect productivity.

Robot skills and skill-based programming were concepts introduced to allow
a re-utilization of previously developed sets of operations that a given robot is
capable of performing [8]. The concept of a robotic skill is related to the capacity
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of a given robotic system to perform a physical or conceptual action that has a
resemblance with an activity that could be performed by a human [7].

A skill-based programming paradigm ensures that the cost of programming
robotic systems is significantly lower than a problem-specific approach. A com-
mon abstraction for the skill-based is the one highlighted by Archibald et al.
in [7], where the authors suggest the separation of programming responsibilities
between the robot programmer and the application specialist. As such, through
the skill-based paradigm, an application specialist, who has the operational and
technical know-how on shop floor operations is able to create robotic applica-
tions using a set of skills previously defined by the robotic programmer. The
main advantage of the proposed paradigm is that the application specialist does
not need to be concerned with low-level robot programming and can focus solely
on creating effective robot applications for the set of problems at hand, infer-
ring skills parameters and their organization through the gathered operational
know-how.

Over the years, several approaches and applications of robotic skills and skill-
based robot programming have been presented in the literature [8,11,16,17].
Although there is a significant scientific effort to develop a skill-based program-
ming framework that tackles the problems associated with robotic application
reusability, there is not yet a definite solution in the state-of-the-art.

3 Open Scalable Production System

In the proposed architecture, depicted in Fig. 1, manufacturing and logistic
Standard Operating Proceduress (SOPs) will be issued by the uppermost mod-
ules in terms of verticality in the OSPS architecture, such as Manufacturing Exe-
cution Systems (MES) or Enterprise Resource Planners (ERP) systems. These
SOPs will be gathered by the Advanced Plant Model (APM), that will relay
these sets of complex routine operations to the Production Manager. The Pro-
duction Manager, in its turn, will be able to gather information on the available

Fig. 1. High-level architecture overview of the OSPS framework.
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Production Resources, such as knowledge regarding the skills available, produc-
tion availability, and current location on the shop floor. Based on these insights,
the Production Manager will be able to determine which Production Resource
is suitable to conduct the set of tasks encapsulated on the issued SOPs. The
Task Manager software module, running inside the robotic implementation, will
be able to process the issued task and execute it in the form of a composition of
multiple pre-programmed robotic skills.

3.1 Task Manager

In the proposed OSPS software architecture, the Task Manager is the central
node running within the robot itself. The Task Manager, a stack of ROS packages
developed in Python, has a dual responsibility: on one hand, it is the element
that provides integration mechanisms between the robot and other modules in
the system, such as the Production Manager or the APM. On the other hand,
the Task Manager is the component responsible for orchestrating tasks in the
form of sets of skills on the robotic level.

For the task-level orchestration, the Task Manager relies heavily on commu-
nity supported tools for its internal organization, enhancing and tuning already
existing solutions for the problem at hand. As such, the proposed approach
abides by the ROS SMACH task scripting paradigm, a Python API that can
be used to orchestrate hierarchical and concurrent state machines [9], and with
interoperability with the APM and PM to support dynamic and intuitive task-
level robot programming. As task scripting performed in ROS SMACH must be
programmed in Python, which deeply limits practical application in real scenar-
ios, the proposed approach provides an interpreter for state-machines defined
on SCXML files, an industrial standard for encoding state-machines based on
CCXML and Harel State Tables [5].

Besides the orchestration role, the Task Manager stack provides a set of ser-
vices and publisher-subscriber messaging pattern that allow the characterization
of the robot. Namely, Task Manager makes available interfaces for allowing the
robot to be discoverable in a network, by enlisting the robot identification and
properties, as are examples its size and current location. Moreover, the current
status of the robot, enlisting also its current location, is made available through
services or periodic published messages.

3.2 Skill-Based Robot Programming

The principal motivation behind the proposed skill-based robot programming
ideology is to introduce and combine skill-based programming concepts with
tools that are widely popular and backed by the ROS community, such as ROS
Actions, a ROS stack that provides a standardized interface for interacting with
preemptable operations, and with ROS SMACH, a task-level architecture for
rapidly creating complex robot behaviour. Moreover, to ensure maximum adapt-
ability of the proposed skill-based robot programming methodology, industrial
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standards such as SCXML, an XML-based file that supports the construction of
state-machines, are introduced in the proposed solution.

A central enhancement and contribution to the state-of-the-art of the pro-
posed skill-based programming approach will be the integration with community
supported tools as ROS Actions. The asynchronous property of Service-Oriented
Architectures (SOAs) is of paramount importance in complex systems. Asyn-
chronistic functions ensure that a given client module can issue a request to be
processed by the server module in its own timeframe and receives a reply when
the requested processing is concluded. In the cyber-physical domain, specifically
in applications that have a physical component, such as robotic operation, if the
asynchronous request takes a long time to be processed, due to physical con-
straints associated with the operation itself, the requesting entity might want
the ability to be periodically informed about the state of the requested process.
Moreover, the entity requesting the physical operation might require the feature
of cancelling the requested execution at any given time. ROS Actions present
the aforementioned benefits and complement ROS services for operations where
it is important to have a continuous evaluation of the requested operation, as are
examples operations that have a physical component and, therefore, a measur-
able impact in the physical reality. Thus, the proposed skill-based programming
approach is aligned with the ROS Action Protocol in order to take advantage of
its spread usage in the ROS community.

3.3 Production Manager

The Production Manager stack is responsible for managing a set of produc-
tion resources in a given production environment. Specifically, the Production
Manager component is responsible for controlling the execution of production
schedules defined by MES on each manufacturing area of the factory. Besides
the task assignment, the Production Manager is responsible for monitoring the
ongoing performance of a previously issued production task.

As depicted in Fig. 1, the Production Manager stack coordinates a distributed
set of production resources, and thus, assumes a centralized position in the OSPS
architecture. The Production Manager heavily relies on the APM for data on
physical objects and functional elements that will enable the attribution of tasks
through resource allocation methodologies. Moreover, within its stack, the Pro-
duction Manager entity can make available to its production resources a set of
services for aiding the execution of the issued tasks.

4 Experimental Results

4.1 Additive Manufacturing Machine Tending Use Case

The Additive Manufacturing Systems Unit, composed of a 3D printer and a
mobile manipulator robot, has the main objective to provide flexibility, scalabil-
ity and agility to cope with spare parts demand.
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The mobile manipulator, depicted in Fig. 2, is equipped with three main
robotic equipment: a Husky Unmanned Ground Vehicle (UGV) [1], an Universal
Robots UR5 collaborative robot arm [6], and a Robotiq 2-Fingers Adaptive
Gripper [3]. The main sensors used in the navigation and machine tending tasks
are a SICK LMS111 LIDAR [4] and the camera Intel Real Sense D435 [2].

Fig. 2. Mobile manipulator (a) and the additive manufacturing system (b).

Fig. 3. Use case environment, composed by a home/charging station, additive manu-
facturing equipment, machinery units and the mobile manipulator.

The mobile manipulator used in this scenario has three specific roles: (i)
Perception system: the objects must be detected, along with its position and
orientation with respect to the base coordinate system of the robot. (ii) Grasping
system: this system should be capable of pick up objects, planning a collision-free
trajectory accordingly, and then place the object in a pre-determined location.
(iii) Navigation system: the mobile manipulator shall be able to navigate in the
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environment and perform a properly docking at the 3D printer or other units
(warehouse, machinery units, etc).

In this context, the experimental test with the OSPS framework consists of a
navigation task from the home station to the 3D printer unit, a task to remove
the part of the printer and place on the robot bin, and a last navigation task
to transport the part to the following machinery unit. Figure 3 shows the envi-
ronment of the use case, where visual fiducial systems [13] are used as visual
reference in the environment and equipment. Aiming at a better understanding
of the experiment, the results will be divided into two subsections with the navi-
gation tasks, presented in Subsect. 4.2, and the machine tending tasks, presented
in Subsect. 4.3.

4.2 Navigation Tasks

To demonstrate the functionality of the proposed system, a navigation environ-
ment with two levels of human interaction is considered: A low level typically
consisting of machinery and parts and a high level consisting of the factory floor
itself, shared with humans. For low-level interaction, the standard ROS naviga-
tion stack [12] is used for planning and tracking trajectories from one point to
another. Such solution can find nontrivial trajectories and with high execution
time, being impossible to apply in limited areas and with dynamic obstacles. For
high-level interaction, the Nonlinear Model Predictive Control (NMPC)-based
visual path following strategy proposed by [14], adapted for obstacle detection
and emergency stop is used. In this case, the movements of the mobile manip-
ulator are restricted to a safety zone, besides taking advantage of the inher-
ent robustness characteristics of the NMPC controllers. Such an approach has

Fig. 4. Navigation task experiment: (a) state machine; (b) pose planes.
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already been validated successfully in a more challenging context like for time-
varying robot formations applied to industrial environments [15].

In the navigation experiment, a task is issued by the PM to the TM running
on-board of the mobile manipulator. The TM processes the issued task and
orchestrates the execution of a set of skills, which have been pre-programmed
in the developed framework. The navigation task is, therefore, composed of the
following skills:

– drive ps skill ↪→ Moves the mobile manipulator to the boundary between
the two navigation zones.

– drive vpf skill ↪→ Navigation in dynamic environment using visual infor-
mation and NMPC controllers.

– wait p&p skill ↪→ Wait the total time of the pick and place task (Tpp).

Figure 4(a) shows the graphical representation of the state machine, while
Table 1 presents the goals of the individual skills for the navigation task. The
pose plane represented in Fig. 4(b) shows that the skills related to navigation
task were successfully executed.

The temporal behaviour of this experiment can be verified in Fig. 5. As can
be seen in Fig. 5(a), all skills have been executed at a time compatible with
the application requirements. Figure 5(b) shows a consistent time evolution of
pose and soft control efforts necessary to the complex dynamics of the mobile
manipulator.

Table 1. Navigation task experiment - skills individual goals.

Skill Label Goal

drive ps skill DrivePsSkill1 Stabilize at point: x = 1.5m; y = −0.3m; θ = 0rad

DrivePsSkill2 Stabilize at point: x = 5.4m; y = −3.2m; θ = −π
2
rad

DrivePsSkill3 Stabilize at point: x = 5.0m; y = −3.2m; θ = −πrad

DrivePsSkill4 Stabilize at point: x = 1.1m; y = −4.0m; θ = π
2
rad

drive vpf skill DriveVpfSkill1 Follow the visual path by 4m length

DriveVpfSkill2 Follow the visual path by 1.5m length

wait p& p skill WaitingPickandPlace Wait the Pick and Place task

4.3 Machine Tending Task

This subsection describes the skills and results of the machine tending tasks.
As shown in Fig. 2(b), the 3D sensor is mounted on the robotic arm providing
the feature of a vision-based control to perform the task. In general 3D printers
have limited working space, with even more limited space to remove the part.
The limitation of position and orientation of the gripper workspace, coupled
with the type of part that will be printed within a wide range of geometries,
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Fig. 5. Navigation task performance indicators: (a) execution time and corresponding
skills; (b) poses and velocities

weights, among other characteristics, becomes a challenge and sometimes makes
the task unfeasible. A feasible solution, described in this article, takes advantage
of the additive manufacturing to aid the grasping system by incorporating into
the parts a small tag enabling the machine tending operation by intrinsically
providing a precise and effective pose estimation of the part [10].

Figure 6(a) showcases the graphical representation of the machine tending
state machine, while Fig. 6(b) shows the corresponding operation snapshots as
follows: home pose (top left); pre-grasping pose (top right); grasping the object
(bottom left); placing the object (bottom right). Similarly to the navigation task,

Fig. 6. Machine tending task: (a) state machine; (b) operation snapshots.



OSPS for Machine Tending Operations by a Mobile Manipulator 355

Table 2. Machine tending task experiment - skill individual goals

Skill Label Goal

init skill InitSkill Stabilize at point: x = −0.25m; y = 0.1m; z = 0.4m

pick printer skill PickPrinterSkill Stabilize at point: x = −0.52m; y = 0.015m; z = 0.34m

place avg skill PlaceAvgSkill Stabilize at point: x = −0.06m; y = −0.44m; z = 0.07m

home skill HomeSkill Stabilize at point: x = 0.14m; y = −0.15m; z = 0.25m

Fig. 7. Machine tending task performance indicators: (a) execution time, skills and
gripper data; (b) gripper position with relation to the world frame.

the TM processes the issued task and orchestrates the execution of a set of Skills,
that have been pre-programmed in the developed framework (see Table 2):

1. init skill ↪→ Initialize the gripper and move to pre-grasping pose, fails if
cannot reach the pose, collide or cannot initialize the gripper.

2. pick printer skill ↪→ Pick the object from the printer. Skill that picks the
object inside the 3D printer. Fails if the arm collides or if it does not grasp
the object.

3. place avg skill ↪→ Move the object to the UGV base.
4. home skill ↪→ Move the arm to the home position.

Figure 7(a) shows the temporal behaviour of this experiment, while Fig. 7(b)
shows the evolution of gripper pose in the world frame. As can be seen, the skills
related to machine tending task were successfully executed.

5 Conclusions

This paper proposed a novel framework to improve the flexibility, effectiveness
and interoperability of Cyber-Physical System on Industry 4.0 context, aiming
to develop a fully connected and scalable manufacturing system, integrating
advanced robotic systems and automation equipment, and others facilities to
produce one-of-a-kind customer designs, effectively adapt to changes in factory
layout and alterations to manufacturing processes. Real results with a mobile
manipulator robot demonstrated the effectiveness of the skill-based approach
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through navigation and machine tending tasks aiming to collect on demand
industrial parts on a 3D printer. Future work involves a complete evaluation of
vertical integration with the highest levels of the framework stack.
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Abstract. Human beings live in a society with a complex system of
social-emotional relations. Trust is one key concept in this system. It can
help to reduce the social complexity, mainly in those cases where it is
necessary to cooperate. Thus, the area of social robotics has been study-
ing different approaches to perform cooperative tasks between humans
and robots. Here, we examine the influence of a set of factors (gender,
emotional representation, making Small Talk and embodiment) that may
affect the trustworthiness of a robot. The results showed that these fac-
tors influence the level of trust that people put in robots. Specifically, a
social robot with embodiment telling a sad story with sad facial expres-
sion and gestures has more influence on the trust level of a female subject.

Keywords: Trust · Human-robot interaction · HRI ·
Emotional representation · Small talk · Embodiment

1 Introduction

The concept of trust has been studied over decades in the fields of psychology
and social science. In general, trust is defined as a factor of human personality,
which is the result of a choice among behaviors under a specific situation [1].
Other views of trust deal with an individual’s evaluation to face a certain level
of risk when interacting with another agent [2].

Recently, social robots are becoming a part of our daily lives. In this sense,
social robotics gets major importance in order to make this integration the
safer and more satisfactory as possible. One important area, where the rela-
tion between human and robot must be the safest, is the Assistive Robotics, in
which robot’s actions could have serious consequences to the people surrounding
them [3]. For instance, social robots as health-care givers as well as compan-
ions for the elderly have been addressed in recent literature [4,5]. In these cases,
the interaction with the patients, family or medics must have a high degree of
trustworthiness [5]. On the other hand, the combination of social robots and
the concept of trust may lead to an important question: is it possible for a
c© Springer Nature Switzerland AG 2019
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human to trust a machine? As far as the confidence of humans in robots grows,
they turn into more collaborative partners [6]. As a result, a number of studies
explored factors influencing trust in the field of social robotics [7]. The idea that
trust is entwined with persuasiveness in social and collaborative setups could
be another interesting factor [8,9]. Furthermore, people’s tendency to cooperate
with a robot or accept the suggestions or orders given by the robot could be
highly affected by the trust felt by the human user [10]. Also, previous HRI
research has established that trust, disclosure, and a sense of companionship
lead to positive outcomes [11].

Hence, understanding the factors that influence trust becomes a major con-
cern in Human-Robot Interaction [12]. Thereby, the preceding remarks moti-
vated us to explore which factors could affect the trust a human feels towards
a robot. In this study, we designed different scenarios to compare and evalu-
ate the levels of trust under different circumstances. For instance, with different
emotions, expressed either in facial expressions or body gestures, and by making
Small Talk (ST) before starting the interaction. The embodiment of the robot
may also influence how trustworthy a robot could be. Other factor we explored
was the gender of the users, which could also reveal some differences towards
the trust in the robot.

2 Related Work

Previous studies have approached trust in HRI mostly from the perspective of
automation. However, few studies dealt with human-interpersonal trust in solo
and within a group [13]. For instance, Brule et al. [14] conducted experiments
to evaluate how the robot’s performance and behavior affect human trust. They
used a virtual robot with different behavioral styles and measured the effects of
these behaviors on trustworthiness judgments as a function of task performance.
The factors used by the authors to measure differences in trust were gaze, the
motion fluency and the hesitation in the task. The authors concluded that the
performance of the robot on each task indeed influenced its trustworthiness.
Youssef et al. [15] investigated how the combination of inarticulate utterances
and/or iconic gestures with a proactive or reactive response mode would affect
the establishment of a positive relationship between the human and the accom-
panying robot. Results suggest a significant positive relationship between the
human and robot when using the full mode (utterances + gestures) and the
proactive mode.

In a recent study [16], the authors investigated the dual nature of trust in
HRI, specifically ‘dispositional and historical’ trust. Dispositional trust reflects
trust in other people (or machines) after having an initial encounter with them,
even if no interaction has yet occured. On the other hand, historical trust is
based on past interactions that took place between the person and other people
or machine. In the study 210 young adult participants responded 30 questions
to share their opinion towards autonomous systems. The results indicate the
importance of dispositional trust. Even though there are recent promising results,



Do You Trust Me? Investigating the Formation of Trust in Social Robots 359

a lot more behavioral factors remain unexplored that can play an important role
on the trust felt by a human while interacting with robots. Therefore, in this work
we argue that emotional representation, either in facial expression or robot’s
gestures, embodiment, small talk and gender may influence the trustworthiness
of a robot.

In a similar study [17], the authors conducted a study with a humanoid Nao
robot where people tend to donate differently when the robot is showing different
emotions and making or not making ST. A previous study indicated that male
participants have more experience with computers leading them to perceive the
robot more as an easy to use technology and consequently better accept it [18].

In sum, previous studies show that factors such as robot characteristics
(e.g., performance, appearance, proximity), the type, size and behavior of the
robot influence trust. These findings motivated us to focus more on human-
interpersonal trust. In this paper, we inquire different behavioral cues of a robot
while interacting with a user. Specifically, the way it starts the conversation (by
making small talks), the way it present the emotional information (using ges-
tures and facial expressions), as well as its appearance (embodiment). Also, we
explore how the gender of the participants can also influence the trust towards
the robot.

3 The Study

The study consists of interactive scenarios in which a fully autonomous robot
complains about suffering from a mechanical fault. Then, the robot asks for
financial support from the participants to fix the fault. Depending on the robot
(a humanoid Nao robot or Head-Only Emys robot), the malfunctioning part
is different: in case of Emys, his left eye has a problem and does not function
properly (Fig. 1 on the left); in Nao’s case, his left arm is broken (Fig. 1 on the
right). We created four (2 × 2) scenarios with regard to the combination of two
emotional representations and making or not ST.

In our designed scenarios the following hypotheses are addressed:

– H1 We hypothesize that starting a conversation with ST would increase the
level of trust an individual puts in the robot.

– H2 We postulate that expressing sad emotions while telling a sad story would
enhance the level of trust an individual feels towards the robot.

– H3 We hypothesize that the participant’s gender may influence the evaluated
factors.

– H4 We argue that the robot’s embodiment may influence the trustworthiness
of the robot.

In this sense, we consider these hypotheses to be associated with binary
variables. To be more specific, the first hypothesis regards a variable with two
possible values: making ST or not. Similarly, the second hypothesis relates with
expressing either happy/sad emotion. The third variable would be having a com-
plete physical body vs. only a head. The fourth variable could be having a male or
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a female participant. Considering the four hypotheses, we examine the influence
of a set of factors in the trust levels towards a robot:

– The robot starts the interaction with ST while expressing a sad face
{ST SAD}

– The robot starts the interaction without ST while expressing a sad face
{NST SAD}

– The robot starts the interaction with ST while expressing a joyful face
{ST JOY}

– The robot starts the interaction without ST while expressing a joyful face
{NST JOY}.
Initially, the subjects are asked to sign the consent form. Then trust is

accessed with a 40-item Human-Robot Trust questionnaire [19] that we ask
the participants to fill out in two time points, before (pre-questionnaire) and
after (post-questionnaire) the interaction with the robot. The main goal of the
pre-questionnaire is to determine subjects’ mood and their expectation about
the robot before the interaction. Next, for each interaction, the experimenter
introduces the robot to the participant just saying the robot’s name, without
explaining the purpose of the experiment or what the robot will do. The exper-
imenter leaves the room, letting the participant alone with the robot. To start
the interaction, the participant must introduce his/her name and press a start
button in the screen. The robot starts the interaction with a greeting utterance
saying the participant’s name. Then, the rest of the interaction depends on which
scenario the participant is assigned to: in case of ST scenario the robot would
ask some short questions as presented in the following.

After Small Talks (ST), the robot starts telling the story. In the case of
scenarios without ST, the robot starts the story right away. Both robots tell
the story describing how they are very important to the university and that
they were used in several important projects. However, because of a mechanical
problem, they will be replaced by a new robot. In the case of Emys, the problem
is with his left eye, which jumps out. In the experiments using Nao, the problem
is with its left arm and the robot uses something to keep it straight (Fig. 1).
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Fig. 1. Representation of the robots explaining the fault to the subject, Emys on the
left and Nao on the right.

Table 1. Statistics of the participants in the experiments using Emys. Ages mean and
standard deviation are given in brackets, respectively.

Scenario Female Male Sum Mean age SD age

Joy Small Talk (ST JOY) 5(28/9.6) 6(23.3/4.9) 11 25.6 7.4

Sad Small Talk (ST SAD) 2(22/1.4) 9(28/4.7) 11 25 4.7

Joy (NST JOY) 1(23/0) 10(23.4/2.5) 11 23.2 2.4

Sad (NST SAD) 3(25.3/3.2) 6(23.1/2.1) 9 24.25 2.5

Total 11 31 42 24.9 4.85

Mean Age 25.7 24.6

SD Age 6.72 4.1

The main story is told expressing different emotions using facial expressions
or gestures of joy or sadness, according to the selected scenario. After finishing
the story, the robot asks for a fictional donation (not real money to avoid biases
that could arise towards their generosity, etc.). After the donations, the robot
will express a happy/sad emotion according to a predefined threshold (20 EUR).
Finally, the post-questionnaire is given to the participants.

3.1 Participants

We conducted a study in an isolated room, and the population was a ran-
dom selection of students from our university, where they all share a scien-
tific/engineering background. In the first experiment (experiment 1) using Emys,
a total of 42 subjects participated as listed in Table 1 (24.9±4.9; 11 females and
31 males). In the second experiment (experiment 2) with Nao, a total number
of 40 subjects participated, as listed in Table 2 (22.15 ± 4.8; 17 females and 23
males). It is important to note that each participant participated only in one of
the studies.

Each interaction was performed with a human subject and a robot sitting
face to face, and a screen in the middle used to receive information from the
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participants, such as their demographic information and the donation amounts.
The interaction time depends on the scenario: in scenarios starting with ST,
the experiment took around 8–10 min, while scenarios without ST took around
3–5 min.

Table 2. Statistics of the participants in the experiments using Nao. Ages mean and
standard deviation are given in brackets, respectively.

Scenario Female Male Sum Mean age SD age

Joy Small Talk (ST JOY) 3(19/0.8) 7(19.8/1.8) 10 19.6 1.6

Sad Small Talk (ST SAD) 7(22.8/3.9) 3(20/2.1) 10 22 3.7

Joy (NST JOY) 5(27/9.5) 5(22.2/3.9) 10 25.7 7.4

Sad (NST SAD) 2(21.5/0.5) 8(21.2/1.4) 10 21.8 1.3

Total 17 23 40 22.15 4.84

Mean Age 22.75 21.34

SD Age 6.02 2.97

4 Results

As discussed earlier, the trust questionnaire is contained of two parts (pre- and
post-questionnaire). Most of the questions are the same in each part, hence the
difference between the answers in the two attempts highlights the influence of
the perception of the subjects’ trust level (more details in [19]). In the following
section, first we report the results of the two experiments, starting with Emys
and then Nao. Under each subsection we consider 2 categories: the “emotion
representation” (JOY or SAD) and the presence of Small Talk (ST or NST).
Further, the results are examined considering the gender of the participants,
either the corresponding trust levels or donation. Finally, we compare the two
experiments to evaluate the influence of embodiment on trust.

4.1 Experiment 1: The Head-Only Emys Robot

The result of a normality test indicates that the population is non-normal in
all the subgroups. Hence, we performed a U Mann Whitney test on the pre-
questionnaires under each subgroup. The tests indicated that in case of ST
and JOY scenarios there was no significant difference between the subjects
before interacting with the robot (ST: U = 47.500, p = .882; JOY: U = 53.0,
p = .652). It signifies that people under these two subcategories had the same
pre-assumption about the robot before starting the interaction. Therefore, the
possible difference in the perception of the robot after the interaction (post-
questionnaire scores) would be due to the different variables, i.e. emotional repre-
sentation and/or ST together with embodiment. Under these two cases, U Mann
Whitney tests showed there is no significant difference among the participants
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after interacting with the robot (ST: U = 46.0, p = .824; JOY: U = 38.0,
p = .151).

However, in the other two subcategories, i.e. NST and SAD there was signifi-
cant difference among the pre-questionnaire results (NST: U = 29.500, p = .020;
SAD: U = 20.500, p = .003). Hence, regarding these two subcategories we turn
to two ways tests. In this sense, in case of NST scenario the result of a Sign
test showed that there was a significant difference between the scores of the pre
and post-questionnaires (p = .001). To be more specific, the lower mean in the
post-questionnaire (M = 50.09 vs. M = 58.30) signifies that the participants
lost their trust in the robot after the interaction. However, the result of a Sign
test showed that there is no significant difference between the scores of the pre
and post-questionnaires in case of SAD scenario (p = .238).

The result of a Kruskal-Wallis (K-W) test indicated that the four groups
(Facial expression 2x2 Small Talk) are significantly different regarding the trust
factors (χ2(3) = 10.396, p = .015). The higher mean corresponding to the
ST SAD group signifies that people tend to trust more in Emys showing SAD
facial expression while starting his conversation with ST (26.64 vs. 13.85 vs.
17.05 vs. 25.90).

As discussed earlier there is no significant difference between different genders
under the four subcategories. Hence, we may combine the subcategories and
compare a larger population (ST, NST, JOY, SAD). In this sense, the results
indicated that there was a significant difference comparing the gender of the
subjects just in the case when the robot performs SAD facial expression (SAD:
χ2(3) = 10.033, p = .018), and for other groups no significant difference were
observed (ST: χ2(3) = 3.788, p = .285; NST: χ2(3) = 5.938, p = .115; JOY:
χ2(3) = 4.760, p = .190).

Also, we inquired if the amount of donation amount differs between the
groups. However, a K-W test’s result indicated that there is no significant dif-
ferences between the four group regarding the donation amount (χ2(3) = 3.397,
p = .334); nor regarding the genders (χ2(7) = 8.480, p = .292). However, com-
paring the genders of the participants in the SAD condition a significant differ-
ence found between trust level reported by males and females (χ2(3) = 10.033,
p = .018). Table 3 lists a summary of the results.

Table 3. Analysis of the first experiment with Emys

Factor Pre-questionnaire Post-questionnaire

ST U = 47.500, p = .882 U = 46.000, p = .824

JOY U = 53.000, p = .652 U = 38.000, p = .151

NST U = 29.500, p = .020 p = .001

SAD U = 20.500, p = .003 p = .238
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4.2 Experiment 2: The Humanoid Nao Robot

Similar to experiment 1, in the case of Nao robot none of the subgroups are
normally distributed. Then we performed a non-parametric test on the pre-
questionnaires’ scores to determine whether the participants’ population is sim-
ilar across each group before the interaction. Results of U Mann Whitney tests
indicated that there is no significant difference in the distribution of the subjects
regarding the pre-questionnaire scores (ST: U = 48.0, p = .880; NST: U = 39.5,
p = .427; SAD: U = 46.5, p = .791; JOY: U = 36.0, p = .29). To be more
specific, all the participants in each group had the same feeling and presumption
of trust toward Nao. Turning now to the post-questionnaire results, the only
significant difference happened in case of SAD (U(9) = 22.5, p = .038), and for
other groups no significant difference were observed (ST: U(9) = 42.5, p = .571;
NST: U(9) = 43.0, p = .596; JOY: U(9) = 40.5, p = .472).

The preceding paragraph entails that JOY SAD under ST, forms the same
distribution, as well as JOY SAD under NST condition. Hence, regarding the
combined group, which forms a non-normal distribution (D(19) = 0.119, p =
.20), a significant difference exists between the two groups (U(19) = 127.0,
p = .048) and the higher mean in the NST (81.6 vs 80.8) shows that participants
tend to trust more in the NST, regardless of the gestures.

In the same way of experiment 1, to compare the whole data together, we
turn to the K-W test. However, in this experiment the multivariate analysis did
not show any significant difference between the groups (χ2(3) = 4.729, p = .193).
Neither, comparing the gender of the subjects, no significant difference was found
(ST: χ2(3) = 4.129, p = .248; NST: χ2(3) = .782, p = .854; SAD: χ2(3) = 7.001,
p = .072; JOY: χ2(3) = 1.422, p = .700).

Similar to the first experiment, we performed a non-parametric K-W test on
the donation values. The K-W result, showed that there is a significant difference
in the donation amount among the four groups (χ2(3) = 8.816, p = .032); as
well as, the participants’ gender differences (χ2(7) = 15.202, p = .033). Table 4
lists a summary of the results.

Table 4. Analysis of the second experiment with Nao

Factor Pre-questionnaire Post-questionnaire

ST U = 48.0, p = .880 U(9) = 42.5, p = .571

JOY U = 36.0, p = .29 U(9) = 40.5, p = .472

NST U = 39.5, p = .427 U(9) = 43.0, p = .596

SAD U = 46.5, p = .791 U(9) = 22.5, p = .038

4.3 Embodiment

Putting the results of the two experiments together, which were similar in all the
factors except the robot itself, we investigate the influence of embodiment on the
participants’ trust level. To do so, we applied the K-W test on the eight groups
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(ST, NST, SAD, JOY corresponding x 2 experiments). The results showed that
there was a significant difference between the trust level of these groups (χ2(7) =
18.281, p = .011), and the higher mean (58.10 vs 49.3, 45.63, 45.3, 41.45, 35.65,
33.40, 17.05) observed in the group of the participants who interacted with Nao
and started its conversation without ST while showing SAD gestures. However,
considering the donation amount, no significant difference was observed between
these eight groups (χ2(7) = 12.596, p = .083).

In addition, considering the gender of the participants’ we have 16 different
groups composed of non-normal distributions. Applying a K-W test, the results
indicated that there was a significant difference comparing the gender of the
subjects regarding the embodiment (χ2(15) = 27.529, p = .025) with the higher
mean obtained by the group of males in the condition NST JOY interacting with
the Nao (62.60). However, we did not found any significant difference between
these 16 groups regarding the donations (χ2(15) = 22.701, p = .091).

5 Discussion

In the first experiment, comparing the subgroups, the only significant difference
was found under the condition in which the robot did not start the interaction
with ST (Sign test: p = .001). And the lower score in the post questionnaire
means that subjects lost their initial trust after interacting with a robot that
does not make any small talk. This finding highlights the importance of forming
a social relationship before starting the interaction using small talks (H1).

Moreover, the results indicated that facial expression and ST significantly
influence how people infer trustworthiness of a robot considering the whole four
factors (χ2(3) = 10.396, p = .015). The higher mean of trust scores in case of
ST SAD shows that people tend to trust more on the robot under this situation.
As we hypothesized, starting the conversation with ST together with showing
sad facial expressions while telling a sad story enhances the trust level of people
interacting with the robot (H1&H2).

Besides, a significant difference was found comparing the genders of the par-
ticipants in the SAD condition (χ2(3) = 10.033, p = .018), which signifies that
females and males react differently facing a robot expressing sadness (H3). The
higher mean in case of females interacting with Emys representing SAD facial
expressions and that started his conversation with ST approves all the hypothe-
ses made (17.50 vs. 12.94 vs. 8.25 vs. 3.00).

Turning now to the donation factor, no significant difference was found among
the four groups. To be more specific, we can not consider the amount of donated
money as a discriminant of trust. We can argue that, in this experiment, people
were not supposed to donate from their own budget and it was only fictional.
However, if they were supposed to donate, those who had a higher level of trust in
the robot might pay more than the others. However, potential biases of personal
characteristics of the subject (e.g. their generosity) might influence the results in
this case. Taking into account the influence of genders on the amount of donated
money no significant difference was found either.
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On the other hand, in the second experiment (with Nao) the results show that
only in one scenario the trust scores differ significantly. To be more specific, under
conditions of ST, NST and JOY, people perceived the robot similarly under
different conditions. More specifically, in case of making a ST before starting
the conversation, an U Mann-Whitney test shows that the distribution of the
population are the same in both groups of SAD and JOY (U(9) = 42.5, p = .571).
It means that the influence of emotional representation was not clear in this
scenario. We argue that due to the ambiguity of the gestures, the participants
could not perceive the robot’s emotional state. More specifically, only one subject
out of 10 found the robot a bit SAD. The others found him neutral or even joyful
(the mean rank equals to 3.2, which 1 refers to very sad and 5 refers to very
joyful). Similarly, in case of the NST scenario, the distribution of trust scores
recorded in SAD and JOY is almost the same (U(9) = 43.0, p = .596). In this
scenario, the average perceived emotion rank equals to 2.9. Hence, we argue that
people could not clearly differentiate between the gestures and did not perceive
emotional status well. Further, in case of participants interacting with the robot
with JOY gestures, no significant difference found whether the conversation was
started with ST or not (U(9) = 40.5, p = .472). In this case, difficulties in
the perception of the utterances might have influenced adversely the results.
More specifically, the mean rank of the utterances perception which equals to
2.14 (where a score of five signifies understanding completely) endorses this fact.
However, in case of SAD the mean rank of the utterances perception was equal
under two groups of SAD and JOY. Hence, people did not face difficulties in
understanding the robot’s utterances.

If we now turn to multivariate analysis, no significant difference was found
comparing the two conditions (ST and emotional representation) together. We
argue that this counter-intuitive observation might be caused by the fact that
people had difficulties in understanding the utterances as well as the gestures.
To be more specific, we investigated these two factors by evaluating two specific
questions in a Likert scale (Did you have any problem in perceiving Nao utter-
ances? And Nao gestures, how do you define it?). The scores revealed that only
3 people out of 20 were able to understand the robot completely. More inter-
estingly, under SAD condition, people perceived the robot to be joyful rather
than sad. Hence, although embodiment may influence the trust, facial expression
plays a substantial role on it.

Considering the participants’ genders, no significant differences were found
and we argue that this happened due to Nao’s specifications which has a neutral
appearance. In addition, in our setup it was equipped with a childish voice, not
carrying any gender.

Turning now to the Donation amounts, unlike the first experiment, in the
second experiment, a significant difference was observed in the amount of dona-
tion. We argue that this might happen due to the robot’s representation of its
“malfunctioning” (Fig. 1). In other words, the “malfunctioning” of the robot is
more clear in Nao comparing to Emys. More specifically, Nao’s problem was
observable during the whole interaction, on the contrary Emys’ problem was
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shown by popping out the eye only once and in a specific part of the story. So,
the scenario is more believable in experiment 2. Further, we measured this aspect
in the questionnaire in a Likert scale (Did the appearance of Nao influence on
your donation?). The results show that under this category, the robot induced
higher influence on the subjects; which again endorses the higher trustworthiness
under this situation.

More interestingly, considering the gender differences of the participants
(H3), there is a significant difference between the eight groups and the higher
mean observed in group of males under the condition of NST SAD. This obser-
vation endorses the results reported in [18].

Finally, as showed in the results section, embodiment influences significantly
the level of trust in subjects (H4). And the higher mean (62.83 vs. 57.19) in
the second experiment proves that Nao with a physical embodiment could gain
higher levels of trust. Besides, measuring the results according with genders, we
found a significant difference with a higher average (71.21) in the condition with
ST SAD in the female group to the Emys interaction.

6 Conclusion and Future Work

The trust level differed significantly in experiment 1, which endorses the influ-
ence of ST (H1). Moreover, the results indicate that starting the conversation
with ST while showing a sad facial expression enhances the trust level of peo-
ple interacting with the robot (H2). Also, we can conclude females and males
react differently facing a robot expressing sadness. The higher mean in case
of females interacting with Emys representing SAD facial expressions and that
started his conversation with ST approves the third hypothesis (H3). Finally,
as showed in the results section, embodiment influences significantly the level
of trust in subjects (H4). And the higher mean (62.83 vs. 57.19) in the second
experiment proves that Nao with a physical embodiment could gain higher levels
of trust. Finally, in the second experiment, the donation scores differed signifi-
cantly among the four groups, which endorses the credibility of the fault in the
second experiment. Furthermore, the trust scores differed significantly in case of
embodiment.

So, we conclude that the four conditions influence significantly the way people
infer trustworthiness of social robots. However, despite the promising result,
future steps are still required. The first and foremost is increasing the sample
size to increase more reliable results in subgroup analysis and balance the number
of participants between the genders. Furthermore, in the next implementations
the perception of robots’ utterances should be checked more carefully and we
intend to make the facial expression and gestures more natural and believable.
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Abstract. This paper addresses user Conversion Rate (CVR) predic-
tion within the context of Mobile Performance Marketing. Specifically, we
adapt two main neuroevolution methods: Neuroevolution of Augmenting
Topologies (NEAT) and Hypercube-based NEAT (HyperNEAT). First,
we discuss two mechanisms for increasing execution speed (parallelism
and data sampling); a strategy for preventing excessive network complex-
ity with NEAT; and a rolling window scheme for performing an online
learning. Then, we present experimental results, using distinct datasets
and testing both offline and online learning environments.

Keywords: Marketing · Classification · Neuroevolution

1 Introduction

The massive usage of portable computing devices (e.g., tablet, smartphone)
increased the value of mobile markets, giving rise to Demand-Side Platforms
(DSPs). A DSP is a broker that matches users to advertisements and involves
users, publishers and advertisers. Publishers attract a vast audience of users,
which want to access a popular content web site (e.g., games or news portal).
The web site is funded by requiring users to click a dynamic ad link before
accessing the content. The goal of the DSP is to select the ad to be displayed
to the user. If there is a product or service acquisition (a conversion), then the
DSP automatically returns a portion of the advertiser profit to the publisher.

In this paper, we approach the Conversion Rate (CVR) task [5], aiming to
predict if a user will produce a conversion when seeing an ad. Such prediction is
a key tool to assist the DSP in better assigning ads to users. The CVR task has
been approached using several machine learning models, mostly linear models,
such as the linear Poisson regression [3] or Logistic Regression (LR) [5]. More
c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 373–384, 2019.
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sophisticated methods, such as Gradient Boosting Decision Trees [16], Random
Forest [5], XGboost [11] or Deep Learning [15], have also been proposed.

This paper describes the implementation of a data-driven approach for CVR
user prediction, with application to a real-world DSP, managed by Olamobile,
which is a mobile marketing worldwide company. Specifically, we explore neu-
roevolution algorithms, which use Evolutionary Algorithms (EAs) to design and
fit Artificial Neural Networks (ANNs). An important advantage of these meth-
ods is the ability to automatically optimize the topology and weights of the
networks [7]. The automatic design of ANN is particularly valuable in this mar-
keting domain, since data is created with high velocity and there are several
dynamic changes (e.g., new campaigns, changes in online user buying behaviors).
Thus, new data-driven models need to be constantly created, which is clearly
facilitated by the usage of automatic data-driven model selection procedures.
Within our knowledge, the application of neuroevolution to Mobile Performance
Marketing is non-existent. Moreover, several related works tend to consider only
prediction classification measures and not the computational effort. For exam-
ple, the deep learning method used in [15] is much more complex than LR and
the classification performance of the deep learning models only improved very
slightly (e.g., 0.1% points) when compared with LR. Also, several related stud-
ies (e.g., [5,10,15,16]) only address static offline learning scenarios, with a single
holdout train and test split.

In this paper, we adapt and compare two neuroevolution algorithms for
CVR prediction: NeuroEvolution of Augmenting Topologies (NEAT) [13] and
Hypercube-based NEAT (HyperNEAT) [12]. We test the algorithms with two
categorical data transforms, two traffic modes (TEST and BEST), and with
static and dynamic environments, measuring the predictive classification perfor-
mance and computational effort. This document is organized as follows: Sect. 2
presents the collected data and neuroevolution methods; Sect. 3 details the per-
formed experiments and obtained results; finally, Sect. 4 describes the main con-
clusions.

2 Materials and Methods

2.1 Collected Data

The analyzed real-world DSP produces redirects and sales data events. Redirects
are created each time a user clicks an ad, while a sale is produced when there is
a product acquisition. CVR is modeled using binary classification. This task is
complex since the DSP generates big data, with high volume and velocity prop-
erties. There are millions of redirects and thousands of sales per hour. Moreover,
only a small fraction of redirects lead to sales. Also, only a partial set of char-
acterization features are available due to privacy and technological constraints
(e.g., it is not possible to identify a single user). And the nominal input features
often present a high cardinality, with hundreds or thousands of distinct levels.

We had access to an Intel Xeon 1.70 GHz server with 56 cores and 2 TB of
disk space, which is limited when compared with the DSP datacenter. Due to
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server limitations (e.g., storage, communication costs), we work with sampled
data, retrieved from the DSP datacenter over a two-week period, from 2018-05-
30 to 2018-06-13. The data includes redirects and sales related with two traffic
modes: TEST and BEST. The former is used to test the performance for new
incoming campaigns (20% of the traffic), while the latter includes only the best
TEST performing campaigns (80%). The sampled data contains 484, 665 BEST
mode observations, of which 156, 637 (32.3%) were sales, and the TEST dataset
contains 319, 875 observations, of which only 29, 596 (9.25%) resulted in sales.

The collected eleven input features are summarized in Table 1, partially char-
acterizing the advertiser, publisher and user. The table details the cardinality
(number of levels) for each feature and traffic mode. The datasets contain two
other attributes (not shown in the table): a time-stamp – when the sale or redi-
rect occurred; and the target – binary variable with the sale (1) or no sale (0)
label.

Table 1. Features.

Feature Description Cardinality Examples

BEST TEST

Campaign Advertisement campaign 1389 1741 Numeric ID

Vertical Advertisement type 5 4 Video, Mainstream

Application Advertised product 1018 1101 Numeric ID

Partner Publisher 167 200 Numeric ID

Account Publisher type 8 9 Network, Developer

Manager Publisher account manager 19 34 Numeric ID

Operator User mobile carrier or WiFi 404 448 Vodafone, WiFi

Browser User web browser 14 14 Chrome, Safari

Region User region 23 23 Asia, South America

Country User country 198 225 India, Brazil

City User city 13423 10690 Dhaka, Sao Paulo

All features are nominal, including the numeric identifiers. Since the neu-
ral network base learner requires numeric inputs, we compare two feature han-
dling modes: RAW and Inverse Document Frequency (IDF). RAW uses origi-
nal numeric identifier raw values. For features that contain text, Raw Encod-
ing (RAW) converts each category into a number 1..N , where N is the cardi-
nality of the feature, by order of appearance. The IDF encodes each level as
IDF (x) = ln( N

fx
), where N is the total number of instances, and fx is the num-

ber of occurrences of category x [2]. The levels are ranked according to their
frequency, with values that are more frequent being closer to 0, and those that
are less frequent ranging up to a maximum value of ln(N), for fx = 1. The trans-
formations are performed using only training data, with an encoding mapping
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being stored in order to transform test data values. Any unseen input value is
transformed in a special way, depending on the encoding: with RAW, it takes
the value 0; and with IDF, it attains the maximum value ln(N).

2.2 Neuroevolution Models

The predictive models employ an ANN trained by an EA, aiming to estimate
the target probability: p(1|x) ∈ [0, 1], where x denotes the input vector for a
particular redirect. Two neuroevolution algorithms are tested: NEAT [13] and
HyperNEAT [12]. To implement the algorithms, we used the modern MultiNEAT
library (http://multineat.com), which includes recent deep learning features,
such as usage of the ReLU activation function [8] (see Table 2).

NEAT is a popular neuroevolution technique with three main characteristics:
tracking of genes through historical markings; protection of innovation through
speciation; and minimization of dimensionality through incremental growth from
a minimal structure [13]. NEAT uses a direct encoding, where individuals con-
tain every connection of the ANN. In contrast, HyperNEAT [12] uses an indirect
encoding, allowing to evolve large-scale ANNs. In HyperNEAT, the individual
is a Compositional Pattern-Producing Network (CPPN), an intermediate neural
network which is used to generate the weights of the final network connections.
The method requires a grid of nodes (neurons), called the substrate, to be previ-
ously defined by the user. Then, for each potential connection in the substrate,
the CPPN takes as inputs the geometric positions of the two neurons and out-
puts the connection weight. A connection is not expressed if the magnitude of
its weight is below a minimal threshold.

These neuroevolution methods share the same EA, which includes two phases
in each generation: evolution and evaluation. The evolution uses the selection,
crossover and mutation operators that are applied to generate a new population.
The evaluation requires the highest computational effort and it is based on the
Area Under the ROC Curve (AUC) of the Receiver Operating Characteristic
(ROC) [6], computed using the ANN individual predictions.

To speed up the evaluation, two mechanisms were implemented: parallel eval-
uation of each individual of the population and sampling of the training data.
Since the evaluation of each individual of the population is independent, each
AUC calculation is executed as a parallel task that is run in a unique core.
Moreover, the fitness computation is applied only to a random sample of data.
We note that working with the full data would require a high computational
effort and in particular a computational effort would be “wasted” to compute
the fitness of very weak solutions. The sampling procedure works as follows: in
every generation, a balanced sample (with both sale and no sale redirects) of a
predefined size is randomly selected from the whole training dataset. All indi-
viduals are then evaluated over the same sample. Balanced sampling is used to
avoid classifiers that are too biased towards the more prevalent “no sale” class.

The sampling calls into question which individual should be returned at
the end of the execution, since the fitness scores represent the performance of
individuals over a portion and not all of the training data. This issue is addressed

http://multineat.com
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by storing in memory the best individuals along the generations: the elite. When
the termination criterion is met, an extra evaluation is performed over the elite
using the whole training dataset, aiming to select the best ANN.

The sample size becomes an extra hyperparameter of the algorithm. The
optimum sample size should be small enough to provide a fast execution speed,
allowing for a high number of generations to be completed, but not so small that
it hurts the algorithm capability of adjusting to the training data. The trade-
off is shown in Fig. 1, where the two extremes on the low and high end of four
predefined sample sizes provide the worst results. Note that, for a meaningful
comparison, the execution time was the same for all sample sizes (total of 20 min).
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Fig. 1. Comparison of sample sizes.

There is a tendency for network complexity to increase with the number of
generations. This growth is expected, and positive, as long as it leads to signif-
icantly better networks. However, this bloat phenomenon, if not controlled or
limited, results in an ever increasing computational effort for both the evolu-
tionary algorithm and the processing of network predictions (Fig. 2a). To limit
bloat, we dynamically adjust the mutation rates for addition and removal of neu-
rons and connections. This strategy works by introducing a simplification phase
whenever the mean complexity of the population overcomes a predefined limit.
During the simplification phase, the probability of mutations that add complex-
ity (i.e., neurons or connections) is gradually decreased, while the probability
of mutations that remove complexity is increased by the same amount. Once
the complexity of the population is diminished, the simplification phase ends.
And the default behaviour of the EA is resumed. We employ this strategy over
NEAT, calling it NEAT Pruned (NEATP), with the simplification phase starting
at 100 connections. A simplification strategy cannot be applied to HyperNEAT,
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because it uses an indirect encoding. A comparison between NEAT and NEATP
is shown in Fig. 2, revealing that NEATP limits the network complexity with no
significant impact on performance.
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Fig. 2. Bloat control by adjustment of mutation rates.

The neuroevolution hyperparameters were optimized by using the irace tool
[9]. Irace samples various configurations of hyperparameters and tests how the
algorithm performs with them, according to the AUC of the best individual. To
avoid overfitting, the AUC given to irace was calculated over a separate dataset,
with earlier sampled DSP data. The final hyperparameters obtained for both
NEAT and HyperNEAT are shown in Table 2. We note that the sample size
value of 2, 000 is consistent with Fig. 1a results.

Table 2. Hyperparameters set using the irace tool.

Parameter NEAT Hyper-NEAT Parameter NEAT Hyper-NEAT

Sample size 2 000 2 000 Add neuron rate 3.25% 8.04%

Substrate hidden layers – 8 Remove neuron rate 2.30% 6.68%

Substrate neurons per layer – 23 Add link rate 13.3% 9.56%

Population size 120 145 Remove link rate 9.1% 4.65%

Min species 6 4 Mutation weight rate 64.8% 64.6%

Max species 10 11 Mutation bias rate 6.7% 5.8%

Survival rate 66.8% 34.4% Mutation activation rate 0.4% 0.6%

Crossover rate 89.0% 74.1% Sigmoid neuron rate 33.4% 50%

Interspecies rate 0.25% 0.23% Relu neuron rate 33.3% 0%

Mutation rate 34.8% 69.2% Gaussian neuron rate 33.3% 0%

Elitism 2.5% 2.8% Sine neuron rate 0% 50%
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2.3 Evaluation

We test both static (offline) and dynamic (online learning) scenarios. We use the
AUC classification metric [6], since it is a popular metric in CVR [5,15]. The
AUC metric is independent of false positive and negative costs, which might
not be known during the training phase; also, it is independent of the class
distribution, thus it can be used with highly unbalanced tasks, such as the CVR
data. The quality of a AUC value is often interpreted as: 0.5, the performance
of a random classifier; 0.6 to 0.7, reasonable; 0.7 to 0.8, good; 0.8 to 0.9, very
good; 0.9 to 1, excellent.

First, we compare NEAT, NEATP and HyperNEAT over the two types of
numerical transformations (RAW and IDF) with static data, using a simpler
holdout validation, in which the data is randomly split into train (70%) and test
(30%) sets. The algorithms run for 10,000 generations, with 6 parallel processes
being used for the evaluations. Then, we test a dynamic scenario by using a
rolling window scheme [14]. In the first iteration, the last W = 4 days of data
are used to fit the model, which is tested to predict the next T = 1 day events.
After a predefined number of generations, there is a shift in time, which results
in the second iteration. It is assumed that one day has passed, thus the training
data slides S = 1 day. The neuroevolution population is continuously adjusted
to the new training data and then predictions are computed for the next T = 1
day. And so on.

The continuous update of data requires the IDF transform to be updated
after each rolling window iteration. The two inputs of IDF – fx (frequency of
category x) and N (size of the data sample) – are then calculated as a weighted
average over time:

f t
x = λ · f t−1

x + fnew
x (1)

N t = λ · N t−1 + Nnew (2)

where the index t represents the rolling window iteration; fnew
x and Nnew are the

frequency of category x and size of the data sample over the latest window; and λ
is a coefficient within the range [0, 1] used to progressively “forget” information
from past iterations. In this work, and after some experimentation with an older
dataset (collected before 30th May of 2018), λ was set to 0.8.

3 Results

The progression of fitness along the generations is represented in Fig. 3, and a
summary of the results obtained is given in Table 3. To establish a baseline, the
performance of a Logistic Regression (LR) model is also presented, implemented
using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) offline learning algorithm
of the rminer R package [4].
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Fig. 3. Fitness of the best individual per generation with static data (top graphs are
related with BEST traffic, while bottom plots consider TEST traffic).

Regarding the two numerical transformations, IDF presents a slight improve-
ment over RAW in terms of the AUC metric for all BEST traffic cases and also
HyperNEAT and TEST data. Focusing on the algorithms, it is clear that Hyper-
NEAT does not perform as well as NEAT, which can be due to two reasons. First,
HyperNEAT might be more suitable to problems with geometric relationships
among inputs [12]. Second, results suggest that large-scale networks do not seem
to significantly increase AUC, as evidenced by the similar performances of NEAT
and NEATP. And HyperNEAT tends to evolve more complex networks when
compared with NEAT. Overall, NEAT and NEATP yield the best results. In
particular, NEATP successfully maintained the ANN complexity near the pre-
defined limit of 100 connections without any significant decrease in AUC, which
reflects in a shorter training time. When compared to the LR model, the neu-
roevolution algorithms present better predictive AUC results for BEST data
(e.g., 0.78 versus 0.74) and a similar discrimination level for TEST mode data
(AUC of 0.76).

We only compare the neuroevolution models in the dynamic rolling window
scenario because the standard LR model only works in an offline learning sce-
nario. The neuroevolution results are compared in Fig. 4, which plots the test
AUC value of the best ANN per rolling window iteration; and in Table 4, as the
median of all iterations.
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Table 3. Results with static data (averaged over 10 runs).

Mode Algorithm AUCa Timeb Complexityc

RAW IDF RAW IDF RAW IDF

BEST NEAT 0.77 0.78 81 107 31 · 54 40 · 103

NEATP 0.77 0.78 81 85 29 · 50 31 · 50
HyperNEAT 0.70 0.74 215 225 184 · 620 184 · 355

LR 0.71 0.74 0.15 0.15 – –

TEST NEAT 0.76 0.76 94 157 53 · 139 79 · 281

NEATP 0.76 0.76 88 100 41 · 96 56 · 109
HyperNEAT 0.73 0.75 198 216 184 · 316 184 · 643

LR 0.76 0.75 0.15 0.15 – –
aCalculated over the test set.
bTotal training time in minutes.
cComplexity (nodes · connections) of the returned network.
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Fig. 4. AUC per rolling window iteration (top graphs are related with BEST traffic,
while bottom plots consider TEST traffic).

The performance of the algorithms and numerical transformations with
dynamic data is similar to their performance with static data. The highlight
of these results, and focusing in particular in Fig. 4, is that the algorithms are
capable of building upon previous training in order to adjust to new data, while
maintaining a steady (TEST data) or even improved (BEST traffic) performance.
Thus, it is possible to update the predictive model according to the latest set
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Table 4. Results with dynamic data (median of 10 rolling window iterations and
averaged over 10 runs).

Mode Algorithm AUC Time Complexity

RAW IDF RAW IDF RAW IDF

BEST NEAT 0.78 0.79 8 11 23 · 60 29 · 124

NEATP 0.78 0.79 8 9 19 · 57 22 · 65
HyperNEAT 0.73 0.75 21 23 184 · 315 184 · 691

TEST NEAT 0.76 0.76 9 14 24 · 89 38 · 156

NEATP 0.76 0.76 8 10 24 · 82 31 · 105
HyperNEAT 0.73 0.74 20 21 184 · 340 184 · 643

of data using a relatively small number of generations. In this case, the total
of 10,000 generations is split over 10 rolling window iterations, each, therefore,
running for 1,000 generations. Consequently, although the total training time is
about the same as with static data, the training time per rolling window iter-
ation is 1

10 of that amount: about 10 min with NEAT or NEATP, as shown in
Table 4. This allows for new data to be learned very quickly, in the context of a
dynamic environment.

The best predictive classification performances were achieved by the NEAT
and NEATP models. As for the input attribute transformation methods, IDF
improves the AUC values when compared with the RAW encoding for: BEST
traffic – all methods; and TEST traffic – HyperNEAT. As for the computational
effort, NEATP is the fastest method, requiring around just 8 to 10 min for each
training, followed by NEAT and then HyperNEAT.

Considering the predictive accuracy and computational effort, we select IDF
NEATP as the best neuroevolution strategy. Globally, interesting results were
achieved, with an average (over 10 runs) rolling window median AUC of 0.79
(BEST) and 0.76 (TEST), which corresponds to a good discrimination level. This
level compares favourably with other similar state of the art CVR prediction
works, with an average AUC value of: 0.71 (LR) and 0.72 (random forest) in
[5]; 0.76 (XGboost) and 0.80 (random forest) in [11]; and 0.71 (Deep Learning
model) in [15]. In particular, the analyzed DSP currently employs a random
user to advertisement matching when working with the TEST mode traffic,
which corresponds to an AUC of 0.5. The NEATP classification performance is
26% points better when compared with the random DSP assignment for new
marketing campaigns. Also, NEATP can handle big data and produce daily
predictions in real-time.
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4 Conclusions

In this paper, we address user mobile marketing CVR prediction. As a case
study, we had access to recent big data gathered from a real-world DSP com-
pany. We particularly focus on neuroevolution models, which present the advan-
tage of automatically designing the ANN topology and weights. We compared
two neuroevolution algorithms that automatically design ANN for CVR predic-
tion: NEAT and HyperNEAT. NEAT uses a direct encoding, while HyperNEAT
employs an indirect encoding. We also compared two categorical to numerical
transformations and two learning scenarios: static (offline) and dynamic (online).
The prediction models were compared using both predictive classification per-
formance and computational effort.

Considering the classification performance, computational effort and bloat,
the best results were obtained by the NEATP model (a NEAT variant that
limits the ANN growth). It produces better classification discrimination results
when compared with HyperNEAT and an offline Logistic Regression (LR) in
the static experiments. Also, it produces a steady or improved performance in
the dynamic experiments, comparing favourably against HyperNEAT. Overall, a
good classification discrimination level was obtained, resulting in a Area Under
the ROC Curve (AUC) of 0.79 for BEST and 0.76 for TEST traffic. Moreover,
under the tested experimental setup, NEATP requires a training time around
10 min, allowing its daily usage to perform real-time predictions. This model
is particularly valuable for the TEST traffic, since the analyzed DSP uses a
random selection of advertisements for new incoming TEST campains, which
corresponds to an AUC of 0.5.

As future work, we wish to compare the proposed neuroevolution approaches
with deep learning methods (e.g., Deep Feedforward Neural Network), using both
classification performance and computational effort measures. Also, we intend
to extend the proposed neuroevolution methods by exploring the use of a local
search, based on gradient descent (e.g., backpropagation), to further tune the
ANN connection weights. In particular, we aim to explore in the dynamic DSP
learning what is the best mixed global and local search strategy: if the improved
connections should be encoded back into the EA chromosomes (Lamarckian
evolution) or not (Baldwin effect) [1].
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Abstract. A recommender system is an information filtering technol-
ogy that can be used to recommend items that may be of interest to
users. In their traditional form, recommender systems do not consider
information that might enrich the recommendation process, as contex-
tual information. In this way, we have the context-aware recommender
systems that consider contextual information to generate the recommen-
dations. Reviews can provide relevant information that can be used by
recommender systems, including the contextual one. Thus, in this paper,
we propose a context-aware recommender method based on text min-
ing (CARM-TM) that includes two context extraction techniques: (1)
CIET.5 embed, a technique based on word embeddings; and (2) RulesCon-
text, a technique based on association rules. For this work, CARM-TM
makes use of context by running the CAMF algorithm, a context-aware
recommender system based on matrix factorization. To evaluate our
method, we compare it against the MF algorithm, an uncontextual rec-
ommender system based on matrix factorization. The evaluation showed
that our method presented better results than the MF algorithm in most
cases.

Keywords: Context-aware recommender systems · Text mining ·
Association rules · Word embedding · Matrix factorization

1 Introduction

A recommender system is an information filtering technology that can be used to
predict ratings for items (like products, services, etc.) and/or generate a custom
item ranking that may be of interest to the user [1]. In their traditional form,
recommender systems consider only the items that users have accessed, bought
or evaluated positively, thus ignoring any other information that might enrich the
recommendation process. One type of information that may enrich the process
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is contextual information. For example, when recommending a restaurant to a
user, the system may consider the context “Day of the Week”. At weekends the
user may prefer snack bars while on other days he/she may prefer less caloric
meals.

In this way, there are the context-aware recommender systems that, unlike
traditional systems, also consider contextual information to generate the set of
recommendations. The term “context” may assume different definitions depend-
ing on the area in which it is being used. In the area of recommender systems, the
definition most used and adopted in our work was proposed by Dey [8]. Accord-
ing to this author, “Context is any information that can be used to characterize
the situation of an entity. An entity is a person, place, or object that is consid-
ered relevant to the interaction between a user and an application, including the
user and applications themselves.”

Many authors have been working with new context-aware recommender algo-
rithms. However, there is a lack of automatic techniques for extracting context.
With the emergence of Web 2.0, users have enriched sites with contextual infor-
mation through texts in social networks, comments and mainly through reviews.
These reviews are usually in the form of textual comments, in which users explain
why they liked or disliked an item based on their own experiences. According
to Chen et al. [7], the incorporation of important information extracted from
reviews can benefit the recommender systems, solving the sparse data and the
cold-start problems. Reviews can provide relevant information that can be used
by recommender systems, including the contextual one.

Thus, in this work, we propose a context-aware recommender method based
on text mining (CARM-TM) that includes two context extraction techniques:
(1) CIET.5 embed, a technique based on word embeddings; and (2) RulesContext,
a technique based on association rules. CARM-TM makes use of context by
running the CAMF algorithm, a context-aware recommender based on matrix
factorization. To evaluate our method, we compare it against the MF algorithm,
an uncontextual recommender system based on matrix factorization. The eval-
uation was conducted in a dataset of reviews from Yelp and showed that our
method provided better results than the MF algorithm in most cases.

This paper is structured as follows: in Sect. 2, we describe some related works
about context extraction based on text mining. In Sect. 3, we present our pro-
posal, a context-aware recommender method based on text mining (CARM-
TM). We evaluate and discuss the main findings in Sect. 4. Finally, in Sect. 5,
we present conclusion and future work.

2 Related Work

In this section, we present some related works that extract context from reviews
or from other textual sources.

Li et al. [14] investigated available restaurant reviews and four types of con-
textual information for a meal. They developed algorithms with existing natural
language processing tools to extract these types of contextual information from
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restaurant reviews. Hariri et al. [9] obtained contextual information by mining
hotel reviews written by users. Their approach is based on using a classifier
which is trained by the description sample and their corresponding contexts.

In [3], Bauman and Tuzhilin presented a method to find relevant contextual
information from reviews of users. In this method, the reviews are classified as
“specifics” and “generics”, and the context is extracted from the specific reviews
by using two methods: “word-based” and “LDA-based”. Chen and Chen [6]
extracted contexts employing a keyword matching method.

Kim et al. [10] presented a recommendation system model called Convo-
lutional Matrix Factorization (ConvMF). The model integrates convolutional
neural networks into probabilistic matrix factorization in order to capture con-
textual information (adjacent words) of the documents. Sulthana and Ramasamy
[15] proposed an Ontology and Context Based Recommendation System for the
book domain that uses a Neuro-Fuzzy Classification approach.

In [16], we proposed the CIET.5 embed, a textual context extraction technique
based on word embeddings model that was used with neighborhood-based con-
textual recommender systems. This technique is implemented in our CARM-
TM, so it is detailed in Sect. 3.4. In addition, in this paper, we also propose for
the CARM-TM, the RulesContext technique, that extracts association rules
from user reviews and transforms them into contextual information to be used
in recommender systems. In the next section, we present our context-aware rec-
ommender method (CARM-TM).

3 Context-Aware Recommender Method Based on
Text Mining (CARM-TM)

In this work, we propose the CARM-TM, a context-aware recommender
method that uses text mining techniques to extract contextual information from
reviews to make recommendations. The CARM-TM, illustrated in Fig. 1, has 5
steps which are explained in the next subsections.

Fig. 1. Overview of the Context-Aware Recommender Method based on Text Mining
(CARM-TM).
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3.1 Step 1 - Preprocessing

The input of our method is a dataset, where which row contains a user identi-
fication, the identification of the item evaluated by the user together with the
evaluation value, a textual content containing reviews/opinions about the item,
and the date when the evaluation was made.

The step 1 is responsible for preparing the dataset for both the context
extraction and the recommendation steps. In this step, the data are filtered,
excluding those without textual content or other important information such as
the user or item identification. In addition, users, items and reviews that are
less relevant are excluded by using the exclusion criterias in [6]: (1) users with
1 review; (2) items with less than 15 reviews; and (3) reviews with less than 3
sentences. Besides filtering, we also create a file for each review.

3.2 Step 2 - Cleaning

In the step 2, the textual content goes through a cleaning in order to eliminate
special characters such as @, ∗, # and &. These characters may negatively influ-
ence the context extraction process. Then, the cleaned texts can pass through a
normalizer in the step 3 or they can be directly used by the context extraction
technique (step 4).

3.3 Step 3 - Normalization

Normalization is optional and aims to solve problems commonly encountered in
texts written by users, like typos, spelling mistakes, abbreviations, etc. In this
work, we used the TextExpansion1 tool to normalize the texts.

3.4 Step 4 - Context Extraction

The main step of our method is the fourth step, which consists of extracting
contextual information from reviews. Here, we can adopt different text mining
techniques. For this work, we use the CIET.5 embed technique, proposed by us in
[16]. In addition, we also propose the RulesContext, a new technique for context
extraction that extracts association rules from reviews to be used as contex-
tual information in recommender systems. Both techniques are detailed in the
following subsections.

Contextual Information Extraction Technique Based on Word Embed-
dings (CIET.5embed). Proposed by us in [16], this technique consists of com-
bining two types of representations (bag of words and word embedding model)
that allow to raise the volume and quality of information, the latent relation-
ships among terms from documents, and the interpretability of the generated
text representations. The CIET.5 embed technique is composed of five comple-
mentary steps (Fig. 2), which aim to transform a set of text documents into a
set of contextualized documents.
1 http://lasid.sor.ufscar.br/expansion/static/index.html.

http://lasid.sor.ufscar.br/expansion/static/index.html
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Fig. 2. Overview of the Context Extraction Technique CIET.5 embed. Adapted from
Sundermann et al. [16].

In Fig. 2, the Preparation step sends all documents to a textual enrichment,
which consists of named entity and concept recognition. In the Delimitation
step, the documents already prepared are submitted to a process to delimit the
textual scopes, like paragraphs and sentences. In the Modeling, a language
model based on word embeddings, previously trained with external source of
documents, is retrained with the internal documents. Then, we identify con-
texts in the internal documents (Contextualization step). The terms of each
sentence are processed in the language model to find their most related terms,
by using for example the cosine measure. Finally, in the step Extraction, the
contexts are extracted from the documents by using a comparative threshold.

Contextual Information Extraction Technique Based on Association
Rules (RulesContext). Proposed in this work, the RulesContext is a technique
that extracts association rules from reviews and transform them into contextual
information to be used in context-aware recommender systems.

Association rules are widely used in the literature to find correlation among
items on a given database [2]. The association rules are presented on the format
LHS → RHS, where LHS stands for left hand side and RHS for right hand
side, both of them contains a set of items such as LHS ∩ RHS = ∅.

The RulesContext technique is executed in four steps, as illustrated in Fig. 3.
In the step Separation by item, the texts are separated by item, i.e. subsets
of texts are grouped for each item that can be recommended. Each subset is
composed of the reviews’ texts about the item.

In the second step (Preprocessing and Preparation), the texts are pre-
processed, i.e. the stopwords are removed and the terms are stemmed. Besides,
each subset of texts is transformed into a transaction.

In the third step (Extraction of Association Rules), we extract the asso-
ciation rules from each subset. To extract the rules, we use the algorithm apriori
[2]. This algorithm extracts the rules in 2 steps by combining the items on a given
dataset and calculating the measures support and confidence for each rule. After
extracting the rules, we use the mutual information (MI) measure to evaluate
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Fig. 3. Overview of the RulesContext technique.

them. The MI measures how dependent the items on the LHS and RHS are.
The mutual information is presented in Eq. 1.

MI(LHS → RHS) = Support(LHS ∪ RHS)log(Lift(LHS → RHS)). (1)

After extracting the association rules, in the step four Rules-into-Context
Transformation, the rules are transformed into contextual information as illus-
trated in Fig. 3.

3.5 Step 5 - Context-Aware Recommender Systems

In the fifth step of the CARM-TM, the contextual dataset generated by
one of the previous Context Extraction Techniques is used as input by a
Context-Aware Recommender System, together with the user and data
items obtained in the Preprocessing. Contextual information is considered for
recommendation according to the type of recommender system that is being
used by the method. Latent factor models look for finding hidden features or
patterns in the training data, also called factors, that are used to make the
recommendations. Some of the most successful latent factor models are based
upon matrix factorization techniques, such as the one presented by [11], which
combines good accuracy and scalability. For this reason, in this paper, we use,
as baseline, the matrix factorization algorithm (MF) [12], and as context-aware
system, the context-aware matrix factorization algorithm (CAMF) [1].

According to Aggarwal [1], the recommendation training data consists of rat-
ings given by users to sets of items, which are organized into the ratings matrix
R. This matrix, given m users and n items, is of size m × n and the entry
rxi,yj

corresponds to the rating given by user xi to item yj . The main purpose
of matrix factorization is to decompose this matrix, R, into two approximate
smaller matrices, X and Y , seeking to find k latent factors, which are hidden
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features or patterns in the training data, for the m users and the n items, respec-
tively.

Considering that our purpose is to predict the unknown ratings in the matrix
R, it is possible to use the inferred matrices X and Y to compute an approximate
rating prediction. The predicted rating r̂xi,yj

is given by the cross-product of the
user-factors vector and the item-factors vector, as shown in Eq. 2, such that x i

corresponds to the factors inferred for user xi and y j to the factors inferred for
item yj .

r̂xi,yj
= x i · (y j)

T (2)

In order to obtain the factors vectors, the system should minimize Eq. 3, by
using the training data (set S) and some optimization algorithm, such as Stochas-
tic Gradient Descent [4] or Alternating Least Squares [13]. Regardless of the cho-
sen algorithm, the parameters k and λ must be optimized. The first parameter
corresponds to the number of latent features used to model the recommendation
data. It is responsible for making the model simpler or more complex, depend-
ing on how much complexity is needed to capture all of the latent dimensions of
the input data. The second parameter (λ) is used to weight the regularization
constraint, in order to prevent overfitting. This algorithm is usually called MF,
i.e. matrix factorization algorithm.

J =
∑

(xi,yj)∈S

(rxi,yj
− x i · (y j)

T )2 + λ(‖x i‖2 +
∥∥y j

∥∥2) (3)

Matrix factorization techniques are not exclusive to traditional recommender
systems, Aggarwal [1] describes a method based on pairwise interactions that
is suited to the context-aware recommendation task. The central idea in pair-
wise interaction algorithms is to decompose the ratings tensor R into n factor
matrices, such that the first two correspond to users (U) and items (V ) and the
others correspond to the contextual variables (Ca, 1 ≤ a ≤ n − 2). This new
matrices are then used to make the rating prediction (r̂i,j,c1··· ,cn−2) for user i,
item j and contexts c1, · · · cn−2, by multiplying them in a pairwise manner, as
shown in Eq. 4.

r̂i,j,c1··· ,cn−2 = (UV T )ij +(UCT
1 )ic1 +(UCT

2 )ic2 + · · ·+(Cn−3C
T
n−2)cn−3cn−2 (4)

In order to obtain this matrices, the following equation must be minimized
(Eq. 5) using some optimization algorithm. The parameter λ is used for regu-
larization purposes and the set S consists of specified ratings. This algorithm is
called CAMF, i.e. context-aware matrix factorization algorithm

J =
∑

(i,j,c1··· ,in−2)∈S

(ri,j,c1··· ,cn−2 − r̂i,j,c1··· ,cn−2)
2 +λ(||U ||2 + ||V ||2 +

n−2∑

a=1

||Ca||2)

(5)
The output of our context-aware recommender method is the recommenda-

tions generated by the context-aware recommender systems using the two types
of context extracted by the CIET.5 embed and the RulesContext techniques. In the
next section we present the empirical evaluation conducted with our proposal.
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4 Empirical Evaluation

For this work, we carried out two different evaluations. In the first one, we
compare the CARM-TM method, with the CIET.5 embed and the RulesContext
techniques, against the uncontextual MF algorithm (baseline). With this evalu-
ation, we aimed to demonstrate the impact of the use of contextual information
extracted by the CIET.5 embed and RulesContext techniques in the contextual
CAMF recommender systems. Additionally, in the second evaluation, we use the
CARM-TM method to compare the CIET.5 embed against the RulesContext, in
order to identify which contextual extraction technique provides the best recom-
mendations.

4.1 Dataset

The dataset used in the empirical evaluation was the RecSys dataset for the
recommender system challenge, ACM RecSysChallenge 2013, proposed to the
customization of recommendations for Yelp2 users. In the Yelp website the users
can evaluate businesses through reviews. In these reviews, it is possible to evalu-
ate the item by leaving a rating in the format of stars (from one to five stars). In
addition, the user can write a text explaining his/her opinion about the establish-
ment and the reason for which he/she gave a certain note. The RecSys dataset
contains 11,537 items (businesses), 45,980 users and 229,901 reviews.

4.2 Experimental Setup

To measure the predictive ability of the recommender systems, we used the All
But One protocol [5] with 10-fold cross validation, where the set of documents
were partitioned into 10 subsets. For each fold, we used n − 1 of these subsets
for training and the rest for testing. The training set Tr was used to build the
recommendation model. For each user in the test set Te, an item was hidden as
a singleton set H, and the remaining items represent the set of observable items
O used in the recommendation. Based on 10-fold cross validation, we computed
Mean Average Precision for 10 recommendations (MAP@10) and to compare
two recommendation algorithms, we applied the two-sided paired t-test with a
95% confidence level.

For the CIET.5 embed technique, we considered the threshold values: 0.25,
0.50 and 1.0. The context sizes were 4 and 10 words. Altogether, we used 6
different configurations (3 threshold values × 2 context sizes). These values were
adopted according to the best results obtained in our previous work [16].

Regarding the RulesContext technique, we generated the association rules
using a minimum support value equals to 10% and a confidence value equals
to 50%. To select the most relevant rules, we used cut percentages of the MI
measure equal to 50% and 75%. From the most relevant rules, we selected sets

2 https://www.yelp.com.

https://www.yelp.com
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with the top 5, 10 and 20 rules, totalling 6 combinations (2 MI values × 3 set
sizes).

The MF and CAMF algorithms were executed 20 times, varying the values
of k and λ (see Sect. 3.5). The used values were: k = 5, 10, 50 and 100; and λ = 1,
10, 100, 150 and 200.

4.3 Results

In this section, we first present the results of our proposal with the CIET.5 embed,
and then, with the RulesContext technique. Both against the baseline MF. In
Tables 1 and 2, the values that are statistically significant (p-value > 0.05) are
with an asterisk and the highest values are in boldface. At the end, we compare
the results between the CIET.5 embed and the RulesContext techniques.

Table 1 presents the results of our proposal, with the CIET.5 embed tech-
nique and the CAMF algorithm, against the baseline MF. We refer to each con-
textual information as Size Threshold. For example, the type of context 4 025
represents the context with 4 words that were extracted considering the value
of threshold 0.25. In Table 1, we can observe that, in general, the results were
very satisfactory compared against the baseline MF. Contextual information
10 1 provided the best results. However, the context 10 025 presented the best
value of MAP@10 for the parameters k equals to 5 and λ equals to 150. We
must emphasize that this combination of parameters resulted the best results
for these experiments in particular.

The results of our proposal, with the contexts extracted by the RulesCon-
text technique , are presented in Table 2. There, we refer to each contextual
information as MI NumberOfRules. For example, the type of context 50 5 means
the top 5 rules (contexts) extracted using the cut percentage of the MI measure
equals to 50%. Again, the results were very satisfactory. We can observe that the
contexts extracted with the cut of MI equals to 50% presented the best results in
most of the cases, with the highest value of MAP being provided by the context
50 20.

Analyzing the parameters used in the experiments, we observed that for
CIET.5 embed, the best result was obtained with a context size equals to 10 and
a threshold equals to 25%. For the RulesContext technique, the MI cut that
generated the best results was 50%, that is, using a greater number of rules and
selecting the best ones. Regarding the matrix factorization parameters, the best
results were obtained with k equals to 5 and λ equals to 150, that is, a model
with low complexity level and with a relatively high value of the parameter that
controls overfitting.

Finally, we present in Fig. 4 the comparison between the CIET.5 embed and the
RulesContext techniques. There, we compare the best MAP@10 (vertical axis)
varying the values of λ and k (horizontal axis). In most cases, the CIET.5 embed

performed better than the RulesContext technique. However, in two cases, 10 5
e 150 5, the RulesContext technique was superior. In Fig. 4, we can also observe
that our proposal with the context extraction techniques outperformed the base-
line MF in all cases.
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Table 1. Comparing the results (MAP@10) of our proposal, with the CAMF contex-
tual recommender algorithm using contexts extracted by the CIET.5 embed technique,
against the results of the baseline MF.

Parameters Baseline 4 025 4 05 4 1 10 025 10 05 10 1

λ k

1 5 0.001479 0.001436 0.001535 0.000929 0.001503 0.001929 0.002839

10 0.001176 0.001400 0.001569 0.001431 0.001262 0.000925 0.003606∗
50 0.001176 0.001039 0.001657 0.000769 0.001415 0.001334 0.008186∗

100 0.001169 0.001137 0.001042 0.000530∗ 0.001536 0.000982 0.008331∗
10 5 0.001562 0.002907∗ 0.003969∗ 0.001780 0.003123∗ 0.003418∗ 0.008163∗

10 0.001642 0.002767∗ 0.003391∗ 0.003526∗ 0.004016∗ 0.003400∗ 0.007680∗
50 0.001454 0.003432∗ 0.004029∗ 0.001208∗ 0.003849∗ 0.003281∗ 0.007949∗

100 0.001419 0.002211∗ 0.001940∗ 0.000658∗ 0.001517 0.001359 0.008260∗
100 5 0.001732 0.003986∗ 0.003637∗ 0.001923 0.003866∗ 0.003487∗ 0.007935∗

10 0.001886 0.004396∗ 0.004920∗ 0.003619∗ 0.005861∗ 0.005805∗ 0.008374∗
50 0.002022 0.003388∗ 0.004083∗ 0.002638∗ 0.004501∗ 0.005079∗ 0.007971∗

100 0.001891 0.003191∗ 0.003044∗ 0.000670∗ 0.002738∗ 0.003062∗ 0.008241∗
150 5 0.001657 0.006773∗ 0.007885∗ 0.001967∗ 0.009253∗ 0.008709∗ 0.008035∗

10 0.001856 0.004569∗ 0.003312∗ 0.003627∗ 0.005285∗ 0.005269∗ 0.007744∗
50 0.001960 0.005775∗ 0.004491∗ 0.001452∗ 0.004570∗ 0.003758∗ 0.008137∗

100 0.001881 0.002783∗ 0.002233 0.000712∗ 0.002502 0.002432 0.008060∗
200 5 0.003324 0.007404∗ 0.006192∗ 0.002068∗ 0.008022∗ 0.006149∗ 0.008220∗

10 0.003112 0.003838∗ 0.003433 0.003883∗ 0.003373 0.004230∗ 0.006908∗
50 0.002447 0.003543∗ 0.005781∗ 0.002908 0.004549∗ 0.006557∗ 0.007958∗

100 0.002288 0.002955∗ 0.003190∗ 0.000650∗ 0.002636∗ 0.003126∗ 0.008105∗

Table 2. Comparing the results (MAP@10) of our proposal, with the CAMF contex-
tual recommender algorithm using contexts extracted by the RulesContext technique,
against the results of the baseline MF.

Parameters Baseline 50 5 50 10 50 20 75 5 75 10 75 20

λ k

1 5 0.001479 0.001641 0.002433 0.002041 0.001886 0.002178 0.001942

10 0.001176 0.002079∗ 0.001764∗ 0.001864 0.001581 0.001657 0.002057∗
50 0.001176 0.001614∗ 0.002134∗ 0.001707 0.001471∗ 0.001984∗ 0.001924∗

100 0.001169 0.002140∗ 0.002098∗ 0.002295∗ 0.001458 0.001529 0.001698

10 5 0.001562 0.008969∗ 0.011458∗ 0.011627∗ 0.003281∗ 0.008474∗ 0.008162∗
10 0.001642 0.004001∗ 0.005019∗ 0.005521∗ 0.006199∗ 0.004761∗ 0.003334∗
50 0.001454 0.004025∗ 0.002828∗ 0.000944∗ 0.003475∗ 0.003618∗ 0.001911

100 0.001419 0.003026∗ 0.001507 0.001386 0.002332∗ 0.001502 0.001591

100 5 0.001732 0.001389 0.000890∗ 0.003739∗ 0.002550 0.001661 0.001482

10 0.001886 0.004898∗ 0.007647∗ 0.007017∗ 0.003827∗ 0.004673∗ 0.005663∗
50 0.002022 0.007193∗ 0.007869∗ 0.008437∗ 0.005692∗ 0.009264∗ 0.010544∗

100 0.001891 0.002361∗ 0.002873∗ 0.001403∗ 0.001859 0.001420∗ 0.001496∗
150 5 0.001657 0.011691∗ 0.011434∗ 0.006454∗ 0.010267∗ 0.011105∗ 0.010705∗

10 0.001856 0.005591∗ 0.005994∗ 0.005518∗ 0.003927∗ 0.003966∗ 0.004469∗
50 0.001960 0.001812 0.002626∗ 0.002181 0.001459∗ 0.000776∗ 0.000517∗

100 0.001881 0.002637∗ 0.002622∗ 0.001840∗ 0.001663∗ 0.001429∗ 0.001506

200 5 0.003324 0.001422∗ 0.001143∗ 0.003600 0.001795 0.001665∗ 0.001594∗
10 0.003112 0.005928∗ 0.007412∗ 0.007184∗ 0.003948∗ 0.004515∗ 0.006337∗
50 0.002447 0.007175∗ 0.007511∗ 0.011850∗ 0.005883∗ 0.002342 0.011005∗

100 0.002288 0.002799 0.002874∗ 0.002874 0.001696 0.001375∗ 0.001661∗
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Fig. 4. Comparing the MAP@10 values between CIET.5 embed and RulesContext tech-
niques.

5 Conclusion and Future Work

In this work, we proposed a context-aware recommender method based on text
mining (CARM-TM). Our method uses the context extraction techniques
CIET.5 embed, which is based on word embeddings; and RulesContext, which
is based on association rules. For this work, our proposal used the CAMF con-
textual algorithm to generate the contextual recommendations.

The evaluation was conducted by using the Yelp dataset and the uncontextual
MF algorithm as baseline. Our method provided better results than the baseline
in all cases. Using the CIET.5 embed technique, we obtained good results in most
cases. However, the best MAP@10 value was provided using the context 50 10
extracted by the RulesContext technique.

As future work, we will evaluate our proposal with other datasets and
context-aware recommender systems. In addition, we will combine both con-
text extraction techniques, CIET.5 embed and RulesContext. We will also work
on the proposal of a new method for context extraction by using opinion mining.
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Desenvolvimento Cient́ıfico e Tecnológico do Estado do Paraná - Brasil (FAPPR). The
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Abstract. The increase in retention of customer in gyms and health clubs is
nowadays a challenge that requires concrete and personalized actions. Tradi-
tional data mining studies focused essentially on predictive analytics, neglecting
the business domain. This work presents an actionable knowledge discovery
system which uses the following pipeline (data collection, predictive model,
loyalty actions). In the first step, it extracts and transforms existing real data
from databases of the sports facilities. In a second step, predictive models are
applied to identify user profiles more susceptible to dropout. Actionable rules
are generated based on actionable attributes that should be avoided, in order to
increase retention. Finally, in the third step, based on the previous actionable
knowledge, experimental planning is carried out, with test and control groups, in
order to find the best loyalty actions for customer retention. This document
presents a simulation and the measure of the business utility of an actions
sequence to avoid dropout.

Keywords: Sport services � Loyalty � Actionable knowledge � Business utility

1 Introduction

The promotion of physical activity as a means to prevent increasing rates of obesity and
maintenance of well-being has provoked a proliferation of gyms and health clubs that
compete with public sports facilities, and consequently there has been an increasing
pressure on providers to maintain competitive advantage through services that provide
higher levels of customer satisfaction (Howat and Assaker 2016). In a context of a great
supply, the sports services sector is characterized by a high dropout rate (Avourdiadou
and Theodorakis 2014), being the largest dropout in health clubs and gyms where the
most promoted activity is fitness, than in sports facilities that have other facilities,
namely swimming pools (Frota 2011).

Some gyms promote activities in which users subscribe continuously, becoming
withdrawn when they fail to pay their monthly subscription or by the customer ini-
tiative. Other facilities work during sports seasons, and they need to encourage their
users at the end of each season to renew their inscriptions for the following season. In
both cases, with monthly subscription or seasonal subscription, the increase in retention
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is nowadays a challenge that requires concrete and personalized actions, in addition to
generic actions to improve the quality of services and facilities.

The widespread use of ERP and access control systems by these sports facilities
nowadays enables a collection of quality data that allow us to find and measure user
preferences and behavior from admission to abandonment. We intend to use existing
data from those systems to get actionable knowledge that allows the identification of
users of regular sports services at risk of moving out and those who keep being loyal to
the service. The use of machine learning techniques, namely with decision trees, are
able to generate rules that allow to predict the change of behavior of the dropout group.

In this context, the concept of actionable knowledge can be successfully applied,
since the goal is not focused only on the predictive algorithms but in solving business
problems (Cao 2010).

We reuse some concepts of Database Marketing (Cavique 2006) and IDIC model,
<Identify, Differentiate, Interact, Customize>, (Peppers and Rogers 2004) to obtain
Actionable Knowledge. The proposed model, which includes the data preparation, the
profile discovery using predictive models and the loyalty actions with evaluation, can
be presented in the following data pipeline:

Data Collection ! PredictiveModel ! LoyaltyActions

This work extends previous works where this pipeline was presented (Pinheiro and
Cavique 2018; Pinheiro and Cavique 2019). These works fill a gap in the study of
retention through the use of machine learning techniques in regular sports services. The
novelty of this work includes not only the creation of knowledge rules, but also the
simulation and the measure of the business utility of a sequence of actions to avoid
dropout.

This document has the following structure. In Sect. 2, the related work in sports
service retention and in actionable knowledge is presented. In Sect. 3, we present the
proposed method in three steps: the data collection, the predictive model and finally the
application of loyalty actions. In Sect. 4, the loyalty actions process is detailed
regarding the business utility measure. Finally, in Sect. 5 we draw the conclusions of
this work.

2 Related Work

2.1 Sports Service Retention

Frota (Frota 2011) says that 25% of withdrawals are motivated by club-related issues,
of which 45% are recoverable; 22% are related to money, of which 31% are recov-
erable; 29% are related to situational problems, of which 44% are recoverable; and
finally 24% leave for personal reasons, and the recovery of these is extremely difficult.
Doing the calculation we can conclude that about 30% of the dropouts are recoverable.
These recoveries can be made through the implementation of loyalty actions that are
preferably carried out before the withdrawal takes place. The solution to the problem is
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to answer the following questions: who will be the target of these actions and what
actions should be developed to avoid the dropout.

Gorgoglione (Gorgoglione 2011) identifies five possible approaches for the creation
of personalized actions: the computational approach, the similarity approach, the
bottom-up approach, the top-down approach and the personalized approach. The
computational approach generates actions based on the profiles of clients, with no
human intervention. The similarity based approach is used by recommendation systems
and web content personalization methods; this type of approach assumes that actions
are related to customer preferences, can be inferred through customer profiles, and it is
assumed that similar customers behave similarly and similar actions cause similar
reactions. The bottom-up approach includes the methods of knowledge discovery and
is implemented in two separate steps: by creating customer profiles and deciding what
actions are appropriate. The top-down approach consists in the same two steps of the
bottom-up approach, but the decision on which actions to implement is taken before
defining customer profiles. Finally, the personalized approach offers customers a
number of different options, being at their discretion to choose which they prefer.

Once one tries to define profiles of behaviors that lead to abandonment, it is
necessary to find characteristics or attributes that somehow allow to trace those profiles.
Work related to retention in sports services (Avourdiadou and Theodorakis 2014;
Howat and Assaker 2016; Surujlal and Dhurup 2012; Gonçalves 2012; Frota 2011)
allows systematizing and identifying attributes necessary to characterize users and their
behavior, both those who continue to use the services and those who leave.

In CRM applications, a decision tree can be built from a set of examples (cus-
tomers) described by a rich set of attributes including customer personal information
(such as name, gender, birthday), financial information (such as yearly income), family
information (such as life style, number of children), and so on. Because decision trees
can be converted to rules for explicit representation of the classification, one can easily
obtain characteristics of customers belonging to a certain class (such as loyal customer
or churner) (Yang et al. 2007).

2.2 Actionable Knowledge

Traditional data mining studies concentrated primarily on predictive mining, where the
cause and effect scenario is described. But this information alone is not sufficient as it
does not provide much benefit to the final user. What becomes more interesting and
critical to organizations is to mine patterns in order to create knowledge actionable
(Cao 2010).

As Yang et al. (2007) says a common problem in current applications of data
mining, particularly in intelligent CRM, is that people tend to focus on, and be satisfied
with, building up the models and interpreting them, but not to use them to get profit
explicitly. More specifically, most data mining algorithms (predictive or supervised
learning algorithms) only aim at the construction of customer profiles, which predicts
the characteristics of customers of certain classes. This knowledge is useful but it does
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not directly benefit the enterprise. To improve customer relationship, the enterprise
must know what actions to take to change customers from an undesired status (such as
churner) to a desired one (such as loyal customers).

Knowledge is considered actionable if users can take direct actions based on such
knowledge to their advantage. Actionability should be a criterion which can measure
the utility of the mined patterns. Among the most important and distinctive actionable
knowledge are actionable behavioral rules that can directly and explicitly suggest
specific actions to take to influence (retain and encourage) the behavior of customers
(Su et al. 2014).

To face the increasingly complex challenges of data mining in real-life world
problems, Cao (Cao et al. 2007; Cao 2010) presents a new approach, which opposes
data-driven to domain-driven. Data-driven corresponds to the traditional data mining,
while domain-driven is related to the business domain, or business area. The domain-
driven data mining (D3M) close the gap between researchers and practitioners, by
generating actionable knowledge for real user needs.

The D3M evaluates a pattern (p) using the utility measure U(p) from both technical
and business perspectives. U(p) is measured in terms of technical significance (techni-
calU(p)) and business utility (businessU(p)), i.e., U(p) = f(technicalU(p), businessU(p)).

An example of technical utility can be given by: accuracy = 87.90% and preci-
sion = 91.54%. While an example of business utility is, for instance, the average
frequency in days and the average customer value in euros.

Table 1 presents eight different aspects of data-driven and domain-driven extracted
from (Cao et al. 2007; Cao 2010). In domain-driven data mining the object mined is not
only the data but the business domain, where the goal is to develop effective problem-
solving and discover actionable knowledge to satisfy real users, by using real data and
information related. D3M is a multiple-step, iterative and interactive process, where the
human cooperates, in a customizable environment, to provide actionable knowledge,
which are evaluated in a trade-off between technical significance and business utility.

Table 1. Data-driven versus domain-driven

Aspects Data-driven Domain-driven

Object Data tells the story Data and business domain tell the story
Objective Effective algorithms, discover

knowledge of research interest
Effective problem-solving, discover
actionable knowledge to satisfy real users

Data Abstract, synthetic data Real-life data and information related
Process One step Multiple-step, iterative and interactive
Mechanism Automated Human mining cooperation
Usability Predefined models and process Customizable models and process
Deliverable Patterns Actionable knowledge
Evaluation Technical metrics Trade-off between technical significance

and business utility
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3 Proposed Method

To better explain the developed work, we introduce the concept in three steps: the data
collection, where the data is prepared and the attributes selected, the selection of
dropout and loyalty rules with decision tree algorithm, and the creation of loyalty
actions to prevent dropout.

3.1 Data Collection

Following the first step of the pipeline, we need to create a data warehouse to support
the predictive model. This data warehouse should present a fact table with a set of
suitable attributes. The selection of attributes must take into account the existence of
factors with a greater or lesser impact on the retention of sports facilities and the
possibility of being able to be extracted from the data registered in the databases of the
ERP systems used by the sports facilities.

In order to develop the experiment and test the results, we used data from a Lisbon
sports facility to which we applied the Extraction, Transformation and Loading
(ETL) processes as explained in previous works (Pinheiro and Cavique 2018; Pinheiro
and Cavique 2019). Since the performance of Machine Learning techniques is obtained
through the manipulation of values (Gama et al. 2017), in addition to the attributes
directly mapped from the source database, some attributes have been transformed,
discretized through numeric-symbolic conversions, or created new attributes that derive
from transformations made on the original data.

As so the ETL process resulted in the construction of a fact table in the data
warehouse with 51 relevant attributes, although only 45 have valid data. These 51
attributes fit into the four groups:

(1) Demographic: e.g. age, gender;
(2) Frequency: e.g. number of days without attendance; frequency of classes;
(3) Service agreement: e.g. number of months of enrollment, number of renewals;
(4) Service quality: e.g. indications of satisfaction, net promoter score;

Relevant attributes, such as those related to the quality of the service were not filled
due to lack of data.

One of the attributes in the fact table, the attribute ‘withdrawal’ is what charac-
terizes the state of the user to date and therefore the predicted attribute (the target
attribute). For practical reasons it was decided to define the attribute as a binary value,
corresponding to a value of 1 for a quitter user, and a value of 0 to an active member.

After executing all ETL processes the fact table was populated with 8381 users as
shown in Table 2.

Table 2. Number of users in data warehouse fact table

Users In aquatic activities In fitness activities Total

Active 1226 803 1927
Dropouts 1697 4926 6454
Total 2923 5729 8381
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3.2 Predictive Model

Since we intend to formulate a model or hypothesis capable of relating the values of the
attributes in the fact table with the value of the target attribute, which is a nominal
attribute, in practice we intend to construct a predictive model that is able to identify
sets of characteristics that allow to rank a user against the level of their pre-dropout
status.

To obtain the decision trees we use Microsoft Decision Trees algorithm available in
Microsoft SQL Server Analysis Services Designer ver. 13.0.1701.8. This version uses a
hybrid algorithm that incorporates different methods to create a tree. The algorithm
offers three formulas for scoring information gain: Shannon’s entropy, Bayesian net-
work with K2 prior, and Bayesian network with a uniform Dirichlet distribution of
priors (Microsoft 2017).

Since some attributes in the fact table result from different forms of classification or
discretization of the same characteristic, the proposed models eventually use redundant
attributes. Gama (Gama et al. 2017) states that since the process of constructing a tree
selects the attributes to use, they result in models that tend to be quite robust in relation
to the addition of irrelevant and redundant attributes. However, it is desirable to obtain
models with significant predictive capacity and at the same time to obtain actionable
profiles, so redundant attributes should be avoided.

After removing the redundant attributes, several adjustments were made to avoid
overfitting. The resulting models correspond to shallow trees with leaves that always
have a number of examples greater than 50. The evaluation metrics obtained with the
Holdout method considering 70% of data for training and 30% for testing of the model
are presented in Table 3.

In order to create loyalty actions specific attributes from the decision tree should be
chosen to generate actionable knowledge. Some attributes cannot influence or be
changed, such as the attribute ‘age’ or ‘gender’, denominated by ‘non-actionable
attributes’. On the other hand, customer retention strategies can change the content of
some attributes that reflect user behavior. These attributes, that allows operational
changes, are called ‘actionable attributes’. An example of an actionable attribute is the
number of ‘days without frequency’, since a strategy can be implemented that causes,
at least to some users, to return to the sports facility, after some time without attending.
Table 4 presents the actionable attributes selected by the decision tree whose metrics
were presented in Table 3.

Table 3. Evaluation metrics of Predictive Model with Holdout Method

#Nodes Depth Accuracy Sensitivity Specificity Precision F-Score

30 6 87.90% 92.69% 72.53% 91.54% 92.11%
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Each branch of the decision tree forms a splitting rule, where each node includes an
attribute used by the algorithm. In each leaf of the tree there are examples that cor-
respond to users quitting and examples that correspond to active users. The relationship
between these quantities defines the probability of withdrawal that we refer as dropout
in Table 5.

Thus, it is possible to draw dropout profiles from the splitting rules on each leaf that
shows a dropping rate above a considered threshold. These profiles allow us to segment
users according to the criteria mentioned by Kotler (Kotler and Keller 2009) which
indicates that segmentation is only useful if the segments meet five criteria: they are
measurable, substantial, accessible, differentiable and actionable.

Actionable knowledge is supported by splitting the tree in actionable rules which
include the actionable attributes. Table 5 presents several actionable rules above the

Table 4. Actionable attributes

Attribute Description

X1 Days without frequency
X2 Aquatic activity attendance
X3 Number of months of enrollment
X4 Number of renewals
X5 Weekly contracted frequency
X6 Fitness activity attendance

Table 5. Actionable knowledge based on actionable rules

Actionable Rules

Actionable rule A:
If 

X1 (days without frequency) ]30, 60] and 
X4 (number of renewals) = 0

Then 
dropout = 99.29%

Actionable rule B:
If 

X1 (days without frequency) ]60, [ and 
X3 (number of months of enrollment) ]12, [

Then 
dropout =  98.15%

Actionable rule C:
If 

X1 (days without frequency) ]15, 30] and 
X2 (aquatic activity attendance) = False

Then 
dropout = 96.47%

Actionable rule D:
If 

X1 (days without frequency) [0, 7] and 
X2 (aquatic activity attendance) = False and 
X3 (number of months of enrollment) > 2 and 
X4 (number of renewals) = 0

Then 
dropout = 93.03%

Actionable rule E:
If 

X1 (days without frequency) ]30, 60] and 
X4 (number of renewals) > 0

Then 
dropout = 92.84%
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90% threshold that should be taken into account. Each actionable rule contains
actionable attributes with values that should be avoided.

Actionable rule A shows a user who does not visit the facilities between 31 to 60
days and never renewed. Actionable rule B shows a user profile who does not visit the
facilities for more than 60 days and whose enrolment is inferior to 12 months.
Actionable rule C shows a user who does not visit the facilities between 16 to 30 days
and does not attend aquatic activities. Actionable rule D shows a user who does not
visit the facilities in the last 7 days, does not attend aquatic activities, whose enrolment
has more than two months and has never renewed subscription. Finally, actionable rule
E shows a user who does not visit the facilities between 31 to 60 days and has already
renewed at least once.

3.3 Loyalty Actions with Evaluation

The retention strategy includes a communication process in three stages, starting with a
personalized e-mail send to the user, where the cost is practically zero, followed by the
use of a SMS and finally a personal contact, creating a funnel workflow. It is expected
that after sending each communication the behavior of part of the target users will
change, so for this subset it will no longer be necessary to send them the following
communications.

After defining the retention strategy, it is necessary to evaluate its effectiveness. The
experiments are constructed through the implementation of A/B tests and evaluated
through the chi-square method, which will allow computing a statistical conclusion.
A/B tests manipulate a causal variable in order to determine the impact of the variable
in two different groups of individuals, the test group and the control group. The groups
are created by splitting randomly the users into two groups with same number of
elements. In the test group the loyalty actions are applied, and in the control group the
loyalty actions will not be applied.

The users who received the communication and return to attend the facilities are
called ‘recovered’. The recovered users allow evaluating the loyalty campaign impact
in euros. This last estimation is used to measure the business utility we were looking
for.

3.4 Discussion of the Proposed Method

The proposed framework presented in (Cavique 2006; Pinheiro and Cavique 2018;
Pinheiro and Cavique 2019) works in a multiple-step pipeline, shown in Table 6, where
the columns phase, outcome, evaluation and groups are presented. The column
‘groups’ is presented in order to clarify and differentiate groups that have similar names
but different meanings.

In the data collection phase the outcome is a data warehouse that will be used in the
following steps. In the predictive model phase actionable rules are generated, the
evaluation is given by technical metrics as accuracy and the performance of the model
is measured using training and test groups. Finally, in the loyalty actions phase the
business utility is the outcome, measured in euros and the significance of the actions is
measured using test and control group in an A/B test.
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This method corresponds to the domain-driven approach presented by Cao (Cao
et al. 2007; Cao 2010), where the predictive model delivers business-friendly decision
support actions reified in actionable knowledge rules and the evaluation includes the
trade-off between technical significance and business utility.

4 Detailed View of the Loyalty Actions

In this section we propose to detail and evaluate the effectiveness of the proposed
model according to the following hypotheses:

H0: After executing the loyalty actions, the number of dropouts is the same as if no
loyalty actions had been taken;
H1: After performing the loyalty actions, the number of dropouts is lower than if the
loyalty actions had not been carried out;

For this purpose, an interface was developed in Visual Studio to select the users
according to the rules of the model in which they fit and apply changes in their
attributes and status, in order to simulate reactions to loyalty actions.

With this tool, we use the users defined by Rule A and work with this subset of
users through the entire simulation of the campaign. This subset represents a possible
real case in which a leaf of the tree may contain some users who, although yet active,
presents the profile of dropout, and should therefore be the target of the loyalty actions
proposed for this profile. The subset is divided into a test and control group, where the
first group has 594 users and the second 593, and both contain at the beginning 3 users
who have not given up.

The simulation of the communication strategy occurs in different instants: t1, t2 and
t3, using e-mail, SMS and personal contacts respectively. We expect a recovery of 5%
of the users of the test group after the first action, a recovery of 10% after the second
action and 15% after the third action, obtaining a final recovery of approximately 30%,
as referred by Frota (Frota 2011). Table 7 illustrates the experiment, where it was
avoided the dropout of 177 users.

Table 6. Pipeline phases, outcomes, evaluation and groups

Pipeline phase Outcome Evaluation Groups

1. Data collection Data warehouse – –

2. Predictive model Actionable knowledge Accuracy Training and test
3. Loyalty actions Business utility Euros Test and control
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To evaluate the significance of A/B test a matrix with observed (O) and expected
(E) users is defined, where t indicates users in test group, c defines users in control
group, n defines non-dropout (or retained) users and d defines dropout users, as shown
in Table 8.

With the result obtained for chi-square (v2 = 197.539) we can conclude, through
the query of the distribution table, with one degree of freedom and a confidence level of
99%, that the loyalty actions carried out with the proposed campaign had the effect
wanted.

In addition to the significance obtained through the A/B test, we also calculate the
business utility expressed in euros. To obtain this value, we consider the average
monthly cost for a regular inscription (38.07€) indicated by AGAP (AGAP 2017). For
the number of users recovered from the experience, the business utility is 6,624.18€ for
each month in which the recovered users maintained their registration.

In this document the result of the simulation goes beyond the significance of A/B
test and the value of the business utility, which could be easily calculate given the
recovery rate of 30% (Frota 2011).

First of all, it is important to understand that ‘triggered’ users share behavioral
similarities defined by sets of limited values in the actionable attributes given by the
rules obtained from the predictive model, which allows directing perfectly personalized
actions.

Secondly, actions were directed only to users of one of the rules with a threshold
above 90% of withdrawals. Applying another actions to the other profiles defined by
the other rules and according to their actionable attributes the business utility will be
higher.

Table 7. Loyalty actions simulation with the users of rule A

Time Loyalty
action

Control group Test group
# potential
dropout

# of
dropouts

# potential
dropout

# of avoided
dropouts

# of
dropouts

t1 Email 593 590 594 35 559
t2 SMS 593 590 559 57 502
t3 Personal

contact
593 590 502 85 417

Total 177

Table 8. Observed and expected users

Observed Total Expected
Ot = 594 Oc = 593 T = 1187 Et = 594 Ec = 593

Retained Ont = 177 Onc = 3 N = 180 Ent = 90.29 Enc = 90.14
Dropout Odt = 417 Odc = 590 D = 1007 Edt = 503.71 Edc = 502.86
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Finally, the simulated reaction to the actions carried out on the users in rule A was
to consider that the users returned to attend the sports facilities. Thus, in the 174 users
retrieved, where before the attribute X1 2] 30, 60], was changed to X1 2 [00, 07]. By
recycling the predictive model after this simulation a new set of actionable rules could
be generated as presented in Table 9.

The observation of the Table 9 allows us to verify that the rules with a threshold of
more than 90% have been reduced to 4, with two remaining, and two emerging rules
that have a threshold of withdrawal above 90%. The first of the rules that remained,
rule A, is the rule on which the loyalty actions were applied, and now presents a higher
level of dropouts and a lower number of users, since the recovered ones have come to
be considered by other rules.

With the recovery of users by changing the attribute X1, changes would be
expected at the level of the whole predictive model, which is why new rules with
withdrawal limits higher than 90% appear, and new attributes, like X6, ‘fitness activ-
ities attendance’, are considered. That is why the recycle of the predictive model should
only take place after complete the cycle of the loyalty actions to avoid concept drift
during the campaign. However, it is desirable that the predictive model be recycled
after completing the campaign so that it adapts to the new data, discovering new
actionable attributes and generating new rules if appropriate.

5 Conclusions

In a context of great supply in health clubs and gyms, the sports services sector is
characterized by a high dropout rate. The increase in retention of customer is nowadays
a challenge that requires concrete and personalized actions. Most of data mining
techniques achieve interesting patterns for churning. However, the implementation in
real scenarios is still in development.

Table 9. Actionable knowledge in the second loyalty campaign

Actionable Rules

Actionable rule A:
If 

X1 (days without frequency) ]30, 60] and 
X4 (number of renewals) = 0

Then 
dropout = 99.71%

Actionable rule B:
If 

X1 (days without frequency) ]60, [ and 
X3 (number of months of enrollment) ]12, [

Then 
dropout = 98.42%

Actionable rule C:
If 

X1 (days without frequency) ]30, 60] and 
X2 (aquatic activity attendance) = False and
X4 (number of renewals) > 0

Then 
dropout = 97.18%

Actionable rule D:
If 

X1 (days without frequency) ]15, 30] and 
X6 (fitness activity attendance) = False 

Then 
dropout = 96.34%
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We reuse the data pipeline presented in (Cavique 2006; Pinheiro and Cavique 2018;
Pinheiro and Cavique 2019) with three steps: data collection, predictive model and
loyalty actions. This data pipeline corresponds to the domain-driven approach pre-
sented by Cao (Cao et al. 2007; Cao 2010), where the predictive model delivers
actionable knowledge and the loyalty actions return a business utility measure.

In the data collection phase, real data from databases of the sports facilities is used,
containing information of more than 8,000 users with 51 attributes.

In the predictive model phase, actionable attributes are identified and actionable
knowledge rules, extracted with the decision trees, with a dropout threshold above the
90%, are detailed.

In order to follow the simulation of the loyalty actions only one subset of users is
created using the information of Actionable Rule A. The same subset was divided into
test and control group, and A/B test was performed with success. This experiment
allowed us to achieve a value for the business utility and to generate a set of actionable
rules for the second loyalty campaign.

In this work data-driven approach was overcome and we believe domain-driven
approach was reached with real actionable attributes, real actionable rules and a con-
crete business utility measure. It is not enough to have technical interesting and sig-
nificant metrics. The real world requires a business utility, which can be easily justified
and applied.
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Abstract. Different activities are performed by people during the day
and many aspects of life are associated with places of human mobility
patterns. Among those activities, there are some that are recurrent and
demand displacement of the individual between regular places like going
to work, going to school, going back home from wherever the individual
is located. To accomplish these recurrent daily activities, people tend to
follow regular paths with similar temporal and spatial characteristics.
In this paper, we propose a method for discovering common pathways
across users’ habits. By using density-based clustering algorithms, we
detect the users’ most preferable locations and apply a Gaussian Mix-
ture Model (GMM) over these locations to automatically separate the
trajectories that follow patterns of days and hours, in order to discover
the representations of individual’s habits. Over the set of users’ habits,
we search for the trajectories that are more common among them by
using the Longest Common Sub-sequence (LCSS) algorithm considering
the distance that pairs of users travel on the same path. To evaluate
the proposed method we use a real-world GPS dataset. The results show
that the method is able to find common routes between users that have
similar habits paving the way for future recommendation, prediction and
carpooling research techniques.

Keywords: Habits · Longest Common Sub-sequence ·
Gaussian Mixture Model · Pattern · Mobility ·
Spatio-temporal clustering

1 Introduction

The first efforts to learn human mobility patterns were associated with classic
social sciences back in the nineteenth century where sociologists proposed stud-
ies to measure the time people spend doing different activities throughout the
day [18]. Nowadays, the pervasiveness of position-enabled personal devices also
boosted new disciplines in the direction of studying the mobility behavior of
individuals from mobility data [3,9]. According to a recent survey [18], the avail-
ability and scale of mobility data are expected to grow exponentially, as more
and more physical objects will be connected to the Internet of Things (IoT).
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Several studies confirmed the intuition that human mobility is highly pre-
dictable, centered around a small number of base locations [6]. This opens a
wide range of opportunities for more intelligent recommendations and support
of routine activities. Still, empirical studies on individual mobility patterns are
scarce. A review published by MIT Technology1 reveals that the collection and
analysis of information from simple cheap cellphones is able to give us very use-
ful insights into how people behave and perform their mobility traces. A range
of applications can leverage from the discovering of locations, similar users and
their habits like recommender systems [27], location based advertising [14] and
carpooling [19].

Longest common sub-sequences has been the aim of research in many differ-
ent scenarios in computer science where pattern recognition, text analysis, speech
identification and comparison between files and trajectories were improved. In
the Biological field it is applied in comparison of genomics [22], rapid search in
huge biological sequences [21] and re-sequencing strings [8].

In this paper, we propose a method for discovering common pathways across
users’ habits without any a priori or external knowledge. First, we perform
density-based clustering for spatio-temporal data to obtain the places the user
visits the most. Secondly, a Gaussian Mixture Model (GMM) is applied over
the clustered origin x destination (OD) places to automatically separate the
trajectories into habits. Finally, we apply a variation of the Longest Common
Sub-sequence (LCSS) algorithm over the habits to find those trips that are more
similar.

The following section presents the literature review and the most important
related works. The remainder of the paper describes the methodology and the
data set utilized to assert the validity of the method in Sect. 3, in Sect. 4 we
discuss the experiments and results obtained. Finally, the conclusions and future
work are presented in Sect. 5.

2 Related Work

In recent years, the interest in methods to analyze mobility data has grown and
researchers have been applying data-mining techniques over many scenarios. In
this section, we review some relevant works which leverage the information con-
tained in these data for a multitude of different applications and show how it can
be effectively used for understanding the human habits and mobility patterns.

Several methods based on density have been proposed in order to discover
regions of interest although most of these methods are used to aggregate spatial
point objects [4,10]. The semantic movement of trajectories was studied by [11].
In order to discover personalized visited-POIs, [16] proposed a method to esti-
mate fine-grained and pre-defined locations. Identification of meaningful places
and similar user profiles was studied in [1].

1 http://www.technologyreview.com/featuredstory/513721/big-data-from-cheap-
phones.
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Many researchers are also interested in mobility patterns. Most location-
based services provide recommendations based on a user’s current location or
a given route or destination. Even though there are indications that human
movement is highly predictable, daily and weekly routines of individual users
constitute a largely unexplored and unexploited area. The temporal character of
human behavior is explored in [6]. Call Detail Record (CDR) data was used to
identify weekly patterns of human mobility through mobile phone data in [17]. In
[14], a methodology that analyzes user location information in order to identify
users’ habits is introduced by making use of clustering, sequential mining, and
Apriori algorithms. In [15], a method for detecting regular behaviours of elderly
people through the analysis of data from sensors disseminated in their home and
detect some emerging pathologies is proposed. In [23] the authors proposed a
framework for mining individual similarity based on long-term trajectory data.

In the longest common subsequence (LCSS) field, is worth to mention the
work of [7] that propose a new spatial and temporal characterization of travel
patterns in a traffic network using vehicle trajectories. A modified version of the
LCSS algorithm which takes into account the better matches between the points
of the trajectories getting a better alignment of the values is introduced.

3 Methodology

Some definitions must be set in order to understand better the concepts
addressed in the methodology: A point is a triple of the form p = (latitude,
longitude, time) that represents a latitude-longitude location and a time-stamp.
A trajectory is sequence of ordered points triples Tr = (p1, p2, . . . , pn) where
pi is a point and p1.time < p2.time < ... < pn.time.

Other characteristics are also important to mention: Trajectories may have
different lengths. As individuals tend to move accordingly to their needs and
singularities (e.g., N and M can be different for Tri = (p1, p2, ..., pN ) and Trj
= (p1, p2, ..., pM )). Trajectories may have different directions. In the context of
individuals’ movement, the direction of each trajectory is an important condition
for the similarity of trajectories. As we propose study habits of users, two trajec-
tories moving in opposite directions should be considered as different trajectories
despite their close proximity to each other as they may represent different habits
(e.g., going to work from home and going back home from work).

3.1 Dataset

Geolife Dataset. This GPS trajectory dataset was collected in (Microsoft
Research Asia) Geolife project by 182 users in a period of over three years
(from April 2007 to August 2012). The dataset contains 17,621 trajectories with
a total distance of about 1, 2 million km and a total duration of 48,000+ h.
These trajectories were recorded by different GPS loggers and GPS-phones, and
have a variety of sampling rates. 91% of the trajectories are logged in a dense
representation, e.g. every 1 to 5 s or every 5 to 10 m per point [25,26,28].
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Preprocessing and Data Transformation. As we are dealing with move-
ments and transitions, one need to derive new information from the original
data to calculate key features such as time delta of the transitions, traveled dis-
tance between points, start and stop positions, time and day of the week, length
and duration of a trajectory. In this work, we denote a new trajectory every time
an individual stop moving or the time delta between points is more than 30 min.

3.2 Stay Points Detection

A Stay Point (SP) represents a geographic region in which an individual stays
longer than a given time threshold θ within a distance threshold λ. The algorithm
is a hybrid density and time-based proposed in [24]. It is denoted by a quadruple
of the form Sp = (latitude, longitude, timearrive, timeleave). For this experiment,
we set the parameters distance threshold λ as 200 m and the time threshold θ
to 20 min. The values were set based on similar studies from the literature [28].
An example of SP is shown in Fig. 1.

Fig. 1. GPS log and stay points [24]

3.3 Points of Interest (POI) and Meaningful Places

In human mobility data, usually, the last point of a trip is associated with a Point
of Interest (POI) or Meaningful Place representing the place that the person
visited. A POI is a geographical object that is interesting for a specific application
and is usually associated with a community of users as it is of interest of many
people. An example of POI is the Tsinghua University Northwest Campus which
most of the users of this dataset have visited. More details about this in Sub-
section in 4.2. In contrast, a Meaningful Place (MP) is defined as a frequent
location visited by an individual. This can be the user’s home, a particular
location like a parents’ or friends’ house. Taking into account we have the user’s
stay points, now we need to look for those places (stay points) a person visits
repeatedly in order to form the so-called users’ MPs which may or may not be
a POI.

Location detection techniques (like identification of POIs and MPs) com-
monly make use of density-based methods. This is because the mechanism of
density-based clustering is able to detect clusters of arbitrary shapes without
specifying the number of the clusters in the data a priori and it is also tolerant
of outliers (noise). For this, we apply the well know DBSCAN [5] algorithm.
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3.4 Identification of Habits

According to Andrews B. from the Psychology field, a habit is a more or less fixed
way of thinking, willing, or feeling acquired through previous repetition [2]. One
important task to identify habits is to filter the data in order to maintain just
trajectories which may represent some meaningful movements. So, we consider
just trajectories with more than 50 points and 5 min of duration. We also filter
out trajectories with more than 20 km of distance and 6 h of duration as these
trajectories hardly will be part of an individual daily habit. In the end, users
with less than 150 trajectories are also deleted as this is a too short amount of
moves to represent habits.

Individuals have a remarkable propensity to return to their frequently visited
places. Hence, the interactions between individuals and these places are likely to
represent an individual’s characteristics. After clustering the user SPs into MPs
or POIs as described in Subsect. 3.3 we ended up with: trajectories not con-
necting MPs (those who start and end in places classified as noise), trajectories
connecting one MP at the end or at the start and trajectories connecting two
MPs. For the habits study purpose, we focus on the last item as we are interested
in discovering frequent movements across meaningful places considering only the
two locations that have at least 5 trajectories connecting them.

3.5 Gaussian Mixture Model to Classify the Different Habits

We can say that time is continuous and circular whereas the day of the week
is a discrete ordered value. With daily users’ habits it’s not different. Based on
that, our idea is to transform the start and end hour of each trajectory in a
way that 23:55 and 00:05 are 10 minutes apart and may be part of the same
habit. To tackle this issue we create two new features, deriving a sine and cosine
transform from the start hour according to the formulas in Eqs. 1 and 2. Note
that the value 86, 400 is related to the total number of seconds in a day (60 s *
60 min * 24 h).

StartHourSIN = SIN(2π ∗ “HabitHourInSeconds”/86, 400) (1)

StartHourCOS = COS(2π ∗ “HabitHourInSeconds”/86, 400) (2)

Even though the definition of a habit stated in Subsect. 3.4, the distribution
of the habits data may be non-normal resulting in more than one peak along the
day when dealing with individuals that use to go to a certain place in a non-strict
way. Here we propose utilizing a Gaussian Mixture Model to handle these data
and segment it into habits in a dynamic way following just the natural breaks of
the data. Figure 2 shows the starting hours of a given user habit. One can notice
that this user has 37 different starting hours for the same Origin×Destination
pair depicted in Fig. 2(a) while is possible to verify the segmentation made by
the multiple Gaussians in the start hour distribution in (c).
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(a) Starting hours and
their classes.

(b) Histogram of the starting
hours with three main peaks.

(c) Densities of the mix of
Gaussians found over the

distribution.

Fig. 2. GMM model over the start hours of the trajectories. The blue dots on the top
and the bottom of the left image represents the same class of trajectories that occur
close to 23:00 pm and 02:00 am and the x axis represents the observations. (Color
figure online)

3.6 Longest Common Sub-sequence to Discover Pathways

According to [13], the similarity of trajectories can be defined in various ways,
e.g., origin-based, destination-based, OD pair-based, route-based. One way to
identify this is to check if there is an overlap between two trajectories. Since
the individuals’ movements are constrained by the road network or sidewalks,
portions of trajectories will be completely overlapping (at a macroscopic scale)
if they traveled the same road/sidewalk section. The Longest Common Sub-
sequence (LCSS) [20] is an algorithm for finding the longest common sub-
sequence of two sequences. It was originally proposed in the field of string match-
ing. Two strings with different lengths are given to find a set of characters that
appear left-to-right, not necessarily consecutively, in both strings. This approach
is more robust to noise and outliers than similar approaches like Dynamic Time
Warping (DTW) [12] because not all points need to be matched.

Our idea is to use LCSS in two phases: first, one is at the individual level over
the habits of many users that we found in Sect. 3.4 to get the most representative
trajectories of the user. As mentioned before, an individual tends to follow similar
routes to travel between locations (be it a POI or a MP). Thus, we count the
hits a trajectory matches to others and select the top five trajectories for each
habit of each user. In phase two, we iterate over all the users’ most significant set
of trajectories to find those pairs of trips that share the same pathway. For this
study we consider a trajectory being similar to others when there is an overlap
of more than 75% of the shortest trajectory. This value is set based on empirical
evaluation of the most common paths as we intend to find the longest part of
overlapping between two trips. As much as we decrease this value the number
of common paths increases but the quality of matching paths decreases.
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4 Experiments and Results

4.1 Clustering Results

One of the main advantages of density-based clustering techniques like DBSCAN
[5] over partition methods like KMeans is that it can identify and form clusters of
arbitrary shapes. Although user movements are constrained by road or sidewalk
networks, the trajectories can present dynamic and arbitrary shapes with respect
to the individuals’ needs. Following this idea, we cluster the stay points and
find the most significant locations based on the frequency of visits/stops. For
illustration purposes, we select 5 users as a sub-sample of the whole dataset
to show the results regarding the clustering process. The results are shown in
Fig. 3. Each dot represents a MP or POI, the colors represent the users. We set
the DBSCAN parameters MinPts to 5 and the eps to 70 m.

Fig. 3. The top significant locations of the first 5 users of the dataset. Note that most
of locations are concentrated around the university campus. The colors represent the
users: red is the user 001, blue is the user 002, purple is the user 003, gray is the user
004 and yellow is the user 005. (Color figure online)

4.2 Habits Results

The knowledge discovery process over raw location data has led us to a panorama
of the mobility patterns of the given community. Main factors that characterize
habits are related to the start hour, length and duration of the trajectories that
follow an Origin×Destination pattern. Figure 4 shows the three different habits
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Fig. 4. Three main habits returned from the start hours connecting the top two loca-
tions of the user 004

returned from the Gaussians showed in Fig. 2 for the trajectories of the user
connecting the two locations.

Another relevant way to analyze habits is looking for the day of the week a
trip was taken. Routines are very common in human patterns and some of them
may occur less often than the others. Playing football, going to the cinema,
shopping at a supermarket are common examples of such situations. In Fig. 5
we show the distribution of the trips in a weekly view distributed by days.

Fig. 5. Distribution of the trajectories according to the hour and day of week from the
top two meaningful locations of the user 004

4.3 Common Pathways Results

Based on the characteristics of the dataset utilized for this study, is not a surprise
that all of the users share at least one destination region, which is the University
Campus. Many of them also share some student residences as similar POI. That
said, we show the most common trajectories over a subset of 5 users that were
found applying our method. Some trajectories share an overlap of 100% across
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individuals’ habits (like going to work and going back home) as we stated in
Sect. 3 and up to 100% across users’ trips. This high value is due to the common
locations mentioned at the beginning of this sub-section.

Individuals’ Level - Phase 1. Figure 6 shows the highest matched paths at
individuals’ level. Table 1 represents the details about the trajectories like time-
stamp and coordinates. The color and image columns refer to Fig. 6.

Table 1. Highest matched paths at individuals’ level

Date Origin coords Destination coords Color Image User

2008-11-01 09:25:00 39.99972, 116.32741 40.00765, 116.31969 Red Left 003

2009-02-22 21:35:00 39.99991, 116.32747 40.01152, 116.32168 Blue Left 003

2009-04-09 21:15:00 39.99995, 116.32735 40.00613, 116.32569 Red Right 004

2008-12-04 08:25:00 39.99981, 116.32682 40.01069, 116.32206 Blue Right 004

Fig. 6. The left image represents the common paths from the user 003. The right image
represents the common paths from the user 004. Note that all trajectories depart from
the same location Tsinghua Park Aged University.

Cross-Users Level - Phase 2. Figure 7, the left image shows the highest
matched paths between the pair of users 005 and 003. The number of matched
points is 74 having the user 003 the biggest trajectory sharing 81% of the total
routes. The right image shows the highest matched paths between the pair of
users 003 and 004. The number of matched points is 72 also having the user 003
the biggest trajectory sharing 81% of the total routes.

Table 2 represents the details about the trajectories of common paths across
users like time-stamp and coordinates. The color and image columns refer to
Fig. 7.
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Table 2. Common paths across users habits

Date Origin Coords Destination coords Color Image User

2008-12-05 06:20:00 39.99994, 116.32604 40.01071, 116.32179 Red Left 005

2009-03-03 06:25:00 39.99998, 116.32739 40.01108, 116.32189 Blue Left 003

2008-11-17 17:30:00 40.00735, 116.31998 39.99994, 116.32746 Red Right 003

2009-07-06 02:05:00 40.00943, 116.32021 39.99984, 116.32740 Blue Right 004

Fig. 7. The left image represents the common paths across the users 003 and 005. The
right image represents the common paths from the users 003 and 004. Note that all
trajectories depart from the same location Tsinghua Park Aged University.

5 Conclusions and Future Work

Although human nature seems to be random, the analysis of historical records
of daily mobility data of the users shows a very high degree of predictability and
recurrent actions characterized as habits. Following this idea, we show that most
people have a relatively regular schedule and frequent routes when they travel
from one location to another.

In this research, we present a method to process mobility data and discover
the most frequent places an individual move between. We also present a Gaussian
Mixture Model to find individual’s habits combined with the Longest Common
Sub-sequence algorithm to identify the most common pathways across the users’
habits. The usefulness of the approach is shown in a real-world dataset from
GPS records performed in Beijing/China demonstrating that is possible to reach
a satisfactory level of knowledge over raw data.

For future work, we intend to propose a modification on the LCSS algorithm
to obtain similar trajectories in a faster way and incorporate the time feature
when comparing the pathways between user’s habits. Map matching tasks includ-
ing external information in order to find the semantic meaning of the individuals’
trips and the collective points of interest or regions of interest also is on the list
of intentions. We also consider extending the research to recommender systems
and carpooling based on habits and places shared by similar individuals.
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Abstract. In this paper, we expose a hybridization methodology for helping to
overcome the pitfalls of conventional What-If analysis process design and
development by discovering the best recommendations for What-If analysis
scenarios’ parameters using OLAP preferences. The hybridization process aims
at assisting users during the decision-making processes by suggesting the most
adequate scenario parameters according to their needs, making What-If sce-
narios more valuable, helping them during decision-making processes. The
hybridization process provides several advantages to companies by making
possible to study the behavior of a system without building it or creating the
circumstances to make it happen in a business real-world system. Thus, knowing
existing approaches for extracting preferences when dealing with OLAP
application environments has clear business advantages. This work is about this,
with a particular focus on discovering analytical preferences for personalizing
What-If application scenarios.

Keywords: Business intelligence � What-If analysis �
On-Line Analytical Processing � Usage preferences � OLAP personalization �
Alloy formal specification

1 Introductions

The amount of data for analysis and the complexity of OLAP (On-Line Analytical
Processing) queries for answering are two factors that can influence drastically
querying time response. When the execution of a query takes more than a few minutes,
the company productivity can be impaired. Therefore, knowing which data should be
materialized is a relevant step during any analysis process [1]. The outcome of complex
OLAP queries may be a huge volume of data, which may contain a low percentage of
interesting information to the user. Due to large volumes of data, typical OLAP queries
performed using OLAP operations – e.g. roll-up, drill-down, or slicing-and-dicing –

can make data explorations a large burden or even impractical. Using personalization
can help the user by assisting him during OLAP analysis by suggesting the next step or
even by helping users to choose which information is the most interesting. Thus,
integrating preferences can be valuable in OLAP analysis.

What-If analysis [2] allows for helping managers and executives, persuading
completely decision-making processes. This decision method and technique permits the
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creation of hypothetical scenarios for inspecting the behavior of a complex system, by
analyzing effects caused by changing a set of decision variables. A What-If analysis
process starts with the intention of executives or managers to take future steps, which
have some doubts or questions that need to have an answer for supporting a particular
decision. Then, decision makers are responsible for creating hypothetical scenarios
about the specific business situation for exploring and helping them to take business
decisions. Running the simulation model enables the user to get a better understanding
of the business and to explore different outcomes that are likely to occur under different
scenarios.

The lack of expertise of a user during a What-If design and implementation is one
of the pitfalls of the What-If analysis process itself. A user who is not familiar with the
What-If process or even the business data, may not choose the most correct parameters
in an application scenario, leading to poor results or inadequate outcomes. One possible
way for solving this is integrating OLAP preferences [3] in the process. The extraction
of OLAP preferences according to each analytic session promoted by a user may come
as an advantage to decision-makers, since it provides a very effective way to person-
alize the outcome of queries of analytical sessions and multidimensional data structures
acting as their decision-making support. OLAP preferences can recommend a set of
related scenario parameters, introducing helpful and useful information to the appli-
cation scenario under construction.

In this paper, we make a review of some of the most relevant OLAP personalization
techniques for choosing the most adequate OLAP personalization technique to inte-
grate in the conventional What-If analysis process with the goal to extract OLAP
preferences. Overviewing OLAP personalization will help to provide the basis to
choose the most acceptable way for extracting preferences in the hybridization process
[4] we designed and developed. Additionally, we reinforced the characterization of the
hybridization process providing a strong formal specification of the extraction of
preferences phase using Alloy. The rest of the paper has the following organization:
Sect. 2 presents a general overview of personalization systems, Sect. 3 exposes per-
sonalization in OLAP systems, and Sect. 4 reveals the specification of the extraction of
preferences to validate the whole process. Finally, in Sect. 5, we conclude the paper
presenting some conclusions and discussing some research lines for future work.

2 Personalization Systems

2.1 Using Personalization

Personalization (or recommender) systems are software tools and techniques to dis-
cover and recommend items that are more appropriate to a specific user. To do that, the
system must be able to deduce what are the needs or requirements of the user. Rec-
ommendations help users for discovering what they are looking for, filtering and
obtaining the best outcome based on their preferences, as for instance, likes, dislikes or
orientation. In general, personalization systems help users to focus on the most inter-
esting data.
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Personalization systems are already widely used. These systems differ essentially
on the approach chosen for discovering which will be the recommendations for the user
[5–7], and can be organized in five large categories, namely:

(1) Content-based filtering – the content-based systems aim is to recommend items
that are similar to items that a specific user has already expressed as interesting.
Interesting information is stored in a user profile. The system analyses the
description of those items, in order to determine the common preferences or set of
features used to characterize the set of items. The personalization system is then
responsible for interpreting the defined preferences, comparing them with unrated
items and discovering which unrated items could be suggested as interesting to the
user. The system opts to choose the unrated items that are similar to the ones on
the user profile.

(2) Collaborative Filtering – these systems suggest recommendations to the user that
are based on items that other users, who share similar interests considered
interesting. More specifically, these systems aim to match the rating system for
objects of a specific user with the rating system for objects of similar users, which
means users that have similar interests or even characteristics, in order to produce
recommendations for items not yet rated by the user. These systems use a mining
classification algorithm that compares a user’s profile with historical profiles of
other users to identify which ones have similar tastes or interests.

(3) Knowledge-based – this recommender system offers items to users based on
knowledge about the users, items and their relationship. These systems aim at
recommending items to a user based on a specific knowledge domain about how a
specific item is useful for a particular user. In other words, how the item features
adapt or meet the users’ needs or preferences.

(4) Hybrid Recommender Systems – this type of recommender systems is based on
the combination of the above described systems. A hybrid system, for instance,
combines a technique A with a technique B, and tries to use the advantages of the
technique A to fix the disadvantages of the technique B.

(5) Computational intelligence-based – some recommendation tasks can be solved
with the help of techniques developed in the field of computational intelligence,
like data mining algorithms: clustering techniques, association rules, Bayesian
techniques and artificial neural networks.

2.2 Personalization in OLAP

More recently, some personalization techniques have been developed in multidimen-
sional databases context. Personalization and recommendation are used to make the
OLAP experience less confusing to the user. The main goal is to help the user by
orienting him/her during the OLAP session analysis when navigating huge amounts of
multidimensional data.

The recommendations are made to guide the user through the OLAP session, by
filtering the irrelevant results so that the user can focus on the most relevant data.
OLAP personalization helps the user to deal with either too many or too few results,
formulate a query corresponding to a specific objective that the user can’t express or
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even to suggest new queries to pursue the navigation. To do this, the integration of
preferences is useful. Preferences are used to get the irrelevant results filtered or even
rank the results to get the most relevant first. The main goal of the use of personal-
ization in an OLAP context is to ease the entire user experience. The personalization
helps the user to get more refined information in its analysis, by delivering relevant
information to the user. OLAP personalization can fit into each of the following
approaches [8]:

– Query recommendation. The system recommends queries based on the current
query and on information of past sessions. This approach aims essentially to help
the user to navigate the cube by easing this process in an OLAP session analysis.

– Personalized visualization. The user specifies a set of constraints that are used to
determine a preferred visualization.

– Result ranking. The system is responsible for ranking the results of a specific query.
The ranking process consists of using a total or partial order to organize the data and
display the most relevant data first.

– Query contextualization: based on a previous analysis of the context of the OLAP
session, suggestions are made to the user to enhance the current query by adding
context-based preferences predicates.

OLAP personalization and recommendation approaches can be categorized using the
following criteria [9]:

– Formulation effort. This criterion refers essentially to the level of involvement of the
user regarding the user preferences during OLAP sessions. In some approaches, the
user needs for specifying manually his preferences, while in others, user preferences
are inferred from the context of the analysis and the information of the user profile.

– Proactiveness. This criterion allows for evaluating how some approaches react
during OLAP sessions. Suggesting new queries based on past navigation is an
action of low proactiveness. Changing the current query or posting an outcome
before returning them to the user is an example of an approach with increased
proactiveness.

– Prescriptiveness. An approach with a high prescriptiveness uses profile elements as
hard constraints, adding them to a query. On the other hand, an approach with a low
prescriptiveness uses profile elements (preferences) as soft constraints, adding them
to a query: tuples that satisfy as many profile criteria as possible are returned even if
no tuples satisfy all of them.

Taking in consideration the above descriptions, the user’s experience in an OLAP
session can be improved by (i) decreasing the formulation effort by decreasing the user
involvement in the definition of the preferences; (ii) increasing the proactiveness by
limiting the interference of the user by changing the current queries and anticipating the
query results; and (iii) providing low prescriptiveness by annotating queries with soft
constraints. According to [10], the following topics describe the OLAP personalization
types developed in the literature:
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– The Dynamic personalization consists in creating an adapted OLAP cube during the
execution time according to the needs and performed actions of the user approach
[11].

– Visual personalization of an OLAP cube consists in easing the process of com-
posing queries for the user in a database language, like SQL or MDX. An interface
for formulating queries with graphical OLAP schema was provided by [12].

– In a User Session Analysis approach, the main goal is to recommend patterns
detected in query logs of past OLAP sessions for helping users in a current session.
The discovered information from past sessions delivered to the user aims to help the
user navigate the cube, when facing the same unexpected data as the current ses-
sions [13].

– In a User Preference Analysis approach, the recommendations suggested to the user
are based on his preferences. User preferences can be inferred from context-based
method of his OLAP session analysis and are used to help the user on further
analysis. User preferences are stored in a user profile and ranked with a degree of
importance, and in a posterior phase are used to generate recommendations - the
recommendation with the highest degree of importance is displayed to the user [14].

– Preference Constructors. This approach consists of an algebra that allows for
expressing preferences on queries. In other words, an algebra that allows for for-
mulating preferences on attributes, measures and hierarchies. Preferences can be
expressed on both categorical (attributes) and numerical (measures) domains and
can be formulated on the aggregation level of data [3].

3 Extracting OLAP Preferences

Preferences [15] arise naturally on a daily basis. The definition of preference is quite
common in our daily life, which means that people can intuitively express their pref-
erences. When facing two objects, a person used to express his preferences in a
declarative way. For example, someone can automatically say “I like A better than B”,
and this kind of interpretation of preferences is universally understood. All user
preferences should be considered and fulfilled as much as possible. The system rec-
ommends to the user the most similar suggestion that fits best its preferences. Pref-
erences can be modelled mostly using strict partial orders.

Performing OLAP Mining [16] is one of many ways we can use for extracting
preferences. OLAP mining is a mechanism that integrates OLAP and data mining,
which means that a data mining technique is applied to a part of the multidimensional
structure containing historical data at different levels of abstraction. The choice of the
data mining technique must be done according to the user’s needs. Data mining aims to
help for discovering non-trivial, unknown and interesting knowledge (or patterns) in
the data stored in large historical databases.

OLAP mining techniques are very promising due to its characteristics. OLAP
mining provides the user with the flexibility of choosing the desired mining function
and the possibility of switching mining tasks dynamically and consequently ease the
process of extracting and achieving the required outcome. Dealing with data mining, it
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is possible to work on consistent, integrated and cleaned data. If the user wants to
improve the quality of data, he can perform some techniques of pre-processing data,
like data cleaning or data integration. This pre-processing data step is essential for
achieving the best data quality and consequently the better quality of the mining
outcome. Finally, OLAP operations brings to OLAP mining the advantage of inter-
active exploratory data analysis. Through the OLAP operations, roll-up, drill-down,
slice and dice and pivoting, we have the ability to select portions of interesting data,
analyzing data at different levels of abstraction and display knowledge in different
formats.

Knowing beforehand what type of knowledge to extract from the data cube is quite
a difficult task to the user. With the integration of OLAP and data mining, it is possible
to interleave cubing and mining functions to perform flexible mining and discover
interesting knowledge in data cubes in a highly interactive way:

– Cubing then mining. One can perform cubing operations to select the portion of the
cubing to be mined and then apply a data mining technique. The data mining can be
applied to any portions of the data cube.

– Mining then cubing. Data mining can be first performed on a data cube and then the
result can be analyzed further by performing cubing operations.

– Cubing while mining. By performing cubing operations during mining, the mining
operations can be performed at different abstraction levels or on any portion of the
cube.

– Backtracking. It should be possible to backtrack one or more steps in the mining
process so the user can explore alternative mining paths and ease the interactive
mining process. By jumping back a few steps in the mining process, one can
consider other mining operations and analyze the alternative results.

– Comparative mining. One should allow comparative data mining, which means,
comparing alternative data mining processes. It should be possible to compare side
by side the mining techniques results, efficiency and other aspects.

The known set of OLAP mining techniques were developed based on the traditional
data mining methods. These OLAP mining techniques consist in including features
from analytical processing into mining techniques, so they can be applied to multidi-
mensional data structures. In [16] we found a definition of OLAP mining techniques,
which characterize them in OLAP-based characterization, comparison, association,
classification, or clustering analysis. Let see shortly each one of them.

Data Characterization is used to generalize a set of task-relevant data based on data
generalization. This technique is used to extract different kinds of rules of the data
cube. The application of this method leads to the extraction of set of characteristic rules
that summarizes the set of general characteristics of a set of user-specified data. This
technique is useful to characterize a target class, like, for example, frequent customers.
It allows to define the characteristics of specific customers that can be summarized by a
characteristic rule. The characterization technique can be integrated with OLAP tech-
niques, such as drill-down (progressive deepening) and rollup (progressive general-
ization). These operations help to discover the set of characteristics in different levels of
abstraction. Progressive deepening (drill-down) starts with a high-level cuboid and then
progressively specializes attributes to lower abstraction levels. This approach is
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considered to be the best one, since it starts by finding the general data characteristics at
a high abstraction level, and then follows to interesting paths to drill down to spe-
cialized cases. This is the opposite of what happens with progressive generalization
(roll-up), which, starting with a more conservative generalization process, first gener-
alizes the data to a level higher than the existing in the primitive data cube.

Comparison is the second technique. It is used to mine the set of discriminant rules
that summarize the general features of a target class in order to distinguish that class
from other classes. For example, mining a discriminant rule that summarizes the
characteristics of a customer to distinguish that one customer from others. This tech-
nique is similar to the OLAP-based characterization, described before. However,
OLAP-based comparison uses comparative measures to be easier to distinguish classes.
It is implemented as follows. The set of relevant data in the database is collected and
partitioned into a target class and one or more other classes. Then, an attribute-oriented
induction is performed on the target class to extract a main cuboid. Then the set of
contrasting classes are generalized to the same level as those in the main cuboid,
forming the main contrasting cuboid. Finally, the information contained in these two
cuboids is used to generate quantitative and qualitative discriminant rules.

Next, we have association. It aims to extract, from a set of relevant data, a set of
association rules at multiple levels of abstraction. Facing an OLAP environment, it is
important to consider the dependencies between attributes within the same dimension
and between dimensions. Therefore, there are two kinds of associations: inter-attribute
association and intra-attribute association. The intra-attribute association is the asso-
ciation within one or a set of attributes formed by grouping of another set of attributes.
On the other hand, inter-attribute association is the association among different attri-
butes. Classification is the fourth technique, and it aims for analyzing a set of training
data with a known class label and constructs a model for each class based on the data
characteristics. A set of classification rules is generated and used to classify future and
unknown data. There are many classification methods, the most used including deci-
sion tree methods, like ID-3 and C4.5 [17]. In an OLAP environment, the classification
methods consist on four phases:

(i) collecting the relevant data and partitioning the data into training and testing data
sets;

(ii) analysing the relevance of the attributes in the training set, which is made by
determining how much an attribute is relevant to the class attribute; a general-
ization operation is also performed at this phase, allowing to classify the objects
in the different levels of abstraction;

(iii) applying the mining algorithm and creating the classification tree (also called
decision tree);

(iv) testing the effectiveness of the created model using the testing data set.

Finally, the clustering technique consists in grouping a selected set of relevant data into
a set of clusters. The clusters must ensure that the similarity between two different
clusters is low and the similarity within the same cluster is high. The clustering process
is based on a well-known mining method, the k-means algorithm. OLAP-based clus-
tering is performed using a k-means based methods. This kind of methods is considered
promising due to their efficiency in processing large data sets. However, they are
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limited to numeric data. To overcome this difficulty, a method was implemented to
encode concept hierarchies. With this, it is possible, for the adapted methods, to deal
with large data sets with both numeric and categorical attributes. OLAP-based clus-
tering can also be applied at the different levels of abstraction.

4 The Process of Extracting Preferences

To check if the process of extraction of preferences in the hybridization process is free
of defects or inconsistencies, we can run a formal specification [18] and create an
abstract model using Alloy [19]. Alloy is a declarative specification language and can
be checked using the Alloy Analyzer tool. The following descriptive abstract model
describes the main steps of the extraction of preferences process: the OLAP mining
process, i.e. the application of the mining algorithm to the cube structure, we chose the
Apriori-based algorithm [20] for illustration purpose only. Based on this research, we
can say that this algorithm is one of the most adequate for extracting preferences. First,
in the abstract model, we need to specify the mining structure and mining model. These
two elements support the mining association process and store the extracted association
rules. The element MiningStructure defines the data from which mining models are
built and the element MiningModel is created afterwards by applying the mining
algorithm to the data cube.

This mining model stores the set of extracted association rules. Each rule denotes a
logical implication: X ! Y meaning that if X occurs, then it is likely that Y also
occurs. The antecedent can be one or more fields and the consequent can only contain
one field. For example, each rule can be either (Attribute � Attribute ! Attribute) or
(Attribute ! Attribute). Also, each rule needs to be associated with a pair of perfor-
mance measures (support (supp) and confidence (conf)). The performance measures
help the user to identify the set of strong association rules.

In the abstract model, we need to assure the creation of the all the possible combi-
nations of valid rules. To do that we specify the element SubsetField, which consists on
the representation of the powerset of all available fields.
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To specify the set of extracted association rules, we define the ConstructRules predi-
cate. This specification firstly assures that the cube is constructed and creates all the
combination of rules using the available cube fields. To find all the available fields that
are reachable within the data cube, we specify the function related. The predicate
ConstructRules also guarantees that there are no duplicates in the returned set of
created rules.

Next, we specify the set of strong association rules. In our hybridization process, the set
of recommendations are formed using the components of the strong association rules.
An association rule that has performance measures values greater than or equal the
defined performance measure threshold values is a strong association rule. To do this
validation, we need to specify the element PreferenceParameters. This element con-
tains the performance measures thresholds (conf and supp) and the information about
the goal analysis attribute. The predicate ConstructStrongRules uses the Prefer-
enceParameters to filter the rules, returning only rules that are strong rules and contain
the goal analysis attribute. This will allow us to know which attributes are strongly
related with the goal analysis attribute.

Next, we specify the element Preference and the predicate ConstructPreferences,
which creates the set of preferences that will be recommended to the user. This set of
preferences is created by merging attributes of the resultant strong rules. A Preference
is defined by a set of fields and a source strong rule. Preference generation is threefold,
as we can see in the ConstructPreferences predicate.
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We use the Alloy analyser tool to run the specified the abstract model and get a valid
and consistent instance. Figure 1 represents a consistent instance of the described
formal model. In this instance, there were created two valid Rules (Rule0 and Rule1 in
blue). The Rule0 is defined as Measure ! Attribute0 and Rule1 is defined as
Attribute1! Attribute0. The attributes and measure are represented by the yellow
circles. As we can see the PreferenceParameters (in green) is composed by the
supp = 0, conf = 6 and the goal analysis attribute is Attribute1. The Rule1 is considered
a strong association rule since its performance measures [supp = 5; conf = 6] (in
Performance in black) are greater than the ones defined in the PreferenceParameters
and the Rule1 also contains the goal analysis attribute (Attribute1). The Rule0 contains
the same performance measures values than Rule1, but it does not contain the goal
analysis attribute. In the end, the Rule0 is discarded and the attributes of the strong
association rule Rule1 are used to form the preferences and suggest them to the user, in
this case, Attribute1 (the goal analysis attribute) and Attribute0.

Fig. 1. A an example of a consistent instance obtained by the Alloy Analyzer
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5 Conclusions and Future Work

In this paper, the authors overviewed some of the methods of OLAP personalization
and how they have been used in the research community. The main goal of the OLAP
personalization is to help the user providing recommendations in the analysis based on
his/her preferences. The content of this paper will help the authors to choose the most
adequate technique to use in the authors’ developed hybridization process.

This hybridization process was developed to help overcome the pitfalls of the
conventional What-If analysis. The lack of experience of the user could be one of them.
The authors’ hybridization process helps the user by suggesting parameters to be added
in the scenario to perform the What-If analysis process, according to his needs and
goals. Hence, there is a need to use some kind of technology for helping users to
identify and select the most adequate scenario parameters according to their analysis
goals. OLAP preferences are appropriate in this situation. Preferences suggest to the
user business variables that are strongly related to the previously defined goal analysis
business variable in the What-If question.

The OLAP mining process, the OLAP-based association, which consists in
applying a data mining technique on a multidimensional structure, is one of many
possible solutions that can be used to extract preferences and find out which are the
“preferred” and “non-preferred” business variables. In this case, using an association
rules algorithm as the basis of the mining process it is possible to discover which are
the business variables that are related to the goal analysis business variable. Through
the interpretation of the outcome of the mining algorithm, it is possible to discover the
“preferred” set of parameters by pointing out the business variables that are strongly
related to the goal analysis business variable.

OLAP personalization has been significantly useful in decision making process. It
helps the users by reducing the struggle of the analysis process, helping to find the most
interesting information. The time spent by the user in finding the wanted outcome is
significantly reduced. Even in an OLAP session analysis, the time spent in the analysis
can be reduced due to the reduction of the number of queries necessary to “manually”
retrieve the results that best match the user preferences. At the end, we have the basis to
continue this work. The hybridization process consists on integrating OLAP prefer-
ences in the conventional What-If analysis process. The extraction of preferences can
be done by performing OLAP mining, an association mining technique, to get the best
recommendation of scenario parameters in the creation of the hypothetical scenarios
during the What-If analysis process.
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Abstract. Many children suffering from speech sound disorders cannot
pronounce the sibilant consonants correctly. We have developed a seri-
ous game that is controlled by the children’s voices in real time and that
allows children to practice the European Portuguese sibilant consonants.
For this, the game uses a sibilant consonant classifier. Since the game
does not require any type of adult supervision, children can practice the
production of these sounds more often, which may lead to faster improve-
ments of their speech.

Recently, the use of deep neural networks has given considerable
improvements in classification for a variety of use cases, from image clas-
sification to speech and language processing. Here we propose to use deep
convolutional neural networks to classify sibilant phonemes of European
Portuguese in our serious game for speech and language therapy.

We compared the performance of several different artificial neural net-
works that used Mel frequency cepstral coefficients or log Mel filterbanks.
Our best deep learning model achieves classification scores of 95.48%
using a 2D convolutional model with log Mel filterbanks as input features.

Keywords: Deep learning · Sibilant consonants ·
Speech and language therapy

1 Introduction

The sibilant sounds are a subgroup of the consonant sounds that are produced
by letting the air flow through a very narrow channel in the direction of the
teeth [12]. These include sounds like [s] in serpent and [z] in zipper. Sigmatism,
the distortion of sibilant sounds production, is a very common speech sound
disorder in European Portuguese (EP) children [10,22]. Depending on the age
of the child and the degree of the distortion, the speech problem can disappear
naturally as the child grows up and his/her speech organ develop. Yet, in many
cases these problems do not disappear naturally, and it is important that the
child attends speech and language therapy to treat the disorder.
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In order to help children to surpass sigmatism, speech and language patholo-
gists (SLPs) start by teaching the child to produce these isolated sibilant sounds
before progressing to the production of the sounds within words. SLPs use mul-
tiple and repeated tasks to allow the child to practice the sounds and learn how
to produce them correctly. Yet, the repetition of the tasks can lead to the child’s
lack of interest and motivation on doing the exercises. In order to keep children
motivated and collaborative during the therapy sessions, SLPs need to turn the
speech and language monotonous tasks into fun and appealing activities.

As a contribution to overcome the children’s lack of motivation to repeat
productions of the sibilants, we have developed the isolated sibilants game, a
serious game that allows children to practice the isolated sibilants exercise while
playing a computer game [2]. An important characteristic of the game is that it
is controlled by the child’s voice. That is, instead of using a keyboard or other
usual input device, the child must use his voice to play the game. To make this
possible, at its core, the game uses a sibilant consonant classifier that processes
the child’s speech productions. This classifier was trained to distinguish the EP
sibilant consonants, but can be adapted to other languages.

In addition to being appropriate for speech therapy sessions, the game can
also be used for home training. Since the game has the ability to automati-
cally classify the child’s speech productions, it does not depend on the parents
supervision, whose free time may be limited. Allowing children to practice the
sounds often at home during their free time may contribute to faster speech
improvements [3,5,9].

While traditional automatic speech recognition (ASR) systems typically use
hidden Markov models (HMM) [11,14], the classification of isolated phonemes
and words can be successful with support vector machines (SVMs) [7,26,28]. As
for the input features, statistical measures of Mel frequency cepstral coefficients
(MFCCs) are commonly used as input to the ASR classification stages [8,13,
19,27]. MFCCs are a spectral representation of the sounds based on the Mel
scale [11]. We have previously used a less common approach to classify sibilant
consonants. We used the MFCCs as a raw feature [2], that is, without statistical
measures over the MFCCs. This approach has also been successfully used by
Carvalho et al. to classify the five EP vowels [6].

The classification of sibilant sounds is not a novelty. Benselama et al. focused
on the sibilants that are mispronounced by people with Arabic occlusive sigma-
tism [4]. They used MFCCs in artificial neural networks for classifying Arabic
sibilants, along with HMM with Gaussian mixture models (GMM) for segment-
ing these phonemes. Valenini-Botinhao et al. use MFCCs along with other fea-
tures to construct a GMM to classify German sibilants [30]. Miodońska et al.
use MFCCs and other acoustic features on a SVM for the classification of Polish
sibilants [18].

Currently, there has been a tendency to substitute the more traditional
speech classifiers with deep learning models, which have proven to be quite
robust [1,24,31]. The most common features for this type of models are log
Mel filterbanks, which, like with MFCCs, are a spectral representation of the
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sounds based on the Mel scale [23]. More recently, some studies also tested the
use of convolutional neural networks (CNN) on the raw waveform [20,25].

The sibilant classifier in the first version of our isolated sibilants game used
a simple SVM model with the raw MFCCs. That simple classifier achieved an
accuracy of 90.72% [2], with an average false negative rate of 8.73%. While the
score of this sibilant classifier is already high, we were able to improve it by
using deep learning techniques. We compared multiple artificial neural network
(ANN) models, from simpler neural network models with one to three hidden
layers, to convolutional models. We also compared using MFCCs and log Mel
filterbanks as input features to these models. In the end we were able to develop
models with CNN that surpassed the classification scores obtained by the game’s
previous SVM classifier.

The purpose of these classification models is to classify EP child sibilant
consonants in a serious game for sigmatism. Therefore, the false negative rate of
the models must be taken into account. A low false negative rate is important
to ensure that patients receive suitable feedback when their speech productions
are correct. It is important that the game does not misclassify correct speech
productions so that it does not lead the child into error and ensures that the child
does not loose motivation in playing due to the models’ incorrect classifications.
Our CNN models obtained high classification scores (95.48%) combined with
low false negative rates (4.35%), which shows that the models are suitable to be
used in the proposed game for training the EP sibilants.

In summary, the main novelty of this paper is the use deep learning models
to classify EP sibilant sounds from child speech productions, to be used in tools
for speech and language therapy.

2 Sibilant Consonants and Sigmatism

Different sibilant sounds can be produced by using different parts of the vocal
tract. There are two types of EP sibilant consonants: the alveolar sibilants, which
are produced with the tongue nearly touching the alveolar region of the mouth,
and the palato-alveolar sibilants, which are produced by positioning the tongue
towards the palatal region of the mouth (Fig. 1). The vocal folds can either be
used or not, resulting in a voiced or a voiceless sibilant, respectively.

There are four different sibilant consonant sounds in EP: [z] as in zebra, [s]
as in snake, [S] as the sh sound in sheep, and [Z] as the s sound in Asia. [z],
and [s] are both alveolar sibilants, while [S], and [Z] are palato-alveolar sibilants.
Both [z] and [Z] are voiced sibilants, and [s] and [S] are voiceless sibilants.

Most children with sigmatism cannot produce some sibilant sounds correctly
either because they do not use the correct region of the vocal tract or because
they exchange the voiced and voiceless sounds [21]. To correct these distortion
errors, SLPs use different exercises and usually start with the isolated sibilants
exercise, which consists of producing the sibilant sounds for a few seconds.

The continuous repetition and practice of the exercise is essential to master
the isolated sibilant sounds. However this can be very demanding and wearing for
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Fig. 1. Main places of articulation in the vocal tract (Adapted from: The Mimic
Method - Place of Articulation, https://www.mimicmethod.com/ft101/place-of-
articulation (retrieved April/2019)).

Fig. 2. Scenarios for (a) the [z] consonant, and for (b) the [s] consonant.

children, who can feel tired of repeating the exercise and thus stop collaborating
with the SLP. In order to motivate the children on practicing the exercise as
often as required, it is necessary to turn it into a fun activity. To this end, SLPs
usually resort to rewards and make the exercise look like a game.

3 Serious Game for Training Sibilant Consonants

In order to motivate children on doing the isolated sibilants exercise and repeat-
ing it as often as necessary, and to help SLPs on turning this into a fun activity,
our isolated sibilants game uses this exercise [2]. The game was designed for
children from five to nine years old, because usually at these ages the regular
phonological development exchange errors have already disappeared [17].

The game consists of leading the main character to a target. To make the
main character move the child must use his voice. More specifically, the child has
to produce one of the four EP sibilant consonants. An important characteristic
of the game is that it processes the child’s speech productions in real time.
Thus, unlike with other speech and language therapy computer games that are
manually controlled by the SLP, in this game the main character is controlled by

https://www.mimicmethod.com/ft101/place-of-articulation
https://www.mimicmethod.com/ft101/place-of-articulation
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the child’s voice. The character moves towards the target if the child produces
the sibilant consonant correctly. In this way, the movement of the character gives
real time visual feedback about the sound production, which is an intuitive way
of pointing out to the child whether his/her sound productions are correct.

The game includes a different scenario and main character for each of the four
EP sibilant consonants (Fig. 2). These scenarios were created with the help of a
visual artist and with images from Freepik1. In each scenario, the main character
or game goal is related to the addressed sibilant sound, which is an additional
visual cue that helps the child understand what sound she should produce: The
main character for the [z] sibilant scenario is a bumblebee as the EP word for
bumblebee, zangão, starts with the [z] sibilant (Fig. 2a). The main characters
for the [s] and [Z] sibilants are a snake (Fig. 2b) and a ladybug, because the EP
words for snake and ladybug, which are serpente and joaninha, start with the
[s] and [Z] sibilants, respectively. In the [S] sibilant scenario there is a boy who
must run away from the rain to reach the end of the road. The EP word for rain,
chuva, starts with the [S] sibilant.

4 Data Collection and Data Representation

In order to train our EP sibilant models we used sibilant sound productions from
children. The sounds were collected in three schools in the greater Lisbon area.
There was always a SLP present in the recording sessions. 145 children from 4 to
11 years old participated in the recordings, from which there were 83 girls and
62 boys (Table 1). We recorded short and long versions of the four EP sibilants
consonants (that is, a version that lasts less than a couple of seconds and another
that last a few seconds), giving a total of over 1500 sound productions. These
were manually labeled and the correct productions were used for training the
models. Table 2 shows the number of correct sound productions for each sibilant.

In our previous work we used the raw MFCCs as input to the SVMs, that is,
we used the columns of the MFCCs matrix (which were 13× 1 MFCCs vectors)
directly as feature vectors (and no statistical measure over the whole matrix) [2].
Given the good classification scores obtained using these input features, here we
experimented to maintain the same type of features, that is, the raw MFCCs.

To extract the MFCCs we use a 25 ms window with a 10 ms shift. We extract
the first 13 MFCCs. Therefore, each sound production is represented by a 13× t
matrix, where t depends on the duration of the sound. Each column vector of
this matrix consists of the 13 MFCCs of a 25 ms window. We also tried with
log Mel filterbanks as input features. We use the first 40 filters to represent the
data, and kept the same window and shift sizes of 25 ms and 10 ms, respectively.

5 Models for Sibilant Consonants

As explained above, here we propose to use ANN models to classify children’s
EP sibilant productions in a serious game for speech and language therapy for
1 Freepik, http://www.freepik.com.

http://www.freepik.com
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Table 1. Age and gender of children par-
ticipating in the recordings

Age Girl Boy Total

4 0 1 1

5 8 3 11

6 8 8 16

7 19 9 28

8 21 20 41

9 23 19 42

10 3 2 5

11 1 0 1

Total 83 62 145

Table 2. Number of correct sound pro-
ductions for each sibilant.

Sibilant # correct productions

S 276

Z 257

s 278

z 264

sigmatism. We compared multiple neural network models, from simple one hid-
den layer ANNs to more complex CNNs. As a base support for the comparison
between all our models, we kept the input features as similar as possible. We
used the Adam optimizer as our loss function in all networks and we also used
the stochastic gradient descent (SGD) in our CNNs [15]. Below we discuss each
of these models in detail.

We started by experimenting with simple feed-forward ANN consisting of
multilayer perceptrons. The input layer of these networks receives the raw
13 × 1 column-vectors of the MFCCs matrix. We used the rectified linear unit
(ReLU) [16] as the activation function for our neurons, and applied dropout to
the hidden layers, with a drop rate of 40% [29].

The simplest model has just one hidden layer with 50 neurons and an output
layer with 4 neurons. The goal of training this model was to test if such a simple
network can achieve a good separation of the four sounds. We observed that
while the model can distinguish the sounds, it shows worse results than those
achieved by our previous SVM-based model used in the first version of our game
(more details in Sect. 6).

After experimenting increasing the number of hidden layers to two, and hav-
ing no significant improvements, we further increased the number of hidden
layers to four layers also with limited improvements. The first hidden layer has
100 neurons, and the second, third and fourth layers have 50, 25 and 10 neurons,
respectively. In both models, we used 200 epochs for training.

As it will be discussed in Sect. 6, while these models provide good results,
their classification scores are lower than those achieved by our previous SVM-
based model. Thus, we then proceeded to create more complex models with the
goal of surpassing our previous SVM scores.
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Fig. 3. Representation of our 1D CNN.

5.1 Convolutional Models

Since convolutional layers have the potential to extract relevant local informa-
tion, we explored using CNN to classify the EP child sibilant productions, to see
if this type of knowledge helps improving our previous classification score. Here,
instead of having 13 × 1 column input vectors, the input to our CNNs is given
in the form of a matrix. We experimented using MFCCs matrices and log Mel
filterbank matrices as input features to our CNNs.

1D CNNs with MFCCs
The input to our CNNs consists of sub-matrices of the 13 × t original MFCC
matrix. To build these matrices we fetch sets of 50 consecutive columns of the
original MFCCs matrix with a step of 5 columns (and 45 columns overlap). In
other words, we extract 50 consecutive columns (that is, 13 × 1 vectors), then
skip 5 consecutive columns, and extract another 50 columns that have some
overlap with the previous matrix. We then repeat the process until we reach the
end of the original MFCCs matrix, obtaining matrices of size 13 × 50 for each
sound production. Hereafter these matrices are considered as our data samples.

Our approach here consists of applying one dimensional convolutions to the
data. We do this by considering the 50 columns as our width, and having our 13
MFCCs as channels (like with the RGB channels in images). In other words, we
apply temporal convolutions to each of the 13 MFCCs receptive field (Fig. 3).

Our convolutional model has three convolutional layers, each followed by
the corresponding pooling layer. In the end, we flatten the output from the
convolutional layers and use a fully connect layer with dropout, followed by
another fully connect layer for the output (Fig. 3). We used the ReLU as the
activation functions of the convolutional and hidden layers, and we trained the
model for 100 epochs.

For the loss function, we performed multiple tests with both the Adam opti-
mizer, and the SGD. The biggest advantage of using the Adam optimizer, was
that it allowed the model to reach local minima considerably faster than SGD.
However, with the Adam optimizer the models had a tendency to overfit. So, in
the end, we used SGD, since it helped to prevent overfitting, and we were able
to reach similar results as with the Adam optimizer.
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2D CNNs with Log Mel Filterbanks
Since log Mel filterbanks, from which the MFCCs are derived, are highly cor-
related both in time and frequency, they should benefit from more localized
convolutions, i.e. they allow to extract more localized features from the input
matrix. Thus, we used them in a 2D convolutional model instead of a 1D model,
for trying to model joint correlations between time and frequency. In this model,
spacial convolutions are applied across the whole input matrix. We use the 50
columns as our width, and 40 filters as our height, with just one channel. The
main architecture of this network is the same as above for our 1D CNN, but
using 2D convolutional layers, instead of 1D layers.

Following the 1D model results, we started with the SGD optimizer for the
2D model. Again this optimizer easily allowed us to prevent overfitting. However,
the model appeared to be converging to a local minimum. On the other hand,
while it introduced some overfitting, the Adam optimizer reduced the number of
epochs needed to reach the same results, and in some cases improved the results.

6 Results

The EP sibilant classifier of the game’s first version used one SVM with a radial
basis function kernel for each of the four EP sibilant sounds [2]. It used 13 × 1
MFCC vectors as input and was able to reach average accuracy test scores of
90.72% between all four SVM models. We also trained a SVM using the same
13 × 50 input matrix as in our convolutional models (Sect. 5.1). Yet, with this
input matrix, the SVM did not learn how to separate the four sibilant sounds.
Indeed, unlike with CNN models, the MFCC input vectors high dimension and
strong correlation makes this data representation less appropriated for SVM
classifiers.

In order to train our neural networks, we divided the data set described in
Sect. 4 into training, validation and test sets. We randomly separated the data
into these three sets, but to avoid any bias in the results, we were careful to put
all productions of each child c either in the training, validation or the test set.
Thus, while we have several feature vectors from each child, all the vectors from
each child belong to the same data set. This way we avoid the insertion of bias in
our results, since samples from the same sibilant of a particular child are likely
to have some correlation. We used the productions of 20% of all children as the
test set, 10% as the validation set and the remaining 70% productions form the
training set. This type of split remained equal for all models.

This way, for the simple ANN models, we have around 250000 MFCC vectors
for the training set, 30000 for the validation, and 70000 for the test set. We
trained the simple ANN models for 200 epochs, using a batch size of 500 samples,
and shuffling the dataset at every epoch.

While the data was split into training and test sets in the same manner for
our previous SVM-based model, we did not use the whole MFCC matrices with
these models due to the temporal learning complexity of the models. For these
models, we used around 20000 MFCC vectors (more details in [2]).
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Table 3. Accuracy test scores of all our models.

Model Test accuracy FNR

SVM 90.72% 8.73%

simple ANN 88.76% 11.15%

1D CNN 94.04% 5.56%

2D CNN 95.48% 4.35%

Fig. 4. 2D convolutional model. (Left) Training loss. (Right) Validation loss.

Using the matrices approach for the convolutional models reduces the total of
data input samples. Nonetheless, we still have around 45000 samples for training,
5000 for validation, and 13000 samples for testing the convolutional models.

Table 3 shows the results achieved with the different models. It shows that
simple ANN models for classifying EP sibilants can achieve very satisfactory
results but not as high as our previous SVM-based model. A single hidden layer
ANN model achieved an average classification score of 86.54%. Further increasing
the number of hidden layers resulted in marginal improvements to the test score.
Our best simple ANN model had three hidden layers and gave us a score of
88.76%, which was still lower than the score obtained with the SVM-based model.

The 1D convolutional model was able to increase the score to 94.04%, which
is almost 6% higher than the score of our 4-hidden layer ANN model, and around
3% higher than the SVM score. This could be expected, since the convolutional
layers have the ability to extract localized information that can contribute for a
better classification than that of simpler ANN models. In particular, there may
be relevant localized information in the 13× 50 CNN input matrices that is not
present in the 13 × 1 ANN input vectors. Using the concatenation of 50 MFCC
columns as input to the CNN, can contribute for a better prediction of the sound.

The 2D convolutional model, which uses the highly correlated log Mel fil-
terbanks, can be expected to achieve at least the same scores as our 1D model,
or even to overcome them. Our experiments with the 2D CNN reached a test
score of 95.48%, surpassing our 1D convolutional model. This shows that the
convolutional layers were able to extract more significant information from the
log Mel filterbanks than from the MFCCs.
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Figure 4 shows the training and validation loss of the best 2D convolutional
model. As we can see from the training loss graph, the model quickly converges.
The validation graph shows that there is a lot of variation between epochs, and
the model never reached a stable validation loss. For our final model, we chose
the one that provided the lowest validation loss, which was at epoch 32, with a
value of 0.29. After this epoch the model continued to adapt to our training set,
but as can be seen by the validation loss, the model started to overfit. In our
testing, the overfitting was more severe with the 2D convolutional models, and
also more difficult to prevent. The validation loss easily converged to a minimum
with the 1D convolutional models, and it did not overfit.

The main drawback of our previous model (SVM) was the considerably high
false negative rate (FNR):

FNR =
FN

FN + TP
,

where FN is the number of false negatives and TP is the number of true pos-
itives. This was also one of the reasons that led us to experiment with neural
networks, and test if CNNs have an higher generalization ability. With the SVM
model, we had an average false negative rate of 8.73%, which means that our
model classifies a considerable amount of correct sounds as false productions.
This type of misclassifications can be very prejudicial to children, since they are
producing a correct sound, and the game, by considering the sound incorrect,
can induce them into error. In addition, these misclassifications can be very frus-
trating for children. Our CNN model has provided us with a great improvement
in reducing the number of false negatives. With the CNN model, we now have
an average false negative rate of 4.35%, a reduction of over 4% from the false
negative rate obtained by our previous model.

7 Conclusion and Future Work

Here we proposed deep CNN models to automatize the classification of child
EP sibilant productions in a serious game for speech and language therapy for
sigmatism. We compared the performances of different networks using either
MFCCs or log Mel filterbanks. Our best model uses matrices of log Mel filter-
banks as input and have three 2D convolutional layers. This model achieved a
classification score of 95.48% and surpassed the classification scores obtained
with our simple ANN model, and 1D model with MFFCs, and also our previous
SVM-based model [2].

In addition to a higher classification score, the proposed model has a low
average false negative rate, 4.35%. Taking into account that the purpose of the
proposed models is to classify child speech productions in a serious game for
speech and language therapy, their false negative rate is an important factor
to ensure that patients do not loose motivation in playing due to the models’
incorrect classifications. Since the models have high classification scores and low
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false negative rates, they are suitable for use in speech and language therapy
games for sigmatism.

As future work it will be interesting to experiment with other input features
to our CNN, such as features that have been used in other state of the art models,
like delta and delta-delta features, and the raw input sound data. A thorough
study on the number of layers, and the choice of hyper parameters for all the
layers, can help to further improve the classification scores.

Acknowledgements. This work was supported by the Portuguese Foundation for Sci-
ence and Technology under projects BioVisualSpeech (CMUP-ERI/TIC/0033/2014)
and NOVA-LINCS (PEest/UID/CEC/04516/2019). We thank Mariana Ascensão and
the postgraduate SLP students from Escola Superior de Saúde do Alcoitão who col-
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Abstract. Data streams are related to large amounts of data that can
continuously arrive with a probability distribution that may change over
time. Depending on the changes in the data distribution, different phe-
nomena can occur, like new classes can appear or concept drift can occur
in existing classes. Machine Learning algorithms have been often used to
model this data. New classes are patterns that were not seen during the
training of the current classification model, but appear after some time.
Concept drift occurs when the concepts associated with a dataset change
as new data arrive. This paper proposes a new algorithm based on kNN
that uses micro-clusters as prototypes and incrementally updates the
micro-clusters or creates new micro-clusters when novelties are detected.
In the online phase, each instance close to a micro-cluster is considered an
extension of the micro-cluster, being used to adapt the model to concept
drift. The proposed algorithm is experimentally compared with a state-
of-the-art classifier from the data stream literature and one baseline.
According to the experimental results, the proposed algorithm increases
the predictive performance over time by incrementally learning changes
in the data distribution.

Keywords: Data stream · Concept drift · Novelty detection ·
Online learning

1 Introduction

Data streams are known as data that can continuously arrive in streams, with
a probability distribution that can change over time [14]. As new data arrive,
models previously induced can become outdated [6]. In addition, due to the great
amount of data generated, it is not feasible to store all incoming data in the main
memory, requiring the removal of previous outdated data and online processing
of incoming data [12,16].

Depending on the changes in the data distribution, different phenomena can
occur, like concept drifts [14,25] and novelties [12,20]. Concept drift refers to

c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 448–459, 2019.
https://doi.org/10.1007/978-3-030-30244-3_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30244-3_37&domain=pdf
https://doi.org/10.1007/978-3-030-30244-3_37


Online Clustering for Novelty Detection and Concept Drift in Data Streams 449

changes in the concept definitions of a normal class [15]. Novelties concepts are
are patterns that were not present during the training of the classification model,
but appear later on in the data stream [12]. In these situations, it is important
to adapt the classification model to the current data distribution, otherwise its
predictive performance can decrease along the time.

In this work, normal concepts are a set of normal classes used to train the
classification model and novelties concepts are the new classes that emerge in a
data stream along the time [12].

Novelty detection is a Machine Learning (ML) task based on the identification
of novelties in the data [11]. In data streams, the novelty detection can be divided
in two phases: offline and online phase. In the offline phase, a classification model
is trained using an initial, static, labeled dataset. In the online phase, the model
is updated using unlabeled data arriving in streams. The update occurs when
the predictive performance of the model decreases, usually because of change in
the data distribution. Thus, the model can be continuously updated [15].

One of the strategies to deal with novelty detection and concept drift is by
explicitly detecting changes in parts of the stream, comparing the current con-
cept with previous concepts from time to time [19]. An example of this strategy
is to continuously calculate the model classification error. This strategy assumes
that the data arriving in the stream are labeled.

Another strategy is to store in a buffer the potential novelty classes instances.
However, the use of a buffer with fixed size may ignore instances with relevant
information about persistent concepts. Furthermore, the size of the buffer affects
its efficient use when the degree and speed of changes vary in the data stream.
Another deficiency of updating the model using a buffer with fixed size is the
possibility to forget old, but relevant, information.

There are two problems in assuming that the arriving data is labeled. First,
the process of labeling an instance usually has a cost, which increases with the
complexity and need of domain expertise. Second, if the data arrives in high
speed, there will not be enough time to label them. Thus, in this paper we
assume that the instances in a data stream come unlabeled.

Due to the lack of labeled data in a data streams, the update of the model
can rely only on the predictive attribute values. To deal with this limitation
it is possible to use clustering algorithms. Clusters can summarize the main
data profiles present in a data stream and be updated to incorporate changes
in class profiles and detect the appearance of novelties [2]. When clustering
algorithms are applied to data streams, micro-clusters can be used as a strategy
to summarize data present in different periods of time [3]. Each micro-cluster
can be structured as a temporal extension of a CF (Cluster Feature Vector) [24],
which is a compact statistical representation of a set of instances.

In this paper we propose Higia, a novelty detection algorithm based on kNN
(k -Nearest Neighbor) that uses micro-clusters [3] as prototypes and incremen-
tally updates the micro-clusters or creates new micro-clusters when a novelty
is detected. Higia training is divided into offline learning and online learning.
During the offline learning phase, we assume that there is data from one or more
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normal classes. The instances from each normal class are summarized into a set
of micro-clusters. Each micro-cluster has instances from the same normal class
label. In the online learning phase, each instance close to a micro-cluster is con-
sidered an extension of the micro-cluster, a concept drift. This instance is then
used to adapt the predictive model to this concept drift. However, if a set of new
instances are close together in a dense region, they are considered representative
of new classes, named novelties.

This paper is structured as follows. Section 2, presents previous related works
for novelty and concept drift detection in data streams. Data stream, novelty,
concept drift and micro-clusters are introduced in Section 3. The proposed algo-
rithm, Higia, is described in Sect. 4. Section 5 presents the experimental setup
and analyses the results obtained. Finally, Sect. 6 has the main conclusions from
this study and points out future work directions.

2 Related Work

This section briefly presents previous works using ML-based approaches for nov-
elty and concept drift detection in data streams. Most of these studies use super-
vised ML algorithms, classification algorithms, to induce classifiers.

Most of the classification algorithms proposed for data stream mining are
based on online learning [9,12,15,19]. Some of them continuously update the
classification model using true labeled data [1,4,21]. However, as previously men-
tioned, true labels are not always available at feasible time, delaying the updating
of the classification model. Assuming the absence of labels in the online phase,
others apply clustering algorithms in the arriving data. Thus, the clusters are
representatives of normal and new classes [5,12,17,23].

One of the first algorithms to use clusters for novelty detection in data
streams is OLINDDA (OnLIne Novelty and Drift Detection Algorithm) [23],
[22]. During the offline phase a single model is build by a set of clusters with
data from the normal classes. After, in the online phase, whenever a new instance
arrives, it is calculated the distance between it and the closest cluster from the
normal model. When the distance is large, according to a threshold value, the
instance is stored in a buffer, where it can later be defined as a novelty after a
clustering step.

ECSMiner [21] (Enhanced Classifier for Data Streams with novel class Miner)
is an ensemble of models, each model is represented by a set of clusters created
using the clustering algorithm k -means. ECSMiner also stores in a buffer the
instances that are distant from the normal clusters. The ensemble is updated
when the instances stored in the buffer receive their true label. Afterwards, the
ensemble predictive accuracy is calculated. The model with the lowest accuracy
is updated with the novelties found in the buffer. While waiting for labeled data,
the model can wait for a long period of time to be updated, which could reduce
the accuracy of the ensemble. Besides, it is not always guaranteed that all data
will be labeled, since it may be application dependent.

Another novelty detection algorithm, MINAS (MultI-class learNing Algo-
rithm for data Streams) [12], also uses an offline phase followed by an online
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phase. In its offline phase, the data is separated by labels in subsets. From each
subset it is generated a set of micro-clusters representing each class. In the online
phase, the incoming data is stored in a buffer if is not identified by the model.
When the buffer reaches a certain size, a clustering algorithm is applied in the
data stored in the buffer. Valid micro-clusters are marked as extension of a known
class or as novelty, and are incorporated into the classification model.

3 Problem Formalization

A data stream is a sequence of instances, potentially of infinity size, that can
be formally represented by [12,15,16]: Dtr = {(X1, y1), (X2, y2), ..., (Xtr, ytr)},
where Xtr is an instance arriving in time tr and ytr is the target class of this
instance. Due to finite resources, each instance must be processed only once.

Concept drift is a change in the distribution probability of a problem tar-
get classes [15]. Formally, the joint probability distribution Ptr+1(X, y) over
instances X and label y can change over time, defined by tr, so that Ptr(X, y) �=
Ptr+1(X, y).

Assuming that in the offline phase a dataset has m classes, the set Y Nor =
{y1, y2, ..., ym} represents the set of Normal Classes. These classes are used to
build the initial classification model. Afterwards, during the online phase, a novel
class, ym+1, has the following property: ym+1, /∈ Y Nor i.e., ym+1 was not used
in the training of the classification model, but emerges during the online phase.
Therefore, for any given new set of novel classes, Y New = {ym+1, ym+2, ..., yn}
any novelty detection approach must be able to fast detect novelties as they
appear [12,16]. Considering the sets of normal classes and new classes, the total
set of classes is simply defined as Y = Y Nor ∪ Y New.

Micro-clustering [3] is a strategy commonly used to summarize data coming
from a stream in different periods of time. Each micro-cluster Cj = (n,LS ,SS , t)
stores four components: the number of its instances n, the linear sum of its
instances LS , the square sum of its instances SS and the timestamp, t, of when
the last instance was incorporated in the micro-cluster. By using these values,
it is possible to calculate the centroid (cj = LS/n) and the radius (rCj

=
2 × (SS ×n/n2 +SS/n2)) of a micro-cluster, which can be used to classify new
instances.

4 Methodology

The proposed algorithm, Higia, is based on the assumption that in a data stream,
an ideal classifier should be able to learn the current concept in feasible time
without forgetting relevant past information [9].

Higia induces a classification model using unsupervised online learning. Its
training also occurs by an offline phase followed by an online phase. In the
offline phase, a predictive model, illustrated by Fig. 1, is induced from a batch
containing labelled data. As in [12], the model is composed by micro-clusters
created using the CluStream algorithm [3].
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Fig. 1. Higia offline phase.

In the online phase, illustrated by Fig. 2, as new data arrives, the model
classify each new instance as normal, extension or unknown. For the classifica-
tion, the model calculates the euclidean distance between each instance and the
centroids of the micro-clusters from the normal classes.

Algorithm 1. Higia: Online Phase
1: input: Xtr, T, k
2: Let ψk be a list of the k nearest micro-clusters to Xtr

3: if majority of ψk have the same label then
4: Let Cj be the nearest micro-cluster to Xtr

5: Let cj be the centroid of Cj

6: Let radius (Cj) be the radius of Cj

7: dist ← EuclidianDistance(Xtr, Cj)
8: if dist ≤ radius (Cj) then
9: update Cj with Xtr

10: classify Xtr with the same label of Cj

11: else if dist ≤ (radius (Cj) × T ) then
12: create extension of Cj with centroid Xtr and radius 0.5
13: classify Xtr with the same label of Cj

14: else
15: add Xtr to buffer
16: classify Xtr as unknown

Algorithm 1 describes how Higia works in the online learning phase when a
new instance, Xtr, arrives. First, Higia finds the k micro-clusters closest to Xtr.
If the majority of these micro-clusters have the same label and if the smallest
distance is less than the radius of the nearest micro-cluster Cj , the instance is
classified with the label of Cj . Besides, Cj is updated with Xtr. If the distance
is larger than the radius of Cj , but is smaller than a given threshold T , the
instance is added to the model as an extension. The threshold is multiplied by
the radius of Cj and indicates the maximum drift of Cj .

If the distance is larger than the radius of Cj and T , then Xtr is labeled as
unknown and stored in a buffer. The instances stored in the buffer are incre-
mentally forming micro-clusters. When a micro-cluster has a given amount of
instances, defined by a hyperparameter, a novelty is found and the new micro-
cluster is added to the model as a new class.
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Fig. 2. Higia online phase.

5 Experimental Evaluation

In this section, we present the experiments carried out to assess the predictive
performance of Higia. In this experiments, Higia was compared with two other
algorithms, MINAS and the kNN algorithm. From the algorithms described in
Sect. 2, MINAS is the only unsupervised algorithm for multiclass novelty detec-
tion. The kNN algorithm from the MOA framework [8] was used as a baseline.
In the offline phase, all three algorithms are initialized with the same batch of
labeled data representing 10% of the dataset. We assume that the instances in
the training data are from the normal classes and that new classes can continu-
ously appear during the online phase.

We adopted the accuracy measure to evaluate the predictive performance of
the models over time. The accuracy is the amount of correctly classified data
divided by the amount of total data in a window of 1000 instances. We also use
the total accuracy measure to evaluate the performance for the whole dataset.

For a more detailed analyses we used the evaluation approach proposed
in [21]. This evaluation approach has 3 measures: MNew = the percentage of
instances from the new classes misclassified as existing class, FNew = the per-
centage of instances from the normal classes classified as novelties, and Err =
average misclassification error.

The accuracy counts as mistake the instances classified as unknown. To anal-
yse the algorithms in terms of misclassification of the total classes, (Y ), without
the influence of unknown, we used the Err measure.

5.1 Datasets

The experiments were performed on both synthetic and real datasets, commonly
used in novelty detection studies [3,4,10,13,18,21]. The synthetic datasets are:
MOA, SynD, CDT, UG and Gear. The real dataset used was the Forest Cover
dataset.
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The MOA dataset [12] has concept drift, appearance of new classes, recur-
rence and disappearance of existing classes. The real shape of the clusters in this
dataset is normally distributed hyper-spheres. The SynD [4,13,21] has no nov-
elty, but the concept associated with known classes changes over time. Finally,
CDT, UG and Gear are non stationary datasets1. In these datasets, a single
novelty occurs and concept drifts happens at every interval of 400 instances in
CDT, 1000 instances in UG and 2000 instances in Gear.

Regarding the only real dataset, Forest Cover [7], it contains observations
from 7 types of forest in the United States. It has 7 classes and 54 attributes.
In the experiments, the training set is formed by observations from 3 normal
classes.

Table 1 presents some basic statistics collected from these datasets: the num-
ber of normal and new classes, number of attributes, number of instances in the
minority and majority classes.

Table 1. Statistical information for each dataset

Statistics 1CDT MOA Gear UG SynD Forest Cover

Attributes 2 4 2 2 10 54

Classes 2 4 2 2 2 7

Normal classes 1 2 2 1 2 3

New classes 1 2 0 1 0 4

Instances MinCla 7199 9987 99935 44999 124660 587

Instances MajCla 7200 18180 100065 45000 125340 18350

5.2 Results and Discussion

In these experiments we used the default parameters of MINAS. Because MINAS
uses the label of the nearest micro-cluster to classify a new instance, we set k = 1
in the Higia algorithm. As for the other parameter of Higia, the threshold, we set
it to threshold = 1.1 as in MINAS [12]. Also for Higia, we experimentally defined
the parameter radius = 0.5. The kNN has the default parameters, k = 1 and
window size (w = 1000), and there is no online training. It is used to understand
how the model looses predictive accuracy over time without its update to the
changes in the data stream.

Next, we present the predictive accuracy over time of the 3 algorithms. As
can be seen in Fig. 3, the predictive performance of Higia was better than those
obtained by MINAS and the kNN baseline. Higia incrementally updates the
normal and the new micro-clusters in the classification model. As consequence,
model represents the current probability distribution of the data streams better

1 https://www.sites.google.com/site/nonstationaryarchive/.

https://www.sites.google.com/site/nonstationaryarchive/
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than MINAS. The model induced and updated by the MINAS algorithm is
sensitive to the buffer size, i.e., the model needs to wait until the buffer is full of
unknown instances to be updated. Thus, by not being able to quickly adapt to
the changes in the data stream, the model loose accuracy along the time.
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Fig. 3. Predictive accuracy over time

The baseline, kNN, presented the worst predictive performance in most of
the datasets. This is somewhat expected, since it does not learn along the time.
However, we can see from Fig. 3e that, for one of the datasets, the baseline had
the best predictive accuracy. A possible reason is that the training set of this
dataset has data from all classes. Meanwhile, for this dataset, different from the
baseline, the generalization of the models induced by MINAS and Higia was not
able to capture the behavior of the data. This indicates the importance of the
initial training even in data stream scenarios with concept drift.
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Table 2 summarizes the predictive performance obtained by the Higia and
MINAS algorithms in all datasets. According to these results, for the datasets
MOA, CDT and UG, Higia had the lowest FNew, but the highest MNew. This
shows that Higia models gave more relevance to the normal classes than to the
novelties. The only exception is the CoverType dataset. However, these results
did not seem to affect the accuracy, Acc, of Higia in most datasets. Higia pre-
sented the lowest Err values in almost all datasets, meaning that, for these
datasets the model made less missclassifications and labeled less instances as
unknown than MINAS.

Table 2. Performance metrics for each algorithm

MNew FNew Err Acc

Higia MINAS Higia MINAS Higia MINAS Higia MINAS

MOA 0.11 0.00 0.00 0.46 0.08 0.48 0.62 0.46

SynD 0.00 0.00 0.00 0.00 0.30 0.34 0.70 0.66

CoverType 0.18 0.46 0.49 0.24 0.49 0.54 0.37 0.23

CDT 0.43 0.00 0.01 0.00 0.46 0.03 0.47 0.68

GEARS 0.00 0.00 0.00 0.00 0.34 0.66 0.66 0.34

UG 0.78 0.41 0.03 0.36 0.60 0.70 0.68 0.24

An exception occurred for the dataset CDT, which has a seasonal overlap
between the normal class and the new class. For this dataset, Higia incremen-
tal learning mixed instances from different classes into the same micro-clusters,
reducing Acc and increasing Err.

Additional experiments were performed to analyse the impact of the parame-
ter k (k = 1, 3, 5, 10, 20) in Higia predictive accuracy. We used the CDT dataset
because Higia had a lower performance with this dataset. Figure 4 shows that,
for this dataset, the accuracy is more stable over time for higher k. We also see
a reduction of Err, Table 3, with the increase of the parameter k.

Table 3. Higia (k = 1, 3, 5, 10, 20) performance metrics for dataset CDT

MNew FNew Err ACC

1NN 0.43 0.01 0.46 0.47

3NN 0.42 0.01 0.41 0.51

5NN 0.38 0.01 0.32 0.54

10NN 0.32 0.02 0.32 0.47

20NN 0.45 0.02 0.35 0.60
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Fig. 4. Higia accuracy over time in CDT dataset varying k.

6 Conclusions and Future Work

Data stream mining has gained a great deal of attention in the last decades.
Novelty detection algorithms have been successfully applied to many applica-
tions. However, most of the proposed algorithms assume that instances arriving
in a stream are labeled, which is often not the case.

This paper presented Higia, a new unsupervised learning algorithm based
on micro-clusters for novelty and concept drift detection in data streams. The
micro-clusters are incrementally updated every time a new instance arrives from
a data stream. When a novelty is detected, Higia creates new micro-clusters to
represent the new class.

Considering several performance metrics, Higia was compared with MINAS,
a state-of-the-art unsupervised novelty detection algorithm, and a k -NN-based
baseline. According to the experimental results, Higia presented a better pre-
dictive performance than these other algorithms. Besides, Higia labeled less
instances as unknown because it can faster adapt the model to the current con-
cept than the compared algorithms.

As future work, the authors want to study alternatives to discard outdated
information and the inclusion of an unsupervised concept drift tracker.
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Abstract. Essentially, our lives are made of social interactions. These
can be recorded through personal gadgets as well as sensors adequately
attached to people for research purposes. In particular, such sensors may
record real time location of people. This location data can then be used
to infer interactions, which may be translated into behavioural patterns.
In this paper, we focus on the automatic discovery of exceptional social
behaviour from spatio-temporal data. For that, we propose a method for
Exceptional Behaviour Discovery (EBD). The proposed method com-
bines Subgroup Discovery and Network Science techniques for finding
social behaviour that deviates from the norm. In particular, it trans-
forms movement and demographic data into attributed social interaction
networks, and returns descriptive subgroups. We applied the proposed
method on two real datasets containing location data from children play-
ing in the school playground. Our results indicate that this is a valid
approach which is able to obtain meaningful knowledge from the data.

Keywords: Subgroup discovery · Network science ·
Social interactions

1 Introduction

People interact everyday through verbal and non-verbal communication. These
interactions allow us to study human beings as social entities [10]. From that,
some phenomenons may emerge [6], such as homophily [25], the tendency of peo-
ple for interacting more with those who are more similar to them, and so forth.
This suggests that socio-demographic characteristics, as well as behavioural pat-
terns, tend to be localized [25]. Thus, the automatic detection of patterns and
unusual behaviour can be valuable to the understanding and discovery of the
interactions in marketing [11], education [1], security [22], and health [28].

Furthermore, as people make more and more use of new technology, a great
amount of data from their behaviour is being collected [33]. In addition, delib-
erately gathering data from social and ubiquitous environments through sensors
c© Springer Nature Switzerland AG 2019
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(of proximity or geo-localization) is also being used to study the behaviour of
people without interfering with their actions [16], e.g., movement data [23], on a
more naturalistic basis. More specifically, it was applied to the domain of social
interactions [26], where the authors analyze the properties (mainly focusing on
gender phenomena) of five-year-old kids’ social interactions.

Interactions may follow patterns, sequences of behaviours, or be expressed
with verbal and non-verbal gestures which we do not even notice [14]. In partic-
ular, there may be some patterns which do not follow the norm, making them
unusual, leading to Exceptional Behaviour Discovery (EBD). In that context, the
automatic extraction of descriptive knowledge from the data, such as subgroups,
can help and support the analysis and decisions of social sciences experts.

We propose a method for Exceptional Behaviour Discovery which is a combi-
nation of Data Mining approaches. In particular, we propose the combination of
Subgroup Discovery and Network Science methods for the automatic detection of
the characteristics that can better describe unusual social interactions. The main
goal of the proposed method is to find subgroups from movement data, mak-
ing use of a graph structure. Thus, we focus on descriptive subgroup discovery
on such (extended) graph data structures. On the one hand, Subgroup Discov-
ery [20] is a descriptive data mining technique that provides easy-to-understand
results to the expert. It finds subgroups of objects in the data that share the same
characteristics with respect to a property of interest (target) [17]. On the other
hand, interactions can be represented as a set of complex networks, namely social
interaction networks which capture interactions between the subjects involved in
the study [4]. In this case, people are represented by nodes and the interactions
are represented by edges.

When considering social interaction data, however, people interact on the
move and over time; therefore, the sequence of locations of a person can be
related to the demographic properties of the subjects involved, and modeled as
attributed social interaction networks. Eventual behavioural patterns thus might
not be captured in snapshots of the network, but rather in the evolution of it.
Building upon compositional subgroup discovery on such attributed social inter-
action networks [6], we created different Subgroup Discovery quality measures
to find subgroups of people whose interactions deviate from the norm.

We tested the proposed approaches on two sets of data with locations and
personal attributes of children in the playground of the school. The data was
collected with the use of location sensors during the school breaks. One dataset,
playgroundA [16], has the geographic position of 18 children over time, in
10 different sessions and personal attributes (gender, age, emotional stability
etc). The other dataset, playgroundB [26] has the position of 16 children and
socio-demographic attributes, such as gender and age. The results were mostly
expected, when analyzed by experts [26] in the domain, and similar between
the two datasets. This shows it is a valid approach. Also, the results added
meaningful information to the expected scenario.

The remainder of this paper is structured as follows: in Sect. 2 we present the
background, in which we explain the underlying concepts and literature review;
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in Sect. 3 we present our contributions for the state of the art, testing it with a
case study presented in Sect. 4; we finally conclude in Sect. 5.

2 Preliminaries

Many domains in which we can potentially use data mining techniques are placed
in a temporal or spatial scenario. Therefore, to learn from the data, it is impor-
tant to take into account its temporal and spatial properties [29]. With spatial
properties providing information about objects’ location, also known as move-
ment data [23].

2.1 Subgroup Discovery

Subgroup Discovery (SD) is a descriptive and exploratory data mining technique
to identify interesting patterns, the so-called subgroups, that deviate from the
norm [20]. These patterns show an unusual distribution when compared to the
overall population [3]. This interesting behaviour is typically based on some
criteria which balances their relevance between their size and unusualness. We
can find SD applications on medical [13], marketing [8], education [30], socio-
demographic [21] and social domains [6].

As in [12], we define a dataset as a bag of n records given in the form of
x = (a1, . . . , am, t1, . . . , tl), where ai is a descriptor and ti is a target. Subgroups
are usually described with a description language, D, and are induced by a
pattern. A pattern, p, is a function p : A → {0, 1} and covers a record x iff
p(a1, . . . , am) = 1. A subgroup corresponding to a pattern p is the bag of records,
Sp, that p covers: Sp = {x ∈ D | p (a1, . . . , am) = 1}. D is typically a conjunction
of conditions on attributes, such as: Gender = F ∧ Age ≤ 22.

The interestingness of subgroups is measured by quality measures according
to the different types of targets. Given a subgroup discovery algorithm, a set
of subgroups is identified and scored by the quality function [24]: ϕ : D → R.
Quality measures are a key factor for the extraction of knowledge because the
interest obtained depends directly on them [17]. Many have been proposed for
identifying different deviations in different targets. Targets can be binary [35],
nominal [8], numeric [15], ranked [31] or as a distribution [18].

2.2 Network Science

Network Science combines ideas from several domains of knowledge so as to
address questions about networks [27]. A network is a collection of nodes con-
nected with edges. This simple representation allows one to translate many events
into the form of networks, which can often lead to new and useful insights [27].

The key concepts of Network Science are centrality measures, which measure
the nodes that are the most important or central in a network. Centrality gathers
a wide range of metrics and measures that can allow us to better understand
the data. For example, degree of centrality (based on the number of links of a
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node), closeness (based on the average length of the shortest path between the
node and all other nodes in the graph), betweeness (based on how many shortest
paths of the graph go through a node) and pagerank (measured by the links to
a node). More recently proposed metrics are hubs and authorities [19]. A hub is
a node with many outgoing links to authorities, whereas an authority is a node
with many links from hubs. Another network concept of practical importance is
provided by communities [27] in networks. Communities are tightly knit groups
within a larger, looser network.

A particular case of networks are social interaction networks [34] which focus
on interactions between people as the corresponding actors. In this case, the
nodes represent the actors and the edges, the links between actors, model a
interaction or event. These edges may have properties, such as frequency of
occurrence or duration. Furthermore, edges and nodes may have other labels,
leading to attributed networks. From these attributed networks, we can extract
and characterize subgroups [6].

A complex network can be represented by a graph [9]. A graph G is an ordered
triple (V (G), E(G), ψG), where V (G) represents the set of vertices, E(G), the
edges and ψG is the function that associates to each edge of G a pair of vertices
of V (G). For example: V (G) = {v1, v2, . . . , vn}, E(G) = {e1, e2, . . . , en} and
ψG(e1) = (v1, v2). A graph can be directed or undirected. In the case of G being
directed, the output of the function ψG(ei), (vj , vk) is ordered and it is known
as a digraph [27]. Moreover, the graph can have multiple edges, in the same
direction, if directed, between two nodes. In this case, the graph is referred to as
multigraph. The function ψMG of a multigraph returns the same pair of vertices
for more than one edge.

Some approaches combine Subgroup Discovery and Network Science. In 2013,
Atzmueller [2] gave an overview of data mining in social interaction networks,
specifically human behavioural (offline) networks. Methods and approaches for
describing and characterizing networks and their properties were proposed. In
terms of community detection, Škrlj et al. [32] introduced the Community-Based
Semantic Subgroup Discovery (CBSSD), an algorithm that identifies classes of
instances based on structural properties of complex networks. Atzmueller [5] also
presented an overview of research in subgroup discovery and community detec-
tion on attributed graphs. In 2018, Atzmueller [6] also proposed quality measures
and targets based on interaction network properties for subgroup discovery in
attributed social networks, as compositional subgroup discovery.

3 Exceptional Behaviour Discovery

In this paper we propose Exceptional behaviour discovery (EBD). The aim of
EBD is to look for social behaviour which deviates from the norm. In order to
recognize unusual social behaviour among individuals (in social interactions), we
adapted an existing subgroup discovery technique to deal with spatio-temporal
data. We focus on the study of Subgroup Discovery methods and metrics of
social networks analysis. This work extends the work proposed in [6] which
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combined Subgroup Discovery with social interaction networks and is referred
as Compositional Subgroup Discovery.

3.1 Compositional Subgroup Discovery

Compositional Subgroup Discovery can be divided into two steps. First, the
network is represented by means of a graph, where each subject is represented
by a node and each interaction is represented by an edge between two nodes.
In this graph representation, both nodes and edges can be characterized by
attributes. Finally, these can be used to find subgroups and to explain some
observed behavioural patterns.

Quality Measures. To measure the interestingness, the duration of the inter-
actions and frequency are considered. The target, tp, is numeric and corresponds
to the observed number of edges normalized by the expectation.

Two different quality measures were proposed. The first measure uses simple
attributed graphs where the duration of the interactions is used to weight the
edges. The second one also includes the interaction frequency information in an
attributed multigraph representation of the network (each edge represents an
interaction).

In the first approach, the simple attributed graph, the weights of all the edges,
Ep, covered by a pattern, are summed, normalized by the number of possible
edges, nE , among the nodes covered by the pattern, nEp. Then, r samples of nE

edges, where nE = nEp(nEp − 1)
2 , are considered as well as are their normalized

sum of weights. Finally, a Z-score is calculated estimating the significance of the
obtained value (tP ) among the samples. For a pattern p, the quality function,
qS , is:

qS(P ) = Z(
1

nE
·

∑

e∈EP

w (e)) (1)

In the multigraph version, the frequency (apart from the duration) of inter-
action is also taken into account. Thus, for normalizing the sum of weights of a
pattern p, we have to consider the multiple edges that exist between two nodes.
In this case, instead of dividing by nE , the author divides by ne + mE , where
mE =

∑nE

i=1(mi − 1) and mi is the observed multiplicity of an edge. For the
Z-score, all the edges are considered.

3.2 Proposed Extension

In this work, we propose to use digraphs to represent the interactions of the
subjects. For that, we need to define proximity and when a subject is approaching
another subject. If a subject approaches another within a certain proximity, a
directed edge is created from the node of the subject approaching to the node
of the subject approached.

This approach combines movement data and social data of the subjects and
returns subgroups, according to the desired quality function. The movement
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data consists of a timestamp of the event, the id and position (x and y) for
each subject. From that, there is a function that computes the speed, velX and
velY , relatively to x and y, respectively. The social data, has the ids and socio-
demographic data corresponding to the subjects in the movement data. Any
numeric attributes are discretized in equal frequency bins.

Generating the Interaction Digraph. To create the interaction digraph, or
multidigraph, we first need to define interactions. We consider an interaction
between two subjects when their relative distance is within a certain proxim-
ity and one of the subjects approaches the other. Therefore, given a maximum
distance threshold between subjects, maxdist, we start with an empty digraph
G.

At each time step t, a matrix of distances, D, between every two subjects
is calculated. Then, for each distance di,j ∈ D : di,j ≤ maxdist we compute a
vector from i to j as r i,j = (xj − xi, yj − yi). We then verify the speed vector
of i, vel i = (velXi, velYi), and calculate the cosine between the vectors r i,j and
vel i. If the cosine be positive, we consider that the subject i approached (or
reached) subject j.

In the simple digraph, a directed edge, from node i to node j, is added to G
and wi,j ∈ W is incremented one unit of time, where W is the matrix of weights
and wi,j is the number of times that the subject i approaches the subject j. In
the multidigraph version, a directed edge is added to G at moment t if subject i
approached subject j, given that it was not interacting in t − 1, with wi,j ∈ W ,
where wi,j is the total time that the subject i approaches the subject j without
interruption.

Quality Measures. We propose two quality measures with two variations.

Simple Attributed Digraph. This quality measure takes into account the duration
of the interactions between two subjects. A new directed edge (or arrow) is
considered every time an interaction is observed and not clear.

For the quality function, we use the same measure as qS (Eq. 1). However,
since we have the double of the edges (because this is a directed version), we use
nE = nEp(nEp − 1).

Directed Attributed Multidigraph. This quality measure considers both the dura-
tion and frequency of the interactions between two subjects. In this case, one
directed edge is created every time an interaction is observed.

To-node and From-node variants. These two variants, To-node and From-node,
extend the quality measures mentioned above. In the To-node and From-node,
the attributes of the edges are only based on the attributes of the head node
or the tail node, respectively. With these variants we hope to find valuable
information about the attributes of the subjects that look for interactions (From-
node) and the subjects that are reached the most (To-node).
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3.3 Subgroup Discovery

The edges of the graph G are associated with features, which are based on
the attributes of the nodes of that edge. Numeric attributes in the nodes are
represented as equal (or same), greater or lower in the features of the edges
in the comparison versions (Simple attributed digraph and Directed attributed
multidigraph). In the To-node and From-node variants, the numeric attributes
of the nodes are represented as equal (or same), high or low as the features of
the edges. After assigning attributes to the edges, there is a function to run
the SD-Map algorithm [7] on the graph. The output is a list of subgroups and
their characteristics, namely pattern description, the number of edges and nodes
covered by the pattern, the mean weight of those edges and the score (quality
function result).

We also propose to add automatically generated features to the nodes’
attributes and, consequently, to the edges’ with the use of complex networks’
metrics. For example, degree (also in-degree and out-degree), centrality mea-
sures (eigen, closeness, betweenness), authority and hub values.

4 A Case Study in Playground Social Interactions

Analyzing social interactions in the playground can be of utmost importance.
Social group structure and dynamics are believed to be strongly related to the
child well-being and yet has been poorly understood and studied [16].

4.1 Data

To test the approach explained in Sect. 3.2, we used two datasets with locations
of children in the school playground. The data was collected with the use of
location sensors during the school breaks.

One dataset, playgroundA [16], has the geographic position of 18 7–8 year-old
children (9 girls) over time, during approximately 45 min. It also includes the
personal attributes (gender, age, emotional stability etc). The kids were playing
outdoors, without toys, during a normal day of Primary School. They had a head-
mounted sensor with IMU and GNSS for precise positioning a shoe-mounted IMU
sensor for activity monitoring. The following social and psychological measures
were collected from a teacher:

ProSoc the higher the score the highest the social skills are
Conduct a high value represents behaviour problems
Emotion the higher the score the more emotional difficulties
Peer high scores indicate that the child has issues making friends
Hyper the higher the more hyperactive the child is.

The other dataset, playgroundB [26] has the position of 14 children (8 girls)
around 5 years-old and socio-demographic attributes, such as gender and age.
The data was collected through a real time location system that used UWB
sensors. The data was collected during 1 h.



Mining Exceptional Social Behaviour 467

4.2 Assessment Approach

The first dataset already had ids, positions, and speeds in two dimensions. For
the social data of this dataset, we transformed the numeric values in 3 bins.
The second dataset did not include speed values, so we created them. Then, we
created the graphs and experimented the 6 approaches for each: comparison, to-
node and from-node attributed edges for both simple and multidigraph versions.
Furthermore, we also looked for subgroups based on Network Science metrics in
the playgroundB dataset.

4.3 Results and Discussion

In this section, we analyze some of the results of our approach with both play-
groundA and playgroundB datasets. An adapted version of SD-Map [7] is used
for subgroup discovery.

PlaygroundA. Table 1 shows the ranked subgroups found with the dataset
playgroundA. We present three versions: a comparison version with simple
attributed digraphs (comp in the column V, in the Table 1), and a to-node
and from-node version with attributed multidigraph version (to and from in
the column V, in the Table 1, respectively). For each subgroup, we show its pat-
tern, number of nodes (children) belonging to the subgroup, N , number of edges
(interactions), E, the mean time of an interactions between children in the sub-
group, |C|, and the Z-score based on the comparison between the total duration
of the interactions in the subgroup and the null model, Z.

The top-2 ranked subgroups (Table 1) obtained with the comparison version
are Gender = M → Gender = M and Gender = F → Gender = F . This means
that boys follow other boys and girls follow other girls, much more than what
would be expected. We note that these subgroups have much higher score than
the others, which goes in line with the observations already discussed in [26].
This seems to confirm the homophily regarding the gender, meaning that children
interact more with children of the same gender.

The subgroup Emotion = higher → Emotion = lower seems to indicate
that children with more emotional problems tend to look for interactions with
children with less emotional issues. The 4th best subgroup Hyper = same →
Hyper = same suggests that children prefer to look for other children with
similar levels of peer relations. This is also indicated by the 8th subgroup, since
it connotes that similar social skills can also motivate more interactions.

Some subgroups exhibit opposite behaviour. For example, the subgroups 3
and 7 from the comparison in Table 1. However, when we visualize the graphs
associated with the subgroups in Fig. 1 we can conclude that they are represent-
ing distinct behaviours. The shades in blue represent the weight of the edge: the
lighter the blue the lower the weight. It is possible to observe that the subgroup
ranked higher, in position 3, “Emotion=higher → Emotion 5=lower”, presents
edges with bigger weights. This makes sense since the quality function is based
on the sum of the weights of the edges. In other words, a subgroup is more
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interesting if the sum of the weights of its graph are bigger than the graph of all
the interactions.

Results of the to-node and from-node versions can add valuable information
to the results found in the comparison version. For these results, we conclude
that the multidigraph version presents better results than the simple version. The
results show that there is a tendency for older children to go after interactions,
whereas average aged children are the ones reached the most. Children with
a low ‘Peer’ score, meaning they present a better quality in peer relation, as
well as low ‘Hyper’ and ‘Emotion’ scores, which means they do not present
hyperactivity or emotional issues, both look for interactions and are reached by
other peers. Furthermore, children with low social skills (“ProSoc”) tend to reach
for interactions whereas children with average social skills are more reached.

Table 1. Ranking of subgroups (comp, to-node and from-node attributed multidigraph
versions) according to the total duration of interactions between every two children in
the dataset playgroundA.

Rank V Pattern N E |C| Z

1 comp Gender=M → Gender=M 9 51 21.1 28.6

2 comp Gender=F → Gender=F 9 50 15.4 19.5

3 comp Emotion=higher → Emotion=lower 18 73 7.4 3.9

4 comp Hyper=same → Hyper=same 18 72 7.3 3.7

5 comp Conduct=lower → Conduct=higher 18 74 7.2 3.4

6 comp Age=higher → Age=lower 18 85 7.9 3.2

7 comp Emotion=lower → Emotion=higher 18 74 7.0 3.1

8 comp ProSoc=same → ProSoc=same 18 69 6.5 2.8

9 comp Conduct=higher → Conduct=lower 18 75 6.8 2.8

10 comp Peer=same → Peer=same 18 105 9.0 2.8

1 to Conduct=low ∧ Peer=low ∧ Hyper=low 18 174 1.5 2.0

2 to Age=Medium ∧ ProSoc=Medium ∧ Emotion=low 17 184 1.6 2.0

3 to Age=Medium ∧ Emotion=low 17 184 1.6 1.9

4 to Age=Medium ∧ Conduct=low 16 157 1.4 1.7

1 from Peer=low ∧ Age=high ∧ Hyper=low 18 135 1.3 2.8

2 from Peer=low ∧ Emotion=low ∧ ProSoc=low 18 158 1.4 2.4

3 from Age=high ∧ Hyper=low 18 135 1.3 2.2

4 from Gender = M ∧ Emotion=low ∧ Hyper=low 18 147 1.3 2.2

PlaygroundB. For the dataset playgroundB, we analyze the attributed multi-
digraph approach. When analyzing the results we can also conclude that children
in this dataset interact more with peers of the same gender. Moreover, we can
see that boys tend to look for interactions with older boys, whereas girls show
more interactions with girls with the same age.
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Emotion=higher → Emotion=lower Emotion=lower → Emotion=higher

Fig. 1. Plots of graph representation of the subgroups 3 and 7, comparison version, in
Table 1.

If we focus on the to-node version of playgroundB, we can see that boys
(Gender=M) are the most reached, regardless of their age. Nevertheless, the
pattern with the highest score is “Gender=M ∧ Age=low”. The oldest children,
however, are the ones looking for more interactions according to the from-node
multidigraph version. In this version, all top-3 patterns include “Age=high”,
despite the gender, with small differences in the scores (11.9, 10.0 and 9.7).

Since we only have two attributes in this dataset (gender and age) we gen-
erated extra features based on the networks’ metrics (Sect. 3.3). The results of
the comparison version of simple attributed digraph are presented in Table 2.
We can observe that boys tend to look for boys with a similar hub score and
that girls look for girls with similar closeness. We can associate the hub score
to interactions with popular kids and conclude that boys prefer to interact with
boys with a similar level of interactions with popular peers. Closeness, on the
other hand, may imply many interactions in general, which suggests that girls
prefer to interact with girls that interact with a similar amount of peers. In
general, we observed that children reach peers with similar centrality measures.

Table 2. Top-4 subgroups (comparison version of simple attributed digraph) according
to the total duration of interactions between every two children, considering Network
Science metrics in the dataset playgroundB.

Rank Pattern N E |C| Z

1 Gender=M → Gender=M 6 25 0.2 21.7

2 Gender=M ∧ hubs=same → Gender=M ∧ hubs=same 4 12 0.2 11.7

3 Gender=F ∧ closeness=same → Gender=F ∧ closeness=same 6 12 0.1 7.7

4 Gender=F → Gender=F 8 22 0.1 7.0



470 C. C. Jorge et al.

5 Conclusions

In this paper we proposed an approach to extract descriptive knowledge about
exceptional behaviour from demographic and movement data of social interac-
tions. We extended an existing approach which combines Subgroup Discovery
and Network Science techniques to find subgroups in attributed digraphs. Our
main contributions include adapting this approach to movement data (data that
represents location over time) and, as such, to directed digraphs, as well as
adding Network Science metrics to the attributes of the graph. Accordingly, we
developed a pipeline that receives spatio-temporal data of tracked objects (peo-
ple) along with some personal and social characteristics of the individuals. Then
it transforms the data into attributed directed digraphs (simple and/or multi-
digraphs) and returns subgroups. To test our approach we used two datasets of
children interacting in the school playground. The results were as expected by
the experts in the domain and similar in both datasets. Nevertheless, they can
add some valuable information for further social interaction analysis.

For future work, an interesting direction is given by further alternative quality
measures that might be more refined to specific interaction contexts regarding
the detection of subgroups of interactions. Furthermore, we also aim to compare
the presented method with further approaches and to apply more datasets.
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15. Grosskreutz, H., Rüping, S.: On subgroup discovery in numerical domains. In:
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DS 2006. LNCS, vol. 4265, pp. 301–305. Springer, Heidelberg (2006). https://doi.
org/10.1007/11893318 31

19. Kleinberg, J.M.: Hubs, authorities, and communities. ACM Comput. Surv. 31(4es),
5 (1999)

20. Klösgen, W.: Handbook of Data Mining and Knowledge Discovery. Oxford Uni-
versity Press Inc., New York (2002)

21. Klösgen, W., May, M.: Spatial subgroup mining integrated in an object-relational
spatial database. In: Elomaa, T., Mannila, H., Toivonen, H. (eds.) PKDD 2002.
LNCS, vol. 2431, pp. 275–286. Springer, Heidelberg (2002). https://doi.org/10.
1007/3-540-45681-3 23

22. Ko, T.: A survey on behavior analysis in video surveillance for homeland security
applications. In: Proceedings of the 37th IEEE Applied Imagery Pattern Recogni-
tion Workshop, AIPR 2008, Washington, DC, USA, 15–17 October 2008, pp. 1–8
(2008)

23. Lauw, H.W., Lim, E., Pang, H., Tan, T.: Stevent: spatio-temporal event model for
social network discovery. ACM Trans. Inf. Syst. 28(3), 15:1–15:32 (2010)

24. Leman, D., Feelders, A., Knobbe, A.: Exceptional model mining. In: Daelemans,
W., Goethals, B., Morik, K. (eds.) ECML PKDD 2008. LNCS, vol. 5212, pp. 1–16.
Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-87481-2 1

https://doi.org/10.1007/11790853_27
https://doi.org/10.1007/978-3-642-04180-8_15
https://doi.org/10.1007/978-3-642-04180-8_15
https://doi.org/10.1007/11893318_31
https://doi.org/10.1007/11893318_31
https://doi.org/10.1007/3-540-45681-3_23
https://doi.org/10.1007/3-540-45681-3_23
https://doi.org/10.1007/978-3-540-87481-2_1


472 C. C. Jorge et al.

25. McPherson, M., Smith-Lovin, L., Cook, J.M.: Birds of a feather: homophily in
social networks. Annu. Rev. Sociol. 27(1), 415–444 (2001)

26. Messinger, D.S., et al.: Continuous measurement of dynamic classroom social inter-
actions. Int. J. Behav. Dev. 43(3), 263–270 (2019)

27. Newman, M.: Networks: an introduction. In: Introduction: A Short Introduction
to Networks and Why We Study Them. Oxford University Press, Inc., New York
(2010). Chap

28. Owen, N., Healy, G.N., Matthews, C.E., Dunstan, D.W.: Too much sitting: the
population health science of sedentary behavior. Exerc. Sport Sci. Rev. 38(3),
182–196 (2010)

29. Roddick, J.F., Spiliopoulou, M.: A bibliography of temporal, spatial and spatio-
temporal data mining research. SIGKDD Explor. 1(1), 34–38 (1999)
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Abstract. Numerous sophisticated machine learning tools (e.g. ensem-
bles or deep networks) have shown outstanding performance in terms
of accuracy on different numeric forecasting tasks. In many real world
application domains the numeric predictions of the models drive impor-
tant and costly decisions. Frequently, decision makers require more than
a black box model to be able to “trust” the predictions up to the point
that they base their decisions on them. In this context, understanding
these black boxes has become one of the hot topics in Machine Learn-
ing and Data Mining research. This paper proposes a series of visual-
isation tools that help in understanding the predictive performance of
non-interpretable regression models. More specifically, these tools allow
the user to relate the expected error of any model to the values of the
predictor variables. This type of information allows end-users to cor-
rectly assess the risks associated with the use of the models, by showing
how concrete values of the predictors may affect the performance of the
models. Our illustrations with different real world data sets and learning
algorithms provide insights on the type of usage and information these
tools bring to both the data analyst and the end-user.

1 Introduction

Interpretability and accountability has become a key issue on Machine Learning
(ML) and Data Mining (DM) research (e.g. [14]). With the widespread usage
of ML and DM in different areas of human society, several interest groups have
been raising important questions on the accountability and responsibility of the
decisions taken based on the models’ predictions (e.g. [2]).

A few definitions have appeared in the literature on what is meant by inter-
pretability. Two that we consider particularly enlightening are: (i) “interpretabil-
ity is the degree to which a human can understand the cause of a decision” [16];
and (ii) “interpretability is the degree to which a human can consistently pre-
dict the model’s result” [10]. These definitions stress two different, but equality
important, aspects of interpretability: (i) being able to justify the decisions of a
model; and (ii) being able to anticipate these decisions.

Although interpretability has been a concern of ML and DM researchers for a
long time (e.g. [11]), it has gained a strong momentum as we witness the success
of new ML/DM approaches like Deep Learning. These methodologies have been
c© Springer Nature Switzerland AG 2019
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the focus of many news and projects, and this exposure just increased the need
for thinking about interpretability and accountability (e.g. [9]).

There are many aspects and perspectives one can focus when trying to
increase the ability of end users to understand the behaviour of ML/DM models.
In this paper, we focus on one particular aspect: helping end users to understand
the reasons or causes for the errors committed by the models. This is an impor-
tant question for end-users of many relevant applications as it allows them to
better understand the risks associated with trusting the prediction of a model
for any concrete test case. The performance of any model will vary with differ-
ent test cases. Looking only at an overall average performance score may hinder
some particular difficulties of the models for some subset of cases. Being able
to inform the user on the expected error of a model (or models) for a test case
with certain characteristics, can be of great help when deciding whether or not
to trust these models. We propose visual tools that help the end-user in under-
standing the relationship between the prediction error of regression models and
the values of the predictor variables of the problem. These tools are important
for the users to accurately access the risk associated with the usage of a certain
model. Although these tools do not provide a full answer to all aspects related
with interpretability and accountability, we claim that they help in understand-
ing the risks of using some regression model, and also in explaining the reasons
that may be causing some performance degradation of these models.

This paper is organised as follows. In Sect. 2 we provide an overview of related
work. Our proposals are described in Sect. 3 and the results of an extensive
experimental evaluation are discussed in Sect. 4. Finally, Sect. 5 presents the
main conclusions.

2 Related Work

Existing work focuses on different aspects of interpretability and approaches the
problem from different perspectives. For instance, distillation methods (e.g. [9,
12]) try to provide a global explanation of a non-interpretable model, while other
methods are concentrated on explaining individual predictions of the models
(e.g. [17]). Other proposals try to provide insights on the relationship between
the predictors’ values and the output of the model. That is the case of the
Partial Dependence Plot (PDP) [5], where a graph is produced to show the
relationship between the domain of a (continuous) predictor variable and the
output of a model. These plots can be extended to bi-variate plots that highlight
the interaction between the domains of two predictors and the output of the
model. While PDPs show the expected average effect of the values of a numeric
predictor on the output of a model, Individual Conditional Expectation (ICE)
plots [6], show this effect for each instance, thus increasing the level of detail on
this type of analysis.

One common feature of most existing work is the focus on analysing the
output (predictions) of the models. While this is very important for end-users,
we claim that providing similar analysis for the expected error of the model



Visual Interpretation of Regression Error 475

predictions is also of high relevance, particularly when the predictions drive
costly decisions by the end-user. Being able to have an idea of the expected
prediction error for a particular test case will empower the end-user with an
estimate of the risk incurred when the model is trusted, and decide if the risk is
acceptable. Our work is focused on this aspect of model interpretability.

The analysis of the expected error of a model is a well-studied subject within
predictive analytics. Most existing approaches focus on providing (reliable) esti-
mates of the expected average error of any model (e.g. error rate, mean squared
error, etc.), often named scalar metrics. On the other hand, graphical-based met-
rics provide a different analysis perspective of the models’ performance. They
focus on providing feedback on the performance across different “operating con-
ditions”. Examples of graphical-based metrics include ROC curves (e.g. [15]),
Brier curves [4], among several others. While these curves are focused on classi-
fication tasks (nominal target variable), comparable methods have been proposed
for regression problems (numeric targets), like for instance the work on RROC
space [8], REC plots [1] or REC surfaces [18]. Nevertheless, all these works focus
on the analysis of the error behaviour of the models, and not on the relationship
of this behaviour with the predictors’ values, i.e. they are not focused on explain-
ing the reasons for the behaviour. This is the main distinguishing factor of our
proposals. Our work is strongly related with approaches like PDPs and ICEs, as
we also focus on explaining the consequences of changes across the domain of
the predictor variables, but instead of illustrating the impact of these changes on
the predicted values we focus on the impact on the expected error, which means
that there are also relationships with graphical-based regression error plots.

3 Explaining the Error of Regression Models

In this section we describe a series of visual tools that provide insights on the
expected performance of regression models as a function of the values of the pre-
dictor variables. These tools help end users to understand why some prediction
errors may have occurred. Overall, these tools provide a better assessment of the
risks associated with trusting non-interpretable models for a given test case.

The tools we will describe in this section relate the values of the predictors
with the expected error of the models. Even if these are non-interpretable models
the tools will allow the user to better understand the relationship between the
values of the predictors and what to expect from the model in terms of error. We
call these graphs Error Dependence Plots (EDPs). They show the distribution
of the estimated error against the values of the predictor variables. We use box-
plots as graphical elements to display this distribution. Box-plots are one of
the most informative and robust graphical representations of the distribution
of a continuous variable (in our case the expected error). Error Dependence
Plots have some similarities with PDPs [5] and ICEs [6]. However, contrary to
these plots, EDPs have the expected error ( ˆErr) on the Y-axis, instead of the
expected prediction (Ŷ ). This apparently small difference, brings considerable
challenges in terms of how to obtain EDPs. PDPs are obtained with a very
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clever algorithm that given a feature Xk, estimates a function whose result is
the expected prediction of the model for a certain value of Xk, i.e. ŶXk = f(Xk).
PDPs show this estimated Y value across the range of values of Xk. The function
f(Xk) is approximated by a simple procedure. For each value of Xk = vx we
create n test cases by merging this with the n available training cases (except for
the feature Xk that will have the value vx). The black box model is queried with
these n test cases and we get n predictions. The average of these n predictions is
the value of f(Xk), i.e. ŶXk=vx

. By repeating this procedure across the domain
of the variable Xk we get the PDP of feature Xk. ICEs are obtained in a similar
way but instead of plotting the average of the prediction for each value of Xk,
we actually plot the n lines thus given a more detailed idea on the possible
predictions for each value of the predictor.

The problem with applying the same general algorithm to EDPs is that we
are not interested in estimating the predicted value (Ŷ ). Instead we want to
plot the estimated error and for calculating an error we need not only the value
predicted by the model, but also the true value. Unfortunately, this true value
is not available for the test cases generated through the PDP algorithm, briefly
described above. We only know the true value of Y for the training cases, and
not for the cases generated by the PDP algorithm. This means that the PDP
algorithm can not be used to generate EDPs.

Another important consideration is how the errors are estimated. If we want
EDPs to be useful we need to make sure we show reliable estimates of the error.
Error estimation is a well studied subject. It is a well know fact that testing the
algorithms on the same data used to obtain them will lead to unreliable and
overly optimistic estimates of the error. In this context, our proposal uses Cross
Validation (CV) to obtain reliable estimates of the error of the model for each of
the available data observations. More specifically, we use 10-fold CV to obtain
the prediction of the target model for each case. According to the CV method
each of the cases of the available data set will belong to one of the test sets in
the k folds. This means that for each of these cases we can obtain a prediction
using a model that was not trained with that case. We compare this prediction
to the true value and we obtain a reliable estimate of the error the model makes
for each of case. Algorithm 1 describes this process in more detail.

3.1 Error Dependence Plots

Error Dependence Plots (EDPs) show the distribution of the expected error of a
black box regression model across the domain of one of the predictor variables.
The plots have in the Y-axis the expected error estimated using Algorithm 1,
and on the X-axis the domain of some predictor variable.

Showing the distribution of the error for each possible value of a numeric pre-
dictor is difficult because each value will not repeat very often in the available
data, particularly in small data sets. To overcome this difficulty we discretize
the numerical predictor variables into meaningful bins. This process will allow
us to collect several error values for each bin and thus approximate the distri-
bution of the error using these values. Ideally, these bins should be selected by a
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Algorithm 1. Obtaining reliable Cross validation Error Estimates.
input : data set D
input : algorithm A
input : nr. folds k
input : error metric Err
output: error estimates Ê

D′ ← Permute(D) // randomly permute the data

P ← Partition(D′, k) // create k equal-size partitions

Ê ← {}
foreach p in P do

M ← Train(A, D′ \ D′
p) // train A on all but the partition p

cases

êp ← { Err(ŷ, y) | 〈x, y〉 ∈ D′
p ∧ ŷ = Predict(M,x) } // error of the

model predictions for the partition p cases

Ê ← Ê ∪ êp

return Ê

domain expert that is interested in understanding the performance of the model
in a set of specific ranges of the variables. In case this know-how is unavail-
able, the bins can be selected using the quantiles of the distribution of the
variables. In the absence of knowledge concerning the domain, we here suggest a
division of values with the following quantiles: [0−10%] (extremely low values);
[10%−35%] (low values); [35%−65%] (central values) [65%−90%] (high values);
and [90%−100%] (extremely high values). In the case of nominal predictors this
process is obviously not necessary as the variables are already discrete. However,
features encompassing a large number of categories might compromise visuali-
sation. For such cases we recommend either prioritising some of the categories
and merging all the remaining or grouping the categories into larger categories,
with the help of a domain expert.

Having these bins for all predictors we can obtain the absolute error of the
black box model for all training cases that fall in each bin. Specifically, given the
output of Algorithm1 (Ê) and a bin b of a predictor variable Xk, we estimate
the distribution of the error using the values e ∈ E of the training cases that
have a value of Xk inside the bin b. Our proposed EDPs show this distribution
of the errors by means of a box plot for each bin of the predictor variable.

Figure 1 shows two examples of such EDPs for the data set a1 (c.f. Table 1).
The leftmost plot is an example with a nominal predictor (size), in this case with
3 possible values shown in the X-axis of the plot. For each of these values we see
the prediction error distribution of a Gradient Boosting Machine (GBM). From
this simple example we can observe that this model performance varies consid-
erably depending on the value of size. More specifically, the GBM is expected to
have worse performance on test cases where the value of the predictor is small.
For the value medium the performance seems considerably better. For compar-
ison, EDPs also show on the right side the overall performance of the model,
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Algorithm 2. Obtaining the EDP of a predictor.
input : data set D
input : error estimates Ê for the cases in D
input : bins B of the predictor Xp

if B is empty and Xp is numeric then
B ← DefaultBins(Xp) // get the bins of Xp using quantiles

foreach 〈xi, yi〉 in D do
b ← FindBin(Xp

i , B) // get the bin of the value of Xp

Eb ← Eb ∪ ei // ei ∈ Ê is the estimated error of this case

foreach b in B do
DrawBoxPlot(Eb)

i.e. without any conditioning on the value of the predictor under analysis1. The
rightmost plot of the figure shows another example for the same data set, this
time with the Cl numeric predictor that was discretized into several bins accord-
ing to the quantiles, as described above. Here we observe that the GBM performs
considerably worse on lower values of Cl, while for extremely high values of this
variable the performance is much better.
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Fig. 1. Single model performance plot for dataset a1 trained with GBM.

Algorithm 2 describes the process for obtaining the EDP of a predictor vari-
able. It assumes as input the error estimates for the training data that can be
obtained using Algorithm1. Essentially, this algorithm partitions the error esti-
mates Ê according to the bin to which the respective value of the predictor
belongs, and draws the respective box-plot with these error values.

In some situations some of the bins of a predictor may have an estimated error
that can be regarded as an outlier when compared to the most common errors
of the model. This may distort the Y-axis scale of the EDP hiding some of the

1 Please note that below each bin we provide the number of training cases belonging
to each bin and the respective percentage of the full data set.
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information that allows the effective comparison between the bins. In these cases
we recommend the use of the log scale in the Y-axis. Such situation is illustrated
in Fig. 2. As you can seen with the normal scale (left plot) the presence of some
outlying errors makes the comparison among the bins very hard. The right side
graph shows the same error distributions using a log scale, where we can better
observe some considerable differences between the bins.

Fig. 2. EDP for dataset maxTorque trained with RF for feature Attribute2 (Left: Abso-
lute Error, Right: Log Error).

3.2 Bivariate Error Dependence Plots

EDPs (as PDPs or ICEs) ignore interactions among the predictors that may have
an impact on the performance of the models. In order to try to capture some of
these potential interactions we propose to use bivariate EDPs. These graphs are
conceptually the same as the EDPs described in the previous section, but they
show the error distribution for all combinations of the bins of two predictors.
This means that they are obtained using a procedure similar to the one described
by Algorithm 2 but the partitioning of the errors is made across all combinations
of the bins of the two predictors, instead of a single predictor.

Figure 3 shows an example with the data set a7 (c.f. Table 4) for an SVM
model. In this case we explore the impact of the predictors season and PO4 on
the error of the SVM. The top left graph is the overall error distribution of the
model without any conditioning on the two predictors. The remaining panels
show the error distribution across the different bins of PO4. For each bin of
PO4, we show the box-plots of the bins of season. This small example allows
us to observe that the SVM has a considerably different behaviour for season
= autumn when PO4 is in the range [169−285.71] (high values of PO4 ). We
can also observe that for the lowest values of PO4 the performance is generally
much better, independently of the season.

Bivariate EDPs have some presentation differences compared to EDPs. If
a combination of values of the two variables does not occur in the data, the
respective box plot is not shown, like for instance on the bottom right panel
of Fig. 3 where we do not see Autumn. Moreover, the percentage and absolute
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Fig. 3. Bivariate EDP for data set a7 trained with SVM for features season and PO4

numbers of the bins are shown differently. The numbers that are shown are
calculated with respect to the full data set. For instance, from the top rightmost
panel we can infer that there are 9 cases with season = spring ∧ PO4 ∈
[13.6 − 69.93], which correspond to 4.74% of the data set size.

4 Use Case Illustrations

In this section we provide some illustrative examples of the use of EDPs to try
to understand the error behaviour of black box regression models. We have used
18 regression data sets whose properties are described in Table 1. For each of
these data sets we have estimated the error of the black box models shown in
Table 2, using the Cross Validation procedure described in Algorithm1.

Given the number of data sets, predictors and models, we can not show all
the resulting EDPs and bivariate EDPs. In this section we show a few examples
that illustrate the power of EDPs. The full graphs can be seen in the web page
http://github.com/ltorgo/EDP. The same web page contains all code used to
obtain EDPs and bivariate EDPs, as well as the code to obtain all figures in
the paper. As we have used the R open source implementations of the black box
models, this ensures full reproducibility of our results and analysis.

Figure 4 depicts the EDP of a Neural Network for the bins of feature NH4
of data set a2. The box plot on right part of the graph shows the overall esti-
mated error, allowing for a visual comparison with the estimated error in each

http://github.com/ltorgo/EDP
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Table 1. Used data sets (Inst: nr of instances; Pred: nr predictors).

Data set Inst Pred Data set Inst Pred

a1 198 11 a2 198 11

a3 198 11 a4 198 11

a6 198 11 a7 198 11

Abalone 4177 8 acceleration 1732 14

availPwr 1802 15 bank8FM 4499 8

cpuSm 8192 12 fuelCons 1764 37

boston 506 13 maxTorque 1802 32

servo 167 4 airfoild 1503 5

concreteStrength 1030 8 machineCpu 209 6

Table 2. Regression algorithms, parameter variants, and respective used R packages.

Learner Parameter variants R package

NN size = 10, decay = 0.1,maxit = 1000 nnet [19]

SVM cost = 10, gamma = 0.01 e1071 [3]

RF ntree = 1000 randomForest [13]

GBM distribution = “gaussian”, n.trees = 5000,
interaction.depth = 3

gbm [7]
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Fig. 4. EDP of a NN for feature NH4 of data set a2.

bin. For all central and higher values of NH4 ([76.67−172.75], [175−758.75] and
[914−24064]), the neural network appears to have a performance similar to the
global one. However, this EDP shows that for the test cases in which NH4 is
within the range [22.6−76] the model presents a slightly worse performance,
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Fig. 5. EDP of a GBM for features MYCT (Left) and CHMIN (Right) of data set
machineCpu.

while for extremely low values of the predictor variable (NH4 = [5−22.7]), the
neural network performs significantly better than on the overall test set.

Figure 5 shows two EDPs of a Gradient Boosting Machine (GBM) for two
numerical features of data set machineCpu: MYCT (on the left) and CHMIN
(on the right). For MYCT, one can observe that the performance improves with
higher values of this feature, as lower values of the predictor variable show higher
expected median error than globally, whereas in high and extremely high values
(MYCT = [185−600] and MYCT = [700−1500]) the opposite occurs, with the
box plots indicating lower expected errors. The right plot dissects the model
performance for the range of CHMIN, where we observe that the GBM under-
performs when this predictor has central or high values (3 rightest bins). In fact,
these bins help explaining the higher estimated errors presented as outliers in
the box plot for the overall data. For low values (CHMIN = [0−1], CHMIN =
[2−4]), the model has a far better performance. This EDP provides clear indi-
cations that the GBM is not reliable for high values of CHMIN, which may be
a very useful information for the end user.

Figure 6 shows a bivariate EDP of a Neural Network for data set fuelCons,
when conditioning both the nominal feature Attribute1 and the numerical feature
Attribute12. This plot informs on certain interactions between the two features,
particularly when Attribute12 has lower or central values (within the range of
[4200−6000]), as these are the values where the box plots differ the most. In all 3
subplots corresponding to the lower and central values of Attribute12, it is notice-
able that the model has worse performance for the cases in which Attribute1 is
either nominal1 or nominal3. Therefore, the EDP shows a particular set of con-
ditions where the NN model is not as trustworthy.

Overall, in our experiments with EDPs and bivariate EDPs (both the exam-
ples shown in the paper as well as the remaining graphs available at https://
ltorgo.github.io/EDP/), we have confirmed the usefulness of these tools. In
effect, they provide a level of detail in terms of understanding the reasons or
conditions leading to the performance of the models, that are not available with
other existing tools. We claim that this type of feedback on the performance

https://ltorgo.github.io/EDP/
https://ltorgo.github.io/EDP/
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Fig. 6. Bivariate EDP of a NN in data set fuelCons for Attribute1 and Attribute12.

of regression models is particularly useful when the predictions of black box
models are driving important decisions, for which end-users are interested in
understanding the risks associated with these predictions.

5 Conclusions

In this paper we described a novel approach to interpret black box regression
models. This is an important topic in Machine Learning and Data Mining given
the increasing usage of sophisticated modelling tools to drive important deci-
sions. Being able to anticipate the model outcomes and the risks associated with
trusting these models has become extremely important for many organisations.

Our work has focused on one aspect of model interpretability - trying to
understand the relationship between the expected error of a regression tool
and the values of the predictor variables. We proposed Error Dependence Plots
(EDPs) that allow the visualisation of the expected distribution of the error of
a model against the range of a predictor variable (bivariate EDPs extend this
concept to two predictors). These plots provide important information on the
risk incurred when trusting the models for predicting a certain test case. Using
the information provided by EDPs the end-user may decide whether this risk is
acceptable or not, and proceed accordingly.

We have shown several examples of applying EDPs and bivariate EDPs to
several real world data sets, and using different black box regression algorithms.
These examples illustrate the utility of these plots for better estimating the risk
associated with these models. All code and tools presented in this paper are
freely available to the research community.
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Future work will explore forms of comparing the risk between models on a
single graph, and will study means of evaluating the quality of the estimates
provided by EDPs.
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Abstract. The semantic segmentation of high-resolution aerial images
concerns the task of determining, for each pixel, the most likely class label
from a finite set of possible labels (e.g., discriminating pixels referring
to roads, buildings, or vegetation, in high-resolution images depicting
urban areas). Following recent work in the area related to the use of
fully-convolutional neural networks for semantic segmentation, we eval-
uated the performance of an adapted version of the W-Net architecture,
which has achieved very good results on other types of image segmen-
tation tasks. Through experiments with two distinct datasets frequently
used in previous studies in the area, we show that the proposed W-
Net architecture is quite effective in this task, outperforming a baseline
corresponding to the U-Net model, and also some of the other recently
proposed approaches.

Keywords: Semantic segmentation of satellite imagery ·
Fully-convolutional neural networks · W-Net architecture

1 Introduction

Large amounts of high-resolution remote sensing images are acquired daily
through satellites and aerial vehicles, and used as base data for mapping and
Earth observation activities. An intermediate step for converting these raw
images into map layers in vector format is semantic image segmentation, which
aims at determining, for each pixel, the most likely class label from a finite set
of possible labels, corresponding to the desired object categories to map (i.e.,
discriminating pixels referring to roads, buildings, or vegetation). In the par-
ticular case of urban areas, semantic segmentation is quite challenging, given
that objects in cities can be small, composed of many different materials, and
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have interactions with each other through occlusions, cast shadows, and inter-
reflections. One can easily formulate the segmentation task as a pixel classifi-
cation problem, to be addressed through supervised learning (i.e., given some
labeled training data, infer the parameters of a model that estimates the con-
ditional probabilities of the different classes, with basis on pixel intensities in
the different color channels), although high within-class variability of the image
intensities, and low inter-class differences, can be simultaneously expected.

In this paper, following on recent work in the area, we explore the poten-
tial of deep neural networks for semantic segmentation of high-resolution aerial
images depicting urban regions. We propose to perform the segmentation using
an adapted version of recent neural network architectures that have achieved
very good results on other image segmentation tasks, namely W-Net architec-
tures [1,2]. Through experiments with distinct datasets used in previous studies
and competitions, we compared the performance of our particular W-Net archi-
tecture against simpler baselines, including the standard U-Net architecture.
The obtained results attest to the effectiveness of the proposed method, which
outperforms the baseline on the considered datasets, and also other recently
proposed methods.

The rest of this document is organized as follows: Sect. 2 presents previous
research in the area. Section 3 presents the deep learning method that was consid-
ered for aerial image segmentation, specifically detailing the adaptations imple-
mented over previous W-Net approaches, as well as the hyper-parameters and the
model training strategy. Section 4 details the evaluation methodology, including
the selected datasets and evaluation metrics, and discusses the obtained results.
Finally, Sect. 5 summarizes our conclusions and discusses possible directions for
future work.

2 Related Work

Several previous studies have addressed the semantic segmentation of high-
resolution aerial images through deep neural networks. For instance, Audebert
et al. adapted previous deep learning models to use with multi-modal remote
sensing data, i.e., multispectral imagery and digital surface model data [3]. In
particular, the authors combined SegNet [4], an encoder-decoder architecture,
and ResNet [5], a general convolutional architecture for image classification, that
uses residual blocks as base models. Audebert et al. also proposed early and late
fusion strategies for the multi-modal data. Early fusion is a strategy that learns
fused feature maps of multi-modal features during the encoding process, whereas
late fusion considers a separate network for each modality and fuses predictions
after the decoding process. The proposed architectures were validated on multi-
label datasets from previous challenges, particularly the ISPRS Vaihingen1 and
the ISPRS Potsdam2 datasets, also used in our study.

1 http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-vaihingen.html.
2 http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-potsdam.html.

http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-vaihingen.html
http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-potsdam.html
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Mou and Zhu advanced a model named RiFCN for semantic segmentation of
high-resolution remote sensing imagery [6], based on what can be captured by the
feature maps outputted at different depths of a deep neural network, as suggested
in previous studies [7,8] that argued that shallower layers can capture low-level
features such as object boundaries, while deeper layers are capable of learning
high-level features. The RiFCN architecture is based on a bidirectional network
that has a forward stream to extract multi-level feature maps and a backward
stream that uses recurrent connections to fuse these multi-level feature maps
from both streams. The forward stream is inspired by VGG-16 [9], a model
with convolution blocks composed of multiple convolutional and max-pooling
layers. In turn, the backward stream has autoregressive recurrent connections
to embed the multi-level feature maps hierarchically. The authors demonstrated
the effectiveness of the RiFCN architecture on the multi-label ISPRS Potsdam
dataset, and on a binary dataset named INRIA Aerial Image Labeling3.

In turn, Chen et al. proposed two similar encoder-decoder architectures with
shortcut blocks [10], based on deep fully convolutional networks [11]. The short-
cut block employed by the authors has two branches, namely a main branch
with three convolutional layers, and a shortcut branch with one convolutional
layer to help the direct gradient propagation. Both branches are merged in the
complete network, and a ReLU activation function is applied to the result. The
encoder is also composed of max-pooling layers, whereas the decoder has trans-
pose convolutional layers. Leveraging the previous ideas, the authors propose two
encoder-decoder architectures with convolutional and shortcut blocks, namely a
symmetrical normal-shortcut fully convolutional network (SNFCN) and a sym-
metrical dense-shortcut fully convolutional network (SDFCN). The latter differs
because it has three additional identity mappings between symmetrical pairs of
the encoder and the decoder parts of the network. For validation, tests were
conducted with the ISPRS Vaihingen and ISPRS Potsdam datasets.

Liu et al. described a self-cascaded convolutional neural network (Scas-
Net) [12], which corresponds to an architecture that has an encoder with mul-
tiple convolutional layers to extract features based on previous works, such as
a 16-layer VGG-Net [9] and a 101-layer ResNet [5]. Dilated convolutions with
different rates are applied in the last layer of the encoder to capture multi-level
contexts. These contexts are sequentially aggregated from global to local in a
self-cascaded approach to maintain the information about hierarchical depen-
dencies. Then, to obtain an output with the same dimensionality of the input,
corresponding to the segmentation mask, upsampling is performed, while shal-
low layers of the encoder are reused to identify low-level details of objects. The
authors conducted experiments in two multi-label datasets, i.e. ISPRS Vaihin-
gen and ISPRS Potsdam, and in a binary dataset, namely the Massachusetts
Buildings Dataset [13], verifying the advantages of ScasNet.

3 http://project.inria.fr/aerialimagelabeling.

http://project.inria.fr/aerialimagelabeling
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Fig. 1. Graphical representation for the considered W-Net network architecture.

3 The Proposed Segmentation Method

This section details the segmentation method used in our experiments. First,
Sect. 3.1 presents the fully-convolutional neural network architecture adapted
from previously proposed W-Net models [1,2]. Then, Sect. 3.2 presents the train-
ing and hyper-parameter tuning strategies that were considered.

3.1 The W-Net Neural Architecture

The neural network architecture used in our experiments borrows on ideas from
previously proposed W-Net models, used for instance in the context of unsu-
pervised image segmentation [1], or in the context of supervised medical image
segmentation [2]. These models extend the typical U-shaped architecture (also
commonly referred to as an hour-glass architecture) of the U-Net model [14]. Our
network architecture is illustrated in Fig. 1, stacking/bridging together encoder
(on the left-side) and decoder (on the right) U-Nets that, together, form a W-
shaped architecture. The model is trained to simultaneously reconstruct the
original input images from intermediate representations, and to predict the seg-
mentation maps for the input aerial images. The input images are provided to
the model in the LAB colour space, due to the fact that this representation is
better at capturing human perceptual differences, important for segmentation
and image reconstruction problems [15].

In total, our W-Net model has 44 convolutional layers which are structured
into 22 modules. Each module consists of two 3 × 3 convolutional layers, each
followed by a Leaky ReLU non-linearity [16] and batch normalization [17] oper-
ations. The first eleven modules form the dense prediction base of the network,
and the second eleven modules correspond to a reconstruction decoder.
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As in the regular U-Net architecture, the encoder consists of a contracting
path (i.e., the first half of the first U-Net) to capture context, and a correspond-
ing expansive path (the second half) that ends with a 1× 1 convolutional layer,
followed by a fully-connected layer with a softmax activation. The contracting
path starts with an initial module which performs a convolution on the input
images. In the figure, the output sizes are reported for an example input image
resolution of 320 × 320 (i.e., the size of the image patches used in our experi-
ments). Modules are connected via 2× 2 max-pooling layers, and we double the
number of feature channels at each down-sampling step. In the expansive path,
modules are connected via transposed 2D convolution layers. The number of fea-
ture channels is halved at each up-sampling step. The input of each module in
the contracting path is also bypassed to the output of its corresponding module
in the expansive path, to recover lost spatial information due to down-sampling.
The combination of the representations from the contractive and the expansive
paths is made through a concatenation operation, following the ideas from Chen
et al. [2]. The final 1 × 1 convolution maps each 32-component feature vector
to the desired number of segmentation classes K, and then the softmax activa-
tion re-scales the values so that the elements of the K-dimensional output lie in
the range [0, 1] and sum to 1, thus forming a probability distribution over the
segmentation classes.

The architecture of the decoder U-Net is similar to that of the encoder, in this
case reading the output of the encoder with a dimensionality of 320 × 320 ×K.
The final 1×1 convolutional layer of the decoder, considering a sigmoid activation
function, maps a 32-component feature vector back to a reconstruction of the
original input, with the 3 channels of the LAB colour model.

The W-Net proposal from Xia et al. [1] considered the task of unsupervised
image segmentation, using a soft normalized cut loss as a global criterion for the
segmentation [18], which measures both the total dissimilarity between differ-
ent classes and the total similarity within the same classes. We instead consider
a supervised setting, in which the output semantic segmentation classes are
pre-established, and having the ground-truth segmentation labels informing the
training of the encoder part of the W-Net. We specifically used the Dice coef-
ficient loss function [19]. When considering multi-class segmentation problems,
the Dice coefficient loss is computed for each class separately, and then summed
(i.e., all the classes contribute equally to the final loss, thus addressing issues of
class imbalance in the training images).

In turn, the decoder part of the W-Net is trained to minimize a reconstruc-
tion loss (i.e., the mean squared error between the predicted and the true LAB
values for the images), forcing the encoded representations to contain as much
information of the original inputs as possible. In our specific context, the model
promotes the idea that semantic categories relate to how one can perceive and
distinguish colors and pixel intensities on the images, jointly optimizing a seman-
tic segmentation loss and a reconstruction loss for the input coloured images.
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3.2 Hyper-parameters and Model Training Strategy

The selection of hyper-parameters and model training strategies relied on the
general guidelines discussed by Xie et al. [20]. The last layer of the first U-Net
features a number of nodes compatible with the number of classes in the segmen-
tation task. If considering a binary segmentation mask, this last layer would con-
sist of a single channel with a sigmoid activation function, and the model training
would involve minimizing a binary cross-entropy loss or the standard Dice coef-
ficient. The tests reported on this paper always considered multiple classes, and
the last layer of the first U-Net consists of multiple channels. In this case, train-
ing involves a softmax activation function together with the multi-class Dice
coefficient loss. An initial set of tests verified that this loss function always out-
performed the traditional categorical cross-entropy loss. Moreover, also through
initial tests, we verified that the LAB colour space lead to slightly better results
than those obtained with the standard RGB colour space, in terms of both the
reconstruction and segmentation quality. Besides converting the input images to
the LAB colour space, we also applied a contrast enhancement procedure, ana-
lyzing the distribution of pixel intensities and re-scaling the representation to
include all intensities that fall within the 2nd and 98th percentiles. This simple
pre-processing procedure was also found to improve the results.

Training relied on the Adam [21] optimization algorithm together with a
Cyclical Learning Rate (CLR) update procedure, as described by Smith [22].
In more detail, the learning rate varied between 10−5 and 10−4, according to a
triangular policy that decreases the cycle amplitude by half after each period
(i.e., annealing the learning rate), while keeping the base learning rate constant.
We used mini-batches of 5 image patches with dimensionality 320 × 320 × 3,
created through a generator that considered simple real-time data augmenta-
tion procedures (i.e., randomly flipping the input images horizontally, vertically
or diagonally when providing them as input to the training algorithm). The
loss function regulating the training of the complete network corresponds to
a weighted combination of the segmentation (i.e., with a weight of 0.95) and
reconstruction (i.e., with a weight of 0.05) losses.

Model training proceeded for up to a maximum of 50 epochs. However, a
small validation set was used to define an early stopping criterion, and the train-
ing stopped if the validation loss (i.e., the weighted sum of the segmentation and
reconstruction losses over the validation data) did not decrease for 5 consecutive
epochs. The final model weights were taken from the training epoch with the
smallest value for the validation loss.

4 Experimental Evaluation

This section presents the experimental evaluation of the proposed method, com-
paring it against a standard U-Net model, and also against other proposals in
the literature. Section 4.1 starts by presenting the datasets and the experimental
methodology, and then Sect. 4.2 discusses the obtained results. The model was
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Table 1. Characterization of the aerial imagery datasets.

Dataset Size (pixels) Number (train/test) Resolution (cm/pixel)

ISPRS Vaihingen 2100 × 2100 16/17 9

ISPRS Postdam 6000 × 6000 24/14 5

implemented through a Python deep learning library named Keras4, and the
corresponding source code is available online5.

4.1 Datasets and Evaluation Metrics

We conducted experiments on two datasets from a previous challenge focused on
semantic segmentation of high resolution aerial imagery, namely from the ISPRS
2D Semantic Labeling Contest, with images of the cities of Potsdam and Vaihin-
gen. These datasets have been extensively used within previous studies in the
area, as discussed in Sect. 2. The task proposed in the context of both datasets
is to classify each pixel in the image with a given class from a fixed set of six
classes: impervious surface, car, building, background, low vegetation, and tree.
Overall, the Vaihingen dataset has 33 images with different sizes, approximately
with 2100× 2100 pixels each and a Ground Sample Distance (GSD) of 9 cm. We
used 12 images for training, 4 for validation, and 17 for testing. The Potsdam
dataset has 38 images of 6000 × 6000 pixels each and a GSD of 5 cm. For this
dataset, we used a split of 18 images for training, 6 for validation, and 14 for test-
ing. Table 1 features a characterization of both datasets. In both cases, the data
splits that we considered are common to those used in most previous studies.
All images were initially converted from the RGB to the LAB colour space [15],
and we also pre-processed them with a contrast enhancement procedure based
on the distribution of pixel intensities, as described in Sect. 3.2.

To assess the quantitative performance of the segmentation methods, we com-
puted the precision, recall, and F1 scores over each segmentation class, macro-
averages and class-weighted averages for precision, recall, and F1 scores, and
the overall accuracy (OA). Following the practice of other studies leveraging the
datasets used in our tests, all the evaluation scores were computed over just five
classes, ignoring the background pixels. Additionally, as suggested by the chal-
lenge organizers that made available the datasets, we evaluated the results on an
alternative ground truth with the borders of the objects eroded by a radius of 3
pixels, to reduce the impact of ambiguous boundaries in the evaluation results.

4.2 Experimental Results

Table 2 features a comparison between the results of state-of-the-art methods in
the selected datasets, against our U-Net and W-Net models, specifically consid-
ering the overall accuracy. Additionally, Table 3 presents the per-class metrics
4 http://keras.io.
5 http://github.com/martamaria96/deep-wnet.

http://keras.io
http://github.com/martamaria96/deep-wnet
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that were used to assess the quantitative performance, together with the percent-
age of pixels, in each dataset, associated to each of the classes (not considering
the background class). Summarizing the results, Table 3 also presents macro-
averaged results and a weighted average of the metrics that takes into account
the percentage of pixels belonging to each class. Notice that the results presented
for previous models are merely indicative, given that we are directly reporting
the values given in previous publications, obtained from the author’s own tests,
and not all those studies used exactly the same experimental protocol.

The results show that the classes corresponding to impervious surfaces, cars,
and buildings achieved better results than the other classes. The results also
show that the proposed W-Net model outperformed a standard U-Net (i.e., a
model using just the first U-Net from Fig. 1, relying just on the loss function cor-
responding to the Dice coefficient) on both datasets, at the same time achiev-
ing comparable results to some of the previous state-of-the-art approaches. A
more detailed analysis of previous results is available online, in the leader-boards

Table 2. Comparison in terms of the overall accuracy for different methods over the
ISPRS Potsdam and ISPRS Vaihingen test datasets.

Model Overall accuracy

Vaihingen Potsdam

RiFCN [6] - 86.6

CONC 2 [23] 86.5 -

ScasNet [12] 91.1 91.1

UOA [24] 87.6 -

SegNet-RC [3] 89.8 89.0

SDFCN [10] 88.3 89.0

UFMG 4 [25] 89.4 87.9

U-Net (ours) 87.05 89.12

W-Net (ours) 88.08 89.14

Table 3. Per-class precision, recall, and F1 metrics over the ISPRS Potsdam and
ISPRS Vaihingen test datasets, with the W-Net model.

Class Potsdam Vaihingen

Percentage Precision Recall F1-score Percentage Precision Recall F1-score

Impervious 31.07 92.88 90.59 91.69 30.87 89.82 90.04 89.79

Car 1.88 98.26 90.56 94.22 1.84 73.19 83.66 76.37

Building 26.99 95.29 94.73 94.98 26.94 93.77 91.95 92.75

Low vegetation 23.75 77.13 90.97 83.29 23.63 81.33 73.00 76.66

Tree 16.30 89.91 78.52 83.48 16.72 81.32 92.42 86.08

Macro-average - 90.69 89.07 89.53 - 83.89 86.22 84.33

Weighted average - 89.41 89.83 89.29 - 87.15 86.81 86.62
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associated to the Potsdam6 and Vaihingen7 datasets. Many of the ideas advanced
in state-of-the-art models for the task can also be combined with our W-Net app-
roach, perhaps further improving the results. For instance, the state-of-the-art
model named UFMG 4 [25] uses convolutional blocks inspired by the DenseNet
architecture, i.e. an idea that can be easily combined with our W-Net [26,27].

Figure 2 illustrates the segmentation results for an example image taken from
each dataset, where the third column presents the results of the W-Net model,
and the fourth column compares our results with the ground truth, highlighting
in red the pixels corresponding to incorrect predictions.

(a) Image (b) Ground Truth (c) W-Net (d) Comparison

Fig. 2. Qualitative results on the ISPRS Vaihingen (first row) and Potsdam (second
row) datasets. The mask has six categories: impervious surface (white), building (blue),
low vegetation (cyan), tree (green), car (yellow) and background/clutter (red). The
columns correspond to (i) the original image, (ii) the W-Net results, (iii) the ground
truth mask, and (iv) an indication of pixels corresponding to wrong predictions. (A
color version of the figure is given in the online version)

5 Conclusions and Future Work

This paper reported on a set of experiments for evaluating the performance of
an adapted version of the recently proposed W-Net neural network architecture,
6 http://www2.isprs.org/commissions/comm2/wg4/potsdam-2d-semantic-labeling.

html.
7 http://www2.isprs.org/commissions/comm2/wg4/vaihingen-2d-semantic-labeling-

contest.html.

http://www2.isprs.org/commissions/comm2/wg4/potsdam-2d-semantic-labeling.html
http://www2.isprs.org/commissions/comm2/wg4/potsdam-2d-semantic-labeling.html
http://www2.isprs.org/commissions/comm2/wg4/vaihingen-2d-semantic-labeling-contest.html
http://www2.isprs.org/commissions/comm2/wg4/vaihingen-2d-semantic-labeling-contest.html
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originally proposed for the segmentation of medical images, on the semantic seg-
mentation of high-resolution satellite images. Through experiments with several
distinct datasets used in previous studies and in competitions, we showed that
the W-Net architecture is quite effective in this task, outperforming the standard
U-Net model and other approaches on common datasets in the area.

Despite the interesting results, there are also many ideas for future work. Sev-
eral previous studies have proposed alternative connectivity patterns for U-Nets,
which we could also explore. Besides the two W-Net architectures that inspired
the model used in our tests, other studies have also proposed to stack/bridge
multiple U-Nets together [28–30], with features going sequentially from the first
U-Net to the last in an attempt to better capture high-order spatial relationships.
Several ideas from these other approaches can also be borrowed, e.g. related to
the use of residuals [31] or other intermediate supervisions. Other authors still
have proposed to combine dense connectivity with the original U-Net architec-
ture, following the general design of DenseNets for image classification [26,27]. In
particular, each top-down or bottom-up module can feature a dense block with
densely connected convolutional layers. Besides dense connections in the encoder
and decoder blocks, one can also consider dense connections across both these
parts [32]. Tang et al. proposed the coupled U-Net model, i.e. a hybrid of the
dense U-Net and the stacked U-Net that integrates the merits of both dense
connectivity and multi-stage top-down and bottom-up refinement [33]. Given
several stacked U-Nets, these authors proposed to add shortcut connections for
each U-Net pair, thus generating the coupled U-Net. Similar ideas can easily be
considered as extensions to our model.

Besides taking ideas from previous developments in fully-convolutional net-
works for image segmentation, other recent developments in CNNs for image clas-
sification can also be integrated into the proposed approach. Examples include
octave convolutions [34] or attention augmented CNNs [35].

Currently ongoing experiments relate to the use of W-Net model variants
for the semantic segmentation of historical aerial photos available as gray-scale
images. The segmentation of historical aerial photos can have many interesting
practical applications, and we are interested in exploring the segmentation of
building footprints for dasymetric disaggregation [36] of historical census data. In
particular, we are studying the application of W-Net models for jointly coloring
and segmenting the aerial photos, in which the first fully-convolutional part
performs semantic segmentation from gray-scale inputs, and the second part
returns a colored version of the original image. The entire model can be trained
with modern datasets of colored aerial photos, such as the ones used in the
experiments reported on this paper, ignoring the color information from the
input images in the encoder part, and instead using the color information for
computing the loss function from the second part of the model.
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Abstract. This paper proposes to study the synthesis of unordered
binary decision diagrams (BDDs) using solvers for Quantified Boolean
Formulas (QBF). The synthesis of a BDD falls naturally in the realm of
quantified formulas as we are typically looking for a BDD satisfying a
certain specification. This means that we ask whether there exists a BDD
such that for all inputs the specification is satisfied. We show that this
query can be encoded naturally into QBF and experimentally evaluate
these queries for the minority function.

The short paper should be seen as a challenge for further research on
QBF solving.

1 Introduction

Reduced and ordered BDD (ROBDDs) [1,2] are well studied and appear often
in practice due to their canonicity and ease of manipulation. At the same time,
exponential lower bounds for ROBDDs are well-known [17]. In that aspect, BDDs
(also called branching programs) are interesting because there are no known
exponential lower bounds.1 This means that BDDs are likely to give us small
representations of Boolean functions while preserving some of the advantageous
properties of ROBDDs. Namely, they can be naturally represented in hardware,
where each node corresponds to a 2 to 1 multiplexer.
This short paper has the following two contributions.

1. We show that synthesizing a BDD can be naturally formulated as a quantified
Boolean formula (QBF).

2. We perform preliminary evaluation of state-of-the-art QBF solvers on this
formulation.

The preliminary evaluation shows that the nowadays solvers scale poorly. In
some sense this is not surprising because synthesis of functions is inherently a
hard problem. Already in the case of the synthesis of the disjunctive normal form
(DNF) minimization is ΣP

2 -complete [18]. It is only to be expected to be harder
for BDDs. Limitations of QBF solvers have also been observed in other related
works on synthesis of circuits or reactive systems [3,4,7,10,11].

We believe that these poor results should not be seen as a deterrent but
rather as a challenge for further QBF research.
1 For existing lower bounds for BDD see a survey by Razborov [14].
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2 Preliminaries

Standard concepts from propositional logic are assumed. Propositional formulas
are built from variables, negation (¬), and conjunction (∧). For convenience
we also consider the constants 0, 1 representing false and true, respectively. The
results immediately extend to other connectives, e.g., (φ ⇒ ψ) = ¬(φ∧¬ψ), (φ∨
ψ) = ¬(¬φ∧¬ψ). A literal is either a variable or its negation. An assignment is a
mapping from variables to {0, 1}. Assignments are represented as sets of literals,
i.e., {x,¬y} corresponds to {x �→ 1, y �→ 0}. For a formula φ and an assignment σ,
the expression φ|σ denotes substitution, i.e., the simultaneous replacement of
variables with their corresponding value.

Quantified Boolean Formulas (QBF). QBFs [9] extend propositional logic by
quantifiers over Boolean variables. Any propositional formula φ is also a QBF
with all variables free. If Φ is a QBF with a free variable x, the formulas ∃x. Φ
and ∀x. Φ are QBFs with x bound, i.e. not free. Note that we disallow expressions
such as ∃x.∃x. x. Whenever possible, we write ∃x1 . . . xk instead of ∃x1 . . . ∃xk;
analogously for ∀. Semantically a QBF corresponds to a compact representation
of a propositional formula. In particular, the formula ∀x. Ψ is satisfied by the
same truth assignments as Ψ |{¬x} ∧ Ψ |{x} and ∃x. Ψ by Ψ |{¬x} ∨ Ψ |{x}. Since
∀x∀y. Φ and ∀y∀x. Φ are semantically equivalent, we allow writing ∀X for a set
of variables X; analogously for ∃. A QBF with no free variables is false (resp.
true), iff it is semantically equivalent to the constant 0 (resp. 1).

Binary Decision Diagrams (BDD). A BDD [2] is a rooted directed acyclic graph
where each node has two outgoing edges except for two sinks. Each node is
labeled by a Boolean variable and the outgoing edges are labeled by 1 and 0,
respectively. The two sinks are labeled by 1 and 0, respectively. A BDD unequiv-
ocally represents a Boolean function: starting at the root take the 1 edge if the
variable labeling the current node is true and take the 0 edge otherwise. Respond
“true”, if the 1-sink is reached; respond “false”, if the 0-sink is reached.

3 Encoding

We assume that we are given N nodes N = {n1, . . . , nN} and additionally the
sink nodes sink1, sink0. Further, there is a finite set of input variables I. The
desired semantics of the resulting BDD is assumed to be specified as a Boolean
formula on the input variables. Hence, the objective is to construct a BDD of size
N representing the same function as the given Boolean formula. For the purpose
of this paper we focus on the minority function, i.e. the formula φ(i1, . . . , im)
that is true if and only if a minority of the input variables are set to 1.2

2 The majority function is obtained by swapping the semantics of 0 and 1, which is
easy to do in BDDs.
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We present the encoding in three conceptually separate steps: (1) encoding
of topology (Sect. 3.1), (2) encoding of BDD’s semantics (Sect. 3.2), (3) encoding
of specification (Sect. 3.3). This section is concluded by Sect. 3.3, which discusses
some of the technical details of the encoding.

3.1 Topology

To avoid cycles in the constructed BDD we apply the following trick. Without
a loss of generality, we assume that a node ni can be only connected to a node
m if m = nj for j < i or m is one of the sinks. Like so we ensure there is
a topological ordering on the resulting graph and at the same time, we are
not losing any graphs because a topological ordering has to exist (there are no
cycles). For convenience, we define the notation neighbors(ni) to denote the set
{nj | j ∈ 1..i − 1} ∪ {sink0, sink1}.

The space of BDDs is modeled by two sets of Boolean variables. The variables
ln,x represent that the node n ∈ N is labeled by the input variable x ∈ I. The
variables ce

n,m represent that there is an edge from n to m labeled by e ∈ {0, 1}.
To ensure that each node is labeled by one and only one input variable and that
each edge goes into one and only one node we output the following constraints.

∑

x∈I
ln,x = 1, for each n ∈ N

∑

m∈neighbors(n)

ce
n,m = 1, for each n ∈ N , e ∈ {0, 1}

These constraints together with the restriction that a node can only connect
to a sink or one of the preceding nodes yield BDDs with the correct topology.

3.2 Semantics

The semantics of the BDD under a given input is captured by assigning a value
to each sub-BDD. This is done recursively as follows. The sink0 is false, the sink1
is true. A node n labeled by x is true iff the corresponding neighbor is true.

We introduce the following auxiliary formulas. For a node n ∈ N the formula
Vn represents the value of the labeled variable, i.e. the formula is true if the node
is labeled by one of the variables x and that variable is true at the same time.
Formally defined as:

Vn �
∨

x∈I
(ln,x ∧ x)

For each sub-BDD rooted in some node n ∈ N ∪{sink0, sink1} the formula Tn

represents the truth value of that sub-BDD. For each node n ∈ N the formula
Be

n represents the truth value of the neighbor of n on the edge e.
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Tsink0 � 0

Tsink1 � 1

Be
n �

∨

m∈neighbors(n)

(ce
n,m ∧ Tm)

Tn � (¬Vn ∧ B0
n) ∨ (Vn ∧ B1

n)

3.3 Specification

We assume that we are given a formula φ on the input variables I that specifies
the behavior of the BDD that we wish to construct, i.e. the constructed BDD
should be true if and only if φ is true on any given input. This is now easily
expressed as a QBF with two levels of quantification where the first level is
over the labeling and connecting variables and the second level is over the input
variables. In the parlance of the above-defined concepts, we need to ensure that
the truth value of the root node is equal to the truth value of φ for any input.

To formalize, let C be the set of variables ce
n,m and let L be the set of vari-

ables ln,x. The resulting QBF is defined as follows.

∃CL∀I. TnN
⇔ φ

In particular, to obtain the minority function over the inputs, we output the
following QBF.

∃CL∀I. TnN
⇔

(
∑

x∈I
x ≤ |I|/2�

)

3.4 Technical Details of the Encoding

The above-defined formulas contain some constructs that are typically not sup-
ported by QBF solvers. In the implementation, we use the circuit-like language
QCIR supported by a number of tools [8]. QCIR supports only typical Boolean
connectives. This means that the language does not have native support for the
constructs

∑
x∈s x = 1 or

∑
x∈s x ≤ k. These constraints can be converted to a

circuit form in a number of ways. Since we are dealing with rather modest num-
bers we use the pairwise (quadratic) encoding for “exactly one” and sequential
counter [15] for at-mostk().

∑

x∈x1,...,xn

x = 1 �
∨

i

xi ∨
∧

i<j

¬xi ∨ ¬xj

at-most0(S) �
∧

x∈S

¬xi

at-mostk(x1, . . . , xn) �x1 ∧ at-mostk−1(x2, . . . , xn) ∨ ¬x1 ∧ at-mostk(x2, . . . , xn)
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3.5 Experimental Evaluation

TF

n1:i4

1 n0:i1

0

01

n3:i4

0

1

n2:i2

1

0

n5:i2

0

1

n4:i2

1 0

n7:i3

1 0

n6:i3

01

n8:i0

1 0

Fig. 1. Example
BDD

The encoding to QBF was implemented as a Python script
allowing for different QBF solvers to be used as the back-end.
The script uses encoding given in Sect. 3 with an increasing
N (the number of nodes). Consequently, the majority of the
QBF calls are UNSAT and the synthesized BDD is guaranteed
to be the smallest in number of nodes (if found).

The targeted function was the minority function, in fact
a special case of at-mostk() constraint, with k = |I|/2�.3
Figure 1 shows one of the synthesized BDDs for |I| = 5, k = 2
with 9 BDD nodes (plus the sinks). Interestingly, this BDD
is in fact ordered, but to our best knowledge, it is not known
whether the smallest BDD for the minority function can be
always ordered.

The following QBF solvers were used: Qute [12]; QFUN [5];
QuAbS [16]; and RAReQS [6]. The tables in Fig. 2 summa-
rize the results. Figure 2(a) shows the running times (with
the timeout 30 min). Figure 2(b) shows the lower bound for
number of nodes. The solvers QFUN and RAReQS go up to
5 inputs while the solvers Qute and QuAbS stop already on
4 inputs. Interestingly enough, QFUN and RAReQS are still
quite fast on 5 inputs.

| I |/k rareqs qfun qute quabs
3/1 0.04 0.02 0.18 0.32
4/2 0.11 0.11 2.28 3.34
5/2 22.55 17.35 T/O T/O
6/3 T/O T/O T/O T/O

(a) Times in seconds

| I |/k rareqs qfun qute quabs
3/1 4 4 4 4
4/2 6 6 6 6
5/2 9 9 7 8
6/3 10 10 6 7
(b) Lowerbounds for #nodes

Fig. 2. Results and example BDD

4 Future Work

We hope that this study will motivate the investigation of other methods for
QBF solving; possibly based on more stochastic approaches. The study should
also be carried out for other types of functions. Functions from real world, which
are typically not symmetrical, might give better picture of the performance and
also might be a better target for BDDs.

3 Pudlák gives a Ω(n lg n) lower-bound for this function [13].
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Abstract. Patents are an important source of information for measur-
ing the technological advancement of a specific knowledge domain. The
volume of patents available in digital databases has grown rapidly and,
in order to take advantage of existing patent knowledge, it is essential to
organize information in an accessible and simple format. The classifica-
tion systems groups, made available by patent offices, were given names
capable of representing them and facilitating the process of searching for
the information associated with its content. The purpose of this paper is
to use automatic text summarization techniques to develop an automatic
methodology to help the examiner to name new patent groups created
by the categorization systems. We used three summarization strategies
with two different approaches to choose the most representative sen-
tence for each subgroup. The experiments were performed on the basis
of abstracts and descriptions of patent documents, in order to evaluate
the performance of the methodology proposed in different sections of
the patent document. Validation experiments were conducted using four
subgroups of the United States Patent and Trademark Office, which uses
the Cooperative Patent Classification system.

Keywords: Computational intelligence · Knowledge representation ·
Information systems · Automatic text summarization ·
Patent databases

1 Introduction

Patents are complex legal documents with a significant number of technical and
descriptive details which relate to results of valuable research for the industry,
companies and for researchers [1]. One of the objectives of granting patents is to
facilitate the dissemination of scientific knowledge [2]. For this, the government
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P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 508–519, 2019.
https://doi.org/10.1007/978-3-030-30244-3_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30244-3_42&domain=pdf
https://doi.org/10.1007/978-3-030-30244-3_42


Using Summarization Techniques on Patent Database 509

grants the inventor the right to exclude others for a limited time from making,
using or selling this invention, in exchange for full disclosure of an invention [3].

Patents are a source of inspiration. The efficient analysis of these docu-
ments allows monitoring technological trends, defining business models, securing
market share, decreasing the time to develop new products and reducing the
possibility of patent infringement [4–6]. Camus and Brancaleon [7] highlighted
the importance of information contained in patent analysis, revealing risks and
opportunities and gaining insight into business activities. Markellos [8] and Ley-
desdorff [9] explore the patent databases, showing how the production of scientific
knowledge may be related to the economy. However, in order to be useful for
the decision-making task, the information contained in a patent database must
be in an understandable format [10].

Patent documents have idiosyncrasies that relate to the structure of the
patent document, the vocabulary of the patent and the length of the sentences
[4]. In this context, conventional approaches to information retrieval are difficult
to apply and therefore the in-depth study of patents and their consequences still
needs to be made more accessible to users and researchers.

The information contained in the patents is distributed in sections, defined by
the patent office. The formatting of the patent text is controlled by laws and reg-
ulations of the country or the patent authority in which the inventor applied for
the patent. In general, patents have title, abstract, claims and description. The
abstract is characterized by having complex syntactic constructs and a generic
vocabulary. The claims section has a hierarchical structure, with independent and
dependent claims. The independent claims present a general idea of the invention
whereas the dependent claims present more specific information about the inven-
tion. Each claim is composed by a single sentence. This leads to the appearance
of very long sentences and significant complexity. The section of the description
is characterized by having distinctive information of the inventions [4,11].

Patent offices name the groups in the classification systems in order to facili-
tate the process of searching the information associated with the content of these
documents. The growth of the number of patents in certain categories generates
the need to reclassify the categories and divide them into subcategories. Con-
sequently, new subgroups need to be named. Because these subgroups belong
to a restricted knowledge domain, the naming task can be extremely laborious.
In this context, it is necessary to look for techniques that facilitate this naming
process, to assist the examiners in their task.

This paper aims to investigate how the automatic text summarization process
can generate sentences directly associated with the content of patents, making
it easier to identify these documents in searches and providing support to the
patent management process. The experiments will be conducted in two sections
of patent documents, abstract and descriptions, using two different approaches.
The obtained results will be compared quantitatively, using semantic similar-
ity analysis, and qualitatively. The work is divided into five sections. Section 2
presents the theoretical background and related works. Section 3 describes the
database used and the methodological steps of the work. Sections 4 and 5 show
the results, analysis and final considerations.
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2 Theoretical Background

Automatic text summarization aims to construct a simple and descriptive sum-
mary of the original text from sections of the text. Thus, the process identifies the
significant aspects of one or more documents to represent them consistently [12].

In general, there are two main approaches to automatic summarization:
extractive and abstractive. The extractive summarization selects the main sec-
tions of the original text to generate a summary. The extractive summariza-
tion systems are usually based on the sentence/topic extraction technique and
attempt to identify the set of sentences that are most important for the general
understanding of a particular document. In order to identify these sentences,
many approaches use the keywords as a criterion for choosing the sentences and,
thus, extract the sentences that have the highest number of keywords [13].

Abstractive summarization tries to develop an understanding of the main
sections of the text and, from an internal semantic representation, expresses
the knowledge obtained in natural language. For this, it uses linguistic methods
to interpret and describe the text, thus generating a summary with the main
information of this text [13]. Because it requires extensive processing of natural
language, abstractive summarization is much more complex than extractive and
therefore less explored [14].

In this work, three extractive summarization strategies were implemented.
The first one is based on the LexRank algorithm, the second is based on
the Latent Semantic Analysis (LSA) algorithm and the third one is based on
the Term Frequency-Inverse Document Frequency (TF-IDF) algorithm. Sub-
sects. 2.1, 2.2 and 2.3 present the description of the implemented algorithms.
Subsection 2.4 presents a description of the semantic similarity analysis algo-
rithm that was used to choose the sentence that best represents the set of doc-
uments.

2.1 LexRank

LexRank is an extractive summarization algorithm, developed by Erkan and
Radev. This algorithm assigns a weight to each sentence of a document, which
represents the importance of the sentence for the document [15].

Initially, the method performs sentence grouping, by calculating the simi-
larity between them. The calculation of similarity uses a bag-of-words model
where each sentence is represented by a N-dimensional vector, and N is the
number of all occurring words in the sentence. The documents are represented
by a matrix where each cell presents the value of the cosine similarity between
sentence pairs [15].

Then, the results of the similarity calculation are allocated in a non-directed
graph, where the vertices are the sentences of each group and the weight of
the edges is the similarity between the vertices. In order to choose the most
representative sentence of each document, one evaluates the centrality of each
sentence in a cluster, and draws the most important ones [15].
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2.2 LSA

Deerwester et al. [16] described the LSA as a method for information retrieval.
However, in 1998, Landauer, Foltz and Laham suggested using this method to
find relationships between words. The main idea of this method is to reduce
the number of dimensions, consequently reducing noise, and emphasizing strong
indirect relationships between entities.

In this work, the LSA is used to generate a summary of a document. The
method was based on the work of Dokun and Celebi [17] and consists of making
an extractive summary, in which an algorithm extracts a single sentence from
the document, identifying it as the sentence that best represents the document.
For this, the algorithm receives as input a preprocessed document and generates
a sentence-term matrix, usually sparse, in which a column vector represents the
weighted frequency of the sentence in the document.

From the semantic point of view, Singular Value Decomposition (SVD)
derives the latent semantic structure from the document represented by a matrix,
reflecting a breakdown of the original document into linearly-independent base
vectors or concepts. Each term and sentence from the document is jointly indexed
by these base vectors/concepts. Beside this, if a word combination pattern is
recurring in document, this pattern will be represented by one of the singular
vectors. The magnitude of the corresponding singular value indicates the impor-
tance degree of this pattern within the document. Any sentences containing this
word combination pattern will be projected along this singular vector, and the
sentence that best represents this pattern will have the largest index value with
this vector [18].

2.3 TF-IDF

The TF-IDF algorithm is an unsupervised method, which is based on the local
(TF) and global (IDF) frequencies of the set or database items. TF-IDF algo-
rithm is a numerical statistic that shows how important a word is to a document,
or to a set of documents. When a word number increases in a given document,
the value of TF-IDF increases proportionally. However, depending on the num-
ber of times this word occurs in the set of documents, the value of TF-IDF
decreases [19].

The frequency of a term f(i, j) corresponds to the number of occurrences of
the term i in the document j. The inverse frequency of the document measures
the amount of information a word provides, that is, whether the term is common
or rare in all documents. It is a logarithmically obtained value. Thus, the total
number of documents in the collection is divided by the number of documents
that contain the term [19].

TF-IDF algorithm was developed based on the IDF proposed by Sparck Jones
[20] and is defined by Eqs. (1) to (3). Equation (1) calculates the importance of a
term, fi,j , in terms of a document, by the quotient between the frequency of the
term i in the document j and the frequency of the term that occurs the most in
the document.
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fi,j =
f(i, j)

max(frequencyi,j)
(1)

Equation (2) calculates the importance of the term for the collection of docu-
ments by the logarithm of the quotient between the total number of documents
(N) and the number of documents that have the term i under analysis (ni).

idfi = log
N

ni
(2)

Finally, Eq. (3) calculates the weight of the term, combining both those
importance measures.

wij = fi,j × idfi (3)

There are several variations of the TF-IDF algorithm for the task of auto-
matic text summarization. Previous experiments were carried out with the pur-
pose of evaluating the performance of three of these variations applied to patent
documents. The first variation of the TF-IDF algorithm calculates the TF-IDF
considering all words as terms. The second considers only nouns as terms. The
third considers only the nouns as terms and the sentence position in the para-
graph is used as weight. The calculation of the sentence weight is performed
based on Eq. (4), proposed by Singh et al. [21]. The results of the experiments
showed that the third variation of the TF-IDF presented a result superior to the
others and, therefore, will be used in this work.

p =
1
4
(

1
Npa

+
1

Nse
)2 (4)

in which Npa is the paragraph number where the analyzed sentence is found and
Nse is the position of the sentence in the paragraph. The weight p is added to
the TF-IDF value of the sentence.

2.4 Analysis of Semantic Similarity

Semantic similarity is a measure that verifies the similarity between sentences
and texts, also defined as semantic entities. This similarity is measured using
the distance between terms based on their meaning or semantic content. The
semantic similarity index between the semantic entities is a numerical estimation
obtained with the semantic information of the entities terms [22].

In this work, the semantic similarity analysis method proposed by Al-Natsheh
et al. was used [23]. This method consists of two phases, the first is the extraction
of characteristic pairs and the second is the regression estimator. For the extrac-
tion of feature pairs, the algorithm uses attributes such as part-of-speech (PoS),
which is a category of words with similar lexical properties, named-entities (NE)
such as people, organizations and sites, and the representation of sentences in
Bag-of-Words (BoW), which is weighted by TF-IDF. For the regression esti-
mation, the Random Forests (RF) method is used, which is a classifier that
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constructs decision trees during training. This method takes two sentences and
assigns to them a score between 0 and 5, so that a high score represents a large
similarity between the sentences.

3 Proposed Approach

This section has been divided into two subsections. The first presents the
database used in the experiments, while the second one presents the methodology
used to extract the most significant sentence from the patent groups.

3.1 Database

The database used in the experiment is provided by the United States Patent and
Trademark Office (USPTO). The classification system used, classifies patents
into sections, classes, subclasses, groups and subgroups as illustrates in Fig. 1. For
this work, four subgroups, G06K 7/1443, G06K 7/1447, G06K 7/1452 and G06K
7/1456 were randomly selected. This is a prototype to validate the proposed
methodology. These subgroups belong to the G06K subclass, named “recogni-
tion of data, presentation of data, record carriers, handling record carriers” by
USPTO.

Fig. 1. Hierarchical organization of CPC system.

The database used is composed of 733 patents. Table 1 shows the patent code
in the CPC classification system, the subgroup name and the distribution of the
patents in each of them.
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Table 1. Database.

CPC Codes Subgroups names Number of patents

G06K 7/1443 Locating of the code in an image 348

G06K 7/1447 Extracting optical codes from
image or text carrying said optical
code

198

G06K 7/1452 Detecting bar code edges 68

G06K 7/1456 Determining the orientation of the
optical code with respect to the
reader and correcting therefore

119

3.2 Methodological Steps

The methodology used to find the sentence that best describes the group created
can be divided into three steps. The first step is the segmentation of patent docu-
ments. The algorithms used in all the methodological steps were implemented in
Python language. This paper performs segmentation of two sections of a patent
document, the abstract and the description. It was decided not to use the claims
section because of its particularities, due to the size of sentences and their com-
plexity. To create the basis of the description, only the first 300 words of each
document were selected for each patent. According to the classification exper-
iments performed by Fall, Törcsvári, Benzineb and Karetka [24], results using
the first 300 words of each section performed better than those using the whole
text. Figure 2 presents a diagram of the proposed scheme.

Fig. 2. Sentence extraction scheme.

In the second step, the documents were preprocessed. The used algorithm
removes stop words, special characters, stemming and generates n-grams. For
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each of the patents, the algorithm generates a new file containing the prepro-
cessed text and an occurrence matrix.

In the third step, the most representative sentence of each subgroup was
selected. To obtain this sentence, two different approaches were used. They will
be detailed in the next two paragraphs.

The first approach is divided into three phases. The first phase consisted
of the summarization of each of the documents of the four subgroups using
LexRank, LSA and TF-IDF algorithms. These algorithms receive as input a
preprocessed text and return the phrase best ranked by the algorithm. The sec-
ond phase of the process analyzes the similarity between the extracted sentences,
using the method proposed by Al-Natsheh et al. [23]. The semantic similarity of
each sentence in relation to the other sentences of the subgroup was calculated,
creating a list of sentence pairs, and their respective indexes of similarity. In the
third phase, two metrics were used, maximum and mean, to select the sentence
that has the greatest similarity to the other sentences. The maximum metric
selects the sentence that most frequently presents the highest similarity index.
The mean metric selects the sentence with the highest mean index of similarity.

The second approach is divided into two phases. In the first phase, the most
important document of each subgroup was identified. For this, the algorithm
receives as input a matrix of occurrences, generated by the pre-processing algo-
rithm, and calculates the importance of each word in the documents using the
TF-IDF algorithm. Then, the sum of the scores of each document is made and
the document that has the highest score is defined as the most important of
the subgroup. In the second phase, the document was summarized using the
LexRank, LSA and TF-IDF algorithms. These algorithms receive as input a
preprocessed text and return the phrase best ranked by the algorithm.

After all, the validation of the experiments was performed, using 4 sub-
groups of USPTO, which already have their names designated by specialists.
The selected sentences were evaluated quantitatively, analyzing the semantic
similarity between the name of the subgroup and the chosen sentences as the
most representative of each subgroup. In addition, a qualitative analysis was
performed, with the name of the subgroup. The hypothesis is that if the selected
sentence is semantically similar to the subgroup name, it will provide a meaning-
ful description for the subgroup. From this analysis, it was possible to identify
which of the approaches associated to each one of the algorithms obtained the
best result applied to the abstracts and the descriptions.

4 Experiments

Initially, the experiments were performed using the first approach proposed in
the methodology. To validate the obtained results, an analysis of the semantic
similarity between the name of the subgroup and the sentence chosen by each
one of the strategies associated with the two metrics was performed. The names
of the subgroups selected to validate the proposed methodology are presented
in Table 1. Tables 2 and 3 show the semantic similarity index between the sen-
tence chosen for each metric and the name of the subgroup, using the abstracts
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database and descriptions, respectively. In these tables, the subgroups were only
represented with their finalization, 43, 47, 52, 56. The first column shows the
metric used to choose the best sentence in the group, the second column presents
the strategies, which is the sentence extraction method used to choose the best
sentence and the last four columns present the semantic similarity indexes for
each of the four subgroups.

Table 2. Semantic similarity index using
abstracts - First approach.

Metrics Strategies Subgroups

43 47 52 56

Mean Lex 2.98 2.18 3.09 2.14

LSA 2.98 1.66 3.09 2.63

TF-IDF 2.98 1.75 2.85 2.82

Maximum Lex 2.98 1.04 2.85 2.14

LSA 3.00 1.66 3.09 3.07

TF-IDF 2.98 1.42 2.88 2.10

Table 3. Semantic similarity index using
descriptions - First approach.

Metrics Strategies Subgroups

43 47 52 56

Mean Lex 2.89 1.44 2.83 2.78

LSA 2.91 1.07 2.92 2.78

TF-IDF 3.14 2.01 2.92 2.02

Maximum Lex 2.89 2.03 2.84 2.78

LSA 2.91 1.96 1.58 2.06

TF-IDF 2.35 2.01 1.92 2.02

Afterwards, the experiments were performed using the second approach
described in the methodology. The occurrence matrix generated by preprocess-
ing was used as input for the TF-IDF algorithm. The TF-IDF algorithm, in this
case, was used to choose the most representative document of each subgroup.
Then, for each document, the most representative sentence was chosen using
each of the three proposed strategies.

To validate the results obtained, each sentence was compared semantically
with the subgroup name presented in Table 1. Tables 4 and 5 show the semantic
similarity index between the sentence chosen for each metric and the name of
the subgroup, using the abstracts database and descriptions, respectively. The
first column shows the metric used to choose the best sentence in the group, the
second column presents the strategies, which is the sentence extraction method
used to choose the best sentence and the last four columns present the semantic
similarity indexes for each of the four subgroups.

Table 4. Semantic similarity index
using abstracts - Second approach.

Strategies Subgroups

43 47 52 56

Lex 2.22 1.16 1.86 1.63

LSA 2.22 1.16 2.00 1.63

TF-IDF 2.22 1.44 1.90 1.02

Table 5. Semantic similarity index
using descriptions - Second approach.

Strategies Subgroups

43 47 52 56

Lex 1.30 0.99 0.98 0.81

LSA 1.81 1.62 1.44 1.11

TF-IDF 1.81 1.00 2.61 2.34
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By analyzing the results of the two proposed approaches, it is clear to ver-
ify that LSA algorithm with maximum metric performs better than the other
algorithms for the majority of the experiments. Figure 3 shows an example of
the result obtained using the proposed scheme. For this case, the summarization
method achieved a semantic similarity index equal to 3.00, which can be consid-
ered as good in a scale from 0 to 5. The word cloud, shown in Fig. 3, is a graphical
representation that helps evaluating the existing similarity between the original
text and the summarized phrase. It was created using Python coding.

Fig. 3. Sentence extracted using LSA and metric maximum for the subgroup
G06K7/1443.

5 Conclusions

Patent classification systems help offices categorize, classify, and subsequently
retrieve patents in their state-of-the-art search processes. With the increasing
number of patents and the development of new technologies, the classification
systems should be constantly reviewed to avoid accumulation of patents on cer-
tain subgroups. Consequently, there is a need to reclassify the categories and
subdivide them into subcategories. However, the task of naming the generated
subcategories can be extremely laborious. In this context, it is necessary to look
for techniques that facilitate this naming process, to assist the examiner in his
task.

The main contribution of this work is the suggestion of an efficient approach
to extract the most significant sentence from patent groups, in order to assist the
examiners when naming new groups/subgroups. The experiments were carried
out using extractive summarization strategies and semantic analysis, in an area
of interest to the academic and industrial community. As a continuation of this
work, the four subgroups used will be categorized and the new groups identified
will be named using the proposed methodology. Another proposal of continuity
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is the application of an abstractive summarization methodology to be compared
with the extractive summarization used in this work. Patent office profession-
als and researchers in the domain of information retrieval and applied machine
learning have evaluated USPTO database to investigate the accessibility of the
knowledge embedded in patents. Most of them deal with the upper levels of
classification hierarchies (class and subclass levels), and only some have tracked
the problem on a more fine-grained classification (group and subgroup levels),
as it was done in this work.
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Abstract. In this paper we present tasplan, a complete planner for
temporal logic programs. The planner receives a planning specification as
input, having the form of a temporal ASP program, and obtains as output
one or several alternative (shortest) plans, if the problem is solvable,
or answers that no solution exists, otherwise. The tool allows different
search strategies, including informed search algorithms if the user defines
a domain-dependent heuristics with additional program rules.

1 Introduction

The paradigm Answer Set Programming (ASP [11,12]) has become a popular
approach for practical Knowledge Representation and problem solving thanks to
its simple semantics based on stable models [9], the availability of efficient solvers
and their application in a wide spectrum of diverse domains [7]. Although the
ASP modelling language and its associated solvers are designed for static com-
binatorial search problems, many ASP applications require handling a dynamic
component, normally, dealing with transition systems over discrete time. An
extension of ASP for temporal reasoning was proposed with the introduction of
Temporal Equilibrium Logic (TEL) [1,4], a combination of Equilibrium Logic [13]
(the logical characterisation of stable models) with the usual modal temporal
operators from Linear-time Temporal Logic (LTL [10,14]). The first tools for
TEL inference were based on model checking [2] and automata transformation
methods [5]. Although these implementations were convenient for studying sys-
tem properties or strong equivalence under the assumption of infinite traces,
they were highly inefficient for solving planning problems. A more practical ori-
entation came with the recent definition of TEL for finite traces [6]. This led to
the implementation of system telingo [3], a temporal extension of the popu-
lar ASP solver clingo that relies on the same incremental solving strategy for
finding the shortest plan in an efficient way.

The usual strategy in ASP planning is based on an iterative deepening search,
incrementally increasing the length n of the searched plan until a solution is
found [8]. This kind of planners are obviously incomplete: when the problem

This work was partially supported by MINECO, Spain, grant TIC2017-84453-P, Xunta
de Galicia, Spain (GPC ED431B 2019/03 and 2016-2019 ED431G/01, CITIC).
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has no solution, the planner is trapped in an infinite loop, trying new values
for n indefinitely1. On the other hand, the model checking tools [2,5] mentioned
before can detect non-existence of a plan, but they are not tailored for planning
problems and result rather inefficient.

In this paper, we describe tasplan2, a complete planner for temporal logic
programs. tasplan receives a temporal logic program as an input. This temporal
program describes the fluents that configure the states of the system, the actions
that can be executed and the restrictions that have to be fulfilled. It will also
determine the behaviour of the state transition system, the initial state and
the goal state to be reached. The output will consist of one or several plans
(sequences of actions) or the answer that there is no possible plan, so tasplan
is the first complete planner for ASP. The strategy followed by tasplan consists
in a classical search algorithm (we follow the pseudocode in [15]) maintaining a
hash table and a fringe containing the next states to be explored (reaching an
empty fringe is a guarantee that there exists no solution). The main distinctive
feature in our search algorithm is that the generation of successor states relies
on multiple calls to clingo3 that is kept running in the background and is
used through its Python API. Finally, tasplan can use different (uninformed
and informed) search algorithms that can be selected through the command
line call. Informed search incorporates the possibility of specifying a heuristic
function that can be used to prune the search, when the planning problem is
solvable. This heuristic is included in the specification of the problem as one
more regular rule, something that provides a natural and declarative method for
defining different heuristics.

2 Architecture

The proposed architecture (see Fig. 1) has the form of a pipeline: tasplan
receives as input a file with the specification of the problem to solve, which
must be written in ASP. The problem formalisation must be fragmented in five
#program blocks named as types(t), static, initial, dynamic and final(t).
The input file is grounded using tool gringo to obtain a ground program. No fur-
ther grounding will be required afterwards. In order to avoid that the grounder
makes assumptions on dynamic atoms (representing actions and fluents), for
instance, assuming that non-occurring actions are false, we precede those atoms
by the grounder directive #external. This will let us manipulate the ground
program on the fly, adding and removing (ground) dynamic atoms without the
need of grounding again. After that, the solving module implements the plan-
ning algorithm that explores the state space and decides the existence of a plan.
Each time a non-goal state S is picked from the fringe, the algorithm computes
its possible successor states by a call to clasp on the ground program extended
1 An interesting topic for future study would be determining integer bounds for the

required number of steps n to obtain a plan.
2 https://github.com/jmanuelrey/T-ASPlan/.
3 Systems clingo, gringo and clasp are available at https://potassco.org.

https://github.com/jmanuelrey/T-ASPlan/
https://potassco.org
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Fig. 1. tasplan architecture based on “Pipe and filter”.

with the facts corresponding to S. The possible successor states are obtained as
the multiple stable models. This process is repeated as many times as transition
computations needed by the search algorithm. If any successor state matches
with the goal specified in the problem formalisation, the solver ends, and the
goal is passed to the last module. Otherwise, if tasplan explores the complete
state space and no new state is generated, the tool determines the non existence
of plan. The post-processing module prepares the data so it can be printed in a
comfortable way for the user.

To conclude this section, we show in Fig. 2 an example of input specification
for tasplan. The program represents the well-known 8-puzzle problem, where
a grid of 3 × 3 cells contains 8 tiles (from 1 to 8) and a hole (represented by
0). The possible actions are moving an adjacent tile to the hole, creating a new
hole in its previous position. We assume some familiarity with clingo language.
The time instant is represented here by the constant terms t and t-1. Perhaps
the most relevant feature is the special predicate heuristics(N, t) that is used
to specify a domain-specific heuristic function N for each state at time point t.
In this particular case, the heuristics corresponds to the Manhattan distance of
each tile to its goal position, and uses a #sum aggregate for all tiles.

3 Evaluation

We have performed a preliminary evaluation of tasplan efficiency in compari-
son to the incremental solving strategy. Table 1 shows the time results obtained
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#program types(t).

action(move(X,t)) :- dir(X).

fluent(pos(X,Y,Z,t)) :- tile(X), row(Y), col(Z).

fluent(goal(t)).

#program static.

row(1..3).

col(1..3).

tile(0..8).

cell(X,Y) :- row(X), col(Y).

% goal state

goalpos(1,1,1). goalpos(2,1,2). goalpos(3,1,3).

goalpos(4,2,1). goalpos(5,2,2). goalpos(6,2,3).

goalpos(7,3,1). goalpos(8,3,2). goalpos(0,3,3).

dir(up;down;right;left).

adj(X,Y,up, X-1,Y) :- row(X),row(X-1),col(Y).

adj(X,Y,down, X+1,Y) :- row(X),row(X+1),col(Y).

adj(X,Y,left, X,Y-1) :- row(X),col(Y-1),col(Y).

adj(X,Y,right,X,Y+1) :- row(X),col(Y+1),col(Y).

#program initial.

pos(8,1,1,0). pos(6,1,2,0). pos(7,1,3,0).

pos(2,2,1,0). pos(5,2,2,0). pos(4,2,3,0).

pos(3,3,1,0). pos(0,3,2,0). pos(1,3,3,0).

#program dynamic(t).

% Manhattan heuristic

heuristics(N,t) :- N = #sum{ M,F : tile(F), F!=0, pos(F,X,Y,t),

goalpos(F,X2,Y2), M=|X-X2|+|Y-Y2|}.

1 {move(D,t) : dir(D)} 1.

pos(0,Z,T,t) :- move(D,t), pos(0,X,Y,t-1), adj(X,Y,D,Z,T).

pos(P,X,Y,t) :- move(D,t), pos(0,X,Y,t-1), adj(X,Y,D,Z,T),

pos(P,Z,T,t-1).

% Inertia

pos(P,Z,T,t) :- pos(P,Z,T,t-1), not -pos(P,Z,T,t).

-pos(P,Z,T,t) :- pos(P,X,Y,t), (X,Y)!=(Z,T), row(Z), col(T).

#program final(t).

goal(t) :- #count{X,Y: pos(P,X,Y,t), not goalpos(P,X,Y)} = 0.

Fig. 2. Encoding of an instance of the 8-puzzle problem in tasplan input language.

for different instances of the classical 8-puzzle problem. The measurements have
been taken on a computer with seven Intel c© Xeon c© E5504 processors with 4M
cache, 2 GHz processor frequency, 4.80 GT/s, 4 Intel c© QPI Core CPUs, 16 GB
RAM, and 3 TB of external storage. Each instance has been classified by the
length (number of steps) of the shortest plan. This is represented in the leftmost
column: the last line, with value ∞, corresponds to a scenario with no solution.
The time values are organised in three columns: the first one corresponds to
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Table 1. Time measurements for different scenarios of 8-puzzle.Time measurements
for different scenarios of 8-puzzle.

Plan length tasplan (A∗) tasplan (breadth) telingo

5 0.044 s 0.409 s 0.024 s

9 0.068 s 2.575 s 0.036 s

12 0.108 s 13.809 s 0.104 s

15 0.634 s 75.154 s 0.282 s

17 1.259 s 143.978 s 0.865 s

20 3.615 s 289.900 s 0.868 s

25 17.732 s 551.520 s 12.341 s

28 47.271 s 860.446 s 44.203 s

30 49.485 s 951.516 s 64.537 s

31 155.139 s 1326.927 s 187.962 s

∞ 1438.047 s 2294.307 s ∞

tasplan with an A∗ algorithm (using Manhattan distance as heuristics), the
second is tasplan using an uninformed breadth search and the third one is the
result of telingo with an analogous encoding (telingo does not allow heuristics
specification). As we can see, telingo does not (and cannot) provide an answer
to the last (unsolvable) scenario, whereas both versions of tasplan allow even-
tually deciding that there is no possible solution. In the rest of cases, telingo
is clearly faster than breadth search in tasplan. When we allow domain spe-
cific heuristics, however, tasplan with A∗ has a similar performance to telingo
and is even slightly better for longer plans. This comparison is not completely
fair, in the sense that telingo does not use domain specific heuristics like the
Manhattan distance. However, the truth is that the addition of such informa-
tion to telingo could not be exploited anyway due to its iterative deepening
strategy. This preliminary experiment shows the potential interest of exploiting
user-defined domain heuristics for ASP planning.

4 Final Conclusions

We have presented tasplan, a complete planner for temporal Answer Set Pro-
gramming. For a temporal logic program specifying a planning scenario, tasplan
is capable of deciding the non-existence of a plan when the problem is unsolvable,
outperforming previous tools based on model checking. When the problem has a
plan, tasplan is still slower than current ASP incremental solvers, but its perfor-
mance is comparable if we allow the introduction of domain specific heuristics,
that can be exploited using standard informed search algorithms such as A∗. For
future work, we plan to modify the tasplan input language to accept telingo
logic programs, so that both planners can be applied on the same specification.
We also plan to study automated computation of domain-independent heuristics.
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Abstract. This paper extends the result of Caminada and Schulz [6,7]
by showing that assumption-based argumentation can represent not only
normal logic programs, but also disjunctive logic programs. For this, we
incorporate a previous work of ours (see [19,20]), in which reasoning with
assumption-based argumentation frameworks is based on certain core
logics and the strict/defeasible assumptions may be arbitrary formulas
in those logics. In our case, the core logic respects some inference rules
for disjunction, which allows disjunctions in the heads of the programs’
rules to be handled properly.

Keywords: Knowledge representation and reasoning ·
Non-monotonic reasoning · Computational models of argument ·
Disjunctive logic programming · Structured argumentation

1 Introduction

Logic programming (LP) and assumption-based argumentation (ABA) are two
primary methods for knowledge representation and non-monotonic reasoning,
originated from similar intuitions and applied in different contexts. In fact, to
a large extent, the introduction of ABA systems was motivated by an argu-
mentative interpretation of LP semantics [4]. The former provides a Dung-style
representation [11] of coherent sets of formulas that admits other sets of formulas
as their contraries, and the latter combines reasoning based on strict inference
rules with an interpretation of negation as ‘failure to prove the converse’ [21].

The similar ground of LP and ABA calls upon translation methods for reveal-
ing the exact relations between them, and for importing reasoning methods from
one formalism to the other. For example, argumentative characterizations of
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logic programming have been proven useful for explanation [27,28] and visual-
ization [26] of inferences in logic programming. Among the works that trans-
late LP and ABA we recall the one of Schulz and Toni [29,30] that provides a
one-to-one correspondence between the 3-valued stable models for normal logic
programs [23] and complete labelings for ABA frameworks. Recent works of
Caminada and Schulz [6,7] show the equivalence between ABA semantics and
normal logic programs. Their research is restricted to normal logic programs,
where negations may occur in the bodies of the rules but only atoms are allowed
in the head of the rules. Yet, a faithful modeling of real-world problems often
requires to cope with incomplete knowledge, which is not possible in the scope
of normal logic programs. This is a primary motivation in the introduction of
disjunctive logic programming , where disjunctions are allowed in the heads of
the rules and negation may occur in their bodies.

Under usual complexity assumptions, disjunctive logic programs were shown
to be strictly more expressive than normal logic programs [14,18]. Moreover, in
the last decades they have been efficiently implemented and widely applied, thus
became a key technology in knowledge representation (see, e.g., [31]). Therefore,
in this paper we set out to generalize the argumentative characterization of logic
programming for disjunctive logic programs. For this, we incorporate the ideas
of [19,20], extending ABA frameworks to propositional formulas (as the defea-
sible or strict assumption at hand), expressed in Tarskian logics. This allows to
augment the core logic of the ABA frameworks with inference rules for handling
disjunctive assertions, and so associate the stable extensions of such frameworks
with the stable models of the corresponding disjunctive logic programs.

2 Preliminaries

We denote by L a propositional language. Atomic formulas in L are denoted by
p, q, r, s (possibly indexed), compound formulas are denoted by ψ, φ, σ, and sets
of formulas in L are denoted by Γ,Δ,Θ,Λ. We shall assume that L contains a
conjunction (denoted as usual in logic programing by a comma), disjunction ∨,
implication →, a negation operator ∼, and a propositional constant T for truth.
Also, we denote ∼ Γ = {∼ γ | γ ∈ Γ}. The powerset of L is denoted ℘(L).

2.1 Assumption-Based Argumentation

Definition 1. A (propositional) logic for a language L is a pair L = 〈L,�〉,
where � is a (Tarskian) consequence relation for L, that is, a binary relation
between sets of formulas and formulas in L, which is reflexive (if ψ ∈ Γ then
Γ � ψ), monotonic (if Γ � ψ and Γ ⊆ Γ ′, then Γ ′ � ψ), and transitive (if Γ � ψ
and Γ ′, ψ � φ, then Γ, Γ ′ � φ).

The next definition, adapted from [19], generalizes the definition in [4] of
assumption-based frameworks.

Definition 2. An assumption-based framework is a tuple ABF = 〈L, Γ, Λ,−〉,
where:
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– L = 〈L,�〉 is a propositional Tarskian logic
– Γ (the strict assumptions) and Λ (the candidate or defeasible assumptions)

are distinct countable sets of L-formulas where Λ is assumed to be nonempty.
– − : Λ → ℘(L) is a contrariness operator, assigning a finite set of L-formulas

to every defeasible assumption in Λ.

Note 1. Unlike the setting of [4], an ABF may be based on any Tarskian logic L.
Also, the strict as well as the candidate assumptions are formulas that may not be
just atomic. Concerning the contrariness operator, note that it is not a connective
of the language L, as it is restricted only to the candidate assumptions.

Defeasible assertions in an ABF may be attacked by counterarguments.

Definition 3. Let ABF = 〈L, Γ, Λ,−〉 be an assumption-based framework,
Δ,Θ ⊆ Λ, and ψ ∈ Λ. We say that Δ attacks ψ iff Γ,Δ � φ for some φ ∈ −ψ.
Accordingly, Δ attacks Θ if Δ attacks some ψ ∈ Θ.

The last definition gives rise to the following adaptation to ABFs of the usual
semantics for abstract argumentation frameworks [11].

Definition 4 ([4]). Let ABF = 〈L, Γ, Λ,−〉 be an assumption-based frame-
work, and let Δ ⊆ Λ. Then Δ is conflict-free iff there is no Δ′ ⊆ Δ that attacks
some ψ ∈ Δ. We say that Δ is stable iff it is conflict-free and attacks every
ψ ∈ Λ \ Δ. The set of stable extensions of ABF is denoted by Stb(ABF).1

2.2 Disjunctive Logic Programs

Definition 5. A disjunctive logic program π is a finite set of expressions (rules)
of the form q1, . . . , qm, ∼ r1, . . . , ∼ rk → p1∨ . . .∨pn, where p1∨ . . .∨pn is called
the head of the rule, and q1, . . . , qm, ∼ r1, . . . , ∼ rk is its body . When each head
of a rule in π is either empty or consists of an atomic formula (i.e., n ≤ 1), we
say that π is a normal logic program. A logic program π is positive if k = 0 for
every rule in π. We denote by A(π) the set of atomic formulas that appear in π.

In what follows, unless otherwise stated, when referring to a logic program we
shall mean that it is disjunctive. The semantics of a logic program π is defined
as follows:

Definition 6. A set M ⊆ A(π) satisfies a rule q1, . . . , qm, ∼ r1, . . . , ∼ rk →
p1 ∨ . . . ∨ pn in π iff either qi �∈ M for some 1 ≤ i ≤ m, or ri ∈ M for some
1 ≤ i ≤ k, or pi ∈ M for some 1 ≤ i ≤ n. We say that M is a model of π if it
satisfies every rule in π.

1 In many presentations of assumption-based argumentation, extensions are required
to be closed, i.e. they should contain any assumption they imply. Since the translation
below will always give rise to the so-called flat ABFs (that is, ABFs for which a set
of assumptions can never imply assumptions outside the set; See Note 3 below),
closure of extensions is trivially satisfied.
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Definition 7. Let π be a disjunctive logic program and let M ⊆ A(π).

– The Gelfond-Lifschitz reduct [16] of π with respect to M is the disjunctive
logic program πM , where q1, . . . , qm → p1 ∨ . . . ∨ pn ∈ πM iff there is a rule
q1, . . . , qm, ∼ r1, . . . , ∼ rk → p1∨ . . .∨pn ∈ π and ri �∈ M for every 1 � i � k.

– M is a stable model of π iff it is a ⊆-minimal model of πM .

3 From DLP to ABA

Given a disjunctive logic program π, we show a one-to-one correspondence
between the stable models of π and the the stable extensions of an ABA frame-
work that is induced from π. First, we describe and motivate the translation,
then we prove its correctness.

3.1 The Translation

All the ABA frameworks that are induced from disjunctive logic programs will
be based on the same core logic, which is constructed by three inference rules:
Modus Ponens (MP), Resolution (Res) and Reasoning by Cases (RBC):

[MP]
φ1, . . . , φn → ψ φ1 φ2 · · · φn

ψ

[Res]
ψ′
1 ∨ . . . ∨ ψ′

m ∨ φ1 ∨ . . . ∨ φn ∨ ψ′′
1 ∨ . . . ∨ ψ′′

k ∼ φ1 · · · ∼ φn

ψ′
1 ∨ . . . ∨ ψ′

m ∨ . . . ∨ ψ′′
1 ∨ . . . ∨ ψ′′

k

[RBC]

φ1

...
ψ

φ2

...
ψ · · ·

φn

...
ψ φ1 ∨ . . . ∨ φn

ψ

In what follows we denote by L = 〈L,�〉 the logic based on the language L
which consists of disjunctions of atoms (p1 ∨ . . . ∨ pn for n ≥ 1), negated atoms
(∼ p), or formulas of the forms of the program rules in Definition 5. Accordingly,
we shall use only fragments of the inference rules above, in which in [Res] and
[RBC] the formulas ψ,ψi are disjunctions of atomic formulas and φi are atomic
formulas. In [MP], ψ is a disjunction of atomic formulas and φi ∈ {pi, ∼ pi} are
literals. Now, Δ � φ iff φ is either in Δ or is derivable from Δ using the inference
rules above. In other words, Δ � φ iff φ ∈ CnL(Δ), where CnL(Δ) is the L-based
transitive closure of Δ (namely, the ⊆-smallest set that contains Δ and is closed
under [MP], [Res] and [RBC]). Notice that for any φ ∈ CnL(Δ), if φ is not of the
form p1 ∨ . . . ∨ pn then φ ∈ Δ.

Note 2. Since → ψ is identified with T → ψ, [MP] implies Reflexivity: [Ref]
→ψ

ψ
.
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Definition 8. The ABF that is induced by a disjunctive logic program π is
defined by: ABF(π) = 〈L, π, ∼ A(π),−〉, where − ∼ p = {p} for every p ∈ A(π).

Example 1. Let π1 = {→p ∨ q; p → q; q → p}. The attack diagram of the
induced framework ABF(π1) is shown in Fig. 1a. Note that in this case {p, q} is
the stable model of π1 and ∅ is the stable extension of ABF(π1).

{∼p} {∼q}

∅

(a)

{∼p} {∼q}
(b)

Fig. 1. Attack diagrams for Examples 1, 3c (left) and b (right)

Definition 9. Let π be a disjunctive logic program and Θ ⊆ A(π). We denote:

– �∼ Θ� = Θ (Thus, �·� eliminates the leading ∼ from the formulas).
– If Δ ⊆ ∼ A(π) then Δ = A(π) \ �Δ�.
– If Δ ⊆ A(π) then Δ = ∼ (A(π) \ Δ).

In other words, Δ (respectively, Δ) takes the complementary set of Δ and
removes (respectively, adds) the negation-as-failure operator from (respectively,
to) the prefix of its formulas.

Example 2. Consider again the program π1 of Example 1, and let Δ = ∼
A(π1) = {∼ p,∼ q}. Then Δ = ∅ and ∅ = Δ.

The semantic correspondence between a logic program and the induced ABF
is obtained by the following result:

1. If Δ is a stable extension of ABF(π) then Δ is a stable model of π, and
2. If Δ is a stable model of π then Δ is a stable extension of ABF(π).

First, we provide some examples and notes concerning related results.

Example 3. Caminada and Schulz [6,7] consider the correspondence between
ABA systems and normal logic programs. In our notations, the ABF that they
associate with a normal logic program π is ABFNorm(π) = 〈LMP, π,∼ A(π),−〉
constructed as in Definition 8, except that LMP is defined by Modus Ponens only.

(a) To see that ABFNorm is not adequate for disjunctive logic programs, con-
sider the program π2 = {→ p ∨ q}. This program has two stable models: {p}
and {q}. However, the only stable extension of ABFNorm(π2) is {∼ p,∼ q}.
We can enforce {∼ p} and {∼ q} being stable models by requiring that
π2 ∪ {∼ p} � q and vice versa. For this, we need resolution [Res].
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(b) Adding only [Res] to LMP (i.e, without [RBC]) as the inference rules for the
logic is yet not sufficient. To see this consider again the program π1 from
Example 1. Recall that {p, q} is the sole stable model of π1. The attack graph
of the ABF based on [MP] and [Res] is shown in Fig. 1b. In the notations of
Definition 2, we have: Γ = π2 and Λ = {∼ p,∼ q}, thus by [MP] on → p ∨ q
we conclude Γ � p ∨ q, and by [Res] it holds that Γ,∼ p � q. Thus, since
q → p ∈ Γ , by [MP] we get Γ,∼ p � p. It follows that ∼ p attacks itself,
(similarly ∼ q attacks itself), thus there is no stable extension in this case.

(c) Example 1 shows that for the ABF that is induced from π1 according to
Definition 8 (using all the three inference rules considered at the beginning
of this section) the correspondence between the stable model of π1 and
the stable extension of ABF(π1) is preserved and thus the translation is
adequate for π1. This is not a coincidence, as we show in the next section.

Note 3. The translation in Definition 8 always gives rise to a so-called flat ABF,
that is, an ABF for which there is no Δ ⊆ Λ and ψ ∈ Λ \ Δ such that Γ,Δ � ψ:

Proposition 1. For every disjunctive logic program π and the induced
ABF(π) = 〈L, Γ, Λ,−〉 = 〈L, π,∼ A(π),−〉, if Δ ⊆ Λ and Γ,Δ � ψ, then
ψ �∈ Λ \ Δ.

Proof. Suppose that Γ,Δ � ψ for some Δ ⊆ Λ. Since Λ contains only formulas
of the form ∼ p, and since Γ = π, then if Γ,Δ � ∼ p, necessarily ∼ p ∈ Δ. ��

3.2 Proof of Correctness

The correctness of the translation follows from Propositions 2 and 3 below. First,
we need some definitions and lemmas. The proofs of Lemmas 2, 3 and 5 are
omitted due to space restrictions. In what follows L denotes the logic defined in
Sect. 3.1, and π is an arbitrary (disjunctive) logic program.

Definition 10. Let M be set of atomic formulas, p, pi, qj atomic formulas, and
lj ∈ {qj ,∼ qj} literals. We denote:

– M |= p iff p ∈ M ,
– M |= ∼ p iff p �∈ M ,
– M |= p1 ∨ . . . ∨ pn iff M |= pi for some 1 ≤ i ≤ n,
– M |= l1, . . . , lm iff M |= lj for every 1 ≤ j ≤ m,
– M |= l1, . . . , lm → p1∨. . .∨pn iff either M |= p1∨. . .∨pn, or M �|= l1, . . . , lm

(the latter means that it is not the case that M |= l1, . . . , lm).

Given a set S of L-formulas, we denote by M |= S that M |= ψ for every
ψ ∈ S.2

2 Since the underlying language consists only of negated atoms or formulas of the form
of program rules (see Definition 5), this definition indeed covers all the possible sets
S of L-formulas.



532 J. Heyninck and O. Arieli

Lemma 1. Let Δ be a set of L-formulas that are either of the form ∼ p or of
the form r1, . . . , rm,∼ q1, . . . ,∼ qk → p1 ∨ . . . ∨ pn. Then:

(a) If ψ ∈ CnL(Δ) then M |= ψ for every M such that M |= Δ.
(b) If ψ = s1∨. . .∨sl and M |= ψ for every M s.t. M |= Δ, then ψ ∈ CnL(Δ).

Note 4. Part (b) of Lemma 1 does not hold for any formula ψ, but only for a
disjunction of atoms. To see this, let Δ = {∼ s, p → s}. The only M ⊆ {p, s}
such that M |= Δ is M = ∅. Thus, for every M such that M |= Δ it holds that
M |= ∼ p. However, ∼ p cannot be derived from Δ using [MP], [Res] and [RBC].

Proof. We prove Part (a) of the lemma by induction on the number of applica-
tions of the inference rules in the derivation of ψ ∈ CnL(Δ).

For the base step, no inference rule is applied in the derivation of ψ, thus
ψ ∈ Δ. Since M |= Δ, we have that M |= ψ.

For the induction step, we consider three cases, each one corresponds to an
application of a different inference rule in the last step of the derivation of ψ:

1. Suppose that the last step in the derivation of ψ is an application of Res-
olution. Then ψ = p′

1 ∨ . . . ∨ p′
m ∨ . . . ∨ p′′

1 ∨ . . . ∨ p′′
k is obtained by [Res]

from p′
1 ∨ . . . ∨ p′

m ∨ q1 ∨ . . . ∨ qn ∨ p′′
1 ∨ . . . ∨ p′′

k and ∼ qi (i = 1, . . . , n).
Suppose that M |= Δ. Since ∼ qi ∈ CnL(Δ) iff ∼ qi ∈ Δ and since M |= Δ,
M |= ∼ qi (i = 1, . . . , n), thus M �|= qi (i = 1, . . . , n). By the induction
hypothesis, M |= p′

1 ∨ . . .∨p′
m ∨ q1 ∨ . . .∨ qn ∨p′′

1 ∨ . . .∨p′′
k . By Definition 10,

then, M |= p′
i for some 1 ≤ i ≤ m, or M |= p′′

j for some 1 ≤ j ≤ k. By
Definition 10 again, M |= ψ.

2. Suppose that the last step in the derivation of ψ is an application of Reasoning
by Cases, and let M |= Δ. By induction hypothesis, M |= p1 ∨ . . . ∨ pn, and
M |= ψ in case that M |= pj for some 1 ≤ j ≤ n. But by Definition 10 the
former assumption means that there is some 1 ≤ j ≤ n for which M |= pj ,
therefore M |= ψ.

3. Suppose that the last step in the derivation of ψ is an application of
Modus Ponens, and let M |= Δ. By induction hypothesis M |= li, where
li ∈ {pi,∼ pi} for i = 1, . . . , n. Thus, by Definition 10, M |= l1, . . . , ln. On
the other hand, by induction hypothesis again, M |= l1, . . . , ln → ψ. By
Definition 10 this is possible only if M |= ψ.

We now turn to Part (b) of the lemma. If there is no M such that M |= Δ the
claim is trivially satisfied.

Suppose then that M |= ψ for every M such that M |= Δ, yet ψ �∈ CnL(Δ)
(where ψ = r1 ∨ . . . ∨ rm for some m � 1). We show that this leads to a
contradiction by constructing an M ′ for which M ′ |= Δ but M ′ �|= ψ. For this,
we consider the following set of the minimal disjunctions of a set of formulas S:

MD(S) = {q1 ∨ . . . ∨ qn ∈ S |� ∃{i1, . . . , im} � {1, . . . , n} s.t. qi1 ∨ . . . ∨ qim ∈ S}.
We first show that if q1 ∨ . . .∨ qn ∈ MD(CnL(Δ)) then there is an 1 � i � n such
that qi �∈ {r1, . . . , rm} and ∼ qi �∈ Δ. Indeed, suppose first for a contradiction
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that q1 ∨ . . .∨qn ∈ MD(CnL(Δ)), yet for every 1 < i � n either qi ∈ {r1, . . . , rm}
or ∼ qi ∈ Δ. In that case, by [Res], r1 ∨ . . . ∨ rm ∈ CnL(Δ), contradicting the
original supposition that r1 ∨ . . . ∨ rm �∈ CnL(Δ). Suppose now, again towards a
contradiction, that q1∨. . .∨qn ∈ MD(CnL(Δ)), yet for every 1 � i � n, ∼ qi ∈ Δ.
In that case, by [Res] again, qi ∈ CnL(Δ) (for every i), but this, together with
the assumption the ∼ qi ∈ Δ (for every i), contradicts the assumption that there
is an M such that M |= Δ.

We thus showed that in any case, if q1 ∨ . . . ∨ qn ∈ MD(CnL(Δ)), then there
is an 1 � i � n such that qi �∈ {r1, . . . , rm} and ∼ qi �∈ Δ.

We now construct the model M ′ such that M ′ |= Δ and M ′ �|= r1∨ . . .∨rm.
In more detail, let M ′ contain exactly one qi with 1 � i � n and qi �∈ {r1, . . . , rm}
and ∼ qi �∈ Δ for every q1 ∨ . . . ∨ qn ∈ MD(CnL(Δ)). (If there is more than one
such i, take i which is minimal among 1 � i � n.) As shown above, there is at
least one such i for every formula q1 ∨ . . . ∨ qn ∈ MD(CnL(Δ)).

We now show that (1) M ′ |= Δ and (2) M ′ �|= r1 ∨ . . . ∨ rm.
Item (1): Suppose that φ ∈ CnL(Δ). We have to consider two possibilities:

φ = ∼ s or φ = q1 ∨ . . . ∨ qn. In the first case, by construction, s �∈ M ′ and thus
M ′ |= ∼ s. In the second case, there is a qi1 ∨ . . . ∨ qim ∈ MD(CnL(Δ)) such
that {i1, . . . , im} ⊆ {1, . . . , n}. By construction, there is a 1 � j � m such that
qij ∈ M ′. Thus, M |= q1 ∨ . . . ∨ qn.

Item (2): By construction ri �∈ M ′ (i = 1,�,m), thus M ′ �|= r1 ∨ . . .∨ rm. ��
Lemma 2. For every sets M,N of literals, if N \M �= ∅ then N �|= CnL(M∪π).

Lemma 3. Given a logic program π, if M is a minimal model of a logic program
π′ ⊆ πM , then for every N ⊂ M , N �|= CnL(M ∪ π).

Lemma 4. Let M be a stable model of π. Then it is the (unique) minimal subset
N of A(π) such that N |= CnL(π ∪ M).

Proof. Let M be a stable model of π. We first show that M |= CnL(M ∪π). Let
ψ ∈ CnL(M ∪ π). Then it has an L-derivation DL(ψ). We show by induction on
the size of DL(ψ) that M |= ψ.

For the base step, no inference rule is applied in DL(ψ), thus ψ = ∼ φ ∈ M .
Since this means that φ �∈ M , we have that M |= ψ.

For the induction step, we consider three cases, each one corresponds to an
application of a different inference rule in the last step of DL(ψ):

1. Suppose that the last step in DL(ψ) is an application of Resolution. Then
ψ = p′

1 ∨ . . . ∨ p′
m ∨ . . . ∨ p′′

1 ∨ . . . ∨ p′′
k is obtained by [Res] from p′

1 ∨ . . . ∨ p′
m ∨

q1 ∨ . . . ∨ qn ∨ p′′
1 ∨ . . . ∨ p′′

k and ∼ qi (i = 1, . . . , n). Since ∼ qi ∈ CnL(M ∪ π)
means that ∼ qi ∈ M , we have qi �∈ M for every 1, . . . , n. By the inductive
hypothesis, M |= p′

1 ∨ . . . ∨ p′
m ∨ q1 ∨ . . . ∨ qn ∨ p′′

1 ∨ . . . ∨ p′′
k . Thus, by

Definition 10, M |= p′
i for some 1 ≤ i ≤ m, or M |= p′′

j for some 1 ≤ j ≤ k.
By Definition 10 again, M |= ψ.

2. Suppose that the last step in DL(ψ) is an application of Reasoning by Cases.
By induction hypothesis we know that M |= p1 ∨ . . . ∨ pn, and that M |= ψ
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in case that M |= pj for some 1 ≤ j ≤ n. But by Definition 10 the former
assumption means that there is some 1 ≤ j ≤ n for which M |= pj , therefore
M |= ψ.

3. Suppose that the last step in DL(ψ) is an application of Modus Ponens on the
rule p1, . . . , pn,∼ q1, . . . ,∼ qm → r1 ∨ . . . ∨ rl ∈ π. By induction hypothesis
M |= pi, for every 1 � i � n. Also, for every 1 � i � m, ∼ qi ∈ CnL(M ∪ π)
implies qi �∈ M . Thus, p1, . . . , pn → r1 ∨ . . . ∨ rl ∈ πM . Since M is a model of
πM , M |= ri for some 1 � i � l. Thus, M |= r1 ∨ . . . ∨ rl.

Thus, we have shown that M |= CnL(M ∪ π). By Lemma 2, for no N ⊆ A(π)
such that N \ M �= ∅ it holds that N |= CnL(M ∪ π). Thus, if there is some
N ⊆ A(π) such that N |= CnL(M ∪ π), then N ⊆ M . But if N ⊂ M , by
Lemma 3 we have that N �|= CnL(M ∪ π). Thus, M is the unique set of literals
that models CnL(M ∪ π). ��
Corollary 1. Let M be a stable model of π. Then p ∈ M iff p ∈ CnL(M ∪ π).

Proof. Suppose first that p ∈ M . Since by Lemma 4 M is the unique model of
CnL(M ∪π), by Lemma 1 it holds that M |= p implies that p ∈ CnL(M ∪π). For
the converse, suppose that p ∈ CnL(M ∪ π). By Lemma 4, M |= CnL(M ∪ π)
and thus M |= p. ��
Lemma 5. Let π be a disjunctive logic program, Δ = {∼ p1, . . . ,∼ pn} and
r ∈ CnL(π ∪ Δ). If M is a model of π�Δ� and M ⊆ �Δ�, then r ∈ M .

Now we can show the main results of this section.

Proposition 2. If M is a stable model of π, then M is a stable extension of
ABF(π).

Proof. Suppose that M is a stable model of π. We show first that M is conflict-
free in ABF(π). Otherwise, there is some ∼ p ∈ M such that π,M � p. The
former implies that p �∈ M . But since M is a model of πM , by Lemma 5, the fat
that π,M � p implies that p ∈ M , a contradiction.

We now show that M attacks every ∼ p ∈ ∼ A(π) \ M . This means that we
have to show that M � p for every p ∈ M . This follows from Corollary 1. ��
Proposition 3. If E is a stable extension of ABF(π) then E is a stable model
of π.

Proof. We first show that E is a model of πE . Let p1, . . . , pn,∼ q1, . . . ,∼ qm →
r1 ∨ . . . ∨ rk ∈ π. If qj ∈ E for some 1 ≤ j ≤ m we are done. Otherwise,
q1, . . . , qm �∈ E , and so p1, . . . , pn → r1 ∨ . . . ∨ rk ∈ πE . Again if pj �∈ E for some
1 ≤ j ≤ n we are done. Thus, suppose that p1, . . . , pn ∈ E . In other words,
∼ p1, . . . ,∼ pn �∈ E and ∼ q1, . . . ,∼ qm ∈ E . Since E is stable, the latter implies
that π, E � pi for every 1 � i � n. This means that π, E � r1 ∨ . . . ∨ rk (since
p1, . . . , pn,∼ q1, . . . ,∼ qm → r1 ∨ . . . ∨ rk ∈ π and ∼ q1, . . . ,∼ qm ∈ E). Suppose
now for a contradiction that ∼ ri ∈ E for every 1 � i � k. Then by [Res],
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π, E � ri for every 1 � i � k and thus E attack itself, which contradicts the fact
that E is conflict-free. Consequently, there is at least one 1 � i � k such that
∼ ri �∈ E and thus ri ∈ E , which means that E satisfies p1, . . . , pn ∼ q1, . . . , ∼
qm → r1 ∨ . . . ∨ rk.

To show the minimality of E , suppose that there is an M � E that is a model
of πE . Let p ∈ E \ M . Since p ∈ E , ∼ p �∈ E . Since E is stable, this means that
π, E � p. By Lemma 5, any model of πE satisfies p, a contradiction to p �∈ M . ��

4 From ABA to DLP

The main body of literature on ABA frameworks is concentrated on languages
that consist solely of formulas of the form p1, . . . , pn → p (where p, p1, . . . , pn are
atomic formulas). For such assumption-based frameworks (or at least when the
frameworks are flat) it has been shown that there is a straightforward translation
into normal logic programs that preserve equivalence for all the commonly stud-
ied argumentation semantics (see [6,7]). To the best of our knowledge, the more
complicated classes of ABA frameworks that are considered in this paper (and
which are based on a logic allowing to reason with disjunctive rules of the form
p1, . . . , pn, ∼ q1, . . . , ∼ qm → r1 ∨ . . . ∨ rk) have not been investigated for other
purposes other than the translation of DLPs. We thus do not see any motivation
for investigating the reverse translation from these assumption-based frameworks
into disjunctive logic programs. We do believe, however, that it is interesting to
see if the more general class of assumption-based frameworks that are based on
an arbitrary propositional logic (as defined and studied in e.g. [19,20]) can be
translated in a class of logic programs, probably more general than disjunctive
ones. This is a subject for a future work.

5 Conclusion, in View of Related Work

This work generalizes translations from logic programming into assumption-
based argumentation to cover also disjunctive logic programs. Somewhat sur-
prisingly, there are only few works that investigate the representation of dis-
junctive defeasible reasoning by general argumentation frameworks. The most
similar work to the research in this paper is probably that in [33], where a repre-
sentation of DLPs by structured argumentation frameworks is proposed. In this
framework, the assumptions are disjunctions of negated atoms ∼ p1∨ . . . ∨ ∼ pn,
instead of just negated atoms as in our translation. Furthermore, unlike [33], we
define our translation in assumption-based argumentation, which means that
meta-theoretical insights (e.g., complexity results [10] or results on properties
of the non-monotonic consequence relations [9,19,20]), dialectical proof theo-
ries [12,13], and different implementations [8,32] can be directly used.

A representation of disjunctive logic programming by abstract argumenta-
tion is studied in [3]. In that translation, nodes in the argumentation framework
correspond to single assumptions ∼ p, as opposed to sets of such assumptions
as in our translation. Because of this, the translation in [3] has to allow for
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attacks on sets of nodes, instead of just nodes, necessitating a generalization of
Dung’s abstract argumentation frameworks [11]. Since we work in assumption-
based argumentation, where nodes in the argumentation framework correspond
to sets of assumptions, the argumentation frameworks generated by our trans-
lation are normal abstract argumentation frameworks. This is important since
in that way results and implementations for abstract argumentation frameworks
can be straightforwardly used and applied.

Another related, but more distant line of work, is concerned with the integra-
tion of disjunctive reasoning in structured argumentation with defeasible rules
(see [1,2]). We differ from this work both in the goal and the form of the knowl-
edge bases.

In future work, we plan to generalize our results to other semantics for dis-
junctive logic programming, such as the disjunctive well-founded [5], extended
well-founded [24], stationary [22], and possible world semantics [25]. Some of
these semantics are based on ideas that are very similar to ideas underlying
some well-known argumentation semantics. Likewise, For example, both the sta-
tionary semantics for disjunctive logic programming and the preferred semantics
from abstract argumentation [11] can be characterized using three instead of two
“truth values”. Indeed, for normal logic programs the correspondence between
the 3-valued stable models for normal logic programs [23] and complete label-
ings for ABA framework has been proven by [6,7], which further supports the
conjecture that the correspondence holds for disjunctive logic programs as well.
Finally, we hope to extend our results to more expressive languages, such as
epistemic [15] and parametrized logic programming [17].
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Abstract. Propositional resolution is a powerful proof system for unsat-
isfiable propositional formulas in conjunctive normal form. Resolution
proofs represent useful explanations of infeasibility, with important appli-
cations. This motivates the challenge of computing shortest resolution
proofs, i.e. those with the smallest number of inference steps. This paper
proposes a SAT-based approach for this problem. Concretely, the paper
investigates new propositional encodings for computing shortest resolu-
tion proofs and devises a number of optimizations, including symmetry
breaking, additional constraints on the structure of proofs, as well as
exploiting related concepts in infeasibility analysis, such as minimal cor-
rection subsets. Experimental results show the suitability of the proposed
approach.

1 Introduction

The importance of the propositional resolution proof system cannot be over-
stated, being at the core of modern conflict-driven clause learning (CDCL)
Boolean satisfiability (SAT) solvers [19,20]. Propositional resolution can be
traced to the seminal work of Davis and Putnam [11], and its formalization
as a search procedure [10]. Perhaps more significantly, resolution finds funda-
mental applications in automated reasoning [31], representing one of the most
widely used proof procedures in theorem proving [32].

Given an unsatisfiable propositional formula, a natural question is to find
a shortest resolution proof, i.e. one with the fewest inference steps. Besides its
theoretical interest [6,14], short refutations constitute useful certificates that
explain infeasibility, and find important applications in system verification and
validation (e.g. by the use of interpolation). In such settings, smaller proofs
equate with smaller interpolants.

Computing shortest resolution refutations has been investigated from a the-
oretical perspective [1], including for restricted formulas [7,8]. From a practical
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¬x2 ∨ ¬x3 ∨ ¬x4 ¬x2 ∨ x4

¬x2 ∨ ¬x3 ¬x2 ∨ x3

¬x2 x1 ∨ x2

x1 ¬x1 ∨ x2

x2

⊥

Fig. 1. Resolution proof (with 5 resolvents) for the formula in Example 1.

perspective, albeit, to our knowledge, no work has addressed the computation of
shortest resolution proofs per se, the related problem of finding unsatisfiability
proofs with incomplete methods has been investigated in the past [4,26,27]. In
a different context, computing optimal refutations for infeasible CSPs has been
studied in [15], where the notion of a refutation is related with the search tree
traversed for proving infeasibility.

This paper investigates practical approaches for computing shortest resolu-
tion refutations, by iteratively solving the decision problem of whether there
exists a resolution proof of size K, for increasing values of K. The straight-
forward solution of enumerating all possible candidate proofs of a given size is
clearly unrealistic, given the sheer number of distinct proofs that need to be
considered. This paper follows a different path, and proposes a SAT-based app-
roach that uses SAT solvers in the search for such proofs. The paper builds on
earlier work [27] and proposes a propositional encoding for solving the problem.
However, whereas earlier work targeted encodings aiming at local search solvers,
our proposed encodings target complete search algorithms. Furthermore, the
paper devises a number of enhancements to the model, identifying ways to break
relevant symmetries in the problem formulation and developing novel insights
on how to effectively prune the search space. Experimental results show that
the proposed model and its improvements enable computing shortest resolution
proofs for formulas of non-trivial sizes.

The paper is organized as follows. The definitions and notation used in the
paper are summarized in Sect. 2. Section 3 details a propositional model for
computing shortest resolution proofs, and the enhancements to this model are
described in Sect. 4. The experimental results are analyzed in Sect. 5. Finally,
the paper concludes in Sect. 6.
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¬x2 ∨ ¬x3 ∨ ¬x4 ¬x2 ∨ x3

¬x2 ∨ ¬x4¬x2 ∨ x4

¬x2

x1 ∨ x2 ¬x1 ∨ x2

x2

⊥

Fig. 2. A shortest resolution proof (with 4 resolvents) for the formula in Example 1.

2 Preliminaries

We consider propositional formulas in conjunctive normal form (CNF), defined
as a conjunction, or set, of clauses F = {c1, c2, ..., cM} over a set of variables
V (F) = {x1, x2, ..., xN}, where a clause is a disjunction of literals, and a literal
is a variable x or its negation ¬x. Throughout, for a clause c ∈ F , L+(c) (resp.
L−(c)) denotes the positive (resp. negative) literals in c.

A formula F is satisfiable iff there exists a model for it, i.e. an assignment of
truth values to the variables satisfying all the clauses. SAT is the NP-complete
problem [9] of deciding the satisfiability of a formula. If no model exists for F ,
proofs represent certificates of its unsatisfiability. Resolution [31] is a well-known
proof system for refuting unsatisfiable CNF formulas. It relies on the application
of the resolution rule:

Γ1 ∨ x Γ2 ∨ ¬x

Γ1 ∨ Γ2
(1)

In Eq. (1), clauses Γ1 ∨ x and Γ2 ∨ ¬x, referred to as parents, are resolved on
variable x, inferring the clause Γ1 ∨ Γ2, which is referred to as resolvent. A reso-
lution proof or refutation is a sequence of clauses ending with the empty clause,
each of these being either a clause in F or a resolvent from two previous clauses
in the sequence. In the general case, resolution proofs can be represented as a
DAG. This paper is concerned with shortest resolution proofs (SRPs), minimiz-
ing the number of resolvents. Computing SRPs is intractable, including the case
of Horn formulas [1], although it can be solved in polynomial time for 2-CNF
formulas [7,8].

Example 1. Consider the formula Fex = {(x1∨x2), (¬x1∨x2), (¬x2∨x3), (¬x2∨
x4), (¬x2 ∨ ¬x3 ∨¬x4)}, with 5 clauses and 4 variables. Figure 1 shows a resolu-
tion refutation of Fex which uses 5 resolvents (highlighted in a square). Figure 2
shows a shortest resolution proof of the unsatisfiability of Fex, with 4 resolvents.

Besides proofs, other notions have been used as a means to explaining unsat-
isfiability, such as minimal unsatisfiable subformulas (MUSes) or their minimal
hitting set duals [18,30], known as minimal correction subsets (MCSes).
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Definition 1. [MUS] M ⊆ F is a minimal unsatisfiable subformula (MUS) of
F if and only if M is unsatisfiable and ∀c ∈ M,M \ {c} is satisfiable.

Definition 2. [MCS] C ⊆ F is a minimal correction subset (MCS) of F if and
only if F \ C is satisfiable and ∀c ∈ C,F \ (C \ {c}) is unsatisfiable.

An MUS is an unsatisfiable subset such that removing any clause renders it
satisfiable. Hence, an MUS represents an explanation for the unsatisfiability of F .
On the other hand, MCSes are irreducible sets of clauses whose removal renders
the formula satisfiable. In Example 1, the formula Fex represents an MUS itself,
and each of the clauses in Fex represents an MCS. Despite the high complexity
of computing MCSes, efficient algorithms exist for this task (e.g. [5,13,17,21–
23,28,29]). In the worst case, there can be an exponential number of MUSes and
MCSes [16,25].

3 Deciding Fixed Size Resolution Proofs

For a fixed value K, deciding the existence of a resolution proof with K resolvents
can be encoded into a propositional formula [27]. This motivates a SAT-based
approach for computing SRPs by solving a sequence of decision problems with
varying values of K.

This section describes a propositional model that produces a CNF formula
that is satisfiable if and only if the original formula has a resolution refutation
involving K resolvents. The original formula F = {c1, . . . , cM} is defined on
variables V (F) = {x1, . . . , xN}, and the number of resolvents considered is K,
with the new clauses indexed from M + 1 to M + K (i.e., these being cM+1 to
cM+K).

Resolution proofs are encoded as a sequence of resolvents, preventing a node
from being a parent of an earlier resolvent. The propositional model uses the
following variables, where j ranges from 1 to N , r ranges from M +1 to M +K,
and s can range from 1 to M + K, with s < r:

pjr = 1 iff there exists a positive literal on variable xj in resolvent r.
njr = 1 iff there exists a negative literal on variable xj in resolvent r.
vjr = 1 iff variable xj is resolved away to obtain resolvent r.

lars = 1 iff the left parent of resolvent r is cs, with s < r.
rars = 1 iff the right parent of resolvent r is cs, with s < r.
wpjr = 1 iff a positive literal on xj is available at resolvent r.
wnjr = 1 iff a negative literal on xj is available at resolvent r.

Notice that the clauses in F are not explicitly represented in the encoding,
but only the list of resolvents in the proof, with information of their parents and
the variables used at each resolution step. Variables wpjr and wnjr are used as
an intermediate step in the application of the resolution rule, indicating that the
literals exist in some parent of r. These are referred to as working literals.

The propositional model enforces the following constraints:
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1. A resolvent cannot contain a variable and its complement, which is accom-
plished by the following AtMost1 constraints:

(¬pjr ∨ ¬njr) (2)

2. Computation of working literals of resolvents from the literals in the parents:
If a parent of a resolvent has a positive (negative) literal, the corresponding
working literal in the resolvent is activated.

(lars ∨ rars) ∧ pjs → wpjr
(lars ∨ rars) ∧ njs → wnjr

(3)

3. If the working literals exist, they must also exist in the declared parents.

wpjr → ∨
s(lars ∨ rars) ∧ pjs

wnjr → ∨
s(lars ∨ rars) ∧ njs

(4)

4. Definition of literals in resolvents: A resolvent will include all its working
literals except those on the variable resolved away.

pjr ↔ wpjr ∧ ¬vjr
njr ↔ wnjr ∧ ¬vjr

(5)

5. Definition of resolution variable given working literals:

vjr ↔ wpjr ∧ wnjr (6)

6. Resolvents have exactly one left and one right parent, chosen among earlier
clauses.

r−1∑

s=1
lars = 1

r−1∑

s=1
rars = 1

(7)

7. Exactly one variable is resolved away for creating each resolvent.

N∑

j=1

vjr = 1 (8)

8. The final resolvent, with index M + K, must be the empty clause.

¬pjM+K ∧ ¬njM+K (9)

For the sake of clarity, in Eqs. (3) and (4) there is a slight abuse of notation.
Note that pjs and njs are not defined for s ≤ M . In these cases, constraints
are added on demand, without the pjs and njs terms. For instance, in (3) the
clause cs ∈ F , yields the constraints (lars ∨ rars) → wpjr for j ∈ L+(cs) and
(lars ∨ rars) → wnjr for j ∈ L−(cs). The sets L+(cs) and L−(cs) are also
exploited in (4). Besides, transforming (4) into CNF requires adding O(NK2)
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new variables and clauses encoding the equivalences yprsj ↔ (lars ∨ rars) ∧ pjs
and ynrsj ↔ (lars ∨ rars) ∧ njs, with s > M .

Cardinality constraints of the form
∑n

i=1 xi = 1 are encoded as the con-
junction of one at least one constraint, represented by the single clause

∨n
i=1 xi,

and one at most one constraint, which is encoded using sequential counters [33].
For a constraint

∑n
i=1 xi ≤ k, sequential counters produce O(nk) variables and

clauses. Clearly, other encodings could be considered as well (e.g. [3,24]).
The encoded formula has O(NK2 + MK) variables. Regarding the number

of clauses, constraints (3) and (4) result in O(NK2 + K||F||) clauses, with ||F||
the number of literals in F . Constraints (2), (5), (6) and (8) result in O(NK)
clauses (7) amounts to O(K(M + K)) clauses and (9) yields O(N) clauses. The
encoding has O(NK2 + K||F|| + K(M + K)) clauses and O(NK(M + K) +
K||F|| + K(M + K)) literals, the increase due to some large clauses from (4).

The encoding is related to the model proposed in [27], with several differences.
In [27] the encoding targeted computing resolution proofs with local search.
It used refinements to reduce its size and increase the solution density. These
included not enforcing that literals in a resolvent must exist in some parent
(known as the weakening rule) or allowing for more than two parents for a node.
The resulting encoding had O(K2+KN +KM) variables and O(NK2+K||F||)
literals, smaller than the one herein. However, when looking for SRPs with a
complete solver it is necessary to prove unsatisfiabilty for some values of K, and
constraining formulas as much as possible, promoting propagation, is beneficial.
So, we opted for not using the weakening rule, at the expense of a larger encoding.
Anyway, the results in [27] showed that applying the weakening rule was not
beneficial in practice. The proposed encoding represents proofs more explicitly
than in [27], e.g. by distinguishing left and right parents, which is useful for
enforcing additional constraints, as shown in the next section.

4 Enhancements to the Model

This section devises a number of enhancements to the model above. These con-
strain the structure of resolution proofs, remove symmetries and exploit the
information given by a collection of MCSes to prune the search space.

4.1 Constraints on the Structure of the Proofs

We first enforce symmetry breaking constraints, establishing that the left parent
of any resolvent must have a lower index than its right parent. Any resolution
DAG can be rewritten without additional nodes to fulfill this property. Besides,
for each clause cs ∈ F , we compute beforehand the set of clauses R(cs) ⊆ F that
can be resolved with cs producing a valid resolvent, which restricts the selection
of parents as follows:

lars →
M∨

t∈R(cs);t>s

rart ∨
r−1∨

t=M+1;t>s

rart (10)
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The following constraints avoid computing resolvents that are subsumed by
any original clause in F , which would not be useful in the proof. Here s ∈ [1,M ].

∨

j∈L+(cs)

¬pjr ∨
∨

j∈L−(cs)

¬njr (11)

In an SRP, all resolvents but the last one are used as a parent of later
resolvents [27] (otherwise, such resolvent would be useless). Imposing these con-
straints has the drawback that for some values of K overestimating the length of
the SRPs, the encoded formula may be unsatisfiable, thus requiring the search
method to iteratively refine lower bounds from 1 on. Here, r ∈ [M+1,M+K−1].

M+K∨

u=r+1

(laur ∨ raur) (12)

Equations (10) and (12) entail that resolvent K − 1 must be the right parent
of K. This is enforced by setting ra(M+K)(M+K−1) = 1. Besides, both parents
of K must be unit clauses. The following constraints prevent the left parent of
K from being a non-unit input clause. U(F) denotes the unit clauses in F .

∧

s∈F\U(F)

¬la(M+K)s (13)

In addition we add constraints enforcing the resolvent K−1 (the right parent
of K) to be a unit clause.

N∑

j=1

pj(M+K−1) + nj(M+K−1) = 1 (14)

The constraints above do not increase the asymptotic number of variables
and clauses of the encoding. However, the O(K(M + K)) clauses from (10) can
be large, adding in total O(K(M + K)2) literals to the encoding in the worst
case.

4.2 Levels in the Resolution DAG

Nodes in the resolution DAG can be associated a level. Original clauses have
level 0, whereas the level of a resolvent is given by the maximum of the levels
of its parents plus 1. We focus on the property of having level 1, indicating that
both its parents are original clauses. The following result establishes bounds on
the number of resolvents of each kind:

Proposition 1. In an SRP with K resolvents, at least 
K/2� resolvents do not
have level 1.

Proof. In an SRP, all resolvents but the last one are used in the proof. Hence,
K − 1 items need to be allocated at least once as a parent of other resolvent.
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Nodes at level 1 have both parents as input clauses. Suppose there are 
K/2�
resolvents not at level 1. In the worst case K is odd, so 
K/2� = (K − 1)/2.
Each of these nodes has two parents, so there are K − 1 positions for the K − 1
items. This represents the limit case; if there were fewer nodes at level greater
than 1, not all K − 1 items could be used in the proof.

From these observations, we further restrict the search space. For each resol-
vent r, a variable is defined as l1r = 1 iff resolvent r is at level 1. Then, we set
that the first node has level 1, i.e. l1M+1 = 1, and that the last 
K/2� nodes are
not at level 1, i.e. l1r = 0 for r ∈ [h + 1,M + K], where h = M + �K/2. The
following constraints reduce the number of possible parents depending on levels
and break symmetries:

1. A resolvent is at level 1 if and only if its right parent is not an earlier resolvent.

l1r ↔
r−1∧

s=M+1

¬rars (15)

2. All the resolvents at level 1 are computed at the beginning.

l1r → ∧r−1
u=M+2 l1u

¬l1r → ∧h
u=r+1 ¬l1u

(16)

3. If two consecutive resolvents are at level 1, the left parent of the first one
has an index not greater than the left parent of the second one. Here r ∈
[M + 2, h].

(l1r ∧ lars) →
s∨

t=1

la(r−1)t (17)

Enforcing constraints (16) and (17) does not prevent from finding a shortest
refutation, since any resolution DAG can be transformed to fulfill these condi-
tions by reordering some nodes in the proof. Regarding space, the constraints
above do not affect the asymptotic number of variables, clauses or literals in
the encoding. Constraints (17) result in O(K(M +K)2) literals, matching those
analyzed previously from (10).

4.3 Exploiting Minimal Correction Subsets

The last enhancement proposed in the paper is aimed at further reducing the
search space by exploiting minimal correction subsets (MCSes) in the encoding.
It is based on the following result:

Proposition 2. Let C � F be an MCS. All resolution proofs of F use some
clause in C.

Proof. By Definition 2, F \ C is satisfiable. Hence, if all the clauses in C were
dropped, there would not exist a proof of unsatisfiability.
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So, in a pre-processing step a collection of MCSes is enumerated, and for
each MCS C we enforce that at least one of its clauses is used at least once in
the proof:

M+K∨

r=M+1

(
∨

cs∈C
lars ∨ rars) (18)

We exploit the fact that for a proof with K resolvents, at most 2K clauses
can be used. We define, for each clause cs, a variable useds = 1 if cs is used at
least once in the proof, and add the following constraints:

1. All the resolvents, but the last one must be used for computing later resolvents
in the proof.

M+K−1∧

r=M+1

(usedr) (19)

2. At least one clause in each MCS must be used in the computation of some
resolvent. For each MCS C we add a clause as the following:

∨

cs∈C
useds (20)

3. If a clause is a parent of a resolvent, it is marked as used.

(lars ∨ rars) → useds (21)

4. At most 2K different clauses can be used.

M+K−1∑

s=1

useds ≤ 2K (22)

Constraints (18) produce one clause of size O(K(M +K)) for each MCS. So,
if C MCSes are considered, the encoding grows in O(C) clauses and O(CK(M +
K)) literals. The last constraints do not affect the asymptotic size of the model.
The final encoding has O(NK2 + MK) variables, O(NK2 + K||F|| + K(M +
K) + C) clauses and O(NK(M + K) + K||F|| + CK(M + K) + K(M + K)2)
literals.

5 Experimental Results

This section evaluates the proposed encodings for computing SRPs. For this
purpose, we implemented a prototype in Python 2.7, interfacing the SAT solver
minisat (v 2.2) [12]. The tool computes SRPs by iteratively refining lower bounds
on the number of resolvents. Starting with K = 1, while the encoded formula
is found unsatisfiable K is increased in one unit. The process terminates upon
a satisfiable call, in which case an SRP is extracted from the computed model.
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Fig. 4. Summary of results.

Notice that this procedure iteratively proves that no resolution refutation of size
K exists for increasing values of K, until the last iteration where resolution proof
is found. This way, the computed resolution proof is guaranteed to be an SRP.

The experiments have been carried out over a set of unsatisfiable Horn formu-
las (whose clauses contain at most one positive literal) derived from the domain
of axiom pinpointing in lightweight description logics [2]. We considered the
ones with a number of clauses in the range [20, 594], making 278 instances in
all. The number of variables ranges from 17 to 493. A number of these formulas
have short proofs, so they represent an adequate benchmark for assessing the
effectiveness of the encodings. Recall that computing SRPs for Horn formulas
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is intractable [1] (in contrast to 2-CNF formulas [7,8]). We distinguish different
versions of the encoding: B refers to the base encoding from Sect. 3, S includes
the additional constraints from Sect. 4.1, L adds the constraints related to levels
from Sect. 4.2 and versions with prefix X exploit MCSes as well, as described in
Sect. 4.3. X1, X10 and X100 establish a limit on the number of MCSes enumer-
ated to 100, 1000 and 10000 respectively. MCSes are computed with the tool
mcsls [17]. All the experiments were run on a Linux cluster, with a time limit of
600 seconds. The computation of MCSes is included in the time limit. To this
respect, the average (maximum) time taken for enumerating MCSes was 0.01
(0.14), 0.08 (0.58) and 0.83 (5.74) seconds for X1, X10 and X100 respectively.
Besides, complete enumeration of MCSes was possible for a number cases: Out
of the 278 instances, 130, 156 and 188 have less than 100, 1000 and 10000 MCSes
respectively.

Figure 3 shows the running times taken by each of the aforementioned ver-
sions of the encoding in solving the considered instances. For a given version of
the encoding, a point (x, y) in the plot indicates that x instances were solved
taking up to y seconds. As we can observe, the basic encoding B yields the worst
results overall, solving 49 instances. The optimizations included in S and L allow
for computing SRPs for more instances (87 and 93 respectively). Although L is
able to solve a only few more instances than S, there is an observable gain in
terms of running times. Noticeably, exploiting MCSes brings the most significant
improvements, these being directly related to the number of MCSes enumerated
beforehand. X1, X10 and X100 can cope with far more challenging instances than
before, solving 212, 231 and 246 instances respectively.

Figure 4 provides a more detailed view on the performance of the encodings.
Figure 4a reports the best lower bounds on the size of the SRPs (LBs) computed
by the time limit, and Fig. 4b shows the actual size of the SRPs (UBs) computed.
For a given version of the encoding, a point (x, y) in Fig. 4a means that an
LB lower than or equal to y was obtained for x instances using such encoding
within the time limit. Analogously, in Fig. 4b, a point (x, y) means that the
given encoding enabled computing SRPs with up to y resolvents for x instances.
For the solved instances, LBs match the size of the SRPs. As we can observe,
B is only able to cope with formulas with very short proofs, computing SRPs
with 5 to 8 resolvents and proving LBs of at most 9 for some instances. On the
other hand, S and L are capable of proving larger LBs (up to values 10 and 11
respectively), being L able to find SRPs with 11 resolvents for a few instances.
Exploiting MCSes results in very significant gains, proving LBs of size 35 and
computing SRPs with up to 29 resolvents.

The proposed improvements also allow for coping with larger formulas, solv-
ing several of the largest ones in the set (with more than 350 variables and near
600 clauses). These results indicate that the proposed enhancements are effective
at pruning the search space and guiding the construction of resolution proofs,
enabling the computation of SRPs for non-trivial formulas.
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6 Conclusions

This paper addresses the problem of computing shortest resolution proofs (SRPs)
of unsatisfiable CNF formulas and develops a SAT-based approach for this task.
SRPs are computed by solving a sequence of decision problems encoding the
computation of resolution refutations of fixed size K, with increasing values of
K. Building on an initial reference propositional model, the paper devises sev-
eral enhancements to the encoding, which constrain the structure of the proofs
and exploit minimal correction subsets to further reduce the search space. The
enhancements are shown to be very effective in practice, enabling the computa-
tion of SRPs for more challenging formulas.
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Abstract. It is now widely accepted that the operation of forgetting in
the context of Answer Set Programming [10,18] is best characterized by
the so-called strong persistence, a property that requires that all existing
relations between the atoms not to be forgotten be preserved. However,
it has been shown that strong persistence cannot always be satisfied.
What happens if we must nevertheless forget? One possibility that has
been explored before is to consider weaker versions of strong persistence,
although not without a cost: some relations between the atoms not to be
forgotten are broken in the process. A different alternative is to enhance
the logical language so that all such relations can be maintained after the
forgetting operation. In this paper, we borrow from the recently intro-
duced notion of fork [1] – a conservative extension of Equilibrium Logic
and its monotonic basis, the logic of Here-and-There – which has been
shown to be sufficient to overcome the problems related to satisfying
strong persistence. We map this notion into the language of logic pro-
grams, enhancing it with so-called anonymous cycles, and we introduce
a concrete syntactical forgetting operator over this enhanced language
that we show to always obey strong persistence.

1 Introduction

There has been a substantial interest in investigating the operation of forgetting
in the context of Answer Set Programming (c.f. [10] for a recent survey). Intu-
itively, when we forget some atoms from a logic program, the goal is to come up
with another program, written in a language that does not include the atoms to
be forgotten, which preserves the meaning with respect to the remaining atoms.

Whereas different approaches over the years, e.g., [5–9,12,23,24], proposed
different ways to semantically characterize this operation, it is now rather well
accepted that strong persistence [16] best captures its essence. Strong persistence
is a property that requires that all existing relations between the atoms not
to be forgotten be preserved during the forgetting operation. However, it has
been shown that strong persistence cannot always be satisfied [11]. There are
cases where the atoms to be forgotten play such a pivotal role in the original
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program that one cannot represent its effects on the remaining atoms without
them. These cases are usually associated with atoms involved in the so-called
even cycles through negation (somehow equivalent to choice rules) that generate
different stable models (or answer sets).

What if we are faced with a situation in which we must forget – e.g., because
of a court order, or any other strong reason – but we cannot while obeying strong
persistence? This problem was first tackled in [13], where the authors investi-
gated different ways to weaken strong persistence. However, that does not come
without a cost: some relations between the atoms not to be forgotten are broken
in the process. This may result, for example, in the unwanted disappearance of
existing stable models, or the appearance of new ones. What if we cannot afford
to loose any relations between the non-forgotten atoms, but must proceed with
the forgetting operation? One alternative is to enhance the logical language so
that all such relations can be maintained after the forgetting operation. Recently,
in [1], the authors introduced the notion of fork – a conservative extension of
Equilibrium Logic and its monotonic basis, the logic of Here-and-There – which,
in a nutshell, allows for the specification of formulas whose stable models are
the union of the stable models of separate formulas. They also proved that forks
are sufficient to overcome the problems related to satisfying strong persistence.

Inspired by the concept of forks, we begin this paper by enhancing the lan-
guage of logic programs with so-called anonymous cycles, aiming at being able to
specify concrete forgetting operators that satisfy strong persistence. Extending
the language of logic programs with anonymous cycles essentially amounts to
extending the alphabet with a set of anonymous atoms that can only be used
in anonymous cycles, i.e., to generate and condition alternatives, which are then
ignored when the stable models are considered. We then introduce a concrete
forgetting operator over this enhanced language, which we show to obey strong
persistence.

The new operator is syntactical in nature, i.e., it achieves the result by syn-
tactically manipulating the rules of the input program – there is no need to
compute any models – and it is the first concrete forgetting operator that obeys
strong persistence, albeit for this enhanced language. One might argue, somehow
cynically, that if we allow ourselves to extend the language and use new atoms,
then why not simply keep the ones we were supposed to forget, perhaps renam-
ing them to appear as if they are not the same. Even if this renaming would
obey strong persistence, modulo these new atoms, it could hardly be classified as
forgetting. By ensuring that all the non-forgotten atoms introduced by our for-
getting operator are anonymous, thus used in a very constrained and fixed way,
we ensure a clear syntactical distinction between these and the forgotten ones.
Equally important is the fact that the operator is closed under the language of
logic programs with anonymous cycles. This allows its iteration, admitting for
any number of atoms to be forgotten from a program in any sequence, while still
obeying strong persistence.
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2 Preliminaries

In this section, we recall necessary notions on answer set programming. We
assume a propositional signature Σ. A logic program P over Σ is a finite set of
rules of the form

a1 ∨ . . . ∨ ak ← b1, ..., bl, not c1, ..., not cm, not not d1, ..., not not dn, (1)

where all a1, . . . , ak, b1, . . . , bl, c1, . . . , cm, and d1, . . . , dn are atoms of Σ. Such
rules r are also written more succinctly as

H (r) ← B+(r), notB−(r), not notB−−(r), (2)

where H (r) = {a1, . . . , ak}, B+(r) = {b1, . . . , bl}, B−(r) = {c1, . . . , cm}, and
B−−(r) = {d1, . . . , dn}, and we will use both forms interchangeably. Given a rule
r, H (r) is called the head of r, and B(r) = B+(r) ∪ notB−(r) ∪ not notB−−(r)
is called the body of r, where, for a set A of atoms, notA = {not q: q ∈ A} and
not notA = {not not q : q ∈ A}. We term the elements in B(r) (body) literals.
Σ(P ) and Σ(r) denote the set of atoms appearing in P and r, respectively. Given
a program P and an interpretation, i.e., a set I ⊆ Σ of atoms, the reduct of P
given I, is defined as P I = {H (r) ← B+(r) : r ∈ P such that B−(r) ∩ I =
∅ and B−−(r) ⊆ I}.

An HT-interpretation is a pair 〈X,Y 〉 s.t. X ⊆ Y ⊆ Σ. Given a program
P , an HT-interpretation 〈X,Y 〉 is an HT-model of P if Y |= P and X |= PY ,
where |= denotes the standard consequence relation for classical logic. We admit
that the set of HT-models of a program P is restricted to Σ(P ) even if Σ(P ) ⊂
Σ. We denote by HT (P ) the set of all HT-models of P . A set of atoms Y
is an answer set of P if 〈Y, Y 〉 ∈ HT (P ), but there is no X ⊂ Y such that
〈X,Y 〉 ∈ HT (P ). The set of all answer sets of P is denoted by AS(P ). Two
programs P1, P2 are equivalent if AS(P1) = AS(P2) and strongly equivalent,
P1 ≡ P2, if AS(P1 ∪ R) = AS(P2 ∪ R) for any program R. It is well-known
that P1 ≡ P2 exactly when HT (P1) = HT (P2) [19]. Given a set V ⊆ Σ, the
V -exclusion of a set of answer sets (a set of HT-interpretations) M, denoted
M‖V , is {X\V | X ∈ M} ({〈X\V, Y \V 〉 | 〈X,Y 〉 ∈ M}).

3 Forgetting with Anonymous Cycles

Forgetting in answer set programming (ASP) aims at eliminating certain ele-
ments from the language Σ, without affecting the consequences inferable for
the language elements that remain. However, it is not always possible to forget
in ASP [11], intuitively, because some elements of the language are crucial to
preserve certain dependencies between atoms in the program. A way to avoid
this problem would thus be to not remove such atoms entirely, but rather pre-
serve them in a localized form, such that later, under certain circumstances, they
could potentially be removed, e.g., after all related atoms have been forgotten.
This has been tackled by proposing an extension of ASP with a new construct,
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called forks [1]. Here, we map this notion into the language of logic programs,
but instead of extending the language with the fork constructor, we enhance the
language with a set of distinguished atoms, called anonymous atoms, that can
only be used in a very restricted way, namely to generate so-called anonymous
cycles.

Thus, in this section, we first introduce programs with anonymous cycles
and, then, we reconcile the notions of forgetting in ASP with this extension of
programs. We start by extending the signature to allow for an infinite number
of anonymous atoms.

Definition 1. An anonymous signature is a pair 〈Σ,Σan〉 where Σ is a signa-
ture and Σan is an infinite set of atoms such that Σ ∩ Σan = ∅.

We use Roman letters to denote elements of Σ and Greek letters to denote ele-
ments of Σan. In what follows, we assume a fixed anonymous signature 〈Σ,Σan〉.
Based on this, we now define the class of programs with anonymous cycles.

Definition 2. A program with anonymous cycles (over 〈Σ,Σan〉) is a program
P such that, for each δ ∈ Σan and r ∈ P , exactly one of the following conditions
is true:

– δ does not appear in r;
– δ belongs only to B+(r);
– δ belongs only to B−(r);
– r is of the form δ ← not not δ.

We term a rule r of the latter form an anonymous cycle.

Therefore, in a program with anonymous cycles, the atoms of Σan can only
appear in a very restricted way. Namely, they can only be used to generate cycles,
in anonymous cycles,1 and, in addition, appear in the positive or negative body of
rules. This means that for an anonymous atom δ ∈ Σan, the rule δ ← not not δ
is the only rule in which δ is allowed to appear in the head or in the double
negated body.

Since the atoms of Σan are to be seen as auxiliary, the semantics of programs
with anonymous cycles over an anonymous signature 〈Σ,Σan〉 is defined as the
restriction to Σ of the semantics of the program when considered as program
over Σ ∪ Σan.

Definition 3. Let P be a program with anonymous cycles over 〈Σ,Σan〉, and
P ∗ the program over Σ ∪ Σan with the same rules as P . Then, the set of HT-
models of P and the set of answer sets of P are defined, respectively, as

HT (P ) = HT (P ∗)‖Σan
AS(P ) = AS(P ∗)‖Σan

.

1 Note that this term is due to the fact that the answer sets of such an anonymous
cycle are precisely {δ} and {}.
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Example 1. Consider the program with anonymous cycles P over 〈Σ,Σan〉:

a ← b, δ c ← not δ δ ← not not δ

where a, b, c ∈ Σ and δ ∈ Σan. If we consider program P ∗ over Σ ∪ Σan with
precisely the same rules as P , we have that AS(P ∗) = {{δ}, {c}} and AS(P ) =
{∅, {c}}.

We are now ready to extend notions of forgetting in ASP from the literature
to the class of programs with anonymous cycles.

A forgetting operator over a class C of programs with anonymous cycles2

over 〈Σ,Σan〉 is a partial function f : C × 2Σ → C s.t. the result of forgetting
about V from P , denoted as f(P, V ), is a program with anonymous cycles over
〈Σ(P )\V,Σan〉, for each P ∈ C and V ⊆ Σ. We denote the domain of f by C(f).
The operator f is called closed for C′ ⊆ C(f) if f(P, V ) ∈ C′, for every P ∈ C′ and
V ⊆ Σ. A class F of forgetting operators (over C) is a set of forgetting operators
f s.t. C(f) ⊆ C, commonly satisfying some definition of the class.

The notions in the remainder of the section are indeed very similar to the
ones introduced for programs (without anonymous cycles). They can essentially
be re-used here due to our definition of HT-models and answer sets for programs
with anonymous cycles, and because we never forget anonymous atoms.

Arguably, among the many properties introduced for different classes of for-
getting operators in ASP [10], strong persistence [16] is the one that should
intuitively hold, since it imposes the preservation of all original direct and indi-
rect dependencies between atoms not to be forgotten. In the following, F is a
class of forgetting operators.

(SP) F satisfies Strong Persistence if, for each f ∈ F, P ∈ C(f) and V ⊆ Σ,
we have AS(f(P, V ) ∪ R) = AS(P ∪ R)‖V , for all programs R ∈ C(f) with
Σ(R) ⊆ Σ\V .

Thus, (SP) requires that the answer sets of f(P, V ) correspond to those of P ,
no matter what programs R over Σ\V we add to both, which is closely related
to the concept of strong equivalence. Among the many properties implied by
(SP) [10], (SI) indicates that rules not mentioning atoms to be forgotten can
be added before or after forgetting.

(SI) F satisfies Strong (addition) Invariance if, for each f ∈ F, P ∈ C(f) and
V ⊆ Σ, we have f(P, V ) ∪ R ≡ f(P ∪ R, V ) for all programs R ∈ C(f) with
Σ(R) ⊆ Σ\V .

Although (SP) is the central property one wants to ensure to hold when
forgetting atoms from an answer set program, it was shown in [11] that this is
not always possible, that is, there is no forgetting operator that satisfies (SP)
and that is defined for all pairs 〈P, V 〉, called forgetting instances, where P is

2 In this paper, we only consider the very general class of programs introduced before,
but, often, subclasses of it appear in the literature of ASP and forgetting in ASP.
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a program and V is a set of atoms to be forgotten from P . Moreover, a sound
and complete criterion, Ω, was presented to characterize when exactly it is not
possible to forget while satisfying (SP). In addition, a corresponding class of
forgetting operators, FSP, was introduced. It was shown that every operator in
FSP satisfies (SP) for instances 〈P, V 〉 that do not satisfy Ω, i.e., those instances
for which it is possible to forget V from P while satisfying (SP). This makes
FSP the ideal choice whenever forgetting is possible. Nevertheless, FSP has two
main problems: first, it is only defined semantically, i.e., it only specifies the HT-
models that a result of forgetting a set of atoms V from program P should have;
and second, for instances 〈P, V 〉 that satisfy Ω, i.e., those instances for which
we know that it is not possible to forget V from P while satisfying (SP), the
result f(P, V ) necessarily does not have a strong connection with P as imposed
by (SP).

4 A Syntactic Operator

Our main result of this paper is that the impossibility result for forgetting in
ASP can be overcome at the cost of introducing anonymous cycles (whenever
necessary). Moreover, we do it in a syntactic way, by only manipulating the rules
of the input program. Note again that this approach does not coincide with, e.g.,
renaming some atom, as in the end only one rule with the new anonymous atom
in the head exists.

Thus, in this section, we introduce the operator fAC which, by syntactical
manipulation of the input, removes an atom from a program with anonymous
cycles. As this operator produces in the worst case a program with anonymous
cycles, we will then extend it in a straightforward way to forget any number of
atoms iteratively and show that the order of doing so in fact has no effect on
the correctness of the result.

To simplify the presentation and the cases that are considered in the con-
struction, and also to reduce the size of the input, we reduce programs to a nor-
mal form, similar to [16] and previous related work [4,14,15,20]. There are two
essential differences to the normal form considered in [16]. First of all, contrarily
to [16], our normal form applies to programs with disjunctive heads. Moreover,
we eliminate non-minimal rules [2], which further strengthens the benefits of
using normal forms, since non-minimal rules do not have to be considered any
longer. Formally, a rule r in P is minimal if there is no rule r′ ∈ P such that
H (r′) ⊆ H (r) ∧ B(r′) ⊂ B(r) or H (r′) ⊂ H (r) ∧ B(r′) ⊆ B(r).

Definition 4. Let P be a logic program with anonymous cycles over 〈Σ,Σan〉.
We say that P is in normal form if the following conditions hold:

– for every a ∈ Σ and r ∈ P , at most one of a, not a or not not a is in B(r);
– if a ∈ H(r), then neither a, nor not a are in B(r);
– all rules in P are minimal.
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Note that though the restrictions on appearance of atoms in the definition
of the normal form are only on non-anonymous atoms, they are met by the
anonymous ones too, thanks to the restrictions within the definition of programs
with anonymous cycles. The next definition shows how to transform any program
into one in normal form.

Definition 5. Let P be a logic program with anonymous cycles over 〈Σ,Σan〉.
The normal form NF (P ) is obtained by:

1. removing from P all tautological rules r, i.e. rules with H (r) ∩ B+(r) �= ∅,
with B+(r) ∩ B−(r) �= ∅ or with B−(r) ∩ B−−(r) �= ∅;

2. removing, from the remaining rules, occurrences of double negated atoms from
the body, if the atoms appear in the positive body of the same rule;

3. removing, from the remaining rules r, the atoms from the head of r that also
occur in the negated body of r;

4. finally, removing from the resulting program P ′ all rules r that are not mini-
mal.

Note that the above construction ensures that all items of Definition 4 are sat-
isfied, namely the first item of Definition 4 is ensured by condition 1. and 2. of
Definition 5, the second by conditions 1. and 3., and the third by conditions 1.
and 4. Notably, not only we can show that the construction of NF (P ) is correct,
i.e. that NF (P ) is in normal form, but, additionally, we can show that it is
strongly equivalent to the original program P .

Proposition 1. Let P be an logic program with anonymous cycles. Then,
NF (P ) is in normal form and is strongly equivalent to P .

In addition, NF (P ) can be computed in at most quadratic time in terms of the
number of rules in P (as ensuring minimality requires comparing all n rules with
each other).

Proposition 2. Let P be an logic program with anonymous cycles. Then, the
normal form NF (P ) can be computed in PTIME.

Thus for the remainder of the paper, we only consider programs in normal
form, as these can be efficiently computed and are syntactically equal to the
original programs apart from redundancies in the rules.

Forgetting about an atom from a program while satisfying (SP) should imply
the preservation of the implicit dependencies between the atoms that are not
forgotten.

Example 2. Consider the following program P :

a ← q q ← c q ← d

Whenever c or d are true, a is indirectly implied via q. Therefore, when forgetting
about q from P , the implicit relationship between a and c, and that between
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a and d should be preserved. This can be expressed using the following rules
without q:

a ← c a ← d

These rules correspond to replacing the positive occurrences of q in a rule body
with the body of the rules in which q appears in their head.

If q is not the only atom in the head of a rule, then we need to consider these
additional atoms in the head of the resulting rule.

Example 3. Consider the following program P :

a ← q q ∨ b ← c

When forgetting about q from P the implicit relation between c and a must be
preserved. This can be expressed by the rule:

a ∨ b ← c

But what happens if the atom to be forgotten appears in the negative body
of a rule?

Example 4. Consider the following program P :

a ← not q q ∨ b ← c q ← d

In this case, there is an implicit relationship between a and the atoms b, c, and
d. When forgetting about q from P such relationship must be preserved. For the
literal not q in the body of the first rule to be true we must have, for each rule
r in which q appears in the head, either the body r is false (c in the case of the
second rule and d in the case of the third rule), or the other atoms that appear
in head of r must not be false (b in the case of the second rule). This can be
represented by the following two rules:

a ← not d, not c a ← not d, not not b

This problem has been tackled by collecting a set of conjunctions of literals
[6,16], each of which can be used to replace not q, but preserves its truth value.

Accordingly, we now generalize the notion of as-dual from [16], for which
we need to introduce some auxiliary functions first. Let N be the function that
applies a number of negation symbols to literals. Formally, for all p ∈ Σ, N 0(p) =
p, N 0(not p) = not p, N 0(not not p) = not not p, N 1(p) = N 1(not not p) = not p,
N 1(not p) = not not p, N 2(p) = N 2(not not p) = not not p, N 2(not p) = not p.
For a set of literals S, N i(S) = {N i(s) : s ∈ S}. The sets B\q(r) and H\q(r)
respectively denote the set of body and head literals after removing every occur-
rence of q, i.e., B\q(r) = B(r)\{q, not q, not not q} and H\q(r) = H(r)\{q}.
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To make this notion concrete, we introduce the as-dual Dq
as(P ) for forgetting

about q from P that collects the set of conjunctions of literals, that can be used
to replace not q, the negated occurrence of the atom to be forgotten.

Dq
as(P ) = {{N1(l1), . . . , N1(lm)} ∪ {N2(lm+1), . . . , N2(ln)} :

li ∈ B\q(ri), 1 ≤ i ≤ m, lj ∈ H\q(rj),m + 1 ≤ j ≤ n,

〈{r1, . . . , rm}, {rm+1, . . . , rn}〉 is a partition of P}

The idea is to pass to the operator all the rules that have q in their head as an
argument. Then, we consider the possible partitions 〈F, T 〉 of P , and the sets
obtained by collecting the negation of exactly one element (except q) from the
body of each rule of F , thus guaranteeing that the body of every rule of F is not
satisfied, together with the double negation of exactly one head atom (except
q) from each rule of T , thus guaranteeing that the head of every rule of T is
satisfied. This definition covers all possible cases to provide the set of all rules
for a program P such that the considered q cannot be derived. In particular,
there are two interesting corner cases: If there is no rule with q in its head, i.e.
the input program P is empty, Dq

as(P ) = {∅}, meaning that negating q requires
no atom to have a particular truth value. Furthermore, if P contains q as a fact,
Dq

as(P ) = ∅, because it is impossible to negate q.
In the examples above, when forgetting about q from a program P , we were

able to capture the implicit relationships using rules only over the remaining
atoms. As already mentioned, the impossibility results in [11] show that this is
in general not possible. In fact, if the atom to be forgotten has self-cycles, it
may be the case that we cannot faithfully represent the implicit relationships
between the remaining atoms using only rules over these remaining atoms. In
theses cases we consider the use of anonymous atoms within anonymous cycles.

Example 5. Consider the following program P :

q ← not not q, b a ← q c ← not q

When b is not true, the first rule does not allow us to conclude q, and therefore
c must be true by the third rule. This implicit relationship between b and c can
be captured by the rule c ← not b, which is obtained by the substitution pattern
mentioned in the previous examples. Whenever b is true, the self-cycle on q of the
first rule generates a choice between a and c. Such choice cannot be represented
using only rules over a, b and c. We therefore use anonymous cycles to generate
such choice. So, additionally to the rule c ← not b, the result of forgetting about
q from P has also the rules:

a ← b, δq c ← not δq δq ← not not δq

where δq is a fresh anonymous atom from Σan. These rules faithfully capture
the implicit relationship between a, b and c in P .

We are now ready to present the formal definition of the operator fAC . As this
definition is technically involved, we will first present the new operator itself that
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allows forgetting about a single atom from a given program and subsequently
explain and illustrate its definition. Forgetting about a set of atoms iteratively
is presented subsequently.

In order to guarantee the uniqueness of the construction of the operator fAC ,
we assume a fixed enumeration δ0, δ1, . . . δn, . . . of the elements of Σan.

Definition 6. Let P be a program with anonymous cycles over 〈Σ,Σan〉, and
q ∈ Σ. Let Pnf = NF (P ) be the normal form of P and δq the anonymous atom
with the lowest index that does not occur in P . Consider the sets

R := {r ∈ Pnf | q �∈ Σ(r)} R2 := {r ∈ Pnf | not not q ∈ B(r), q �∈ H(r)}
R0 := {r ∈ Pnf | q ∈ B(r)} R3 := {r ∈ Pnf | not not q ∈ B(r), q ∈ H(r)}
R1 := {r ∈ Pnf | not q ∈ B(r)} R4 := {r ∈ Pnf | not not q �∈ B(r), q ∈ H(r)}

The result of forgetting about q in P , fAC(P, q), is the normal form of the pro-
gram composed of the following rules:

– each r ∈ R
– for each r4 ∈ R4

1a for each r0 ∈ R0

H (r0) ∪ H \q(r4) ← B\q(r0) ∪ B(r4)
1b for each r2 ∈ R2

H (r2) ← B\q(r2) ∪ N1(H \q(r4)) ∪ N2(B(r4))
– for each r′ ∈ R1 ∪ R4

2 for each D ∈ Dq
as(R3 ∪ R4 \ {r′})

H \q(r′) ← B\q(r′) ∪ D
– for each r3 ∈ R3

3a for each r0 ∈ R0

H (r0) ∪ H \q(r3) ← B\q(r0) ∪ B\q(r3) ∪ {δq}
3b for each r2 ∈ R2

H (r2) ← B\q(r2) ∪ N1(H \q(r3)) ∪ N2(B\q(r3)) ∪ {δq}
– if R3 �= ∅

4 for each r′ ∈ R1 ∪ R4, D ∈ Dq
as(R4 \ {r′})

H \q(r′) ← B\q(r′) ∪ D ∪ {not δq}
AC δq ← not not δq

The first step is to obtain the normal form Pnf of P using Definition 5. Then,
five sets of rules, R0, R1, R2, R3, and R4, are defined over Pnf , in each of which
q appears in the rules in a different form. In addition, R contains all rules from
Pnf that do not mention q. These latter rules are preserved in the final result of
forgetting.

In general terms, the construction is divided in two major cases: one for the
rules which contain q or not not q in the body (those in R0 or R2), and one for
the rules that contain not q in the body or q in the head (those in R1 or R4).

Derivation rules 1a and 1b connect rules in which q occurs positively in
the body with non-cyclic supports of q. In the case of Examples 2 and 3 the
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occurrences of q in rule bodies are replaced with the body literals of rules that
have q in the head.

Derivation rule 2 replaces negative occurrences of q in the body of rules by a
proof that q cannot be derived, i.e., an element of Dq

as(R3∪R4). This is illustrated
in Example 4. If P does not have rules with cyclic support on q, then only rules
1a, 1b, and 2 are used to obtain the result of forgetting about q from P .

If P has rules with cyclic support for q, i.e., R3 is not empty, then fAC

creates an anonymous cycle with a fresh anonymous atom δq from Σan. This
anonymous atom is then used as an arbiter between rules derived by 3a, 3b
and 4. The derivation rules 3a and 3b replace the positive occurrences of q
in rule bodies by the anonymous atom δq, along with the body literals of the
corresponding rule of R3. Derivation rule 4 replaces negative occurrences of q
in rules by a proof that there is no non-cyclic support for q, i.e., an element of
Dq

as(R4) and not δq. These derivation rules are illustrated in Example 5.
We now prove that our operator fAC behaves in a desirable way, in the sense

that it preserves the HT-models of the original program (modulo the forgotten
atom), thus necessarily preserving the (direct or indirect) relationships between
the remaining atoms.

Theorem 1. Let P be a program with anonymous cycles over 〈Σ,Σan〉, and
q ∈ Σ. Then, we have that:

HT (fAC(P, q)) = HT (P )‖{q}

We have defined an operator that forgets only one atom from a given pro-
gram. In order to forget a set of atoms, we need to iterate the operator. Iteration
is only possible if the operator is closed under the considered class of programs.
Although fundamental, this property is not satisfied by some operators in the
literature, namely the one in [16], thus not allowing the iteration of the opera-
tors. In the case of fAC , we can prove that it is closed for the class of programs
with anonymous cycles.

Proposition 3. Let P be a logic program with anonymous cycles over 〈Σ,Σan〉
and q ∈ Σ. Then fAC(P, q) is a logic program with anonymous cycles over
〈Σ\{q}, Σan〉.

When forgetting a set of atoms iteratively, although the concrete result of
forgetting depends on the order by which the atoms are forgotten, the following
result shows that this is not a problem, in the sense that the results are strongly
equivalent.

Proposition 4. Let P be a program with anonymous cycles over 〈Σ,Σan〉, and
q1, q2 ∈ Σ. Then we have that:

fAC(fAC(P, q1), q2) ≡ fAC(fAC(P, q2), q1)

In order to define a concrete extension of the operator fAC that allows for-
getting a sets of atoms, we assume a fixed linear order on Σ, which we denote
by <.
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Definition 7. Let P be a program with anonymous cycles over 〈Σ,Σan〉 and
V = {q1, q2, . . . , qn} ⊆ Σ a set of atoms with qi < qj for each 1 ≤ i < j ≤ n. The
result of forgetting about V from P , denoted by f∗

AC(P, V ), is defined inductively
as:

f∗
AC(P, ∅) = P

f∗
AC(P, {q1, q2, . . . , qn}) = f∗

AC(fAC(P, q1), {q2, . . . , qn})

Example 6. Consider the following program P :

a ← q. c ← p. p ← not q. q ← b, not p.

In order to forget about the set V = {p, q} from P , we start by forgetting about
p from P using fAC . Since there are no cycles on p, fAC does not introduce
anonymous cycles, and we thus obtain the rules:

a ← q. c ← not q. q ← b, not not q.

If we now subsequently forget also q, and since now there are cycles on the
atom to be forgotten, fAC introduces anonymous cycles, and thus the following
program with anonymous cycles is obtained:

a ← b, δ. c ← not δ. c ← not b. δ ← not not δ.

which is the result of f∗
AC(P, {p, q})3.

We can now state the main result of the paper. Namely, our new operator
f∗

AC satisfies (SP), thus making it the first (syntactical) operator that satisfies
(SP) for all forgetting instances.

Theorem 2. The operator f∗
AC satisfies (SP), i.e. for each program with anony-

mous cycles P over 〈Σ,Σan〉, and V ⊆ Σ, we have that

AS(f∗
AC(P, V ) ∪ R) = AS(P ∪ R)‖V ,

for all programs R with Σ(R) ⊆ Σ\V .

This result guarantees that we can use the operator f∗
AC to forget about a

set of atoms from a program, while preserving all the dependencies between the
atoms that were not forgotten. Given the already mentioned impossibility results
of [11], the use of anonymous cycles is essential to allow the preservation of all
dependencies. An important consequence of the previous theorem is the fact
that f∗

AC satisfies also several other properties of forgetting. In particular, f∗
AC

satisfies (SI), which guarantees that all rules of a program P not mentioning
the atoms to be forgotten be preserved when forgetting. It is worth noting that,
although (SI) is a desirable property for forgetting, several classes of forgetting
operators in the literature fail to satisfy this condition.
3 We could have chosen a different order by which p and q are forgotten, but, according

to Proposition 4, the result would be strongly equivalent.
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Proposition 5. The operator f∗
AC satisfies (SI).

An important consequence of this result, together with the fact that f∗
AC

is a syntactic operator, is the fact that the result of forgetting about a set of
atoms from a program P according to f∗

AC can ben obtained by a syntactic
manipulation of only those rules of P that mention the atoms to be forgotten,
while the remaining rules are simply preserved in the result of forgetting.

5 Conclusions

We enhanced the language of logic programming to include anonymous cycles
so that we can express relations between atoms that, under traditional logic
programming semantics, were only possible to be expressed by the help of third
atoms that act as arbiters. We then used this enhanced language to formulate a
syntactic operator that forgets atoms from logic programs while obeying strong
persistence, and is closed under this language, which means that it can be iter-
ated, making it possible for any number of atoms to be forgotten from a program,
in any order, while still maintaining (SP). This is an improvement over existing
operators, which either were only defined for very restricted classes of programs
[16], or did not obey most desirable properties [6,25].

Future work includes investigating syntactic operators defined over tradi-
tional logic programs for the semantics in [13], that correspond to weaker ver-
sions of (SP), as well as investigating how forgetting relates to other operations
such as updating [21], and how it translates to hybrid knowledge representation
formalisms [3,17,22].
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13. Gonçalves, R., Knorr, M., Leite, J., Woltran, S.: When you must forget: beyond
strong persistence when forgetting in answer set programming. TPLP 17(5–6),
837–854 (2017)

14. Inoue, K., Sakama, C.: Negation as failure in the head. J. Log. Program. 35(1),
39–78 (1998)

15. Inoue, K., Sakama, C.: Equivalence of logic programs under updates. In: Alferes,
J.J., Leite, J. (eds.) JELIA 2004. LNCS (LNAI), vol. 3229, pp. 174–186. Springer,
Heidelberg (2004). https://doi.org/10.1007/978-3-540-30227-8 17

16. Knorr, M., Alferes, J.J.: Preserving strong equivalence while forgetting. In: Fermé,
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Abstract. The use of Unmanned Surface Vehicle (USV) teams, more
commonly known as drones, has become increasingly common for aqua-
culture scenarios due to their availability and low cost. For monitoring
to be feasible and in real time, it is necessary for the drones to be in
constant communication so that they can organize themselves and send
data to a land platform. This paper presents a cooperative navigation
behavior in constant communication with the network layer to achieve
a better overall performance in the coverage of a space and a better
network quality between heterogeneous USVs. In conclusion, increasing
the amount of USVs is beneficial as long as an Avoid or Assist does not
impact the overall time.

Keywords: Unmanned Surface Vehicles ·
Cooperative perception and navigation · Target allocation

1 Introduction

Over the past years, aquaculture has taken a bigger role in the economy, and
with it the need for aquatic monitoring also increased. Unmanned Surface Vehi-
cle (USVs) have been deployed to reduce the human effort and increase efficiency
in these tasks. According to Ramos et al. [19], a better overall performance can
be achieved with a group of cooperative USVs. Moreover, since the aquacul-
ture tanks can be off the coast, the platform should integrate multi-technologies
(long and short-range) for a better real-time data gathering. However, we can-
not plan a trajectory in advance, because the number of USVs and the map can
change while the task is being completed, and furthermore, the network qual-
ity is dependent on external factors. This work proposes the development of an
aquatic platform where the navigation decisions are influenced by the network,
and the network takes an important role on the synchronization and transmission
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of navigation information. The team uses the network to cooperatively perceive
the location of each USV and the obstacles, and create the map, which is then
used to search a path to the allocated target. Furthermore, in order to ensure
that no drone is left isolated, it is necessary for the team to be able to self-adapt,
meaning that USVs must determine new positions and change their new loca-
tions considering the quality of the connection between them, while allowing the
team’s shape to dynamically change for a better performance on the task com-
pletion. In the course of this work, a simulation environment was also developed
[22] to test the team’s navigation behavior. The results show that the proposed
platform is able to cover large areas while allocating the targets, which take
into consideration the sensors that each USV has. From the different topologies
tested for the specific scenario described here, five USVs are the optimal team
topology. The remainder of this paper is organized as follows. Section 3 presents
the platform architecture overview and the aquatic elements. Section 4 describes
the navigation behavior of the team and each USV, and then Sect. 5 presents the
evaluation of the path planning in different scenarios. Finally, Sect. 6 presents
the conclusions and ideas for future work.

2 Related Work

Several USV platforms have been developed for aquatic monitoring. Ferreira et
al. [9] presented a swarm of affordable USVs (FLEXUS) with WiFi capabilities
for water-based Internet of Things (IoT) platforms. López et al. [13] presented a
centralized approach with a master slave architecture to measure pH and tem-
perature levels. Lloret et al. [12] proposed a platform where a coverage of 100%
of the tanks can be achieved by the USVs’ mobility grouped with the num-
ber of vehicles. AquaBotix developed the SwarmDiver [2], where several vehicles
can work simultaneously as a single coordinated entity communicating with each
other. Each vehicle contains only a pressure and a temperature sensor, and relies
on a single communication technology. Paravisi et al. [17] presented a simulator
with realistic environmental disturbances in order to test coordination in teams
of USVs. Berger et al. [4] presented a multi-system of heterogeneous Unmanned
Aerial Vehicles, where the area coverage can be maximized by dividing the area
between platforms. However they do not maintain connectivity between vehicles.

By using a network and its protocols, the team can build up navigation
information. An example of this communication-aided navigation mechanism is
described by Ducatelle et al. [7], where all robots periodically share their naviga-
tion tables through a mobile ad hoc network (MANET). To maintain the forma-
tion in a team, several structures have been proposed. With centralized control
topology we have the leader-follower approach [6,10,16,18], and the virtual struc-
ture approach [5,15,23]. However, the behavior-based structure approach [3,21]
allows decentralized control. The A* algorithm [20] is one of the most popular
search algorithms in graphs used in path planning algorithms. To improve the
translation of the map to the graph used by the A*, some approaches like Basic
Theta* and Phi* were introduced according to Duchoň et al. [8], where Basic
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Theta* relies on testing the visibility between cells, and Phi* relies on defining
the range in which the local predecessor of each evaluated cell can be found.

The path planning of multiple vehicles is more complex than single vehicle
path planning, due to the optimization of multiple objectives [11]. Formation
path planning can be categorized in two disciplines: deterministic and heuris-
tic approaches. Heuristic approaches are strong for multi-optimization problems
that require fast computational speed, and according to Liu et al. [11], these
algorithms use decentralized control topologies.

3 Platform Architecture

The proposed platform, illustrated in Fig. 1, is comprised by a team of USVs
with one Mobile Gateway that communicates with an Infrastructure Gateway
on land. This Infrastructure Gateway is connected to a Server that stores sensed
information, which is then used by end-user applications such as a real time
dashboard and alert platform.

As illustrated in Fig. 2, the USV software structure is divided in three layers:

– Sensors and Actuators: This layer is responsible for reading the sensors
through multiple protocols (I2C, SPI, 1-Wire, and others), and control the
motor rotation speeds and direction according to the commands received from
the Path Planning Layer.

– Communication: This layer comprises two technologies for communication,
LoRa for long range and WiFi for short range. The team can use both tech-
nologies to connect the Mobile Gateways to the Infrastructure Gateways,
however only WiFi is used in inter-USVs communications. Between them a
Delay Tolerant Network (DTN) was implemented with a link quality-based
routing strategy described in [22].

– Path Planning: This layer is responsible for the update and synchroniza-
tion of the team’s navigation information given by the Communication Layer
and the map. It also manages the allocation of new sensing points, and cal-
culates the trajectory avoiding obstacles. This module should maintain the
connectivity between the team’s members. The avoidance of mobile obstacles
is made by fusing the shared USV’s positions and the on-board obstacle sen-
sor. Furthermore, this layer communicates the next waypoint to the Sensors
and Actuators Layer.

4 Cooperative Navigation

4.1 Individual Path Planning

The first step of many path planning systems is to describe the environment into
a map suitable for the chosen path planning algorithm. In this work, a fixed-size
cell decomposition grid map is used, where well-known search algorithms can
be applied, like A*. Each cell is square with side equal to the length of a USV,
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Fig. 1. Platform overview. Fig. 2. USV’s software architecture.

and cells occupied with USVs do not count as occupied cells when computing a
path to a target. The location of each USV on the map is given by the relative
difference in latitude and longitude from a given reference point shared by all
USVs. An algorithm based on Basic Theta* is used (USV-A*), where a path is
decomposed in fewer straight lines utilizing the Supercover Line algorithm by
Andres et al. [1], to produce the intersected cells, where a line crossing two cells
by the vertexes also occupies the adjacent cells. The algorithm starts from the
target position and passes through all the trajectory points until the straight
line drawn intersects any occupied cell. This process solves the problem of a
scenario where the path does not cross an occupied cell, but the vehicle, due to
its width, may cause a collision. Figure 3 presents a graphic comparison of the
paths produced by a standard A* for a grid map and A* with a graph redefined
at run time.

Fig. 3. Graphic comparison of the trajectories produced by the standard A* on the
left, and, on the right, the proposed Path Planning algorithm.

4.2 Multiple Vehicle Path Planning

The nature of path planning of a team of unmanned vehicles is an optimization
of multiple objectives, which is more complex than single path planning. Figure 4
compares the two processes.

The multiple vehicle path planning algorithm has to comply with three main
objectives:
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Fig. 4. Comparison of formation and single path planning inspired by [11].

– Maintain connectivity between all vehicles;
– Achieve cooperative behavior for full coverage, while minimizing traveled

time;
– Avoid collisions between the vehicles.

A formation control structure similar to the leader-follower structure is here
proposed to maintain connectivity in simple scenarios.

A ranking system is also proposed, based on a heuristic approach to deal with
multi-optimization problems. This system gives a priority value to each USV,
in order to choose the target that each vehicle will visit, the team’s collision
avoidance behavior, and each vehicle’s leader-follower behavior.

Leader-Follower Behavior. Each USV on the team has a priority value, and
each USV has to maintain connectivity with only one vehicle. Furthermore, if
the connection’s quality is weak, the USV has to follow the immediately higher
ranked USV. Therefore, each vehicle is both a leader and a follower for different
USVs, with the exception for the higher and lower ranked.

Priority Calculation. Two ranking systems with a different set of rules are
here considered, denoted R1 and R2. R1 sets the priorities based on a single
rule: the USV closest to an available target has the highest priority. R2 presents
a more complex set of rules, where we distinguish a USV with priority 1 from
the others. For the USV with priority 1, we choose the one with a minimum
number of neighbors, or if there is more than one with the same score, we choose
the one with the minimal path cost to a target. For the remainder USVs, we
also prioritize the ones with a minimum number of neighbors, and if more than
one with the same score exist, the one with minimum distance to a neighbor is
chosen. If, however rarely, more than one USV with the same cost exists, then
a priority is given to each one of them increasing by 1 to the next USV. For
example, if there were two USVs, the first one calculated would have priority p
and the other priority p + 1.
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Navigation Behavior. Due to the implemented network and the transmitted
packets, the team can be synchronized and maintain updated information about
the location of each USV and which points were already visited, cooperating
on the total coverage of the space. Moreover, due to the heterogeneity of the
USVs, some points may have to be visited by different types of USVs in order
to get all the information for that point. The navigation behavior is described in
Algorithm 1. This algorithm describes a state machine of behaviors followed by
each USV. Each USV starts on the Waiting state, where the ranking system (R1
or R2) is used to calculate the priority, as shown in line 7. Afterwards, the vessel
chooses a target according to its priority, and tries to compute a path with the
aforementioned individual path planning algorithm (line 10). If no more points
are available, the USV waits until it is required to assist on maintaining the
network connectivity (line 13). While heading towards the chosen target, if the
quality of the connection to its leader passes a threshold, then the USV assumes
the Assist state, following the leader towards its last known location (line 23). In
a worst case scenario, all the follower USVs’ trajectories can be affected, and the
team starts adjusting the trajectory to follow the leader to maintain connectivity.
If a USV enters the USV avoidance area, then the vehicle with lower priority
stops and lets the one with higher priority pass through (line 27). Afterwards,
it resumes its path to the designated target (line 42). If a static obstacle is
found, then the USV stops moving, ignores the current target and changes to
the Waiting state. At this time, the map already has this static obstacle included
and the new path for the same point or a new one already avoids it (line 30). After
each allocation of a new target, the information is passed to the communication
layer to be transmitted to other USVs, using the neighbors’ announcements. The
team is then triggered to recalculate its priorities and change to Waiting state
(line 4).

5 Evaluation

In the scope of the SmartBioR project [14], maritime biology experts concluded
that a way to address the several points of interest is by evenly scattering the
points to be sensed on a grid. Therefore, a scenario with a tank-like shape in
accordance with these specifications was designed. In this scenario, 10 experi-
ments with random USVs’ initial positions were conducted for each test.

Several tests were conducted to evaluate both sets of priority rules and the
team topology. The results of the two first tests are shown in Fig. 5, where we
compare the two sets of priority rules (R1 and R2) and how they are affected
by the reassignment of targets when the priority is recalculated (line 10 of Algo-
rithm 1). This experiment uses 4 equal boats (topology F in Table 1) and shows
the normalized time taken for the experiment to complete, and the normalized
amount of times that an event happens. The normalized time is calculated con-
sidering the time taken for a single USV to complete an exemplary path, shown
in Fig. 6. As an example, 0.5 means that the experiment took half the time of the
same one with 1 single USV. The amount of events is normalized with respect to
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Algorithm 1: Navigation Decision Logic.
1 status = Waiting
2 while not all points visited do
3 if recalculate priority triggered then
4 status = Waiting

5 switch status do
6 case Waiting do
7 p = calculate priority()
8 path = null
9 while path == null do

� path not found

10 point, path = choose next available point(p)
� When path for a point is not found, the point is

discarded

11 if point == null then
12 break

13 if point == null then
14 if losing connection to leader then
15 follow leader
16 status = Assist
17 else
18 continue

19 else
20 go to(point)
21 status = Navigate

22 case Navigate do
23 if losing connection to leader then
24 free point
25 follow leader()
26 status = Assist
27 else if mobile obstacle in avoidance area and it has a higher

priority then
28 Stop moving
29 status = Avoid
30 else if static obstacle in avoidance area then
31 Stop moving
32 status = Waiting
33 else
34 go to(point)

35 case Assist do
36 if good connection to leader then
37 status = Waiting
38 else
39 follow leader()

40 case Avoid do
41 if mobile obstacle no longer in avoidance area then
42 go to(point)
43 status = Navigate
44 else
45 Stop moving

46 wait new info entry
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a maximum threshold for those events, which in the Assists case means 40 events,
and for the Repeated Points and Avoids means 10 events. The results include
the mean of 5 repetitions for each experiment and 95% confidence interval.

Fig. 5. Comparison between R1 and R2 with and without reassignment of targets.

Fig. 6. Path done by a single USV.

To characterize the performance of the algorithms, only two variables are
taken into account: Repeated Points and Time. The Time should be minimized
and, for experiments with close Time values, minimizing the Repeated Points can
provide a valuable reduction in resource use at the cost of a small Time increase.
Moreover, the Avoids and Assists events, as expected, increase the Time taken
to complete an experiment.

We can observe that reassigning targets every time the priority is recalculated
leads to an increase of repeated points explored by different USVs. This is due
to the delay on the synchronization of information among the network. When
the assigned targets rapidly change, the network is unable to maintain updated
information on each vehicle. This leads to multiple vehicles exploring the same
target, thus increasing the repeated points and wasting resources.
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R2 was proposed with the goal of promoting the network’s quality and num-
ber of connections. The USVs at the edges of the network, with fewer neighbors,
gain priority and will try to maintain connection through the Assist behavior.
As expected, in this scenario, where the points are evenly distributed, the data
gathering causes the team to spread, leading to more Assists behaviors triggered.
When comparing R1 and R2, we can see that R2 takes slightly more time and
has Repeated Points, making R1 more efficient.

The second experiment was conducted with R1 and no reassignment, and
each test was repeated five times. Table 1 describes several topologies, comparing
the number of USVs with their types, where each type considers a different
set of sensors. Table 1 also contains the legend of the tests performed on this
experiment.

Table 1. Teams’ topologies description.

Name Number of USVs Type 1 IDs Type 2 IDs

A 2 1 2

B 3 1 and 2 3

C 4 1, 2 and 4 3

D 4 1 and 3 2, 3 and 4

E 4 1 and 2 3 and 4

F 4 1, 2, 3 and 4 1, 2, 3 and 4

G 5 1, 2, 3, 4 and 5 1, 2, 3, 4 and 5

H 6 1, 2, 3, 4, 5 and 6 1, 2, 3, 4, 5 and 6

Figure 7 shows a comparison of the results of these topologies, with the goal
of decreasing the time taken to complete the experiment. Each point needs to
be sensed by the sensors in Type 1 and in Type 2. Some vehicles may have both
types, due to the fact that it is more expensive to have two boats with different
sets than to have one with all sensors.

We have observed that USVs of different types tend to group and sense the
same points. We define a full set as a USV with both types (full USV), or two
USVs of different types. In tests A, B and C, we can see that the time taken is
directly proportional to the number of full sets that is available in the topology.
When we increase the amount of USVs without increasing the amount of full
sets, the number of Avoids and triggered Assists increases. In tests D and E,
we compare the introduction of a full USV. When these types of USVs are
introduced with an uneven number of single type USVs, the full USV tends to
follow the USV that is not in a full set, thus repeating the sensed points.

In tests F, G and H, we increase the amount of full sets, with the goal of
decreasing the time of the experiment and discovering the trade-off point between
the time and the number of full sets. Comparing tests F and G, we can see that
the time decreases, but the number of Avoids also increases. In test H, the Avoids
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Fig. 7. Teams’ topologies comparison.

are higher, which affects the time of the experiment, no longer compensating the
increasing amount of USVs.

In conclusion, in this scenario the best solution with respect to the time of the
experiment is G, with 5 full sets. Cheaper solutions can be found with the trade-
off between the amount of full sets and the properties shown. For example, if we
want to minimize the Avoids, Assists and Repeated points, solution A should be
chosen. If we want to minimize the time along with the other properties, solution
F is efficient.

6 Conclusions

This work aimed to outline and develop the infrastructure needed to build a self-
adaptive team for aquatic monitoring, while integrating it in an already deployed
platform.

A comparative assessment of the leader-follower behavior was conducted,
where we concluded that the set of Rules R1 without reassignment is the most
time effective for the scenario described. However, both sets of Rules can main-
tain network connectivity to all the USVs in the team. Lastly, we evaluated
the team’s topologies in the described scenario, where the most time effective
solution is having five full USVs to achieve full coverage.

As future work, we plan to address multiple dynamic swarms of drones, where
each drone can belong to different swarms in a dynamic approach on the path
planning task.
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Abstract. Trying to guarantee some level of correctness for multiagent
systems (MAS) is a hard task once we are dealing with systems that
inherently has properties such as autonomy, reactivity, pro-activity, and
social skills. The social dimension of a MAS can be described with an
organizational model, where agents are structured using concepts like
groups, roles and must obey some norms. It would be useful to dimen-
sion how many tests are necessary to validate an organizational model
as a metric for validation and verification processes. In this paper, we
propose a method to assess the testability of an organizational model
specified with Moise. Using a graphical process based on Coloured Petri
Nets (CPN), the method indicates the number of test cases necessary
to validate a Moise model. In a broad view, the obtained results are
an important metric to evaluate the complexity of validation of a social
dimension of a MAS.

Keywords: Testability · Moise · Organization · Petri Nets

1 Introduction

Testing in Multiagent Systems (MAS) can be framed into the verification and
validation area. According to [2], the main formal method used to verify MAS is
Model Checking, and its variants, when compared with other techniques such as
Theorem Proving, Simulation, and even Runtime Testing and Debugging [1,4].
In [12], a mapping is proposed between testing for traditional software and its
similar steps for MAS. On the other hand, Petri Nets can be seen as a solid
solution for formal verification in MAS [7,19].

How to test something that naturally has some level of uncertainty? How to
test software with so different levels of development?

We start to answer these questions by isolating one of these levels. The social
dimension of a MAS can be specified and structured through an organizational
model. An organizational structure can reduce the scope of interactions between
c© Springer Nature Switzerland AG 2019
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agents, reduce or explicitly increase redundancy of a system, or formalize high-
level system goals, of which a single agent may be not aware [20]. From another
perspective, an organization can be seen as a set of behavioural constraints that
a group of agents adopts in order to control the agent’s autonomy and easily
achieve their goals purposes [6].

One of the most referenced organizational models is Moise, a model which
proposes an organizational modelling language that explicitly decomposes a
specification into structural, functional and deontic dimensions. The structural
dimension describes organizations using concepts such as roles, groups and links.
The functional dimension describes a system by global collective goals that must
be achieved. The deontic dimension realize the binding between the structural
and functional dimensions, where it defines permissions for each role and obli-
gations for missions [14].

Because testing a MAS is a complex task, we propose to decompose this
challenge in its different dimensions and complexity. In this paper, we propose
the following research questions: how testable is the social dimension of a MAS?
More specifically, how testable is a Moise specification?

The goal of this paper is to propose a method to assess the testability of
Moise specifications, where testability has the same conception proposed by [21],
i.e., the outcome of a testability method indicates the number of test cases nec-
essary to validate a specification. Considering the distributed and asynchronous
nature of an organizational model, the method is based on Coloured Petri
Nets [15] that is able to integrate the three dimensions of a Moise description.
Employing a method that counts the different paths inside a net, the method
proposed indicates the number of test cases necessary to verify a Moise speci-
fication. We apply the method in a classical example of Moise in the literature
demonstrating that it is able to manage the most common scenarios for this kind
of description.

The paper presents three main contributions: (i) a mapping of the testability
method presented in [21] into a method using Ordinary Petri Nets; (ii) a method
to describe a Moise specification in Coloured Petri Nets (CPN) integrating the
structural, functional and deontic specifications in a only description; and (iii) a
software that reads a CPN description and transforms it into a directed graph,
counting the number of paths within this graph, which represents the degree of
testability of a Moise model.

2 Testability for Moise

The notion of testability used in this paper was initially proposed by WINIKOFF
and CRANEFIELD [22], i.e., testability of a program is a (numerical) metric that
indicates the effort required to adequately test a program. More specifically, it
is the number of tests required for the satisfaction of a test adequacy criterion.
It can be seen as a strategy to mitigate the testing problem, where at first is
necessary to dimension the testing scenarios, and after that, to generate the
necessary scenarios for validation. The method proposes an equation set that
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indicates the number of tests necessary to cover all edges in a control-flow graph,
which corresponds to a specific BDI program.

Next subsections explain the mapping process between the one proposed
at [21] in Ordinary Petri Nets and after that its application in the context of a
Moise organizational model including extensions in the mapping using Coloured
Petri Nets.

2.1 The Mapping

We start describing our method proposing a mapping between that one described
in [21] using a flow-control graph, and a Petri Net [18].

Figure 1 describes an example of a flow-control graph of a BDI program. It
starts in the node S and has four possible actions: α1, α2, α3 and α4. If any of
these actions are successfully executed, then the program executes the node Y
and ends at node E. However, if action α1 fails, the program advances for α2, that
in its turn can also fail, advancing for α3, and so on. This program demands five
tests to cover all the possibilities, one for each action being executed successfully,
and one more where all the actions failed. Each test scenario can be understood
as a different path inside the graph, once there are five different paths from S
until E.

Fig. 1. A flow-control graph describing a BDI program, adapted from [21].

The equations proposed in [21] compute the least number of paths required
to start a program in S and ending in E. It finds which paths are successful,
going through Y , and the paths which fail, passing through N . The method
defines p(P ) as the number of paths demanded to cover all edges in the graph
corresponding to the program P , y(P ) for the paths that go through Y and n(P )
for the paths that go through N , resulting in p(P ) = y(P ) + n(P ).

A graph describing a control-flow as a state machine can be easily trans-
lated into an Ordinary Petri Net. A Petri Net is a graphical and mathemat-
ical modelling method used to model and analyze discrete event systems [5].
Thus, we formally propose a mapping Petri Net from a control-flow graph as
a 6-tuple: PNM = (P, T, F,W,Mo,Mf ), where P is a finite set of places with
dimension n which corresponds to action nodes in a control-flow graph; T is a
finite set of transitions with dimension m which corresponds to edges connecting
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nodes in a control-flow graph; the flow relation between P and T is denoted by
F ⊆ (P×T ) ∩ (T×P ) which corresponds to flow relations in a control-flow graph;
W : F → {0, 1, 2, ...} is a weight function; M0 : P → {0, 1, 2, ...} is the initial
marking, which corresponds to an initial state, which must mark the places cor-
responding the initial nodes in a control-flow graph; and Mf : P → {0, 1, 2, ...}
is the final marking, which corresponds to a final state, which must mark the
final nodes in a control-flow graph. Tokens distributed in places represent the
state of a system [17,18].

Applying these mapping model, the flow-control graph presented in Fig. 1 is
converted in a Petri Net as described in Fig. 2, where S is the place corresponding
to the initial state and E is the final place.

Fig. 2. Petri Net which corresponds the flow-control graph from Fig. 1.

Applying an algorithm for counting the number of paths in the Petri Net
graph going from place S until place E will indicate 5 paths, that can be identified
by 5 arrows with different colors, as the same result indicated using the method
proposed in [21].

At this point, it is necessary to make a statement about this method using
Petri Net: the goal is not to substitute the method proposed in [21] for testability
on BDI programs, once it has more solid results. Applying the Petri Net model
in a more general context involving BDI description demands a more meaningful
investigation including results and theoretical background. The formalization of
this mapping Petri Net is necessary as a first step in the sense of a mapping able
to incorporate elements of a more complex model, like those in Moise, once it
has social structures integrating different dimensions of a specification.

2.2 Extending the Method: Incorporating Moise Elements into the
Mapping Petri Net

In a global view of the development of a MAS, we consider that it has three main
dimensions: the social level, the communication aspects, and the agent level [9].
We understand that the work presented by [21] solves the testability question
at the agent level. Here, we propose a method that constrains the testability
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problem to the social level of a MAS, more specifically, those systems that are
specified with a Moise organizational model.

In a MAS, an organization can be seen as a roles collection, relationships and
authority structures that regulate behaviors. The organization will exist, even in
an implicit and informal way, or by formal organizational models. These regu-
lations have an influence on authority relations, data flow, resources allocation,
coordination standards or any other system feature [11].

One of the most referenced organizational models is Moise. It conceives a
MAS as an organization, i.e., a normative set of rules that constrains the agent’s
behaviors. These organizational constraints are represented by three main con-
cepts: roles, plans, and norms [10]. It is structured by three levels (individual,
collective and social) and in three types of specification (structural, functional
and deontic). The individual level defines constraints about possible actions of
each agent. The collective level constrains the set of agents that can cooper-
ate. The social level imposes constraints about the kind of interactions that the
agents can perform.

Before describing the method, it is necessary to explain the reasons for the
choice of Petri Nets as the main resource for this problem [8]: (i) they provide a
graphically and mathematically founded modelling formalism which is a strong
requirement for system development processes that need graphical as well as
algorithmic tools; (ii) they are able to integrate the different levels and types
of the Moise specification as a result of its mechanisms for abstraction and
hierarchical refinement; (iii) there exists a huge variety of algorithms for the
design and analysis of Petri Nets and powerful tools have been developed to aid
in these process; (iv) there are different variants of Petri net models that are all
related by the basic formalism which they build upon. Besides the basic model,
the Ordinary Petri net, there are extensions such as timed, stochastic, high-level,
and others, meeting the specific needs for almost every application area.

However, the Petri Net model formalized in the previous section is not suf-
ficient to represent a complete Moise model, once it integrates different dimen-
sions of representation, expressed by a Structural Specification (SS), a Functional
Specification (FS), and a Deontic Specification (DS) [10]. Since it demands a
more powerful representation resource, we propose an extension in the mapping
procedure described in the previous subsection, using a model based on Coloured
Petri Nets (CPN) [15].

A CPN is considered a high-level Petri Net once it enlarges its representation
power including information in the tokens of a net, assigning a data structure
for them. In CPN, this structure is named color.

We propose the Coloured Petri Net for Moise (CPNfM) description as a
nine-tuple, CPNfM = (P, T,A,Σ, V,C,G,E, I) where P is a finite set of places
with dimension n which represent goals in a Moise organization; T is a finite
set of transitions with dimension m which define plans to achieve the goals
in a organization; A is a set of arcs and A ⊆ P × T ∪ T × P , Σ is a finite
nonempty color set which represents roles in a Moise organization; V is a set
of typed variables such that Type[v] ∈ Σ for all variables v ∈ V , which define
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the deontic specification in a Moise organization; C : P → Σ is a set of colors
functions, which assigns color sets to places, defining which roles are responsible
by which goals in a Moise organization; G : T → EXPRV is a guard function
which assigns a guard to each transition t such that Type[G(t)] = Bool; and
E : A → EXPRV is a arc expression function that assigns an arc expression to
each arc a such that Type[E(a)] = C(p)MS , where p is the place connected to
the arc a; and I : P → EXPR∅ is an initialization function which assigns an
initialization expression to each place p such that Type[I(p)] = C(p)MS , defining
an order of execution for goals in a Moise organization.

The method proposed by [21] uses a plan-goal tree, whose similar structure
in a Moise specification is the goal decomposition tree which specifies a social
scheme in a FS. Thereby, the testability method proposed here describes a func-
tional specification of a Moise model using Petri Nets, working in the same logic
presented in the previous subsection.

The method for the testability assessment of an organizational model speci-
fied by a Moise description has the following steps, described by the Fig. 3.

FailureStructure

Declarations Inscriptions Path

1 2 3 4 5

Define the set of colors
and variables used in 

the modeling, based on the 
structural specification

Model the RP structure,
using the social schema 

as the basis and the 
mapping between FS 

operators and Petri net
structures

Must be included
transitions to indicate

when a goal fails

Counting paths.
The number of paths 

indicates the testability
degree of a Moise model

Set the inscriptions of 
places, transitions and 

arcs. It is already 
possible to simulate 

RP in this step.

Fig. 3. Steps to asses the testability of a Moise model.

Declarations. The Declarations is based on the Structural Specification. Each
role in the SS must be enumerated inside a set of colours. Herewith, it is possible
to define the relationship between SS and FS, once these colours/roles will be
assigned with its places/goals in the Petri net structure, to be done in the next
step.
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Structure. The structure of the CPNfM is made up following the Moise Func-
tional Specification, identifying the basic operators (sequence, choice, and paral-
lelism), and applying the corresponding Petri net structure, according to Fig. 4.

Fig. 4. A Mapping between FS operators and Petri net structures.

Inscriptions. The CPN inscriptions must obey the assignment of roles to each
mission, which defines which colours must be assigned to each place in the net,
according to Deontic Specification. The same logic must be used to define tran-
sitions and arc inscriptions. At this point, it is already possible to perform some
simulations and is already set the complete relationship between the FS and SS.

Failure. At this step, it must be included transitions to indicate when a goal
fails. It can be done including a transition and a failure place for each place
existent currently in the model, and an auxiliary transition is needed to connect
them with a final place.

Paths. The last step of the process is the counting of paths inside the CPNfM
model. The number of paths indicates the testability degree of a Moise model.
The number of paths founded indicates the number of test cases needed to val-
idate a Moise model. To perform this job, it was developed a Web software
that takes a CPN description, from CPN Tools software1 for example, and con-
vert it in a directed graph. The software loads a file with .cpn extension and
convert it into a JSON object. This object converts places and transitions in
vertices of a directed graph and arcs from the CPN model into arcs of a directed
graph. The algorithm is based on [3], where a path is a alternating sequence
w = x1a1x2a2....xk−1ak−1xk of vertices xi and arcs a1, x1 is the initial vertex
and xk is the terminal vertex, since all the vertices are distinct. The number
of os paths in a graph is the total number of alternating sequences that can be
generated inside a graph where all the vertices are different.
1 http://cpntools.org/.

http://cpntools.org/
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The generalization of this procedure is possible once a whole method is con-
ceived considering the social, communication and the agent themselves dimen-
sions of a full multiagent system. In this way, the procedure presented here rep-
resents the first level of testability, indicating the scenarios quantity to validate
an organizational model based on Moise. The work proposed by [21] indicates a
second level of testability, dealing with the agents level. According to this app-
roach, the testability problem can be mitigated in the different levels of SMA
development, reducing the number of test scenarios for each level, becoming a
more treatable problem. Assuming an SMA with a degree of testability of 5, and
a BDI program with the testability of 10, we are in fact visualizing 50 scenarios
of tests, that can be assessed separately, in a more modular approach.

3 Test Case

To demonstrate how the method proposed in the previous section works and
its capacity to evaluate the testability of a Moise specification, we present an
application scenario presented in [16]: the Writing Paper. It describes an agents
group that has a goal to write a paper to be published. Figure 5 describes the
Structural Specification composed by a wpgroup group that has two roles, writer
and editor, and both roles are sub-roles from author.

Fig. 5. Structural Specification for a Writing Paper scenario [13].

The Functional Specification for this scenario is presented in Fig. 6. According
to this scheme, an agent undertake the mMan mission and must write a paper
draft (fdv), which contains as sub-goals write a title (wtitle), an abstract (wabs)
and section titles (wsectitles). These goals must be reached in sequence. The
second branching named sv, the submission version is composed by the goals
wsec, writing sections, and to finish the paper it is necessary to reach two goals
in parallel, wcon writing a conclusion and wref writing references.

Table 1 describes the Deontic Specification defining permissions and obliga-
tions for the roles that undertake the missions. The missions are mMan, project
general managing, that is composed of four goals; mCol collaborating for the
writing process; and mission mBib for the agent which must gather and write
the paper references.
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Fig. 6. Functional Specification for a Writing Paper scenario [13].

Table 1. Deontic Specification for a Writing Paper scenario [13].

Role Deontic relationship Mission

Editor Permission mMan

Writer Obligation mCol

Writer Obligation mBib

Implementing the method described in the previous section follow these steps:

Declarations. According to Structural Specification, the roles are Editor and
Writer. Hence, the declarations are:

colset Role = with writer | editor | failure;
colset ROLES = list ROLES;
var w, e, f: ROLES;

Structure. The goal decomposition tree in Fig. 6 is used as reference for the
main CPN structure. Following the mapping of Fig. 4, the CPN structure is
presented in Fig. 7. The structure of a net is composed of places, transitions,
and arcs, without the inscriptions.

Inscriptions. Gathering information from social scheme and Deontic Specifi-
cation of Table 1, it is defined the CPN inscriptions, namely, the editor role is
responsible for mission mMan and the writer role is responsible for mission mCol
and mBib. An initial token must be located in places where a different agent
initiates a mission, indicating that the following transition requires a new role,
as seen at place wsec in Fig. 7.
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Fig. 7. CPN with inscriptions.

Failures. Figure 8 demonstrates a new version of the testability model including
paths for possible failures in each goal of the Functional Specification. It is a
similar approach to that proposed by [21] which includes a failure route for each
action.

Paths. Once the model is considered ready, it was loaded in the Web software
developed for the path counting. The CPN described in Fig. 8 presents six dif-
ferent paths, which indicates that this Moise description needs six test cases to
cover all the possibilities for correction guarantee.

Fig. 8. CPN considering failure routes.
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4 Conclusions

The contributions presented in this paper are: (i) a mapping between the method
for measuring the degree of testability of a BDI program proposed in [21] and
its correspondence when specified by Petri Nets; (ii) a method that adapts this
mapping to measure the testability of a Moise specification based on Coloured
Petri Nets, constraining this analyses for a social dimension of a MAS; (iii) a
software that transforms the CPN description of a Moise specification into a
directed graph and counts the paths within this graph, which defines the degree
of testability of this specification, indicating the number of test cases necessary
to validate it.

In a more general perspective of testing MAS, these contributions mitigate
the testing problem into the different dimensions that compose a MAS, namely:
social, communication and agents themselves.

Future works include the definition of the notion of test cases in a Moise
specification. This notion is necessary to automatically generate the test cases
necessary for a complete validation of a description like this one. Besides that,
the whole package for testing MAS would be closed with a similar approach
applied for communication aspects.
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Abstract. Behavioural economists have shown that people are often
averse to inequality and will make choices to avoid unequal outcomes. In
this paper, we consider how to allocate indivisible goods fairly to agents
with additive utilities, so as to minimize inequality. We consider how this
interacts with axiomatic properties such as envy-freeness, Pareto effi-
ciency and strategy-proofness. We also consider the computational com-
plexity of computing allocations minimizing inequality. Unfortunately,
this is computationally intractable in general so we consider several
tractable mechanisms that minimize greedily the inequality. Finally, we
run experiments to explore the performance of these mechanisms.

Keywords: Fair division · Gini index · Subjective Gini index ·
Envy index

1 Introduction

In resource allocation, one of the most frequently used normative measures of
fairness is envy-freeness (i.e. no agent envies another agent’s allocation). Unfor-
tunately, when the resources are indivisible, envy-free allocations may not exist.
In addition, computing an envy-free allocation when it exists is computationally
intractable. Another desirable property in resource allocation is Pareto efficiency.
In contrast to envy-free allocations, Pareto efficient allocations always exists.
Moreover, with additive utilities, such allocations can be computed quickly. How-
ever, Pareto efficient allocations may not be very fair (e.g. giving all items to a
single agent might be a Pareto efficient allocation). We consider here whether
minimizing the inequality between agents offers an alternative to envy-freeness
and Pareto efficiency. A number of different measures of inequality have been
proposed in economics (e.g. Gini, Atkinson, Hoover indices [2,12,13]). However,
we focus on the Gini index as it has been commonly used in many other settings.

We start our paper with a motivating example. We consider three normative
inequality measures for fair division: the Gini index, the subjective Gini index
and the envy index. These three indices measure the quality of allocations and
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mechanisms between perfect equality (i.e. each agent values equally their own
allocation) and envy-freeness. As these are numeric measures, there are always
allocations that minimize them. We study the relationship between the Gini,
subjective Gini and envy indices and axiomatic properties such as envy-freeness,
Pareto efficiency and strategy-proofness. For example, we show that there are
fair division problems when none of the envy-free allocations minimizes the
inequality indices. We further study the complexity of computing allocations
minimizing each of these indices. Unfortunately, most of these computational
tasks are intractable in general. For this reason, we propose three tractable
online mechanisms that allocate each item in a given sequence, thus greedily
minimizing the three inequality indices without the knowledge of the future items
in the sequence. Finally, we run experiments with these online mechanisms.

2 Formal Background

We consider a fair division problem with agents 1 to n and indivisible items o1 to
om. We suppose that each agent has some (private) cardinal utility ui(ok) ∈ R

≥0

for each item ok but can submit a (public) cardinal bid vi(ok) ∈ R
≥0 for each

item ok. Let A be an allocation of all items to agents. We write Ai for the bundle
of items allocated to agent i, and ui(Aj) for the utility of agent i for the items in
the bundle Aj . We assume additive utilities. That is, ui(Aj) =

∑
ok∈Aj

ui(ok).
Additivity offers an elegant compromise between simplicity and expressivity in
our model as well as in many other theoretical models of fair division (e.g.
[3,7,9,14,16]). For example, in an economy, incomes and wealth are additive for
the population. Also, in a food banking network, donated products accumulate
additive value for the banks in the network.

We consider responsive mechanisms that compute actual allocations of items
to agents based on their reported positive bids. We say that a mechanism is
strategy-proof if, for each problem, no agent can increase their utility in the
allocation returned by the mechanism by misreporting their bids. We are inter-
ested in welfare, fairness and efficiency properties of the allocations returned
by mechanisms. The utilitarian welfare of A is equal to

∑
i∈[n] ui(Ai). The

egalitarian welfare of A is equal to mini∈[n] ui(Ai). An allocation A is envy-
free iff ui(Ai) ≥ ui(Aj) for every i, j ∈ [n]. An allocation A is Pareto effi-
cient iff there is no allocation B such that ∀i ∈ [n] : ui(Bi) ≥ ui(Ai) and
∃j ∈ [n] : uj(Bj) > uj(Aj).

In this paper, we study primarily how these properties are related to inequal-
ities. One of the most frequently used measures of inequality is the Gini index. It
is commonly used to measure inequalities in income or wealth distributions. The
Gini index satisfies a number of desirable properties such as anonymity, scale
independence, population independence, and the transfer principle (i.e. inequal-
ity reduces when we take from the rich and give to the poor). We will use it
here to measure the inequality between agents’ utilities for items in allocations.
More precisely, the Gini index of an allocation equals half of the relative mean
absolute difference in the utilities of the agents.
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Gini =

∑n
i=1

∑n
j=1 |ui(Ai) − uj(Aj)|

2n
∑n

i=1 ui(Ai)

The Gini index lies in the interval [0, 1], taking the value 0 when all n agents
get the same utility, and 1 − 1

n when all agents but one agent get zero utility. In
a plot of the cumulative utility distribution, the Gini index measures the ratio
of the area that lies between the line of equality (i.e. all n agents get the same
utility) and the Lorenz curve [10].

3 A Motivating Example

A simple example provides some motivation. Suppose Alice, Bob and Carol arrive
at the car hire office and are offered to rent a Renault, a Skoda, or a Toyota car.
Alice knows that Skoda’s share their mechanicals with VW, and likes reliable
German cars, so she prefers the Skoda most. Bob is torn between the Skoda
and the more unusual Renault. And Carole loves quirky cars, so has a strong
preference for the Renault. She is also an environmentalist, so dislikes VW and
has a strong preference against the Skoda. Their precise utilities for the different
cars are given in the following table. Who gets what car?

Renault Skoda Toyota

Alice 1 8 3
Bob 8 7 1
Carol 18 1 8

There is no envy-free allocation. Bob and Carol both most prefer the Renault
and only one of them can get it. The allocation with the least amount of envy
(either of one person for another or in total) allocates the Renault to Carol, the
Skoda to Bob and the Toyota to Alice. This is also the optimal allocation from
a welfare perspective with both the greatest utilitarian and egalitarian welfare.
However, Alice might not consider this allocation fair as she gets less than half
the utility of Bob or Carol, as well as less than half the utility of her most
preferred car, whilst Carol gets her most preferred car and Bob gets a car with
value close to his greatest utility for an item.

We might decide instead that it is fairer to chose from among those alloca-
tions which minimize the inequality between Alice, Bob and Carol. For instance,
allocating the Renault to Bob, the Skoda to Alice and the Toyota to Carole is
one such allocation. Everyone gives their car the same 8 units of utility. This
allocation is Pareto efficient and has a Gini index of 0, the minimum possible.
In this allocation, only Carol envies Bob, but since she gets as much utility for
her car as both Alice and Bob get for their cars, this might be acceptable.
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Note that there is another allocation that minimizes inequality. Allocating
the Renault to Alice, the Skoda to Carol and the Toyota to Bob gives everyone
the same 1 unit of utility. This also has a Gini index of 0. However, everyone
now has their least preferred car, and everyone envies everyone else. Moreover,
this allocation is not Pareto efficient and has the minimal welfare possible, both
from the utilitarian and egalitarian perspectives.

To sum up, this example suggests that whilst the Gini index can help in
choosing between allocations, we cannot minimize inequality alone. Amongst
allocations that minimize inequality, we might look to maximize welfare, min-
imize envy, etc. Minimizing inequality does, however, have a minor advantage
over envy-freeness as a primary measure of fairness. An allocation of indivisible
items minimizing inequality always exists whilst an envy-free allocation may not.

4 The Subjective Gini Index

As remarked earlier, the Gini index is typically used to measure the inequalities
in income and wealth distributions. However, we are concerned here with the
distribution of indivisible items that are not money, and importantly agents
might have different subjective utilities for these items. For example, the utility
you get for an item is not necessarily the same as the utility I get for it.

Should it increase the “inequality” of an allocation that someone else gets
an item they value when you have little or even no value for it? To return to
our motivating example, suppose Alice gets the Renault, Bob gets the Toyota,
and Carol gets the Skoda. Everyone gets 1 unit of utility so this allocation has
a Gini index of 0. But from everyone’s subjective perspective, this is not a very
equitable allocation of items. For instance, from Alice’s perspective, rather than
the 1 unit of utility she gets, she would get 8 units of utility for Carol’s car and
3 for Bob’s car. Also, from Bob’s perspective, rather than the 1 unit of utility
he gets, he would get 8 units of utility for Alice’s car and 7 for Carol’s car.

In response, we propose a new measure of inequality. The subjective Gini
index takes such subjective differences into consideration. We modify the def-
inition of the Gini index to sum the difference in utility an agent has for its
allocation and the utility the same agent has for the allocation of items to other
agents.

subjective Gini =

∑n
i=1

∑n
j=1 |ui(Ai) − ui(Aj)|

2
∑n

i=1

∑n
j=1 ui(Aj)

The subjective Gini index is between [0, 1], taking the value 0 when each
agent gives the same utility to each bundle of items, and 1 − 1

n when one agent
gets all items. Returning again to our motivating example, the allocation in
which each agent gets 1 unit of utility has a Gini index of 0 but a subjective
Gini index of 23

55 (i.e. ≈0.41818181818). The allocation in which each agent gets
8 units of utility might be more preferred as it has a lower subjective Gini index
of 37

110 (i.e. ≈0.33636363636).
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5 The Envy Index

Minimizing the subjective Gini index will find allocations which divide the items
into bundles so that each bundle has similar utility for each agent. This reminds
us of a fairness concept such as the maximin share when each agent’s utility
should be at least as high as the agent can guarantee by dividing the items into
as many bundles as there are players and receiving their least desirable bundle
[8].

On the positive side, an allocation which minimizes the subjective Gini index
always exists, unlike maximin fair shares [18]. On the negative side, such an
allocation may not be envy-free. To overcome this, we propose also an envy
index whose definition is closely related to that of the subjective Gini index.
Nevertheless, this index is focused only on the amount of envy in an allocation.
Minimizing this index will return an envy-free allocation whenever one such
exists.

envy =

∑n
i=1

∑n
j=1 max{0, ui(Aj) − ui(Ai)}
∑n

i=1

∑n
j=1 ui(Aj)

The envy index lies in [0, 1], taking the value 0 when the allocation is envy-
free, and tending towards 1 as we increase the number of agents and allocate
all items to just one agent. It is easy to see that the envy index is never greater
(and sometimes smaller) than the subjective Gini index. Returning to our moti-
vating example, the unique allocation minimizing the envy with index of 6

110
(i.e. ≈0.05454545454) allocates the Renault to Carol, the Skoda to Bob and the
Toyota to Alice. As we noted, this is also the optimal allocation from a welfare
perspective with both the greatest utilitarian and egalitarian welfare.

6 Relationship to Envy-Freeness

We consider how these indices relate to a fairness concept such as envy-freeness.
Suppose that an envy-free allocation exists. Clearly, such an allocation minimizes
the envy index. On the other hand, envy-free allocations may not minimize the
Gini or subjective Gini indices.

Theorem 1. There exist problems with envy-free allocations in which no envy-
free allocation minimizes the Gini or subjective Gini index.

Proof. For the Gini index, let us consider the following fair division problem
with 2 agents, 2 items and utilities as in the below table.

item o1 item o2
agent 1 1 2
agent 2 3 1

The only envy-free allocation gives o1 to agent 2 and o2 to agent 1. However,
the unique allocation that minimizes the Gini index gives o1 to agent 1 and o2
to agent 2. In this allocation, both agents envy each other. For the subjective
Gini index, consider another problem with 3 agents and 3 items.
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item o1 item o2 item o3
agent 1 9 1 5
agent 2 5 9 1
agent 3 1 5 9

The unique envy-free allocation gives to each agent their most valued item.
However, the unique allocation that minimizes the subjective Gini index gives to
each agent their second most preferred item, i.e. the one they value with utility
of 5. ��

The proof of Theorem 1 critically depends on the agents not sharing common
(i.e. identical) utilities for items. In this case, there is no incompatibility between
envy-freeness and minimizing the Gini or subjective Gini indices. If an allocation
is envy-free, then every agent assigns the same utility to every bundle of allocated
items.

Observation 1. With common utilities, an allocation is envy-free iff the Gini
and subjective Gini indices are zero.

7 Relationship to Pareto Efficiency

Another fundamental notion in fair division is Pareto efficiency. We would pre-
fer allocations where no agent can improve their outcome without making oth-
ers worse off. Pareto efficiency is not necessarily compatible with minimizing
inequality. The first example in the proof of Theorem1 shows that for the Gini
index. This should perhaps not be surprising as other fairness properties are also
incompatible with Pareto efficiency. For example, an allocation that is envy-free
may not necessarily be Pareto efficient. Moreover, each envy-free allocation could
be Pareto dominated only by allocations that are not envy-free [14]. It follows
quickly that minimizing the envy index is not compatible with Pareto efficiency.
We can show that the same is true for the subjective Gini index.

Theorem 2. There exist problems in which no Pareto efficient allocation min-
imizes the subjective Gini index.

Proof. Let us consider a problem with 2 agents and 4 items. Also, let ε be some
very small non-negative number that is strictly less than one.

item o1 item o2 item o3 item o4
agent 1 1 2 − ε 1 ε
agent 2 2 − ε 1 ε 1

The allocation that gives o1, o3 to agent 1 and o2, o4 to agent 2 minimizes
the subjective Gini index. However, the only Pareto efficient allocation swaps
items o1, o2, giving o1 to agent 2, and o2 to agent 1, thus increasing the agents’
utilities. ��
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Again, with common utilities, there is no incompatibility between Pareto
efficiency and minimizing the Gini, subjective Gini and envy indices. This follows
because each allocation, including those that minimize these indices, is Pareto
efficient.

Observation 2. With common utilities, any allocation that minimizes the Gini,
subjective Gini or envy index is Pareto efficient.

We can measure the trade-off between Pareto efficiency and minimizing one
of these indices. The egalitarian/utilitarian price of an index for a given welfare
is the ratio between the best welfare of any Pareto efficient allocation and the
worst welfare of an allocation minimizing the index.

Theorem 3. The utilitarian and egalitarian prices of the Gini and subjective
Gini indices are unbounded.

Proof. Consider 2 agents, 2 items and let ε ∈ (0, 1
2 ). Suppose the first agent

gives item o1 a utility of ε and o2 a utility of 1− ε, whilst the second agent gives
respectively utilities of 2 − ε and ε. Then, the Pareto efficient outcome with the
best utilitarian and egalitarian welfare allocates o1 to the second agent, and o2
to the first agent. However, the only allocation that minimizes the Gini index
does the reverse. The egalitarian price of the Gini index is then 1−ε

ε which is
unbounded as ε goes to zero. Its utilitarian price is 3−2ε

2ε which is unbounded as ε
goes to zero. The same example demonstrates that the utilitarian and egalitarian
price of the subjective Gini index are also unbounded. ��

For the envy index, we have examples where the utilitarian price grows as
the number n of agents. We conjecture that this may also be an upper bound.
And, we next show that the egalitarian price of this index is unbounded.

Theorem 4. The egalitarian price of the envy index is unbounded.

Proof. Let us consider the fair division problem with 3 agents and 3 items, in
which the agents’ utilities are as in the below table.

item o1 item o2 item o3
agent 1 1 1 1
agent 2 8 4 4
agent 3 8 4 4

The Pareto efficient outcome with the best egalitarian welfare allocates the
item with utility 8 to the second or third agent, and each of the remaining
items to a different agent. This has an egalitarian welfare of 1 unit. However,
the allocation that minimizes the envy index gives the item with utility 8 to the
second agent and both the other items to the third agent, or vice versa. As the
first agent gets no items, this has an egalitarian welfare of zero units. Hence, the
egalitarian price of the envy index is unbounded. ��
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8 Relationship to Strategy-Proofness

If we use a mechanism that minimizes one of these indices, agents have an
incentive to declare false utilities. Again, this should not be too surprising. We
often need to choose between fairness and strategy-proofness. For example, the
random priority mechanism is strategy-proof but it can return allocations which
are not envy-free [4].

Theorem 5. A mechanism which minimizes the Gini, subjective Gini or envy
index is not strategy proof.

Proof. For the Gini index, consider the first example in the proof of Theorem1.
If agents report sincerely their utilities, the first agent gets o1 and the second
agent gets o2. If the first agent misreports their utilities as 1/2 and 3 respectively,
then the agents swap items, and both are better off. Similarly, if the second agent
misreports their utilities as 2 and 1/2 respectively, then the agents swap items
and are better off.

For the subjective Gini index, consider 2 agents and 4 items. Let the first
agent have utilities u11 = 1, u12 = 3/2, u13 = 1, u14 = 1/2 whereas the second
agent have utilities u21 = 3/2, u22 = 1, u23 = 1/2, u24 = 1. Suppose sincere play.
The mechanism that minimizes the subjective Gini index to zero gives to each
agent both items for which they have utility 1, or both items for which they have
utilities 3/2 and 1/2. The utility of each agent is then 2. Suppose next that the
first agent reports strategically bids 1, 3/2, 0, 0 for items o1 to o4 respectively.
The mechanism now gives the first and second items to the first agent, and the
third and fourth items to the second agent. The utility of the first agent is 5/2.
This is a strict improvement.

For the envy index, we can use the same problem as for the subjective Gini
index. ��

9 Online Mechanisms

We next consider the computational properties of the Gini, subjective Gini and
envy indices. Computing envy-free allocations is NP-hard even with just 2 agents,
and common utilities [6]. It immediately follows that finding an allocation min-
imizing the envy index is NP-hard. By Observation 1, the same general result
holds for the subjective Gini and Gini indices. Our approach to deal with the
intractability of computing allocations that minimize inequality or envy is to
use tractable online mechanisms. These will often return an allocation with lit-
tle inequality or envy, even if there is no guarantee that it is minimal. These
mechanisms can be applied to a given problem by picking a (perhaps random)
sequence of the items. WLOG, let o = (o1, . . . , om) be such a sequence. Each
considered mechanism computes firstly a set of agents feasible for each next oj in
o given an allocation A of o1 to oj−1, and allocates secondly oj to some feasible
agent with a probability that is uniform with respect to the other feasible agents.
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– Gini: this decides that i ∈ [n] is feasible for oj if vi(oj) > 0 and giving oj to
i minimizes the Gini index given A

– subjective Gini: this decides that i ∈ [n] is feasible for oj if vi(oj) > 0 and
giving oj to i minimizes the subjective Gini index given A

– Envy: this decides that i ∈ [n] is feasible for oj if vi(oj) > 0 and giving oj to
i minimizes the envy index given A.

A powerful technique to study online mechanisms is competitive analysis [21].
Competitive analysis identifies the loss in efficiency due to the data arriving in an
online fashion. We say that an online mechanism M is c-competitive for a given
welfare w iff there exists a constant b such that, whatever the order o of items,
we have that w(OPT) ≤ c ·w(M,o)+ b holds where w(M,o) is the welfare of M
on o and w(OPT) is the optimal welfare in the offline problem. A mechanism
that is c-competitive has a ratio c. Most of our mechanisms have ratios that are
unbounded. For example, we can use the instance from the proof of Theorem 10
in [1] and show that both the utilitarian and egalitarian ratios of subjective
Gini are unbounded. We next prove similar results for Gini and Envy.

Theorem 6. The utilitarian and egalitarian competitive ratios of Gini are
unbounded.

Proof. For Gini, consider the online fair division of items o1, o2 to agents 1,2.
Further, let the utilities of the agents for the items are given in the below table
in which ε ∈ (0, 1).

item o1 item o2
agent 1 1 ε
agent 2 ε 1

The mechanism allocates o1 to agent 2 and o2 to agent 1, returning utilitarian
and egalitarian welfare of 2ε and ε. The optimal offline allocation allocates o2 to
agent 2 and o1 to agent 1, returning utilitarian and egalitarian welfare of 2 and
1. Consequently, both competitive ratios are equal to 1

ε which goes to ∞ as ε
goes to 0. ��
Theorem 7. The utilitarian competitive ratio of Envy is at least n

2 whilst its
egalitarian competitive ratio is unbounded.

Proof. For the utilitarian ratio, consider n agents and n items. Let the first
agent have utility n for each item, and each other agent have utility 1 for each
item. Then, Envy will allocate the first item to the first agent, and then each
subsequent item to a new agent. The utilitarian welfare of this allocation is
2 · n − 1. The optimal utilitarian welfare is n2, giving all items to agent 1.

For the egalitarian ratio, consider the online fair division of items o1, o2 to
agents 1, 2. Let agent 1 have a utility 1 for each item whilst agent 2 have a utility
ε for o1 and 0 for o2, where ε > 0. The mechanism allocates the items to agent 1,
and thus returns an egalitarian welfare of 0. The optimal offline allocation gives
to each agent an item they like, and has egalitarian welfare of ε. The egalitarian
ratio is ∞. ��
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We can also measure the price of anarchy of these online mechanisms. The
price of anarchy is closely related to the competitive ratio but now supposing
agents act strategically [15]. The price of anarchy of an online mechanism for a
given welfare is the ratio between the best welfare of an allocation returned by
the mechanism when agents are sincere and the worst welfare of an allocation
returned by the mechanism when agents are strategic. Interestingly, the price of
anarchy of each of our online mechanisms is at least n. We conjecture that this
may also be their upper bound.

Theorem 8. The utilitarian and egalitarian prices of anarchy of Gini, sub-
jective Gini and Envy are at least n.

Proof. Consider an instance with n agents and n items. For i ∈ {1, . . . , n},
let agent i have utility of 1 for oi, and utility of ε > 0 for each other item.
The optimal offline allocation gives to each agent i their most valued item.
The utilitarian welfare and egalitarian welfare of this allocation are n and 1
respectively.

We start with Gini. At round 1, this mechanism gives the first item to one
of the agents who likes with it ε. The first agent then has an incentive to report
at most ε for this item simply because they do not know what items will arrive
next. By a similar argument, at round i ∈ [n], the optimal play for agent i is
to bid at most ε. Given this strategic profile, at the end of the allocation, each
agent gets expected utility of 1

n + (n−1)
n ·ε. The utilitarian welfare and egalitarian

welfare of this strategic allocation go to 1 and 1
n respectively as ε goes to zero.

Consequently, the corresponding prices of this mechanism are at least n.
We next consider subjective Gini. The sincere play is optimal for each

agent with this mechanism because they get each item with probability 1
n . The

welfare values go to 1 and 1
n respectively as ε goes to zero. The prices are at

least n.
We finally consider Envy. This mechanism tends to allocate each item to

agents with the highest utility for this item. By similar arguments as for Gini,
we conclude that the optimal play of each agent is to bid 1 for each item. Each
agent thus gets expected utility of 1

n + (n−1)
n · ε. The utilitarian welfare and

egalitarian welfare given this strategic profile go to 1 and 1
n as ε goes to zero.

Hence, the prices are at least n. ��
Finally, our results in this section suggest that the considered online mech-

anisms have performance that cannot be bounded in the worst-case. For this
purpose, we next study their performance in the average-case.

10 Experiments

We ran a simple experiment to see how these online mechanisms would per-
form in practice. We generated 100 instances of n = 5 agents, m items for
m ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} and integer utilities drawn uniformly
at random from {0, 1, . . . ,m}. For each combination of values for n and m, we
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computed the Gini index, the subjective Gini index, the envy index, the egalitar-
ian welfare and the utilitarian welfare of 100,000 sampled allocations returned
by the Gini, subjective Gini and Envy mechanisms. We report in our graphs
only the average results because their standard deviations were less than 1% of
them. We further omit our results for the subjective Gini index for reasons of
space.

In the left graph, Gini achieves the lowest value of the Gini index for each
number of items. For example, the Gini value of Gini is nearly 50% lower than
the Gini values of subjective Gini and Envy for 100 items. This gap actu-
ally remains similar for m ≥ 40. Unfortunately, Gini fails to minimize envy.
In the right graph, we could clearly see that Envy outperforms Gini. In fact,
Envy achieves an envy index of almost 0 for 100 (and any other number m
of) items. Interestingly, subjective Gini tends to favor envy-freeness to min-
imum inequality. By comparison, as the value of m increases, the performance
of Gini diverges from envy-freeness and converges to perfect equality. Perhaps,
we observe this as Gini tends to allocate items to agents with low utilities. In
contrast, subjective Gini and Envy tend to allocate items to agents with high
utilities, thus minimizing simultaneously both the envy and inequality.

We next discuss our results for the utilitarian and egalitarian ratios. From a
utilitarian perspective (the left graph), Envy outperforms the other two mech-
anisms for each number of items. For example, this mechanism achieves a utili-
tarian ratio close to 0.7 for 100 items. This value is nearly 16% higher than the
ratio of subjective Gini and 100% higher than the ratio of Gini for 100 items.
From an egalitarian perspective (the right graph), again Envy outperforms sub-
jective Gini and Gini, followed closely by subjective Gini. Interestingly, for
each value of m, Envy not only minimizes the envy but also maximizes the
egalitarian welfare. For 100 items, its egalitarian ratio is nearly 0.95. This value
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is nearly 82% higher than the value of Gini for 100 items. For both ratios, the
performance of subjective Gini is getting closer to the performance of Envy
as the value of m increases.

Finally, our experimental results indicate that envy-freeness, (subjective)
equality and welfare efficiency might often (at least approximately) be achievable
in practice.

11 Related Work

Endriss has formulated the task of reducing inequality as a combinatorial opti-
misation problem [10]. In particular, he studied the problem of deciding if there
exists an inequality reducing improvement such as a Pigou-Dalton or Lorenz
transfer. The complexity of such decision problems depends on the language
(e.g. the XOR-language) used to represent the (possibly non-additive) utilities.
Schneckenburger, Dorn and Endriss [20] considered allocating indivisible goods
to minimize inequality as measured by the Atkinson index. Their proof show-
ing that minimizing the Atkinson index is NP-hard can be related to finding
an allocation that minimizes the Gini or subjective Gini index. By comparison,
we show that computing allocations with small inequalities might be fast by
using online mechanisms. Other such mechanisms are used in other settings as
well (e.g. [1,17]). Finally, the idea of measuring envy was firstly proposed in [11].
Moreover, there are some existing analyses of the Gini and envy indices in [5,19].
However, our idea of measuring inequality subjectively is new.

12 Conclusions

We study fair division minimizing inequality. Equitability is very important and
occurs naturally in practice. For example, two people living in apartments of
the same type are expected to pay equal taxes. Also, all teachers with the same
qualification and experience are expected to receive the same salaries. Thus, we
defined three indices that measure the quality of allocations: the Gini, subjective
Gini and envy indices. The first index measures inequality within an allocation,
the third one the amount of envy, whilst the second index measures the combi-
nation of both of these. We studied the relationship of these indices with envy-
freeness, Pareto efficiency and strategy-proofness. Each index could be used as a
second order criterion in choosing between allocations. We also proposed three
tractable online mechanisms that greedily minimize these three indices. Our sim-
ple experimental results showed that, even for modest sized problems, we may
be able to efficiently compute allocations with limited inequality or envy as well
as with reasonably high values of the egalitarian welfare and utilitarian welfare.
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13. Hoover, E.M.: The measurement of industrial localization. Rev. Econ. Stat. 18(4),

162–171 (1936)
14. de Keijzer, B., Bouveret, S., Klos, T., Zhang, Y.: On the complexity of efficiency

and envy-freeness in fair division of indivisible goods with additive preferences.
In: Proceedings of the First ADT International Conference, Venice, Italy, 20–23
October 2009, pp. 98–110 (2009)

15. Koutsoupias, E., Papadimitriou, C.: Worst-case equilibria. In: Meinel, C., Tison,
S. (eds.) STACS 1999. LNCS, vol. 1563, pp. 404–413. Springer, Heidelberg (1999).
https://doi.org/10.1007/3-540-49116-3 38

16. Lesca, J., Perny, P.: LP solvable models for multiagent fair allocation problems.
In: Coelho, H., Studer, R., Wooldridge, M. (eds.) 19th European Conference on
Artificial Intelligence (ECAI 2010), pp. 393–398. IOS Press (2010)

17. Mehta, A.: Online matching and ad allocation. Found. Trends Theor. Comput. Sci.
8(4), 265–368 (2013)

18. Procaccia, A., Wang, J.: Fair enough: guaranteeing approximate maximin shares.
In: Babaioff, M., Conitzer, V., Easley, D. (eds.) ACM EC 2014, pp. 675–692 (2014)

19. Sanchez-Perez, J., Plata-Perez, L., Sanchez-Sanchez, F.: An elementary character-
ization of the Gini index. MPRA Paper, University Library of Munich, Germany
(2012)

20. Schneckenburger, S., Dorn, B., Endriss, U.: The Atkinson inequality index in mul-
tiagent resource allocation. In: Larson, K., Winikoff, M., Das, S., Durfee, E. (eds.)
Proceedings of the 16th AAMAS 2017, pp. 272–280. ACM (2017)

21. Sleator, D.D., Tarjan, R.E.: Amortized efficiency of list update and paging rules.
Commun. ACM 28(2), 202–208 (1985)

https://doi.org/10.1613/jair.2467
https://doi.org/10.1007/3-540-49116-3_38


Semantic Web Services for Multi-Agent
Systems Interoperability

Alda Canito1(&), Gabriel Santos1, Juan M. Corchado2,
Goreti Marreiros1, and Zita Vale3

1 Research Group on Intelligent Engineering and Computing for
Advanced Innovation and Development, Institute of Engineering -

Polytechnic of Porto (ISEP/IPP), Porto, Portugal
{alrfc,gajls,mgt}@isep.ipp.pt

2 BISITE - Research Centre, University of Salamanca, Salamanca, Spain
corchado@usal.es

3 Institute of Engineering - Polytechnic of Porto (ISEP/IPP), Porto, Portugal
zav@isep.ipp.pt

Abstract. Agent-based technologies are often used including existing web
services. The outputs of some services are also frequently used as inputs for
other services, including other MAS. However, while agent-based technologies
can be used to provide services, these are not described using the same semantic
web technologies web services use, which makes it difficult to discover, invoke
and compose them with web services seamlessly. In this paper, we analyse
different agent-based technologies and how these can be described using
extensions to OWL-S. Additionally, we propose an architecture that facilitates
these services’ usage, where services of any kind can be registered and executed
(semi-)automatically.

Keywords: Semantic web services � Multi-agent systems � OWL-S

1 Introduction

The execution of complex tasks often requires the composition of several, atomic ser-
vices. While a wide variety of these are available on the web as web services, the design
and development of a workflow is still very time-consuming, considering that they need
to be found, they may have different interaction protocols, and proper description of their
workings, inputs and outputs if often lacking [1, 2]. Semantic Web technologies have
been proposed for the description of web services in order to make those descriptions
richer: by providing them in a machine-readable way, the processes of discovery and
composition of services by intelligent software agents become easier [2–4].

Individual agents, capable of solving specific tasks in their systems, can be seen as
service providers, as well as the Multi-Agent Systems (MAS) that are able to solve
more complex tasks. Both agents and MAS are capable of providing services, as is the
case of decision support agent-based systems [5–7]. Additionally, existing MAS-based
Decision Support Systems often execute tasks that depend on the outputs of services
[5, 8], but also of other known MAS, as is the case of [6, 9–11]. These services are
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often not available outside of their environment for several reasons, e.g. the complexity
of the network configurations required to ensure secure communications. Service
providers can be shifted to different servers, and systems requiring those services need
to be reconfigured. To overcome these issue, one possible solution would be to have a
services’ catalogue where both agents and web services could register, expose the
service(s) they provide, making them publicly available for other systems that might be
potentially interested in using them. On the other hand, systems interested in using
services would be able to search for a type of service, and as response would receive a
list of available services – considering the type of service, the service provider, the
expected input(s), and the result output.

In order to overcome the necessary services’ heterogeneity, we propose an archi-
tecture featuring semantic description of services that facilitates service publishing,
discovery, composition and interoperability. Additionally, we present an extension to
OWL-S for Agent-based services, using JADE agents as an example. Agent-based
services and web services are described rather differently, with the former requiring
information to be communicated with, including, but not limited to, host, port, agent
identifier, performative(s), language(s) and ontology(ies). For the invocation of the
later, in turn, information regarding its URI, protocol (e.g.: HTTP, HTTPS), port,
technology (e.g. SOAP, REST) and method (e.g. GET, POST), among others, must be
known.

This document is structured as follows: Sect. 1 exposed the problem and motiva-
tions. Section 2 presents existing approaches to semantic web services description and
discusses the relevance of agent-based approaches to service composition and how
intelligent agents could be described as service providers. Section 3 proposes an
extension to OWL-S to allow the description of agent-based services. Section 4 pro-
poses an architecture that would use these semantic notations to invoke MAS-based
services alongside with other types of services, while Sect. 5 presents illustrative use-
cases. Finally, Sect. 6 presents the final conclusions and future work.

2 Multi-Agent Systems and Semantic Web Services

Intelligent Agents are often used to solve and simulate scenarios where the involved
parties have different goals and objectives which require different levels of proactivity.
While using Multi-Agent Systems in these scenarios are adequate, more complex
scenarios can arise, as is the case of [5], where several multi-agent systems are invoked
and the outcomes of them must be processed and combined in order to generate a
bigger picture. Running several agent-based simulations concurrently in order to
compare results is a fairly common task to perform, especially in scenarios where
different configurations have immediate impact on the results or where different sys-
tems must communicate. Similarly, it is often necessary to perform simulations
sequentially, where the results of the first serve as input or influence those that follow.
While in some scenarios these systems directly communicate with each other [9, 11],
such is not always the case [5, 8]. This problem becomes even more complex if the data
must be transformed through other processes, such as those provided by services or
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tools [12], whose availability must be assessed. As such, establishing which systems
and services are available and how they can be combined becomes an important issue.

As proposed in [3], describing web services in a semantically rich way – not only in
terms of their inputs and outputs, but also by describing the inner processes of these
services themselves and the tasks they perform – allows for a bigger automation in the
processes of service discovery, composition and compensation [2, 13–15]. The prin-
ciples of interoperability and coordination between agents follow the same vision as the
semantic web [4]; however, while web services represent atomic, mostly state-less
tasks, intelligent agents are proactive entities with specific goals [16]. This proactivity
manifests, among other things, in locating services and partners which will help the
agent to fulfil its tasks. In [17], the importance of the semantic description of services
for this task is discussed, establishing that web services and agents are similar when it
comes to their discovery and that any matching to be made between different service
groundings must ultimately rely on semantic abstractions.

While there are many concurrent semantic approaches to the description of web
services [18–22], OWL-S includes a number of concepts and properties to allow the
proper description of SOAP services, with extensions also available for the RESTful
kind [23]. Additionally, with OWL-S it is possible to describe not only atomic services,
but also workflows resulting of the composition of several atomic ones. In order to use
OWL-S to also describe agents and multi-agent systems, new concepts must be added
to the ontology. As such, we will study the properties of agent-based technologies in
order to establish how these can be described, and then proposing the necessary
additions to OWL-S.

3 Semantic Description of Agent-Based Services

OWL-S includes a number of concepts and properties to allow the proper description of
SOAP services, with extensions also available for RESTful services [21]. Here, we
propose extending this ontology to include descriptions of services that are provided by
agent-based systems.

OWL-S is divided in three main components: (i) Service Profile, (ii) Process
Model, and (iii) Grounding. The first is meant to be read by humans and features the
name of the service, its description, provider, limitations and other relevant informa-
tion. The Process Model describes how the service works, describing its inputs and
outputs, pre-conditions and effects. Finally, the Grounding specifies interaction details
such as the interaction protocol and message formats [24].

Agents do not expose their services through any standardized description formats
like WSDL [25] or WADL [26]. And although agents can offer gateways to com-
municate with non-agent-based software, which allows them to be exposed on the web
as web services, this might not be the best option since it may result in a bottleneck,
reducing the service’s performance and being a potential point a failure [27]. Agent-
based systems are meant to be distributed and, whenever necessary, to be able to move
from one machine to another. The use of static gateways, which must be defined
programmatically beforehand [28], hinders the agent’s capabilities. Therefore, agents’
gateways and WSDL and WADL description formats are static. Our proposal is to
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enable the dynamic disclosure of unknown services provided by both software agents
and web services to increase systems interoperability. In order to define the properties
that an entity must know to interact with agents – in our case, specifically JADE agents
[28] – an abstract agent ontology was defined, from which JADE agent has been
extended. Figure 1 introduces the abstract Software Agent ontology including possible
SubClasses, such as OAA [29], ZEUS [30], Jadex [31], EMERALD [32], SeSAm [33]
and JADE agents.

By definition, software agents run on a given host through a specific port and have
a unique name for identification purposes. While additional information may be
required for interaction with an agent, these basic properties are used in the Soft-
wareAgent abstract Class. Other properties, which may be required by different agent
implementations, are exposed in different SubClasses.

FIPA provides a number of standards for communication between heterogeneous
agents and the services they provide [34], specifying that all agents must state which
ontology they use to describe their message and the language they use (e.g.: XML,
JSON, RDF/XML, TURTLE, etc.). Therefore, the FIPACompliant agent SubClass
includes the ontology and language Data Properties for the effective communication
with the agent, and the AgentPlatform Class which identifies the agent platform name
and the addresses list. ZEUS, JADE, EMERALD, and Jadex-based agents, being FIPA
compliant, are expressed though four new SubClasses, named accordingly. JADE
agents, in particular, require an identification for individual agents in a given com-
munity, which is provided by the Data Property AID (agent unique identifier).

The JADE agent Class supplies atomic services via the JadeAtomicService Class.
The interaction protocol for this scenario, i.e. its Grounding, is provided by the
JadeGrounding Class.

The relationships between these entities and those supplied by the OWL-S and
RESTFul Grounding are represented in Fig. 2, below:

Fig. 1. The Software Agent ontology.
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In a nutshell, the OWL-S Grounding Class specifies the details of how to reach a
specific service, namely: protocol(s); message format(s); transport; serialization; and
addressing [24]. It can be seen as a description of the elements required to interact with
the service. It must be stressed that OWL-S Grounding is not meant for semantic
description, but rather for syntactic ones. By extending OWL-S Grounding, semantic
meaning is given to data, with the intention of facilitating systems interoperability: by
describing and exposing services semantically, and their expected inputs and outputs.
Interoperability between heterogeneous systems is achieved by semantic communica-
tions [5, 8].

4 Architecture

The system’s architecture is inspired in already existing architectures in the literature
[3, 4, 14, 16], with the novelty of using semantic data models instead of syntactic data
models, to ease the contextual searches of available services and communications
between heterogeneous systems.

The proposed architecture must: (i) enable semantic services to register/deregister
in/from the platform; (ii) enable client applications to search for services by different
filter parameters and (iii) provide clients with machine-readable information about the
available services (including services’ parameterization, inputs and outputs). This way,
systems will be able to perform these processes automatically when a service is
required.

Figure 3 introduces the application level architecture, where three different entities
are easily identified: (i) the Service’s Catalogue, (ii) Service Providers (e.g. Agent-
based or web service) and (iii) the Services’ Clients.

Fig. 2. JADE and WALD Grounding Classes.
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Service providers can be any Agent, Multi-Agent System or Web Service that is
able to execute a specific atomic task. This task must clearly specify its input and
output parameters and supply a description as to what processes it entails.

Concurrently, the Services’ Client represents the client applications searching for
available services. These applications can use the information provided by the Ser-
vices’ Broker response to request for the services’ execution directly to the service
provider(s). It should be noticed that any registered service is also a potential service
client: for instance, an agent-based service may be composed by several web-services,
also available independently in the broker’s application platform.

The Catalogue is the main application. It is responsible for proving semantic ser-
vice’s registration, deregistration and search services. The Catalogue’s modules are
distributed through three layers, namely: (i) Client Interface, which fulfils tasks such as
Service Registration and De-Registration, supplies descriptions of services and allows
Clients to search for the services they need; (ii) Composition Suggestion, which is used
for supplying descriptions and services when a specific task requires more than one
known service to be fulfilled, and (iii) Service Database, where the descriptions of the
known services are stored and which can be queried via a SPARQL endpoint.

The layers and modules, along with the relationships between them are shown in
Fig. 4, below:

Fig. 3. Application level architecture.
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Upon registration, service providers must announce what type of service they
supply, a description of its purpose, where and how it can be invoked and its input and
output parameters. When it comes to service discovery, different types of searches can
be performed [35], allowing not only for syntactic similarity but for semantic similarity
as well: e.g., by being able to compute how similar two ontological entities are or if
mappings between them are available. Additionally, as single service may not be able
to fulfil a certain task, but the combination of two or more known services may
generate the desired outcome, the Composition Suggestion module can be invoked. As
the name suggests, it will try to break down a discovery request into multiple queries
and confirm that a composition can be made with those results. Different techniques of
service discovery and composition will be employed in this task. If the Client agrees
with the suggestion, it will be stored in the database as a composite service, with its
own OWL-S description.

5 Use Case

For our example, let’s consider a Forecast Service, which is provided simultaneously
by a RESTFul web service and by an agent. This is a generic forecasting service based
on an artificial neural network algorithm. As input, the algorithm expects to receive a
training set composed of two arrays, and a testing set array to determine the output. The
training set arrays are the TrainInput and TrainOutput. The TrainInput, is an array of
arrays where each array outputs the value of the corresponding position of the
TrainOutput array. Given the training set, the algorithm determines the output of the
TestInput array.

Figure 5 presents the Forecast ontology.

Fig. 4. The Catalogue’s inner modules
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The Forecast ontology is composed by the classes Array, TestInput, TrainInput,
TrainOutput and Item_Value. The Array Class is an abstract class equivalent to the
objList:List1 Class in conjunction with the Object Property first with range Item_Value,
and the Object Property rest with recursive range Array. The objList:List Class is part
of the OWL-S ontology and it is used due to the need of representing lists of objects.
The Array abstract Class has been defined to be reused in both TestInput and
TrainOutput Classes, being these last equivalents to the Array Class. The Item_Value
Class is defined by the Data Property itemValue which holds the double value of each
item. Finally, the TrainInput Class is equivalent to the objList:List Class in conjunction
with the Object Property first with range Array, and the Object Property rest with
recursive range TrainInput.

Now that the entities regarding inputs and outputs of the service are established, a
definition of the service itself is in order. Figure 6 introduces the Forecast Service
definition.

Fig. 5. The Forecast ontology.

Fig. 6. Forecast Service definition.

1 http://www.daml.org/services/owl-s/1.2/generic/ObjectList.owl#List.
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The ForecastService presents a ForecastProfile, is described by the Forecast
AtomicProcess, and supports both ForecastWaldGrounding and ForecastJade-
Grounding. Two different Groundings are provided for this Forecast Service: Fore-
castWaldGrounding and ForecastJadeGrounding, instances of WadlGrounding and
JadeGrounding respectively, representing the two possible ways to invoke this service.

TheWadlGrounding adds a semantic definition to the parameters of the service, but
when it comes to invocation, it ultimately refers to its WADL file for details.
JadeGrounding provides the description for the forecast service provided by the
software agent. It is very similar to the WadlGrounding definition, being the main
difference the use of the Software Agent semantic model instead of the WADL file
definition for the service’s invocation.

The applications of the service descriptions can be further explained through
another example. Consider a scheduling service provided by a given Agent A. For
Agent A to be able to perform the scheduling for a given period, it needs to know
which values can be expected to occur during that same period. Knowing the inputs
required by Agent A (an array of values) and their meaning (a forecast’s result), a
search can be made for which existing services fill these criteria. The two versions of
the Forecast Service provided above would be fitting, since they have the same inputs,
the same outputs, and pertain to the same task – which grounding the service uses is
indifferent for our problem. As such, the Catalogue Service would return a list con-
taining the two services and either could be chosen and invoked, with the guarantee
that the result could be used as input for Agent A in its scheduling task.

Due to size constraints, the complete service description, along with instantiation
files, as well as the semantic data models introduced above are publicly available
online2 for appreciation.

6 Conclusions

In order to discover, invoke and compose agent-based alongside with web services, a
common framework for their description is required. Existing semantic web tech-
nologies for the description of web services exist, with OWL-S being one of the most
commonly applied. In this paper, we explored the possibility of viewing agent-based
solutions as web services - as those provided in SOAP or RESTful applications - but
with a different interaction protocol. We therefore analysed the specific needs of agent-
based solutions and how OWL-S could be extended to properly represent them.
Finally, we proposed an architecture that would allow entities, agents or otherwise, to
register, deregister an invoke each other seamlessly, while also providing services for
discovery and composition suggestion.

The most common implementations of OWL-S ontology, namely the instantiation
of Grounding ontology module, end up by pointing to an XML file. In the future, it
would be interesting to study the implications of using a purely semantic description for
the invocation of all services, as we proposed in this paper to be done for agents, such

2 http://www.gecad.isep.ipp.pt/epia/19/services/forecast/.
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that no WADL or WSLD files would be necessary, especially when it comes to service
definition change over time.
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Abstract. This paper investigates the influence of the preferences of
individuals on the process of collective perception in the collective
decision-making systems. To do this, the Ising model from the context of
Social Impact Theory is studied on a dynamic network of agents within
an environment. This model additionally considers the mechanisms of
the direct modulation of positive feedback. We propose learning rules for
updating the preferences. Such rules depend on the undertaken decisions
of the individuals. The experiments are evaluated on the best-of-2 collec-
tive perception problem and compared with the state-of-the-art voting
mechanisms such as majority and voter models. The results show that
assigning preferences to the agents allows a designer to take control over
the outcome of the collective decision-making process. In addition, the
agents with a right conjecture can faster reach the correct conclusion
even if only 20% of the initial population holds the target opinion.

Keywords: Ising model · Collective decision making ·
Collective perception · Social impact theory

1 Introduction

The Ising model is a well-known model in statistical physics to study ferro-
magnetism, the property of a material to exhibit spontaneous aligned magnetic
moments. Due to the emerging dynamics, it can be also used as a tool to study
collective behaviors connected with opinion formation like consensus decision-
making. The Ising model is always assumed to perform on a static network,
where each agent keeps its neighbors. However, many natural collective decision-
making systems (e.g. ant colonies, bird flocks) form dynamic networks, where
the individuals move, change their local neighbors, and actively interact with
each other and with the environment. The main goal of this paper is to investi-
gate a variation of the Ising model as a potential voting mechanism in collective
decision-making systems.

In recent years, there has been a surge of interest in the research on designing
and validating collective decision-making approaches using robot swarms. Artifi-
cial systems make the study easier than dealing with natural collectives, giving a
c© Springer Nature Switzerland AG 2019
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designer the possibility to focus on a particular decision-making phase excluding
the others. Previous studies [9,11] have mainly focused on the voting mecha-
nisms, especially the majority voting and the voter models. However, mostly
one voting algorithm is assumed to be selected at the beginning by the designer
and it is assigned to all the individuals, and remains unchanged throughout the
whole decision-making process.

In this work, we aim to provide the individuals the capability to switch
between different voting mechanisms based on their current preferences. To do
this, we examine a family of nonlinear voter models with Ising-like criticality [5]
and couple it with the direct modulation of positive feedback [11] on a dynamic
network of agents, where each individual exerts a bias regarding a certain out-
come. As the benchmark scenario, we consider collective perception [11], where
a swarm of agents explores a certain environment on the availability of par-
ticular resources (features) and has to determine which is an abundant one.
Although the local interactions here are different from [5], since they are modu-
lated by internal (direct modulation) and external factors (changing interactions
with others), we expect to get an adaptive collective decision-making mechanism
according to [1,10]. In addition, we also study how incorporation of a learning
procedure affects the decision process and enhances the model with the prefer-
ence update rules, which allow the agents to change their preferences over time
depending on the taken decisions.

In the remaining part of the paper, we draw the parallel between the Ising
model and the social impact theory along with some corresponding background.
Based on that, we then describe the considered voting mechanism together with
learning update rules. Afterwards, we provide the description of the multi-agent
simulation and the undertaken experiments. The results from the experiments
are discussed and analyzed, and, finally, the conclusion provides a brief summary,
highlighting the further research direction.

2 Related Work

2.1 Ising Model

In its original formulation, the Ising model is defined on a d-dimensional lattice,
i.e. Zd ⊆ R

d, with all coordinates as integer numbers. Let’s consider the finite
lattice ΛL ⊂ Z

d of size L:

ΛL = {(i1, i2, ..., id) : |ij | ≤ L, j = 1, 2, ..., d},

where i is a site in the lattice. One usually wants to work with the full infinite
lattice L → ∞. Each site has a discrete variable σi, which is called spin, and
can take only two values σi = +1 (spin pointed “up”) or σi = −1 (spin pointed
“down”). A spin configuration σ describes an assignment of a spin value σi to
each lattice site i ∈ ΛL, i.e. σ = {σi}i∈ΛL

. The total energy of the configuration
σ, defines the Ising model and is calculated using its Hamiltonian:

H(σ) = −
∑

〈ij〉
wijσiσj − h

∑

i

σi, (1)
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where 〈ij〉 denotes a pair of sites in a finite ΛL with Euclidean distance of
1: 〈ij〉 = {i, j ∈ ΛL : |i − j| = 1}. The parameter coefficient wij indicates the
interaction between two spins σi and σj , where |wij | is the strength of interaction,
and h is an external magnetic field (if any). We consider the Ising model without
an external field, therefore h = 0:

H(σ) = −
∑

〈ij〉
wijσiσj . (2)

The probability that the system is in a state with configuration σ is called the
configuration probability μL(σ):

μL(σ) = exp(−βH(σ))/
∑

σ

exp(−βH(σ)), (3)

where β = 1/kT with the temperature T and Boltzmann constant k. The denom-
inator is defined by the sum over all possible 2L spin configurations on a finite
lattice ΛL. To simulate the Ising model, the single-spin-flip dynamics are estab-
lished as follows: (1) In the current configuration σ, select a random spin with
probability 1/L and flip its value (2) calculate the energy H(σ′) of a new configu-
ration σ′ (3) if H(σ′) < H(σ) accept the flip, else accept it only with probability
exp(−β(H(σ′)−H(σ)) (4) repeat the process until all the spins become aligned,
i.e. the lattice becomes ferromagnetic. It is stated that the system converges in
d ≥ 2. To quantify the level of magnetization, one can calculate the average
value of all the spins: M(σ) = (1/L)

∑L
i=1 σi. Although the system dynamics

are studied in the thermodynamic limit (L → ∞), Peierls [2] has shown that
spontaneous magnetization already occurs in a relative small lattices but with
the smoothed singularities due to the finite size.

2.2 Social Impact Theory

Theory of social impact is based on psychosocial laws and describes how indi-
viduals are affected by their social environment [8]. It is defined by microlevel
rules (i.e. in individual level) expressed for each individual i via social force field
Ii, which depends on the total number of individuals in the group N , strength
of their assertiveness si, and either spatial or abstract (e.g. personal relations)
distance between its members dij . Therefore, the social impact is considered as
a multiplicative function of the described above parameters: I = f(N · s · d).

The impact of a group with N members on the i-th individual, Ii, is calcu-
lated as follows:

Ii =
[ N∑

j=1

pij

dα
ij

(1 − σiσj)
]

−
[ N∑

j=1

sij

dα
ij

(1 + σiσj)
]
, (4)

σi ∈ {−1,+1} is the binary opinion (e.g. yes/no) of the individual i; α ≥ 0
indicates the speed of the distance influence decline with the increase of the
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distance dij between the individuals. Parameter sij ≥ 0 corresponds to the so-
called supportiveness, i.e. the ability to support someone to keep the opinion and
pij ≥ 0 indicates the so-called persuasiveness, the ability to convince someone
to change his opinion. Nowak and Latane [8] re-assign these parameters to some
positive random values every time an individual has changed his opinion. In case,
β = 0 and we have no noise in the system, the opinion σi changes for Ii > 0, and
remains the same for Ii < 0: σi(t + 1) = −σi(t)sgn(Ii(t)). For β > 0 (noise in
the system), the probability to switch the opinion is proportional to exp(βIi(t)).

As the result of using the above operations, a collective behavior such as
polarization or fragmentation [6], can be observed on the macro-level, depending
on the initial conditions. Both the social impact theory and the Ising model
consider that the agents do not move in a physical space and evaluate them
on a cellular automata. In comparison to statistical physics, a finite number of
individuals brings difficulties into the analysis of the sociophysical models [3],
since the singular behavior (i.e. order-disorder phase transition) can emerge only
in the thermodynamic limit of the system (N → ∞).

3 Proposed Model and Learning Process

Similar to the Ising model, we consider a swarm of N interacting individuals
(instead of sites in the lattice, we take individuals), which move in a search space
and explore for certain features (Fig. 1). The goal of the swarm is to collectively
find the most occurring feature in the environment. In this work, we concentrate
on the estimation of two environmental features, so that each individual holds
its own opinion, σi = ±1, similar to the “up” and “down” spins. Different from
previous approaches [11], we additionally assume that each individual has its own
internal preference for a certain overall outcome, σ(i) = ±1. This strengthens
the influence of the neighbors whose opinion correlates with own preference. In
this case, the strength of the preference impact, wi ∈ R

2
+, will act similar to the

supportiveness parameter in Eq. (4).
Now, we redefine Eq. (2) in a more convenient form for the z-th individual:

Iz = −
∑

〈zj〉
wzjσzσj =

1
2

∑

〈zj〉
wzj(1 − σzσj) − 1

2

∑

〈zj〉
wzj(1 + σzσj), (5)

where 〈zj〉 indicates the pair of the individual z and its neighbor j. The param-
eter |wzj | is the intensity of the influence of z on j. The first term in Eq. (5)
contributes if the individuals j and z have opposite opinions. The second term
is non zero if the individual j holds the same opinion as the individual z and
is zero otherwise. In this case, if the preference of the individual z is σz = +1,
then it means that if there are any agents in the neighborhood with opinion
σj = +1, the second part of the Eq. (5) has to be |wzj | times stronger than
the first part. And vice versa, if the preference of the individual z is σz = −1,
the first part of Eq. (5) should take an advantage over the second one. In this
sense, the value of |wzj | represents the relation of weight between neighbors with
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contradiction opinion to the zth individual’s preference and those with the con-
sistent one. Assuming that individual z has the same impact on all his neighbors,
i.e. wzj = wz for any j, we can write the following:

Iz =
Nz∑

j=1

wzσ(z)(1 + σzσj) −
Nz∑

j=1

σ(z)(1 − σzσj) (6)

=

{
wzn

+
z − n−

z , if σ(z) = +1
n+

z − wzn
−
z , if σ(z) = −1

= w′
zn

+
z − n−

z , where w′
z =

{
wz, if σ(z) = +1
1

wz
, if σ(z) = −1,

where σ(z) is the preference opinion of individual z, |wz| > 1 is the strength
of the preference and σz is the opinion holding by z. If w′

z = 1, the individual
is considered as not biased, i.e. without any preference, while w′

z ∈ (0, 1) and
w′

z > 1 corresponds to σ(z) = −1 and σ(z) = +1 respectively. The parameters
n+

z and n−
z indicate the amount of the neighboring individuals with opinion

σj = +1 and σj = −1 accordingly.
If we take the spatial distances between the individuals into account, we can

combine Eq. (4) and Eq. (6):

Iz = w′
z

∑

j∈N+
z

(1/dα
zj) −

∑

j∈N −
z

(1/dα
zj), (7)

where N+
z and N −

z correspond to the neighbors of z-th individual, which are
holding opinions σj = +1 and σj = −1 respectively. In this way, the distances
between z and j influence the value for Iz. Considering two individuals with
different distances to z, the influence of the closer one to z is greater than the
other.

The opinion dynamics are defined probabilistically using the following sig-
moid function as in [5]:

p(βIz) =
1
2

(
1 +

tanh(βIz)
tanh(β)

)
∈ [0, 1], (8)

where a social field Iz is normalized, i.e. Iz =
w′

z

∑

j∈N+
z

(1/dα
zj)−

∑

j∈N−
z

(1/dα
zj)

w′
z

∑

j∈N+
z

(1/dα
zj)+

∑

j∈N−
z

(1/dα
zj)

∈ [−1, 1],

and β acts as a noise parameter. Varying β values from 0 to ∞ allows observing
a spectrum of voting mechanisms from the voter (β → 0) to majority models
(β → ∞) and everything in between [4]. The transitions from the state σt

z = −1
at time t to σt+1

z = +1 at t+1 occur with p(βIz) probability, and from σt
z = +1

to σt+1
z = −1 with probability 1 − p(βIz) respectively, for all swarm members.
In the following, we introduce a learning process for updating the preferences

(see Algorithm 1). The main idea is based on the fact that the current opinion
of the individual σt

z and its preference σ(z) can be in conflict with each other
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(e.g. wz > 1 corresponds to σ(z) = +1, while the holding opinion is σt
z = −1).

However, when due to the interactions with the others and the environment
the individual changes his opinion, so that it becomes in agreement with its
preference σ(z), we reinforce the preference strength on Δw either in a positive
or in a negative side depending on the current sign of the preference (i.e. we add if
wz > 1 and subtract if wz < 1). In case if the agent keeps its opinion in conflict
with its own preference, we make a double reinforcement (i.e. wz ± 2Δw) in
order to change the preference to the side of this opinion (e.g. (5+6) and (9+11)
lines in Algorithm 1). If there is no conflict between the individual’s preference
and the current opinion, we keep the preference strength wz unchangeable (lines
(1+3) and (12+14) in Algorithm 1). In this way both opinions and preferences
are evolved as the result of the interactions between the individuals and the
environment.

Algorithm 1 Preference Update Rules

3.1 Multi-Agent Simulation

The environment is defined by a square grid of 20 × 20 cells 1 × 1 unit each,
painted in black and white. Without loss of generality, we consider that in all
environments the white color is prevailing. We consider 100 iterations in simula-
tion as 1 s, and we plot the simulation environment every 10 iterations (i.e. 0.1 s)
as it was done in previous research [9]. We use a swarm of 20 agents, initially
assigned with half for opinion white (σi = −1) and half for black (σi = +1). The
preferences of the individuals coincides with their initial opinions. We keep the
other parameters similar to [11].

The size (diameter) of an agent is proportional to the size of the grid cells
and is equal to 0.7 units (considering 1 unit = 10 cm). The agents move in the
environment using a random walk executed along with collision avoidance to
other agents and the borders of the grid. The random walk is performed by
alternating periods of the straight linear motion and rotation on the spot for
random periods of time taken from normal distribution with mean 40 s and
uniform distribution between 0 and 4.5 s respectively. The linear velocity v is set
to 1.6 units/s and the angular velocity ω is 7.5 rad/s. If agents collide with each
other or with the borders of the grid, they randomly rotate on the spot (equally
likely clockwise or counterclockwise) until their bearings will not allow them to
go freely further resuming a straight motion.

Besides different movement phases, each agent i can be also in either
one of the two following states going one after another: (1) exploration Ei,
where it moves and only estimates the quality of its current opinion ρ̂i, or
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Fig. 1. Dissemination of opinions: (a) in multi-agent simulation; (b) on static lattice.
Colors represent agents opinions (red for black, blue for white). Lines indicate possible
connections at the current time step. Bold lines (magenta) show agents in commu-
nication with each other. The agents in (a), while moving, perceive the environment
consisting of black and white cells. (Color figure online)

(2) dissemination Di, when it moves and only exchanges its own opinion with
the others, making at the end a decision on either to keep or to switch its current
opinion i. The communication between agents is set only pair-wise, and only if
both of them are in dissemination state, for each 10 iterations (0.1 s) in a ran-
dom order within the communication distance of dmax = 5 units. The duration
of exploration state for each individual i is the same and takes tE = 10 s, while
the dissemination state is biased and proportional to the quality of the current
opinion, i.e. tDi = tE ∗ ρ̂i, so that the less quality opinions promotes the shorter
periods of time. The quality ρ̂i is calculated as the ratio of time when the agent
observed the color related with its current opinion i during tE. Each agent logs
the opinions of its neighbors during the last 30 iterations of its dissemination
state as in [11] and takes the last N opinions to decide based on one of the
three DM strategies with N = 2: In DMMD, the agent takes opinion which
is preferred by the majority out of N including its own opinion. In DMVD, it
adopts the opinion of a random agent from N excluding itself. In DC, time tD is
unbiased (tDi = tE ∀i) and at the end of tDi each agent directly compares the
quality of its own opinion i with a randomly chosen neighbor’s j, and if ρ̂j > ρ̂i,
then it switches its opinion i → j and starts Ej . The agents also transmit their
individual IDs and save the received ones, so that in case, if the agent was per-
ceiving the opinion of one and the same neighbor for two consecutive steps,
only the first one is saved in the log. To validate the performance of DMs we
consider two commonly used metrics: (1) Exit probability (EN ) to measure the
ratio of successful runs among all simulations and (2) Consensus time (T correct

N )
as the number of iterations until all the agents converge to the correct opinion.
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The run is considered successful, if the swarm has come to the consensus with
the correct opinion.

4 Experimental Results and Discussion

In the first experiment, we study the impact of unbiased individuals (i.e. which
do not have any intrinsic preference wz = 1) on the consensus time and the
exit probability for different values of the nonlinearity parameter β on the most
difficult scenario, i.e ρ∗

b = 0.92, where ρ∗
b is the ratio of black Nbl and white Nwh

cells in the grid, considering Nwh > Nbl: ρ∗
b = Nbl

Nwh
. We examine three decision-

making strategies (denoted further as DMs): Static, Adaptive, and W-Adaptive.
In W-Adaptive the initial distribution of the preferences is set to the range of
(0, 1) for all agents despite their current opinions, while in Adaptive the initial
preferences of the individuals coincide with their initial opinions (i.e. half with
preferences for white and half for black). In all the experiments below, we set
Δw = 0.1 in Algorithm 1 and α = 0 in the Eq. (7), unless otherwise stated.

Fig. 2. Consensus time (T correct
N ) and exit probability (EN ) as a function of the pro-

portion of unbiased individuals in the swarm (i.e. {0, 0.1, ..., 1.0}) for each value of
the noise level β ∈ {0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0} (top headings). Task dif-
ficulty: ρ∗

b = 0.92. Dashed (pink), solid (blue) and dotdashed (red) lines correspond to
the Static, W-Adaptive and Adaptive strategies respectively. (Color figure online)

Figure 2 shows the estimated smoothed conditional means of the consensus
time calculated only among successful runs and the exit probability with shad-
ing areas of 95% confidence interval for the described above experiment. For all
noise levels, there is a clear trend of the performance deterioration in all of the
considered DMs with the increase of unbiased individuals in the population. The
best performance in terms of consensus time as well as in the accuracy is mostly
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Fig. 3. Consensus time (T correct
N ) and exit probability (EN ) as a function of the task

difficulty ρ∗
b . Parameter configurations: ρun = 0, β = 4.5. Solid (red), longdashed

(khaki), dotdashed (green), twodashed (pink) and dashed (blue) lines correspond to
the Adaptive, DMMD, DMVD, Static and W-Adaptive strategies respectively. (Color
figure online)

at ρun = 0 for both adaptive strategies with β ∈ (2.0, 5.0). The performance
of W-Adaptive suggests that when the whole population is initially biased to
the white (i.e. ρun = 0), the agents are able to gain a momentum and to keep
their weights in (0, 1) range during the adaptation process, thereby leading the
collective to the fastest and the most accurate (almost 100% success rate) collec-
tive decisions among the others (see Fig. 2). However, with the introduction of
unbiased individuals into W-Adaptive population, the accuracy starts decreas-
ing at any values of β, while for Static and adaptive strategies it keeps almost
stable at around (0.65, 0.7) exit probability. For the consensus time, at β = 4.0,
we observe a stable rate for both W-Adaptive and Adaptive until ρun = 0.4
along with a significant drop for Static. At other noise levels, the consensus time
for W-Adaptive and Adaptive mostly increases with the increase of unbiased
individuals along with a few non-significant drops at the lower values of noise,
i.e. β ∈ (0.5, 1.5) at ρun = 0.6. While for the Static, the presence of unbiased
individuals promotes a significant decrease in the consensus time without com-
promising the accuracy for most levels of β, i.e. at ρun = 0.4 and ρun = 0.5 for
β = {2.0, 4.0} and β = {4.5, 5.0} respectively.

The obtained results for the Static are in agreement with findings in [5],
which showed that the individuals without a preference (unbiased) help to min-
imize the time to achieve the consensus but on the 2D square lattice. In our
case with Static strategy, this finding goes further in its understanding as our
results indicate that an unbiased sub-population aids to propagate exactly the
correct opinions (i.e. with the highest quality) in the dynamic network coupled
with the environment within the concept of a direct modulation mechanism of
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positive feedback [11]. Although, this differs for both of the considered adaptive
strategies, where the unbiased agents mostly slow down the adaptation process,
especially in the case of W-Adaptive. Such a result can be attributed to the fact
that the weights of unbiased individuals, wz = 1, keep stable for all period of
time without taking part in adaptation, thereby diluting the reforming process
of the already existence preferences, that leads to the increase of the consensus
time. The difference in the performance between the considered strategies in
Fig. 2 provide the evidence to support the above conjecture.

Additionally, we also perform the experiments of the discussed above DMs
on all eight types of the task difficulty but without any unbiased individuals to
examine the influence of the preferences in comparison to the two well-studied
DMs in [11], namely the majority rule (DMMD) and the voter model (DMVD).
As in previous studies of [11], the results in Fig. 3 indicate that the consensus
time increases with the increase of the problem difficulty and the DMMD is
much faster than DMVD. For most of the ρ∗

b , the Adaptive is significantly faster
than DMMD but evens out with it at higher ρ∗

b = 0.92. The W-Adaptive is the
fastest among the others with a slight acceleration in the consensus time after
ρ∗

b = 0.72. It is approximately three times faster than the DMMD for all ρ∗
b .

The Static shows the intermediate performance between the DMMD and the
Adaptive with an increase in consensus time after ρ∗

b = 0.72. It is significantly
worse than Adaptive for higher ρ∗

b (i.e. after ρ∗
b = 0.72). For the exit probability,

the difficulty of ρ∗
b = 0.72 is a breaking point for the preference-based DMs.

That is, until ρ∗
b = 0.72, Static and W-Adaptive indicate the similar accuracy

trend in (0.9, 1.0) range along with almost 1.0 stable rate until ρ∗
b = 0.67 for

Adaptive. After ρ∗
b = 0.72, the performance of Static and Adaptive is decreasing

until (0.6, 0.7) exit probability, while W-Adaptive keeps the highest accuracy
(i.e. 0.9 − 1.0) also for higher ρ∗

b . The accuracy of the DMMD is lower than
for the preference-based DMs starting from ρ∗

b = 0.67 and decreasing until the
chance level at higher ρ∗

b . While the exit probability of the preference-based DMs
is always higher than by the chance, the DMVD accuracy is almost always in
(0.5, 0.6) range despite the problem difficulty.

Altogether, these results suggest that the Ising model performs mostly sim-
ilar to the majority rule in the context of the direct modulation of the positive
feedback. However, the existence of preferences allows taking control over the
decision-making process by manipulating the influence of neighbors whose opin-
ions are in agreement with an individual’s preference (as it is done in W-Adaptive
and Adaptive).

4.1 Influence of Initial Preferences

In the following, we study the performance of the preference-based DMs without
unbiased individuals depending on the initial number of the agents Ea(0) favoring
the incorrect opinion a (black), and compare it with the DMMD and the DMVD
strategies. Taking into account that the total number of agents N = 20, we varied
Ea(0) from 1 to 19 with all the values in between and performed 40 simulation
runs for each configuration. Figure 4-left shows that in a simple scenario ρ∗

b =
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Fig. 4. Consensus time (T correct
N ) and exit probability (EN ) as a function of the initial

number Ea(0) of individuals with opinion a (black) in the swarm (while prevailing
color in the environment is b, i.e. white). The values of initial preference bias of an
individual are in accordance with its initial opinion. Parameter configurations: ρ∗

b ∈
{0.52, 0.92}, β = 4.5, ρun = 0, N = 20. Solid (red), longdashed (khaki), dotdashed
(green) and twodashed (pink) lines correspond to the Adaptive, DMMD, DMVD and
Static strategies respectively. (Color figure online)

0.52, Adaptive is the fastest strategy for all initial conditions Ea(0) than the
others, along with the highest accuracy holding (0.9, 1.0) exit probability even
with 80% of the initial population targeting the wrong opinion (i.e Ea(0) =
16), while the DMMD starts already degrading from Ea(0) = 9 (i.e. 45%).
For the difficult scenario, in Fig. 4-right, the DMMD and Adaptive have similar
consensus speed followed by the Static and the DMVD. Although, the decision
accuracy of the Adaptive strategy decreases more slowly than the DMMD with
increase of Ea(0).

4.2 Matter of Distance Dependency

We have also performed the experiments incorporating the influence of the
moments α of the spatial Euclidean distance dij between the individuals (see
Eq. 7) with α ∈ {−1, 0, 1, 2}. The obtained results (not reported here) indicate
no significant impact of the spatial distance dependencies on the overall decision-
making process, independently on the parameter α. This can be explained by
the fact that agents communicate with each other in a very limited radius of max
5 units, which resulted in a small numbers not affecting the outcome of Eq. (8).



628 P. Bartashevich and S. Mostaghim

However, more experiments with unlimited interactions, i.e. global communica-
tion, are needed to support this claim.

5 Summary and Conclusion

In this work, we provided an Ising-based approach for the collective decision-
making systems incorporating the dynamic preferences of the individuals. We
proposed a learning procedure for the preferences, so that opinions and the pref-
erences can co-evolve together to allow a better decision process. The Ising model
can be considered as a general voting approach, integrating in itself the variety
of the mechanisms from voter to majority models, which can be controlled by its
non-linearity (noise) parameter. Our results indicate that the preferences give
an external observer (a designer) an opportunity to manipulate the undertaken
decisions of the individuals with an initial conjecture of the suggested outcome.
With the right conjecture, the latter can significantly increase the speed and
accuracy of the collective decision-making process even with 80% of the initial
population holding the opposite opinion. The same is observed with the equally
distributed preferences over the population, i.e. 50%–50% for two opinions. As
part of the future work, we are going to investigate the generalization of the Ising
model, which is called the Potts model [7], to explore the case of the best-of-n
problem with n > 2.
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Abstract. After the involvement with a huge collection of case studies, where
the experimentation may distinguish between luck and skill, our motivation was
directed to see how agent-based modeling and model thinking were applied to
general problem solving and case studies on complexity. Also, the development
of models was directed to show the efficacy of diversity in attacking new sce-
narios and landscapes. And, even we avoided often Nassim Taleb’s mantra, “we
tend to learn the overall precise and not the general”, the desire was to get
realism (avoid embellished depiction of nature and behavior). This direction of
research forced our attention upon the calibration of parameters, the validation,
the use of mechanisms, the use of big data, and the activity of scaling up to
check the plausibility of the outcomes.

Keywords: Multi-agent systems � Sociality � Social simulation � Complexity �
ABM

1 Introduction

The exercise of reflection about a line of research (e.g. use of ABM (Agent-Based
Modeling) to make experiments on complex social systems), from the 90’s, implies
some prudence, an open mind and a deconstructive criticism by increasing the scope of
what is questionable. Starting by referring back to the subject of innovation, either
related to a technology park or to street violence (Lisbon, Kiev, Madrid, Cairo, London,
Paris), there was a reconsideration of the results, in order to review the limits of this
research [1].

Dismantling and unbuilding through a step back is necessary to show the outline of
a future possibility, to find questions about behavior where others found only cer-
tainties, and to open new controversies with rational thought. Social simulation allows
us to understand precisely how conflicts are built and how we can regulate them.

We live in a complex world with diverse people, enterprises, and governments
whose behaviors aggregate to produce new and unexpected phenomena. We see a
never-ending array of social trends, but the degree to which individuals tend to asso-
ciate in social groups, exploring sociality, is not often a worry. Yet, how do we make
sense of it in social simulation [2]? The answer is quite common, with models, which
help us to better organize the information and to make accurate forecasts. Also, they
help us make better decisions and select more effective strategies. They even improve
our ability to design institutions and procedures with a great care. How is behavior
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generated? Agents need to be simple, but they are driven by goals, beliefs and desires
(mentality), cognition, emotions (affective computing) and social concerns.

Beyond models, we need also big data, simulation tools (NetLogo, MASON,
Repast, AnyLogic, Jade), languages (Python, Java) in order to define sound agent-
based modeling, to capture individuality and rich behaviors. With micro motives we
stimulate collective actions and replicate different sorts of social dynamics (coordina-
tion, cooperation, collaboration, grouping, crowding, interacting). We start with a
bunch of assumptions to produce results, which are later on evaluated and validated
carefully [3].

Models help us to understand, predict, strategize, and re-design our would-be
worlds. But, we need to follow our intuitions to test those models with more rigour. For
example, Thomas Schelling’s segregation model represents people as agents on a
checkboard, the segregation of neighborhoods based on race, ethnicity or income, and
this is not a very rich environment, yet nice results were produced.

Evidence show that people who think with models outperform those who don’t. By
exploring several models, critiquing them, finding each model’ limits, its strength and
weakness, we build and deepen our overall comprehension.

We used always many surveys by interrogating the people concerned with the
situational conditions, inspected also videos about protests (in the Internet), which were
helpful to understand actions of uncertainty and to explain sophisticated cutting-edge
research with a concrete clarity.

2 Some Applications and Case Studies

Along three decades, several applications were developed to present a diversity of
constructions and to experiment the intricacies of this approach to problem solving.
The following list presents only some examples:

2004: Interactions (innovation and foresight) in Tagus Park, Lisbon (Portugal) for
generating new policies to involve people and be creative, with Schilperoord [17].
2007: Tax Evasion in Portugal, to check how honesty stance is adopted (against
deceive taxes, modify data), with Antunes and Balsa [19].
2009: Vip-Serious Game for Water Management, São Paulo (Brazil), to study how
local authorities are sensible to popular desires, with Adamatti and Sichman [18].
2016: Social Conflicts (street protests), Lisbon (Portugal), to check how political
tensions are liberated with calls for freedom, with Lemos and Lopes [1, 4–6].
2017: Electricity Markets, in Portugal and within Iberian region, to exchange and
negotiate potency, with Lopes [20].
2018: Risk management and the banking antifragility index, São Paulo (Brazil), to see
how institutions are resilient and deal with pression, with Passos and Sarti [21].
2019: Sentiment Analysis for UK Brexit Referendum (also Trump USA 2016 and
Bolsonaro Brazil 2018 elections), the abuse of faked news to manipulate the final
results, with Santos and Louçã [22].

The interesting thing about this collection of cases is the exploitation of a diversity
of models along a large spectrum of problematic situations and some ones involving
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complexity. We found points in common concerning honest behaviors, disruption,
shifts and surprises, and they can serve to think better and in an open style about
“innovation” and bad characters.

3 Model Thinking

The world today is uncertain, random, fragile, unexpected and global. Model thinking
is today an important asset [8] for exploring ideas and intuitions, a new kind of science.
The tool kit is suitable for test hypothesis, represent the world with persuasive narra-
tives, think through the logic of any given situation, evaluate a battery of models,
design new or modified models when appropriate, or distinguish a complex set of
important facts with their interrelationships and behaviors of multiple agents.

The ODD (Overview, Design concepts, and Details) protocol for agent models [9]
is suitable to evaluate how well fitted it is to adopt social simulation to look into
behaviors. Such shared protocols can facilitate model review and help to descibe with
precision many intrincacies. The framework holds promise as a standard communi-
cation mechanism. The goal is to evaluate how well fitted it is to make social simu-
lations and how successful it might be in increasing communication between individual
and agent-based modelers.

Models improve our abilities to make accurate forecasts, to fix tailored decisions
and adopt more effective strategies. As a matter of fact, models make us better thinkers,
by organizing information, identifying relationships, understanding classes of out-
comes and giving good sense to big data.

4 ProtestLab and Complexity

The environment (dashboard) of any simulation is a matter to be carefully designed [1]:
all the variables able to set up the dynamics to be later observed, the windows to follow
particular events, the main scene where the drama is to be controlled, and the operation
of certain mechanisms and circuits. In social conflicts, where street violence may occur,
we need to choose the two models of violence, say, fear linked to the jail mechanism,
defined by the Epstein formula (in our case the formula was enlarged [10]), and the
anger with tensions, drives, and the causality of conflict/crisis, tuned by the legitimacy
feedback (focus upon austerity, inequality and corruption). Government and its cred-
ibility depend on the economy versus sociality, and may be covered by surveys done
during the protests (manifs, demos).

Sociality, interference (contagion), time and complexity are four topics that need a
careful attention when we try to study them within real urban areas, such as street
protests. Often, we arrange the tools (ABM, Laboratories) with big data to make
simulations able to envisage spatial and temporal realistic behaviors. Yet, models are
always far from the truth and experiments suffer from being too weak even when
scaling-up is taken into account. The use of videos, observed user data, taken from the
streets where protests are happening, may be added to the systematic coverage with
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micro surveys on the spot, interviews and reports. And, a strange feeling harasses our
tests. What can be done moreover?

The need of more empirical studies, done with big data, follows every experiment.
Many times, we find easily something extra that explains why the real thing (reality) is
forgotten by social simulation. Using data alone is not sufficient, and we need machine
learning to explore forecasting to get deep understanding. Removing gatekeepers is
important for innovation. Also, taking risks, observing errors and failures are the best
ways to ensure a try has a future. It is not an experiment if you know already the
outcome. Measure and learn. If things fail, they can still be successful if the lessons you
learn drive the next try. Follow your curiosity and find something new, different or
weird which contradicts what you believe.

The social conflict is a phenomenon able to show the “no free lunch theorem”.
Scale diversity, entities and mechanisms are so large that each type of conflict requires
a different model. Machine learning models may provide recommendations, behavioral
analytics and insights. Intelligent tasks, such as activity recognition, mood detection
and move prediction, are also suitable for follow how street protests go on.

Agent model (abstract, middle-range, fac-simile) was the first theme to be attacked
when a sense of unrealism was brought up. There are other alternatives, and
Agent_Zero [11] was the one with more traits, including social and emotional issues.
The old BDI (Beliefs, Desires, Intentions) model was thought as the solution because
mental states were present and the whole idea of mind was interesting. An alternative is
the adoption of PECS (Physical conditions, Emotional states, Cognitive capabilities,
Social status) model [12], a kind of BDI adopted many times by crowd dynamics.

The modeling of social conflicts may be greatly improved with all the knowledge
coming from crowd safety and risk analysis [13], in order to take into account origi-
nality and avoid some pitfalls. For example, when we reach a high score of 40% of the
crowd, in the jail, we cannot refer only violence recruit as the explanation. Then, we
may, take contagion or imitation as two possible reasons. Adopting behavior based
upon goals implies some changes, and to think more about adopting attraction and
repulsion points. Variable density is rather important for movement patterns during
emergency, police charges and accidents.

All the discussions (and controversy) about sociality [14] are associated to a variety
of ways able to assemble individuals into groups (of protesters) and to the movement of
groups into different confrontation spaces. The fights among hard protesters and
policemen are dependent on the available leadership of the protesters. The side of
policemen gains also with the existence of some trusted leader. The real time explo-
ration of ProtestLab needs to include decision frequency and degrees to which indi-
viduals tend to associate.

The inclusion of informal media agents (with smartphones) apart of current media
(newspapers and radio/television) is the way to cover feedback links, and it is
mandatory to allow a measure of legitimacy (associated with the aggressors and
victims).

The search for realism can be done through scaling up the number of agents: 100,
1000, 2000, 5000 or 10000. There are difficulties to process data when enlarging the
number of agents, and also, we need to enhance the power (GPU) of social simulation.
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There are two quantities that trade off against each other, things that are about
complexity (motion, patterns) and others about scale (weights, repetition). Both divided
into a diversity of categories: endurance, strength, balance and flexibility. Solving
social problems is a matter to be solved in the space of possibilities. How does an agent
make decisions? Considering preferences and options. Does he try to make choices
before acting with emotions? What about the bad choices (constrained by negative
emotions)? And, when occur errors and failures? Can he correct them? Does he
evaluate risks? And, what about the agent’s profile? Is it necessary to include identity,
character and personality in every agent? Easily, we start with simple agents and by
upgrading we close the experiments with heavier agents.

Check the outcome distributions in order to constrain the simulation in many
issues/dimensions/scales. Moreover, look to the empirical models in the absence of
good data sets (pattern-oriented modeling): there is a need to find surveys to better
calibrate the agents’ behaviors and experiment/simulate at local level. Yet, be careful
with the variables: some make no difference and others have a large influence,
Attention to sensible patterns generated by the model. Use alternative case studies to
test the model in general and to find weak parts. Compare the model outcome to
different measures. Look at interesting events’ to check whether the model is able to
capture these. Confirm the model logic through peer review and be attentive to
sweeps/Monte-Carlo testing of model.

Use un-validated exploratory models as a way to inspect social dynamics, feel (no
way to validate) the model or the mechanisms driving it. There is not an only way to
get an insight into the real dynamics of the system. Validation is stronger when trying
to make forecasts.

5 Simulation

Simulation is a mix of cinema and animation, a device to support voyages and gen-
erating effects. On one side, the screen window of the dashboard shows a sequence of
images, a time line, and, on the other side, the experimenter is pushed by the movement
and works hard with his mind to imagine things and to understand them, like a
spectator. Yet, there are no flashbacks, and the images are not so clear as in the cinema.
Also, simulation has no sound, which is rather important in movies and television.
Sound creates the layers of the minds, and any film is a mental labyrinth of the main
character. In cinema, sound and images are necessary to produce chaos and labyrinths
(of a city), and all of that is inside the mind of each spectator.

Simulation is a poor means, where there are no mix of movie set and real scenery.
However, the importance of the mystery is still reinforced, and the experimenter is
always thinking about what is shown (visible and non-visible). Characters are not so
complex like in the movies, but the subjectivity of the viewer is part of the game.

Cinema is a powerful device, able to combine light and shadows, memory and
silence, to cover secrets and to enhance the mysteries. The power to show is bigger, and
there are more things to reveal. Cinema is a stronger experience for viewers, something
more than storytelling, and associated to the inner layers of human nature.
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Can a film or a simulation explain what happens? A story can be difficult to access,
but every viewer can think about it, pose questions, re-do experiences, discover new
relations, backtrack, and oppose causes (reasons, motives) to effects (ends).

6 Further Research

Premonitions, intromissions, suspicions, or even infections affect society, constrain
diverse choices and the whole decision process, provoking severe disruptions. Among
social circles, exchanging arguments with persuasion, along conversations, enhance
our ability to make predictions about future changes.

Along COSI Project on Innovation (2003–2005) we did empirical experimentation
around Tagus Technological Park (Portugal), using the Interactions platform [17] to
find innovation bursts due to new policies and the enhancement of the environment
design. We found urban choices made to attract people together (to socialize), exam-
ples of failures, impeaching friendly interactions, and able to push innovation and
creativity. Also, the encounters were difficult to organize because suitable space (large
rooms, halls) were not available. Innovation request always diverse sorts of
interactions.

Polite conversations, within circles, may help to discuss politics at large, exchange
many arguments, and enhance our ability to make predictions about changes in society.
Asking people about their friends improve voting behavior. Mind pressing causes a
different outcome, based upon infections through social nets (addition of fake news).
The use of Deep Learning may add new capabilities to agents, to predict new moves of
the opponents, or even measure changes of their behavior.

Individuals participate in multiple networks with similar features. Class, wealth,
amount of time, affinity, friendship, collaboration, and spatial distance are present, and
the question is whether there is any plausible set of metrics. There are differents types
of measures that can be exploited, such as the Manhattan distance (the sum of the
horizontal and vertical distances between points on a grid). The selection of a metric
must be adapted to the particular problem.

Theorists must develop a model that describes the observed phenomenon; the new
theory inspires an empirical study to see if the concept holds and vice-versa. Each
approach informing the other, but it seems there isn’t much overlap. However theo-
retical and empirical research are more tightly connected than generally thought,
avenues exist to further increase this integration.

Early on, SFI (Santa Fe Institute) had a reputation for doing very abstract, blue-sky,
theoretical thinking. But recently, that is been changing drastically. They are embracing
messy, real-world data sets and finding ways to ground theory in data. We are going
toward a unified theory of decision-making in humans and animals. Therefore, access
to data banks is needed with the help of R tool and due to network science. Big data
banks, such as SCAD (Social Conflict Analysis Database) and FSI (Financial
Soundness Indicators – IMF), are suitable to be inspected with network science, and
such exercise may complement the experimentation based upon ABM.

How do we perceive time during social simulation trials? The sense of time
influences complex behavior and it is responsible for the adaptation to the demands of
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the external environment. It adds also noise. Agent minds with clocks influence feel-
ings which are critical for decisions (choices) and actions.

We do not so much perceive time itself, but changes in or the passage of time, or
what might be described as “events in time”. In particular, we are aware of the temporal
relations between events, and we perceive events as being either simultaneous or
successive. We also have a perception of the sequence or the order of such events.

World is too complex and dynamic, near a constant change. In order to face a
decision, we need to consider thousands of variables. Then, it is necessary to choose
more real environments [15]. Realistic simulations are a very interesting target, because
static worlds lack the complexity. Then, we need to avoid losing complexity:
computer-constructed worlds make research more reproducible.

A general rule is to use a cascade of multiple layers of nonlinear processing units
for feature extraction and transformation. Each successive layer uses the output from
the previous layer as input. Two directions are possible. First, learn in supervised
(classification) and/or unsupervised (pattern analysis) manners. Second, learn multiple
levels of representations that correspond to different levels of abstraction. The levels
form a coherent hierarchy of concepts.

Finally, the complete understanding of behavior [16] is far to be attained. The
known parts, to be the key needed to its generation, are far to be considered in artificial
worlds, and more research is requested to calculate with great rigour.

7 Conclusions

Processes and mechanisms are behind complexity and we need to face it with better
tools. Prototypes/demos are fragile and there is a strong need to focus on realism
increase. Seamless realism uses narrative structures and the film techniques are able to
create a reality effect to maintain authenticity. Realism usually attempts to represent
subject matter truthfully without artificiality and avoiding artistic conventions. The use
of social simulation may also explore a kind of movie, within the screen window,
where interactions play a new kind of cinema.

There is a need to sense the complexity requests, and the possible limits to attain
(the so-called red lines). Before starting the design of a model, it is necessary to isolate
a phenomenon. There are many side effects between variables and parameters, and with
scale and weight we are pushed to extend experiments.

Attention is due to augment scaling up and the structure of the interactions. We
know that the classes and the complexity of all entities is a matter to be followed
closely. Enlarging the number of agents is a matter of equilibrium, because there are
also desires to give more power and abilities (identity, character, affection, sociality) in
order to enhance agent behaviors (see Epstein suggestions) [11].

The mental construction of alternatives to past or future events (“What if”, “If I had
only…), causal thinking skills, pose a lot of doubts and controversy, because there is a
general idea that simplicity is a good bet and an advice to avoid troubles. The abuse of
heuristics and intuitions, in playing games and social simulation, may help to evaluate
the strength of moves. Causation is part of intuition, and by causal thinking (and
reasoning programmed on computer) we may depict cause-effects relations on
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diagrams. And, the use of imagination helps to build new models of the world, gen-
erating hypothesis and alternatives to the past.
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Abstract. In order to enhance human safety in open air events and sim-
ulate evacuation scenarios, a two dimensional cellular automata model
is proposed based on human behavior. To make the model more reason-
able, human behavior effects like inertial, group effect, friction, pedes-
trian velocity, wall repulsion and panic behavior were included. A demo
scenario of the proposed system in Pützchens Markt’s fair in Bonn with
different numerical results is also discussed.

Keywords: Cellular automata · Floor field · Evacuation simulation

1 Introduction

Open air events such as concerts, festivals and carnivals usually involve a large
number of people gather to a given, usually confined space. Crowds can vary
from a few hundreds to several thousand pedestrians. However, due to unpre-
dictable and often hazardous events, such as fires, explosions and earthquakes, an
emergency evacuation of the area can be deemed necessary. The unpredictability
of the exact incident, in addition to the human behavior in these overcrowded
events can lead to injuries and even deaths. In most cases, these types of inci-
dents can happen due to the lack of proper planning or effective spectator con-
trol. Maintaining a high level of safety for the participants can be challenging.
To enhance safety during an evacuation, it is very important to perform an ade-
quate initial planning in order to determine exit pathways, the configuration of
obstacles in the area, the maximum number of humans allowed to enter simul-
taneously, as well as possible congestion points. Most major disasters involving
evacuating crowds can be effectively avoided by understanding risks and human
behavior and by designing open air events accordingly.

To determine proper security measures to be taken in open air events during
an emergency evacuation and evaluate their efficiency, an evacuation simula-
tion is performed before such events using different models to detect potential
issues and take appropriate measures. These models are the product of research
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on crowd psychology and evacuation dynamics and aim to replicate pedestrian
movement.

This paper proposes a customizable floor field cellular automata model that
combines different parameters to simulate pedestrian movement during an evac-
uation. The proposed model can be used for crowd management in large, open
air settings. The aim of this research is to provide event coordinators with a tool
that can help in the decision making process regarding the safety of spectators.
The model is evaluated in such an event for different scenarios.

The paper is structured as follows: Sect. 2 presents past research on the sim-
ulation of the motion of pedestrians during an emergency evacuation. Section 3
discusses the proposed floor field cellular automata model. Section 4 presents pre-
liminary experimental results for open air evacuation in the Pützchens Markt
fair in Bonn, Germany. Finally, Sect. 5 discusses the conclusions of this research
and presents ideas for future work.

2 Related Work

Simulating the motion of pedestrians during an emergency evacuation in the
presence of a hazard or threat is an ongoing research topic in the literature. A
number of studies have already been published that model human movement,
based on a variety of fundamental theories, such as fluid dynamics [5], game
theory [11], animal behavior [4], cellular automata [17] and agent-based models
[3]. A general comparison between these methods is described in [21].

Studies that employ cellular automata for the evacuation of pedestrians,
commonly divide the target area into a grid of fixed-size cells. In such cells,
people, empty space, walls and obstacles are represented using different states.
The interaction between pedestrians is frequently modelled using different force
fields, such as a static or a dynamic [7,19].

Implementation in evacuation sites with obstacles is included in a number
of the aforementioned models [7,17,19]. Obstacle inclusion provides a diagnos-
tic tool for simulation purposes with significant more case scenarios. Thus, the
outcome of an emergency situation can be differentiated by allocating barriers
in a variety of ways, in an effort to approach the best object placing in space.

Characteristics of human behavior and social models have also been studied
[12]. People in general, tend to exhibit panic during emergency situations [8]. In
these settings, there is a tendency for pedestrians to move away from obstacles
and other people, hence wall repulsion and conflict resolution mechanisms were
introduced [1]. Furthermore, due to the inevitable crowd congestion (primarily
on the exits), friction and other slowdown factors were also described [16]. Several
simulations also included an inertia effect to pedestrians’ mobility, in order to
create more realistic scenarios [20].

Although there is significant research on the use of evacuation models during
emergency situations, the incorporation of various variables of human behavior
is limited. To the best of our knowledge, this is the first time that a cellular
automata evacuation model with parameters such as pedestrian velocity, friction
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and repulsion, inertia, panic and random slowdown has been used to model
emergency evacuation in open air events.

3 Cellular Automata Model

This Section details the proposed cellular automata model for evacuation. A
floor field is defined as a total of variable values describing certain properties
of each cell in a grid, such as distances. The model uses two such floor fields, a
static floor field and a dynamic, both enabling pedestrian interactions through
long-range forces. Moreover, different aspects of human behavior in evacuation
scenarios are also incorporated into the model, as discussed below. The model
parameters were defined based on the Pützchens Markt fair site, described in
Sect. 4.

An outdoors area, such as the grounds for a concert, a carnival or a sporting
event, can be represented using cellular automata. For this, a grid of cells is
superimposed on top of the area with the dimension of each cell being 0.4 m2,
the surface typically occupied by a person in a dense situation [2]. Each cell
can be in an “empty” state, indicating an area space that can be occupied by
a pedestrian or an obstacle, a “pedestrian” state that represents an area where
a pedestrian is currently located or an “obstacle” state that indicates an area
where no pedestrian or other obstacle can move into.

Time step t = 0 is marked as the beginning of the evacuation and is selected as
the initial state of the automaton. At every subsequent time step t, a pedestrian
or obstacle can potentially move from an origin cell with coordinates (i, j) to a
neighbor, destination cell with coordinates (i′, j′). In that case, the state of the
origin cell will be set to “empty” while the state of the destination cell will be
modified to “pedestrian” or “obstacle” accordingly. For the model of this paper,
a Moore neighborhood is used, which for a given cell consists of all its 8 adjacent
cells. Note how the distance to the diagonally adjacent cells is greater than that
to orthogonal adjacent ones, hence the longer arrows.

The probability of a pedestrian moving to a neighbor cell at t is given by:

Pi′,j′ = N × exp(PS × PD × Pw × PI) (1)

where N is a parameter used for normalizing all probabilities to 1. The proba-
bilities PS , PD, Pw and PI are defined below.

3.1 Static Floor Field

The goal of an evacuation process is to lead pedestrians away from a given area
with safety. A primary motive of people in case of emergency is to move towards
the nearest exit in the most direct possible way. Exit points are usually known to
participants, as escape routes are frequently illustrated along with proper staff
guidance. This motivation can be represented by a static floor field S, defined as
the shortest distance, Euclidian, Manhattan, Dijkstra or any other proper metric
[1], between each cell of the grid and an exit of the area. It is a force applied
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to any pedestrian occupying a given cell, increasing the probability to move
to a neighbor cell that is located spatially closer to the exit. Pedestrians will
always prefer to move towards cells with a lower static field value. A parameter
kS ∈ [0,∞] is used to define the magnitude of S. As discussed in [8] and [13], kS
ranges usually between 2 and 3. In the proposed model of this paper, kS = 2.5
is used.

For a given area, the static field is calculated initially and its value is
updated during the simulation only if an obstacle is introduced, removed or
moves between cells. The floor field is then calculated as follows:

1. For every cell marked as an exit, S = 0
2. For every cell without a static field value that is adjacent to a cell with a

value of K, a value is assigned according to the following rules:
– Orthogonally adjacent cells are assigned a value of K + λ.
– Diagonally adjacent cells are assigned a value of K + μ, where μ > λ.

For the floor field cellular automata model of this paper, the values of
μ = 0.14 and λ = 0.1 have been chosen.

– If multiple values are to be assigned to a cell on the same time step, the
minimum value is selected.

3. After the calculation of the field, cells that are difficult to access have their
static field value increased by 0.5.

4. All obstacles, such as walls, are also considered when defining the grid. Cells
that are impassable are marked as out of bounds while cells that contain
difficult terrain are given very high values of the floor field so that it will be
less probable to be occupied by pedestrians.

The probability of movement due to the static field is given by:

PS = kSSi′,j′kscale (2)

Note that the exponential function is used to enhance the effect of each
parameter as it deviates from 0. However, since its value ranges from 0 to +∞,
it is possible for the outcome of Eq. (1) to reach very high values and overflow the
variables of the simulation, which will result in the immobility of pedestrians.
For this reason, a single scaling parameter kscale ∈ (0, 1] has been introduced
that applies to the static field and all subsequent parameters to reduce their
effect.

3.2 Dynamic Floor Field

The dynamic floor field D represents a virtual trace left by moving pedestrians.
People that move towards an exit during an evacuation process have the ten-
dency to mimic the behavior of other people in front or around them, usually
by following them. The personality of each pedestrian influences their predis-
position; some people are more likely to follow others and less likely to detour
when they encounter another individual while other people will be more likely
to ignore the behavior of their surrounding people. This phenomenon can be
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Fig. 1. Impact of the kD parameter to pedestrian movement for kD = 1 (left), kD = 4
(middle) and kD = 8 (right).

reflected by increasing the probability of certain groups of pedestrians to move
towards cells with a higher dynamic field [9].

The dynamic floor field has a parameter kD ∈ [0,∞] to modify its impact
in the simulation. As can be seen in Fig. 1, low values of kD make pedestrians
move independently from each other, while high values force them to move in
straight lines which is not observed in practice. For the proposed model, kD = 4
to maintain a realistic behavior for open air spaces.

In most models proposed, this field has also its own dynamics, specifically
diffusion and decay, similar to the process of chemotaxis [15] used by ants. The
dynamics are controlled by parameters α ∈ [0, 1] and δ ∈ [0, 1] accordingly, that
describe the broadening and dilution of the trace. At each t of the simulation,
every single cell of the whole dynamic field decays with a probability of α and
diffuses with a probability of δ to its adjacent cells, as shown in Fig. 2. For the
proposed model, α = 0.2 and δ = 0.2 were used, similar to [13]. Since there
is no limit to the maximum value of the dynamic field, it can be considered
as a bosonic field [7]. Every moving pedestrian creates a D-particle at their
origin cell (i, j). When a person moves to an adjacent destination cell, the value
of the D-particle is subsequently incremented. Given parameters α and δ, the
development of the dynamic field for t + 1 over t can be computed as:

Dt+1
i,j = (1 − α)(1 − δ)Dt

i,j +
α(1 − δ)

8
(Dt

i−1,j−1 + Dt
i−1,j+

Dt
i−1,j+1 + Dt

i,j−1 + Dt
i,j+1 + Dt

i+1,j−1 + Dt
i+1,j + Dt

i+1,j+1)
(3)

The probability PD of the dynamic field is given by:

PD = kDDi′,j′kscale (4)

3.3 Wall Repulsion

People attending open air events usually avoid walking close to walls and various
obstacles such as dance stages or stands [1]. This is taken into consideration in
the proposed model by using a repulsive force Pw, inversely proportional to the
wall distance:
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Fig. 2. A contour plot of the dynamic floor field. The darkness of shading is propor-
tional to the field

Pw = kwmin(dmax, dk,l)kscale) (5)

where d is the minimum distance from all the walls for the current cell (k, l),
kw ∈ [0, 1] is a sensitivity parameter that determines the magnitude of Pw and
dmax is the maximum range in cells in which the effect of the walls affects the
peoples movement. dmax is commonly set in the literature between 1 and 10
cells.

Given that the Pützchens Markt fair is located in a residential area with wide
roads and empty spaces, a big value of dmax = 10 was selected, as pedestrians
have the required maneuverability to stay away from walls. However, due to
the existence of numerous obstacles (from buildings to businesses to fair amuse-
ments), pedestrians cannot be significantly affected by walls. This is shown in the
right block of Fig. 3 and leads to an improbable behavior. Based on our exper-
iments, values ranging around approximately kw = 0.3 seem to model human
behavior more accurately.

Fig. 3. Impact of the kw parameter to pedestrian movement for kw = 0.1 (left), kw =
0.3 (middle) and kw = 0.7 (right) with dmax = 5.

3.4 Inertia

People tend to maintain the same direction as they move towards an exit [10].
This behavior is introduced into the proposed model of this paper with an
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increased probability pI of pedestrians moving to a cell during t + 1 accord-
ing to their direction during t. In this manner, the cost of diversion from one’s
path is also minimized and a concept of acceleration is entailed. More specifically
and for a sensitivity parameter kI ∈ [0,∞], the probability of moving to a cell in
the same direction is PI = kIkscale while the probability to move to any other
cell is PI = 1.

3.5 Friction

When a vast number of people concentrate in a limited area, a contest of indi-
viduals over empty space is inevitable. In real-life scenarios, this phenomenon is
so severe that entire pathways can be blocked [16]. Measures are usually imple-
mented in order for people to behave accordingly during their exit from an event,
although their effectiveness during emergency situations is limited. In the model
presented in this paper, this behavior has been simulated by a friction parame-
ter μ. When two or more pedestrians attempt to move to a given cell during t,
each has a probability of 1−µ

number of pedestrians to move to that cell, while there is
a probability of μ ∈ [0, 1] that no pedestrian will actually move. For the model
of this paper, μ = 0.2, based on the literature [13].

3.6 Panic

In emergency situations, the behavior of people often deviates from normal pat-
terns. In these scenarios, it is often observed (i) random movement with no
specific target and (ii) panic that usually manifests as initial immobility dur-
ing the first minutes of an evacuation procedure. Studies have shown that only
an approximately 21% of the total population can stay calm in cases of emer-
gency [18]. Typical panic times can range from a few seconds to minutes. The
time required for people in panic to start an evacuation procedure also depends
on a number of variables such as the area size, the type of emergency or the
type of the event. Receiving guidance through a voice communication system or
directly by staff can shorten this period, as detailed in [14]. In the model pre-
sented in this paper, the panic of pedestrians has been simulated by an initial
immobility period, randomly set per pedestrian between 10 s to 2 min.

3.7 Velocity

Participants in open air events can have a different maximum walking or running
speed due to age, gender, health conditions, alcohol consumption and other char-
acteristics. Therefore, some pedestrians can move faster than others. The aver-
age walking speed of pedestrians during emergencies is approximately 1.419 m/s
[6]. Furthermore, those in the age group of 20–40 (1.505 m/s) were found to
be 11% faster than younger individuals (1.349 m/s) and 7% faster than elders
(1.402 m/s). Males (1.606 m/s) tend to walk 10% faster than females (1.448 m/s).
The velocity of handicapped individuals is significantly lower (1.103 m/s). These
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numbers where included in the simulation as the speed of different pedestrian
groups. This is accounted in the proposed model by increasing the granularity
of the time steps. Faster individuals move during more time steps comparing
to slower ones. The percentage difference in time step is proportional to the
velocity of each pedestrian group. Another aspect taken into consideration, is
the probability for a velocity deviation, since the velocity of a person doesn’t
stay the same during an emergency evacuation. In the proposed model and for
each time step, the velocity of an individual can either stay the same, increase
or decrease, with a probability of 0.8, 0.1 and 0.1 respectively.

Fig. 4. Pützchens Markt in (a) satellite imagery and (b) site plan of the event area

4 Experimental Results

To evaluate the proposed evacuation model of this paper, the Pützchens Markt
fair in Bonn, Germany was used. The event is held during the second weekend
of September at the Market Meadows in front of Bonn-Pützchen. Around 550
businesses and fairground amusements cover the area. Numerous takeaways, bars
and confectionery stalls open at the premises just for the event. Visitors can
access the festival from six different open entrances. The fair spans an 80.000 m2

area, however the total evacuation area also includes roads that lead to the
event, adjacent buildings and obstacles spanning approximately 360.000 m2. As
described in Sect. 3, each cell has a size of 0.16 m2, therefore the simulation area
consists of a grid of 1500 × 1500 cells.

Pützchens Markt was chosen for a variety of reasons. To begin with, the event
spans a large area, containing a big amount of obstacles, such as vehicles, stages,
outdoor bars and stands, that help to simulate different, complex scenarios. A
vast amount of people attend the fair each year. Numbers during rush hours can
reach up to thousands of visitors simultaneously, therefore different congestion
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simulations can be performed. Lastly, the event is held in a residential area, so
initial planing, roads that lead to the area and their condition (open, closed or
used as path for emergency services) and city planning in general can also help
to simulate various scenarios. A satellite image of the event along with the site
plan can be seen in Fig. 4. For the proposed model, a series of simulations have
been performed for the Pützchens Markt’s area with different inputs. A snapshot
of the running model for different time steps can be seen in Fig. 5 for 6 exits and
6000 pedestrians.

Fig. 5. Pützchens Markt evacuation with 6000 people (a) for t = 0 and (b) t = 100

A comparison of the total evacuation time for different groups of people is
depicted in Fig. 6. The simulation involves all 6 exits of the event and 8000 pedes-
trians. The different groups, that include both male and female from different
age categories, can be seen in Table 1.

Table 1. Percentages of individuals in each group

Groups Categories

Ages 1–16 Ages 16–45 Ages 45 plus Handicapped

A 15% 60% 23% 2%

B 2% 90% 7% 1%

C 2% 8% 85% 5%

D 69% 27% 3% 1%
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As demonstrated in Fig. 6, every group of pedestrians has different charac-
teristics; it is evident that there is a significant difference in the evacuation times
of the same number of pedestrians in the same area. Slower individuals require
more time to move towards the exit. Moreover, they create congestion points,
especially in narrow pathways, thus leading to additional delay.

Fig. 6. Evacuation times of different pedestrian compositions

The results for a different amount of people, consisting of pedestrians bet-
tween the age of 16–45 and for different number of exits can be seen in Fig. 7. On
the left part of the Figure can be seen that the evacuation time grows exponen-
tially with the increase in the number of pedestrians. Initially, as the population
increases, the time necessary for people to arrive at the exits rises slowly. This
is expected, due to the fact that the area is not congested and people can move
freely and fast. When approximately 8000 people or more are present in the area,
the time needed to complete the evacuation starts growing rapidly suggesting
that pathways are overcrowded and measures should be taken, especially if crowd
levels estimation is even higher.

Fig. 7. Evacuation times for the model in accordance to (a) initial population and (b)
number of exits
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On the right part is depicted the impact of the number exits to the total evac-
uation time for a fixed population of 8000 pedestrians. It approaches a reverse
exponential curve, meaning that the lower the number of exits, the greater the
time for pedestrians to evacuate the area. The existence of enough exit points
becomes critical, as suggested by the significant increase in the evacuation time,
especially for the study cases of only 1 and 2 exits.

5 Conclusions and Future Work

In this paper, a cellular automata model for open air events was described. Var-
ious parameters are taken into consideration when determining the evacuation
route, in order to better simulate human behavior. The proposed model was
evaluated using the Pützchens Markt fair area. The results indicate that the
simulation can describe pedestrian behavior in an intuitive way. Still, the accu-
racy of the proposed model is not confirmed as there is a lack of actual data.
However, producing such a model is very important since it provides a useful
tool in the evaluation of safety measures for an open air event. It is especially
helpful when testing different scenarios that include different exit plans, obstacle
positioning and number of people.

Future work for the model introduced in this paper includes the evaluation of
the proposed simulation based on real data and a sensitivity analysis of its key
parameters. The MONICA project participates in a programme of collaboration
called the IoT European Large-Scale Pilots Programme (LSP) with access to
data from open air events from six major European cities. Comparison between
pedestrian groups with different behavioral characteristics can also be exam-
ined. Moreover, to further speed up the execution of the simulation, especially
for dense areas or large-sized events, parallel processing of the model can be
considered, giving focus on the static and dynamic fields calculation. Finally,
the presented model can be expanded to handle additional scenarios including
guided evacuations, and the introduction of hazards such as fire, smoke or chem-
icals and their repercussions.
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IoT European Large-Scale Pilots Program.

References

1. Alizadeh, R.: A dynamic cellular automaton model for evacuation process with
obstacles. Saf. Sci. 49(2), 315–323 (2011)

2. Burstedde, C., Klauck, K., Schadschneider, A., Zittartz, J.: Simulation of pedes-
trian dynamics using a two-dimensional cellular automaton. Phys. A: Stat. Mech.
Appl. 295(3–4), 507–525 (2001)

3. Chooramun, N., Lawrence, P.J., Galea, E.R.: An agent based evacuation model
utilising hybrid space discretisation. Saf. Sci. 50(8), 1685–1694 (2012)



Evacuation Simulation in Open Air Events 653

4. Fang, Z., Zong, X., Li, Q., Li, Q., Xiong, S.: Hierarchical multi-objective evacuation
routing in stadium using ant colony optimization approach. J. Transp. Geogr.
19(3), 443–451 (2011)

5. Helbing, D., Farkas, I.J., Molnar, P., Vicsek, T.: Simulation of pedestrian crowds in
normal and evacuation situations. Pedestr. Evacuation Dyn. 21(2), 21–58 (2002)

6. Kemal, B., Putra, H., et al.: An observation of the walking speed of evacuees during
a simulated tsunami evacuation in Padang, Indonesia. In: IOP Conference Series:
Earth and Environmental Science, vol. 140, p. 012090. IOP Publishing (2018)

7. Kirchner, A., Nishinari, K., Schadschneider, A.: Friction effects and clogging in a
cellular automaton model for pedestrian dynamics. Phys. Rev. E 67(5), 056122
(2003)

8. Kirchner, A., Schadschneider, A.: Simulation of evacuation processes using a
bionics-inspired cellular automaton model for pedestrian dynamics. Phys. A: Stat.
Mech. Appl. 312(1–2), 260–276 (2002)

9. Li, D., Han, B.: Behavioral effect on pedestrian evacuation simulation using cellular
automata. Saf. Sci. 80, 41–55 (2015)

10. Liu, M., Zheng, X., Cheng, Y.: Determining the effective distance of emergency
evacuation signs. Fire Saf. J. 46(6), 364–369 (2011)

11. Lo, S.M., Huang, H.C., Wang, P., Yuen, K.: A game theory based exit selection
model for evacuation. Fire Saf. J. 41(5), 364–369 (2006)
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Abstract. The assessment of changes in the relationships between sup-
ply chain agents is considered fundamental for market transformation.
This paper reports on the application of a Value Chain Lab that supports
the measurement of behavioral change in vertically structured supply-
chain relationships. A participative gaming approach is used that enables
to identify changes in mutual trust, transaction costs and risk behavior
that result from value chain support and co-operation. The Value Chain
Lab comprises value chain analysis, value chain games and multi-agent
simulation. The paper describes the multi-agent simulation of a soy value
chain in northern Ghana. The research was conducted in the context of
the 2SCALE program, aiming to improve rural livelihoods and food and
nutrition security in a number of African countries by developing agricul-
tural supply chains including local smallholder farmers. The study con-
firms the positive effects of trust and loyalty in value chain relationships.
Furthermore, it demonstrates the usefulness of agent-based simulations
for exploring potential consequences of alternative interventions.

Keywords: Value chain · Assessment · Trust · Risk attitude

1 Introduction

This research was conducted in the context of a program called 2SCALE
that started in June 2012 (see https://www.2scale.org/).

The goal of 2SCALE is to improve rural livelihoods and food and nutrition
security in a number of African countries. To this end 2SCALE forges public-
private partnerships, with private partners varying from local producer organi-
zations and SMEs to large-scale companies such as seed companies, processors,
and trading companies. The approach is based on:

– formation of agribusiness clusters (local networks between the producers
themselves and with service providers) to improve competitive intelligence
and bargaining power,

– integrating the agribusiness clusters in value chains, with backward linkages
to input supply chains and forward linkages to food supply chains, and

– enabling fair business environments with better access to information and
finance, in particular for the weaker actors.
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The research objective was to validate key assumptions that underlie the
change pathways to establish integrated agribusiness clusters with a fair business
environment, including trust, risk attitude and transaction cost. The 2SCALE
program has developed an extensive Theory of Change that underpins the mar-
ket transformation and its assumptions. We applied a responsive assessment
and learning framework that supports the understanding of the key behavioral
assumptions and helps to assess changes in the relational relationships: the Value
Chain Lab [5]. The Value Chain Lab comprises three tools: Value Chain Analysis
(VCA), Value Chain Games (VCG), and Multi-Agent Simulation (MAS).

The present paper focusses on the MAS for the case of soy produced and
supplied to a co-operative (APEX) in northern Ghana. The MAS is based on
data from the VCA, the VCG, and key indicators taken from an impact study
conducted by African Research Solutions (ARS). The paper is structured as fol-
lows. Section 2 describes the Value Chain Lab approach applied to the 2SCALE
intervention in the soy value chain in northern Ghana, including results from the
VCA and the VCG. Section 3 presents the agent-based simulation model in ODD
format. Section 4 presents examples of simulation outcomes. Section 5 discusses
the outcomes and policy conclusions for the Ghana case.

2 The Soy Value Chain in Northern Ghana

It is hard for smallholder farmers in Ghana to get access to the market. The
2SCALE program intends to support the incorporation of smallholder farmers
in soy clusters or agriculture APEX organization (farmers’ co-operatives). A
large problem in the functioning of the value chains can be distrust between the
partners. The 2SCALE program aims to include the smallholder farmers in a
strong value chain, and reduce distrust. At the time of the research, four soy
clusters were supported in northern Ghana, each including approximately 2000
farmers, and one was under negotiation. Two of the supported clusters were used
as treatment groups and the one under negotiation was used as control group.
The present section reports results from the VCA and outcomes of the VCG
that were used to build the MAS.

2.1 Value Chain Analysis

The value chain analysis or mapping (VCA) is the first step of the Value Chain
approach. During a 5-day field mission the key actors are interviewed: farmers,
traders, input suppliers, and various service providers. For the interviews with
the farmers a Focus Group Discussion approach was used, without presence of
other stakeholders. A desk review of literature and additional data sources was
conducted in addition to the field mission, in order to understand the sector and
its dynamics. The results are summarized here.
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Northern Ghana is relatively poor, isolated, dry, and politically unstable
when compared to the rapidly developing and urbanizing South. However, in
recent years the northern regions above the 8th parallel have received much
government and donor attention in the form of agricultural subsidies and social
programs. This so-called Breadbasket Initiative aims to transform the North into
a more stable and prosperous area, with a focus on smallholder production of
staple grains and legumes, particularly maize, rice, and soybean [6].

Soybean is a relatively new crop in Ghana [1], but is playing an increasingly
important role in the rural economy. Currently, modest expansion of local pro-
duction, processed in existing facilities, can substitute the imported soybean
meal demanded by the poultry industry. Ghana’s Council for Scientific and
Industrial Research, the Ministry of Food and Agriculture, and development
partners have been promoting soybean production because of its potential to
increase income and enhance nutritional status of households [9]. The benefits
of soybean over other grain legume (such as groundnut and cow pea) include
lower susceptibility to pests and diseases, better storage quality and larger leaf
biomass, which translates into soil fertility benefit, to subsequent crops [10]. In
northern Ghana, most agricultural interventions promote the production and
use of the soybean crop mainly through value chain improvements.

Soybean Production. Ghana produces currently between 50,000 to 60,000
tonnes of soy meal and soy protein per year. A little less than that amount is
imported. The northern region contributes 70% of the national soybean area
and 77% of the national production in 2012 (source: MOFA/SRID). Soybean is
mostly grown as a cash crop, although there seems to be little or no evidence
about its profitability for smallholders. Other crops grown for cash include cotton
and cow pea. Maize, rice and cassava are mostly grown for consumption. Yam
and vegetables are grown for both consumption and sale.

Soy is produced once a year. Yields range from 500 kg/ha (208 kg/acre) to
2000 kg/ha (833 kg/acre), with a generally agreed-upon average of 1200 kg/ha
(500 kg/acre) [6]. Application of inoculant can increase the yield by 20–30%.
Smallholder producers typically cultivate 1 to 2 acres. To access high quality
soybean seed is a challenge in Ghana. It is not very common to buy new seed.
Local experts estimate a yield of 150 to 300 kg/acre with own seed or seed from
the local market. New seed varieties are being introduced, such as Afayak. With
Afayak seed, production is estimated to be 400 kg per acre.

Input cost including tractor fee, seed, inoculant, bags, transport, and APEX
dues amounts to approximately 225 GHS/acre, as estimated by one of the experts
in the program. Production loans from banks are limited to 2 acres and vary from
300–400 GHS/acre. Prices ranged from 0.70–1.80 GHS/kg in November 2015.

Key Actors and Their Roles. Figure 1 presents a brief overview of the main
actors in the value chain. Farmers cannot supply and receive payments when
they want to. The relations vary between clusters, but in general, after harvest,
they must wait for payment until all group members brought their soybeans to
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the collector, a private warehouse, or a warehouse provided by the APEX or an
NGO. When in need for cash they tend to sell part of their harvest at the local
market or to brokers who pass by. Prices vary each year and are very volatile.

No pre-harvest contracts are established. Only expressions of interest are
given, but without pre-defined volumes or prices. Sometimes a margin is men-
tioned but to agree upon prices is risky for processors. Farmers perceive it is as
a risk to agree beforehand on volumes. They face several risks and do not want
to commit to one buyer because no minimum price can be guaranteed. Farm-
ers/farmer groups do not always sell all of their produce when the price is very
low. Soybeans can be stored and sold when prices are favorable but the majority
of farmers face urgent financial needs, so they have to sell immediately.

Fig. 1. Value chain overview

The number of targeted smallholders (farmers) is 18,500, of which 7,500
women. The majority is already organized in producer groups or being stimu-
lated (by NGOs, among others) to organize. Group sizes vary from 40 to 100
members. Producer groups are again organized in APEX organizations. Buyers
and banks prefer to transact with organized farmers to reach volumes and to
reduce transaction costs and risk. Risk can be reduced because farmers need
to stand surety for each other. Illiteracy among farmers is high, leading to a
dependency on farm leaders. Thus, negotiations are done by the APEX and
co-operative leaders on behalf of the members. Group assets are very low as
contribution fees are minimal. Some groups can make use of an office of an
NGO/Business service provider and can afford to pay an office manager.

NGOs are contracted as Business Development Service Providers to deliver
group and leadership development, agronomics training, introduction and
demonstration of new seed varieties and inoculant, and value chain strength-
ening (identification and linkage of buyers and producers, facilitate collective
aggregation, value chain concepts training, facilitation of access to loans).

Various input and service suppliers act in the value chain, supplying seed,
fertilizers (subsidized), agro chemicals, and soil analyses. Some provide informa-
tion and extension services. There are however no contracts between farmers’
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organizations and input providers; deals are made individually. Seed provision
and delivery of inoculant are a challenge as availability at country level is low.

The farmer groups are facilitated by the NGOs to establish new contacts
with banks. Banks hesitate to provide credit due to the risk sensitiveness of
agriculture. All banks have similar procedures. Farmers can apply for a fixed
amount of production loan; this amount varies per year. It is only possible to
apply as a group and the APEX submits a formal application on behalf of the
groups. The group of farmers are together responsible for repaying the loan.

The Savanna Farmers Marketing Company (SFMC) is established by farmer
groups to act on behalf of the farmers. The company is based in Tamale and
geographically close to the producers. Previously it was the one and major aggre-
gator buying from the producers and selling to processors. SFMC tried to be a
strong partner by offering a fair price and other services (like transport, credit,
warehousing). Due to mismanagement and internal problems farmers lost trust
in SFMC and the company almost collapsed. Then, farmer groups started direct
negotiations with processors. The processors interact with the group leaders and
have some individual aggregators/brokers in the field. In one cluster the APEX
organization acts as an aggregator because they have storage facilities and thus
can take advantage of price fluctuations. However, stocks must usually be sold
within a few months for reasons of financial liquidity.

Ghana has about 15 commercial feed mills with a total installed capacity
of circa 1,000 tonnes per day. Most are small-scale operators, producing at 40–
50% of their capacity. Processed soybeans are used as an ingredient to feed for
livestock and fish but to a lower extent it is used for domestic consumption. Some
local women groups and some small-scale processors make soybean products such
as dawadawa or gari (used in preparing local dishes) and soy-kebabs. The farmers
in the clusters mostly produce to sell for animal feed because the products for
human consumption are not very profitable yet.

2.2 Value Chain Games

In the field of development economics, behavioral economics plays an increas-
ingly important role. With data from field experiments, focusing on personal
preferences and willingness to change behavior, certain economic dynamics and
decision making can be better explained. For this research on trust relations and
risk attitude, three behavioral economics games were played.

The trust game [3] is played in pairs. A first and a second mover send each
other money. The first mover receives an amount of money from the game leader
to use in a single game. The amount that the first mover sends is tripled by the
game leader before it reaches an anonymous second mover. After this, the second
mover can choose how much to send back to the anonymous first mover. This
return is not tripled, and this procedure is explained to everyone. The revealed
trust is measured as the fraction of the playing money sent by the first mover.
Trustworthiness is measured as the fraction that the second mover returns.

The multiple price list method [8] was used in the risk preference game.
Participants can choose between a risky option, and a certainty equivalent to
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Table 1. Average trust and risk determinants

Variable Treatment (N= 160) Control (N = 96) Significance (p)

Trust in group (survey) 0.86 0.93 .002

Trust in leader (survey) 0.83 0.89 .836

Trust round 1 0.49 0.47 .434

Trust round 1 group leader 0.53 0.50 .915

Group trust game 0.45 0.50 .877

Risk preference 0.18 0.17 .116

Consistency in risk game 0.08 0.09 .000

determine their risk preference. A multiple price list was used with six choices
between option A, “win a certain amount of money”, or option B: “flip a coin”
(head means winning an amount of money, tail means winning nothing). The
risk preference game was played individually.

The Voluntary Contribution Mechanism game [2] is played in a group. All
players can contribute a fraction (ranging from 0 to 100%) of their playing money
to a public account. The rest is stocked in a private account. Typically the public
amount is then doubled or tripled. The players earn what is left on their private
account, and an equal share the public account. In can be tempting to “free-
ride”, but in a social optimum everything is stored on the public account [4].
This game was played to measure co-operative behavior and trust in the groups.

The three games were played with randomly selected farmer groups: 11 treat-
ment groups (participating in the 2SCALE program) and 5 control groups (not
yet participating). A farmer group consists of approximately 50 persons, from
which 16 participants were selected at random. A debriefing questionnaire was
filled out after the gaming session, to obtain gender and age, eligibility for a
production loan in the last season. Also, participants were asked to rank their
trust in the group and their trust in the leadership on a Likert Scale from 1–5.
At the end, all farmers were paid the amount they had won in the games.

Table 1 summarizes results from the first gaming round. Stated trust is higher
than the actual behaviour: participants indicated strong trust in the survey, but
most sent 3, 4 or 5 out of 10 coins in the first round.

The returns received in the previous rounds had their effects on the decision
in next rounds. A negative profit leads to almost a one coin reduction in the next
round, and a positive profit almost led to a one coin increase. Interesting is that
this effect declines over the rounds, the trust between the two partners stabilized.
Also a very high profit, does not lead to significantly more trust in the next round
in comparison with a moderate but positive profit. The experience-based trust
update factor can be estimated about 20%.

A large problem for smallholder farmers in Ghana is access to the market.
The 2SCALE program intends to link smallholder farmers to processors in the
APEX organization. A problem in the functioning of value chains is distrust
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between the actors. The large majority of the participants showed a high risk-
aversion, by preferring GHS 1 over 50% chance on GHS 5.

The eligibility of farmers for agricultural production loans significantly corre-
lates with the outcomes of the game data. In the field, these farmers are chosen
through a personal assessment by their leaders, but it is possibly based on higher
trust and risk preferences of these farmers. This same effect could work the other
way around: farming on credit could affect trust and risk preference.

3 The Agent-Based Simulation Model

This section describes the simulation, following the revised ODD protocol [7].
The simulation is programmed in NetLogo. Source code and details on calibra-
tion and sensitivity analysis are published under the title “Local soy value chains
in northern Ghana” in the model library at https://www.comses.net/.

Purpose. The purpose of the simulation is to evaluate value chain development
projects with respect to the role of trust and opportunities to hedge risk and
reduce transaction cost. The application domain is a soy supply chain in northern
Ghana, where projects aim to improve rural livelihood by developing sustainable
value chains for smallholder farmers.

Entities, State Variables, and Scales. The simulation models a single soy cluster.
Active entities in the simulation represent plots of land, farmers who cultivate the
land to produce soy, a farmers’ co-operative (APEX) that sells the produce on the
farmers’ behalf, another aggregator, and small-scale local processing groups that
contract farmers to deliver their produce. The processors which source soy from
the APEX are not represented in the simulation; no data about the negotiations
are available and the price is assumed to be aligned with external market prices.

A simulation typically includes approximately 2,000 farmers in groups of
64. From each group, one is given the role of group head, who decides about
requesting loans for the group and distribution of the cost in case members
default to redeem their loans. All farmers have a variable pointing to their group
head and a variable comprising the set of group members. Farmers have personal
characteristics: skills, risk avoidance, trust, and loyalty. Farmers maintain trust
in the other group members. All trust is represented as an experience-based
subjective probability that the others will redeem their loans. This group trust
is an important factor in the decision whether or not to request a loan. Farmer
agents also maintain trust in the suppliers of high quality seed. Trust in seed
suppliers depends on results obtained with seed sold as “high-quality”.

The APEX can have a capacity to store soy in case of low market prices. The
policy implemented in the simulation is that the APEX will sell a sufficient share
of the recent harvest to cover the production cost, including a compensation
for labor, and that the remaining part is stored until selling prices are at a
satisfactory level. Farmers deliver not only to the APEX. They can also sell
to small-scale processor local groups, which buy small volumes, but pay a good

https://www.comses.net/
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price; however, this demand is still low. In addition they may sell on local markets
if in urgent financial need, or, depending on their loyalty to the APEX, to other
aggregators when they offer a high farm gate price.

Process Overview and Scheduling. Natural conditions affecting the harvest, such
as rainfall, temperature, and pests, are represented by a single variable for which
a different random value is generated for each cropping season. The value of
natural conditions is equal for all farmers and thus affects the harvest of the
entire cluster. The range of harvest fluctuations due to natural conditions can be
set in the user interface. Similarly, market price is a system level variable that is
randomly generated for each cropping season. Market price is not correlated with
harvested volume in the simulation, since the external market price is assumed
to be the dominant factor for price setting in the downstream value chain.

Fig. 2 represents a time step in the simulation. A simulation typically spans a
period of twenty time steps, each representing a yearly soy cropping season. Seed
suppliers sometimes deliver bad seed in case of shortage. A user can simulate
this by using the “CHEAT WITH SEED”-button. Side-selling (delivery not to
APEX) can occur when a farmer is disloyal or faces urgent financial needs.

Fig. 2. Process sequence in a single time step representing a cropping season

Design Concepts: The simulation is based on value chain mapping and games
conducted as part of the 2SCALE project assessment. A single soy cluster is
modeled, with approximately 2000 plots of 1–2 acres, each cultivated by a farmer
with personal characteristics of trust, trustworthiness, and risk avoidance in
the ranges found in the value chain games. A co-operative (APEX), local food
processing groups, and traveling brokers collect the harvest. The farmers are
organized in groups, who can collectively apply for a bank loan to finance inputs
for a next cropping season, and are collectively responsible for redemption.
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Basic Principles: Crop growth depends on natural conditions, on quality of
inputs, and on farmers’ skills. Harvest and market price determine farm income
and thus the opportunities to redeem loans and to invest in next cropping sea-
sons. Farmers’ decisions are constrained by availability of capital (loans or sav-
ing from previous seasons) and are affected by their personal risk aversion and
trust. Trust is updated based on experience, and thus the farmers’ decisions also
depend on previous behaviors of group members and suppliers.

Emergence: Emergent features are harvests and farm incomes as indicators of
livelihood and supply chain viability.

Adaptation: Agents maintain trust in fellow group members and suppliers, and
update their trust based on experience.

Objectives: The farmers are assumed to optimize expected utility, taking trust
and risk perception into account.

Stochasticity: Variation of outcomes results from the randomly drawn natural
conditions and market prices, from trust which is modeled as a subjective prob-
ability, and from side-selling behavior where opportunities occur at random and
loyalty is modeled as a probability that a farmer will not side-sell.

Observation: The main observables are harvest and farm income. In addition, it
is interesting to observe trust development, number of loans, farmers’ savings,
number of farmers delivering to APEX, volumes delivered to APEX and other
channels, and stocks kept by APEX.

Initialization and Input Data. The simulation requires no other inputs than the
parameters that can be set in the user interface. Farmers’ personal characteristics
and plot sizes are generated at random from the ranges set in the user interface.
Table 2 displays default values, based on value chain mapping and games.

Submodels. The agents compare uncertain alternatives using utility functions of
the form U(r) = 1 − e−λr, where λ represents an agent-specific risk aversion
parameter and r the return value. Trust is expressed as a real variable on the
interval [0, 1], where 1 represents the belief (subjective probability) that the other
party will comply. 0 represents the belief that the other will certainly defect. In
case of a positive experience, trust is updated as τ ‘ = τ + δ+(1− τ); in case of a
negative experience, τ ‘ = (1 − δ−)τ , where τ ‘ represents the updated trust, and
δ+ and δ− are the positive and negative trust update factors, respectively.

4 Simulation Results

This section presents examples of simulation results, using the default settings
as represented in Table 2 and for some alternative interventions.
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Table 2. Default parameter values

Parameter Value Unit Parameter Value Unit

farms 2,304 min-natural-conditions 0.5

min-farmgate-price 700 GHS/ton savingsa FALSE

max-farmgate-price 1,600 GHS/ton min-risk-aversion 0.0025 1/GHS

local-market-price 700 GHS/ton max-risk-aversion 0.0100 1/GHS

loan-standard 750 GHS/ha min-initial-trust 0.8

cost-loan-insurance 200 GHS/ha max-initial-trust 1.0

optimal-seed-cost 150 GHS/ha min-loyalty 0

inoculant-cost 50 GHS/ha max-loyalty 1

other-production-cost 250 GHS/ha APEX-storage 0 tons

labour-cost 300 GHS/ton APEX-price-advantage 5,000 %

transaction-cost-market 0 GHS Local processing groups:

basic-expected-yield 1.0 ton/ha –number-of-members 34

optimal-seed-factor 2.00 –soy-demand-per-season 8 tons

inoculant-factor 1.25 –price-local-groups 4,000 GHS/ton

min-skills-factor 0.5 pos-trust-update-factor 0.05

farm-area 0.4–0.8 ha neg-trust-update-factor 0.10
a “savings” false: farmers are assumed to spend their revenue in the following season

Under default settings, variations in natural conditions and market price
cause variations in harvest and farm income, as shown in Fig. 3a. As a conse-
quence, some farmers default in redeeming their loans, group members must
support them, lose their group trust, and then refuse to participate in group
loan applications. In the long run, simulated soy supply and farm income tend
to decrease by 20% and 30%, respectively (average of 30 runs).

Reliable supply and availability of high quality seed and inoculant increase
soy supply on average by approximately 30. . . 40% in the simulation; average
farm income is in that case increased by approximately 50%, as shown in Fig. 3b.
However, the figure also shows that still much own seed is used over a long period.

A stable farm income is required for annual purchase of high quality inputs
and redemption of production loans, in order to sustainably realize the aforemen-
tioned improvements, as can be seen in the simulations underlying Fig. 3c, where
long-term average price remains the same, but price fluctuations are reduced.

Another option could be price support in years with low market price. If, for
instance, the minimal farm gate price is raised from 700 to 1,000 GHS per tonne,
and the average price to 1,300 instead of 1,150 GHS per tonne over the simulation
period, average farm income increases by another 50%, approximately.

When price support cannot be realized, the use of APEX facilities to store
part of the harvest and wait for high market prices can have a positive effect
on farm income. Simulations show an average income increase by approximately
20% with APEX storage capacity up to 2000 tons, when a policy is applied
to sell the volume required to compensate the farmers for the production cost
and postpone further sales, waiting for a good price. However, this only has its
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Fig. 3. Examples of NetLogo simulation output for default (a) and two alternative
(b, c) scenarios, showing the evolution of harvest and the fractions produced with top
quality seed and own seed, and average farmer’s gross margin and financial balance
(*scenarios b and c: inoculant and top seed availability = 100% and no cheating occurs;
**c: reduced price fluctuation: 1100–1200GHS/ton instead of 700–1600GHS/ton)

effect when weaker farmers’ skills are reinforced, in order to produce a sufficient
volume for delayed sales. Currently, a substantial part of the harvest must be
sold on short term to cover the weaker farmers’ production cost.

Fig. 4. Examples of NetLogo simulation output with parameter settings as in Fig. 3,
but with demand from local processing groups increased from 8 to 100 tons
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An effective approach to improve availability of means for purchasing of
inputs for the next season is the development of local sales by developing local
food processing that can offer a good, stable price. Figure 4 presents results of
simulations with local demand set to 100 tons in stead of the current default of 8
tons. In the present simulations a price of 4 GSH/kg is used, as is mentioned in
the value chain mapping report. However, it is questionable if such a high price
can persist. The price may be assumed to converge to global market prices when
local processing industry develops and sources larger volumes.

5 Conclusion

The paper reported on an agent-based simulation as part of the Value Chain
Lab (VCL). The simulation is calibrated to data collected in other components
of the VCL: desk research, interviews in a field mission, and behavioral economics
games played with actual actors in the value chain. The results show the useful-
ness of agent-based simulation to explore potential consequences of interventions
in value chains with many actors, with diversity in properties such as farm man-
agement skills, farm size, risk aversion, trust, and loyalty. The VCL approach
is feasible in other situations where such factors play their roles [5]. However,
the simulation must for each situation be adapted to the specifics of land use,
products, value chain actors, their relationships, and planned interventions.

Focusing on the case of soy supply in northern Ghana, the simulation runs
showed that if stable and reliable supply of high quality seed and inoculant
are available, considerable soy supply and farm income improvements can be
realized, under the condition that market price fluctuations can be absorbed. If
prices cannot be stabilized by price support or contracts offering a good minimum
price, according to the simulation, collective storage and development of small-
scale local processing can be good alternatives, provided that good inputs are
available and skills of weaker farmers are extended.

It should be noted that, in spite of the extensive and detailed data used,
simulations are abstractions and have limited scope. For instance, in the present
simulation no data is available about farmers’ choices to grow soy or alterna-
tive crops. Furthermore, no data is available on negotiations or contracting by
APEX/group leaders with downstream parties. For such reasons, one cannot
expect simulations to provide reliable quantitative predictions of intervention
consequences. However, simulations prove useful in exploring tendencies result-
ing from interventions in complex systems with a great diversity of actors.
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and Valéria Delisandra Feltrim
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Abstract. The multi-label classification of film genres by using features
extracted from their synopses has recently gained some attention from
the scientific community, however, the number of studies is still limited.
These studies are even scarcer for languages other than English. In this
work we present the P-TMDb dataset, which contains 13, 394 Portuguese
film synopses, and explore the film genre classification by experimenting
with nine different groups of textual features and four multi-label algo-
rithms. As our dataset is unbalanced, we also conducted experiments
with an oversampled version of the dataset. The best result obtained for
the original dataset was achieved by a TF-IDF based classifier, presenting
an average F1 score of 0.478, while the best result for the oversampled
dataset was achieved by a combination of several feature groups and
presented an average F1 score of 0.611.

Keywords: Multi-label classification · Film genre · Textual features ·
Natural Language Processing

1 Introduction

In recent years, the access to a large number of information about audiovisual
media has become commonplace with websites like The Movie Database (TMDb)
providing free access to meta-data from hundreds of thousands of titles. Such
databases need to be correctly classified within a number of genres, since genre is
an important information for retrieval and recommendation systems. Neverthe-
less, genre classification is often done manually, demanding not only significant
time and resource but also allowing a high subjective and error margins, since the
categorization is done by individuals with their own biases and usually without
formal definitions for each genre.

There are a number of studies about automatically film genre classification.
Their majority relies on audiovisual features or a combination of audiovisual
and text features that are, usually, extracted from closed caption. However,
few studies have tackled such classification problem by analyzing film synopses,
c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 669–681, 2019.
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which are some of the most commonly meta-data about films available in movie
databases, and even fewer have explored the effects of different textual features
on synopses of a specific language.

In this paper we present a study aimed at evaluating the efficacy of different
textual feature extraction methods in the task of film genre classification based
on synopses written in Portuguese. We also present the P-TMDb dataset, a
multi-label dataset containing 13, 394 Portuguese synopses classified within 18
genres. Experiments using multi-label classifiers showed that traditional text
features performed better on the original dataset, but a combination of features
improved results when we resampled the dataset to reduce its imbalance.

The remaining of this paper is organized as follows. Section 2 presents some of
the literature that has been published regarding the theme. In Sect. 3 we describe
the P-TMDb dataset, as well as other methodological aspects. Experimental
results are presented in Sect. 5. Finally, Sect. 6 presents the conclusions of this
study and directions of future work.

2 Related Works

Different studies have addressed the classification of films by genre using a variety
of sources for the extraction of features, such as the ones of Rasheed et al. [20],
Zhou et al. [26], Huang and Wang [11] and Wehrmann and Barros [25], that used
audiovisual features; Austin et al. [1], that used musical scores; and Ivasic-Kos
et al. [12], that extracted features from movie posters. It can be observed, how-
ever, that there are a limited number of studies that tackled the film classification
problem by analyzing the content of synopsis.

Hoang [10] approached a similar multi-label film classification problem to ours
using three classification approaches: Naive Bayes; Word2Vec+XGBoost; and
Recurrent Neural Networks applied to an english dataset consisting of 255, 853
synopses from the IMDB website. The author noted that by making use of Gated
Recurrent Units (GRU) they were able to achieve a F1 score of 0.56, Jaccard
Index of 50, 0% and hit rate of 80, 5%.

The study of Rahman and Kadir [18] addressed film genre classification using
synopses of Indian movies. The authors conducted experiments with learning
algorithms such as Naive Bayes, Logistic Regression, K-Nearest Neighbors, Deci-
sion Trees and Linear SVM on a dataset containing 13, 868 synopses. The best
result reported in the study was an average of 0.421 precision, 0.36 recall, and
0.386 F1 score by using the Naive Bayes algorithm.

Ho [9] approached the classification of multi-label film synopses by analyzing
a 16, 000 synopses dataset from the IMDB website. The study evaluated four
classification methods: One-Vs-All approach with SVM; Multi-label K-nearest
neighbor (ML-KNN); Parametric mixture model (PMM); and Neural network.
The best results reported by the author were 0.51205 of precision, 0.61631 of
recall and 0.54999 of F1 score, achieved by a SVM classifier trained on balanced
subsets of the original training set.

Our study is similar to the ones presented by [10,18] and [9] as all of them use
synopses as the information source. However, none of the presented works focused
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on evaluating and combining different textual feature extraction methods, or
used synopses written in Portuguese, which is the case of our study.

3 Methodology

In this section we present the P-TMDb dataset and its resampled version P-
TMDb(+), as well the feature groups, multi-label classification algorithms, and
the setup used in our experiments.

3.1 The P-TMDb Dataset

The Movie Database (TMDb)1 is an international community-driven website
established in 2008 dedicated to archiving and distributing meta-data for movies
and TV shows. The website currently hosts information of over 450, 000 movies
and 80, 000 TV shows (including over 100, 000 TV show seasons and 1, 600, 000
episodes) in 39 languages. The data provided by the TMDb website is accessed
by over 200, 000 developers and companies through over 3 billion daily requests.

In this work we have used the TMDb website’s API to obtain titles, syn-
opses, and genre tags for a total of 13, 394 movies, which corresponds to the
Portuguese language synopses subset of the site’s database currently available.
The collected synopses are related to 18 genres, namely: Action, Adventure, Ani-
mation, Comedy, Crime, Documentary, Drama, Family, Fantasy, History, Horror,
Music, Mystery, Romance, Science Fiction, TV Movie, Thriller, and War. The
genre distribution for the extracted P-TMDb dataset2 can be observed in Fig. 1.

Fig. 1. Genre distribution for the P-TMDb dataset.

1 https://www.themoviedb.org.
2 P-TMDb and P-TMDb(+) datasets are available upon request.

https://www.themoviedb.org
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Due to the imbalance among genre frequencies in P-TMDb, we resampled
the original dataset into a new one. The P-TMDb(+) dataset was obtained by
oversampling the P-TMDb with the algorithm LP-ROS (Label Powerset Random
Oversampling) [4]. An increase of 25% of the original dataset’s size was obtained
by identifying the least frequent Label Powersets (LP) present in it and randomly
replicating their entries.

Table 1 presents some metrics for both the P-TMDb and P-TMDb(+). We
can observe that after the 25% resampling of the dataset, the average number of
labels per synopsis (Cardinality), and the proportion of single labelled synopses
(PropSingleLabel) of the datasets have not undergone significant changes as their
values have been increased by 0.34 and decreased by 0.06 respectively. The most
significant changes come when we analyze the imbalance ratios (IR), which show
the proportion between the genre distribution for each genre and the occurrence
of the most frequent genre. P-TMDb(+) shows a reduction of over 62% of the
maximum IR, while the average IR has been reduced in roughly 32%, which
shows that the oversampling algorithm applied to the dataset had some success
in resolving the imbalance among genres.

Table 1. Metrics for the P-TMDb and P-TMDb(+) datasets.

P-TMDb P-TMDb(+)

Total of synopses 13,394 16,803

Cardinality 2.27 2.61

PropSingleLabel 0.30 0.24

Maximum IR 37.92 14.39

Average IR 6.97 4.73

3.2 Features

In this section we present the feature groups evaluated in this study. It is worth
noting that before the feature extraction phase we made use of stemming and
stop word removal techniques, when applicable.

The first feature group (G1) is composed of simple structural data about
each synopsis. The features in this group represent a count of the number of
sentences, terms, and characters in each synopsis.

The second feature group (G2) consists of features that use the Term Fre-
quency - Inverse Document Frequency (TF-IDF) measure, which measures the
occurrence of any given term in relation to the number of different documents in
which they occur [19]. For this study, we have used the TF-IDF measure by first
extracting TF-IDF values for every 1-gram, 2-gram and 3-gram in the training
dataset. A table T is then constructed relating all i synopsis genres and all j
possible n-grams in the training dataset, therefore T (i, j) represents the sum of
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all TF-IDF values for the n-gram j in synopses of the i genre. We then apply the
chi-squared test [16], in which the class distribution in the training dataset is
used in conjunction with a normal distribution in order to identify the 1, 000 n-
grams with highest probability of being statistically characteristic of the dataset.
The final feature group is then given as a 1, 000 dimension vector in which each
position represents the TF-IDF value for one of the identified n-grams.

The third feature group (G3) correspond to features representing the presence
of each genre’s name within the synopsis. Given a synopsis, this group represent
it by a 18-dimensional binary vector indicating if the name of a given genre was
identified within the synopsis.

The fourth feature group (G4) makes use of dictionaries of frequent terms.
We constructed 18 dictionaries, one for each genre, such that for a genre i, its
dictionary contains the 100 most frequent terms found in genre i synopses. In
the feature extraction phase, each term in the analyzed synopsis is searched
within all dictionaries and a 18-dimensional vector is constructed representing
the number of terms in the synopsis that could be found in each genre dictionary.

The fifth feature group (G5) contains five features representing the frequency
of verbs, nouns, adjectives, adverbs, and pronouns in the synopsis. We used the
NLPNET (Natural Language Processing with neural networks) [5] for POS (Part
of Speech) tagging.

The sixth feature group (G6) is composed of four features that capture lin-
guistic aspects of the text as proposed by Zhou et al. [27] and used by Monteiro
et al. [15]. These features were originally proposed with another context in mind
(deception detection), however, we decided to use it as they capture aspects
that can be characteristic of some genres, namely: pausality, which is defined
as the proportion between the frequency of punctuation marks and number of
sentences in the synopsis; emotiveness, defined by the proportion between the
number of adjectives and adverbs in relation to the number of verbs and nouns;
uncertainty, defined by the total number of modal verbs and uses of the passive
voice; and non immediacy, measured by the total number of first and second
person pronouns.

The seventh feature group (G7) makes use of the LIWC (Linguistic Inquiry
and Word Count) dictionary in order to calculate the relative frequency of emo-
tions, thinking styles, social considerations and POS in the analyzed synopses.
We used a Portuguese version of LIWC [2] based on LIWC2001 [17]. The dictio-
nary, composed of over 27, 149 terms classified in 64 semantic classes, was used
to extract a 64-dimensional vector for each synopsis representing a normalized
count of each class present in the dictionary.

The eighth feature group (G8) makes use of the LDA (Latent Dirichlet Allo-
cation) probabilistic model [3], in which each entry of the dataset is assumed to
be a combination of a set of topics, which in turn are composed by probabilities
of term occurrences. The implementation for the LDA model extraction algo-
rithm was made available through the Gensim toolkit [22]. This feature group
consists of a 50-dimensional vector representing the probability of a synopsis to
belong to each of the 50 topics modelled using LDA.



674 G. Portolese et al.

The ninth feature group (G9) is based on the use of embeddings, which
as described by Hartmann et al. [6] are non-sparse numeric vectors capable of
representing terms and their relations in a n-dimensional space while capturing
syntactic, semantic and morphological information about them. In this study we
make use of the Paragraph Vector model described by Mikolov and Le [14] to
train paragraph vectors of 1, 000 dimensions on the training set. For that, we
used the Doc2Vec implementation available at the Gensim framework. In the
feature extraction phase, the position of the synopsis in the embedding space is
calculated by the weighted average position of each of it’s terms using their TF-
IDF values as weight. The final 1, 000 dimensions vector of the features represents
the position of the synopsis in the embedding space.

3.3 Classifiers

We evaluated four different multi-label classification methods using the imple-
mentations available at the MEKA toolkit [21], namely: Binary Relevance [23],
Classifier Chains [13], RAkEL (Random k-Labelsets) [24], and Deep Back-
Propagation Neural Network (DBPNN) [8]. All multi-label classifiers used J48,
which is decision tree algorithm, as base classifiers, since its performance were
comparable to the SVM (Support Vector Machine) classifier and it has a reduced
computational cost.

The J48 classifiers were induced with the following main initializing param-
eters: default threshold for pruning of 0.25 and minimum number of instances
per leaf of 2. The RAkEL classifier was initialized with the following parameters:
number of subsets of 10 and number of labels in each subset of 3. The DBPNN
classifier was initialized with the following parameters: number of restricted
Boltzmann machines (RBM) of 2, number of hidden units of 10, learning rate of
0.1 and momentum of 0.1.

4 Experimental Setup

We conducted 28 experiments using different feature groups combinations on
both P-TMDb and P-TMDb(+) datasets. An overview of which feature groups
were used in each experiment can be found in Table 2. Experiment E00 was the
only one which used a single feature group (G2), and it was included in the
study because it achieved the best results among all individual feature groups.
All other experiments used combinations of features groups as we seek to combine
lexical, morphosyntactic and semantic features. It is worth mentioning that we
evaluated several other combinations of groups, but due to space limitations, we
have chosen to present only ones with best performance.

All experimental results were estimated using 10 fold cross-validation. The
metrics used to assess classifier performance were label-based Precision, Recall
and F1 score [7]. We averaged them using a micro-averaging approach, in which
each label’s distribution in the dataset affects its weight in the final metric’s cal-
culation. Equations 1, 2 and 3 present the formulas provided by Herrera et al. [7]
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Table 2. Overview of the feature groups used in each experiment.

Ex. Feature groups Ex. Feature groups

G1 G2 G3 G4 G5 G6 G7 G8 G9 G1 G2 G3 G4 G5 G6 G7 G8 G9

E00 X E14 X X

E01 X X X E15 X X X X

E02 X X E16 X X X

E03 X X E17 X X X

E04 X X E18 X X X X X X X

E05 X X E19 X X X

E06 X X X X E20 X X

E07 X X X E21 X X

E08 X X X E22 X X

E09 X X X X X X X E23 X X

E10 X X X E24 X X X X

E11 X X E25 X X X

E12 X X E26 X X X

E13 X X E27 X X X X X X X

to calculate Precision, Recall and F1 score for each label, where TPl, FPl, TNl

and FNl correspond, respectively, to the number of True Positives, False Pos-
itives, True Negatives, and False Negatives for a single label l in the L set of
possible labels. Equation 4 presents the averaging method applied to the used
metrics, where EvalMet corresponds to each of the metrics presented above.

Precisionl =
TPl

TPl + FPl
(1)

Recalll =
TPl

TPl + FNl
(2)

F1-Scorel = 2 × Precisionl ×Recalll
Precisionl + Recalll

(3)

MicroMet = EvalMet(
∑

l∈L

TPl,
∑

l∈L

FPl,
∑

l∈L

TNl,
∑

l∈L

FNl) (4)

5 Results

Tables 3 and 4 present the averaged precision, recall and F1 values across all
cross-validation runs by each of the four classifiers.

By analyzing Table 3, we can confirm that the usage of the TF-IDF feature
E00 was able to produce a micro F1 Score of 0.478 when classified by the Binary
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Relevance classifier, which represents the best result for P-TMDb. It is interest-
ing to note that every other experiment among the best results also uses the TF-
IDF feature group, although their results were worsened when TF-IDF were used
in conjunction with others. We can conclude then that TF-IDF were successful
in representing some of the genre specific information that served to improve
their classifier’s performance, while the addition of other feature groups may
have increased the dimensionality of the feature vectors in a way that impacted
their classifiers negatively.

We may also note that all of the experiments that used the embeddings
feature group (G9) ranked among the lowest micro F1 scores obtained, showing
that the Doc2Vec vectors created from the training sets for each experiment
have failed in representing meaningful genre characteristics that would aid in
their classification. We may speculate that the relatively small size and high
imbalance levels of the P-TMDb dataset may have contributed in affecting the
trained embedding model negatively.

The results presented in Table 4 show that the resampling of the original
dataset has led to significant improvements in classifiers performance. The best
overall experiment for P-TMDb(+) was E27, which combines the Structural
Data (G1), TF-IDF (G2), Genre’s Name (G3), POS frequency (G5), Linguistic
Aspects (G6), Semantic Class (LIWC) frequency (G7), and LDA (G8) groups,
presenting an average micro F1 Score of 0.611. It is interesting to note, however,
that experiment E22 achieved the third highest micro F1 Score of 0.606 by using
TF-IDF (G2) and Semantic Class frequency (G7), and experiment E26 achieved
the second highest average micro F1 of 0.610 by using the same feature groups of
E22 in addition to the LDA (G8) model group, meaning that the overall impact
of all other groups improved the results only by 0.001. These results show that
features that capture semantic aspects are helpful when combined with lexical
features like TF-IDF.

Comparing the average micro F1 of experiments E00 on both P-TMDb and
P-TMDb(+), 0.478 and 0.537, respectively, we can see that the resampling of
the dataset led to a significant improvement in the classifiers performance. It
can be speculated that the imbalance level present in the dataset, which was
mitigated in P-TMDb(+) (as can be verified on Table 1), had been impacting
the classifiers negatively.

Upon analyzing the combined experiments results from both datasets, we
may also compare the results for each classifier individually. The overall best clas-
sifier in both cases was the Binary Relevance classifier as it was able to produce
significantly better results on the experiments with P-TMDb, and marginally
better results than the other classifiers on experiments with P-TMDb(+). The
Classifier Chains and RAkEL classifiers produced relatively similar results for
P-TMDb, with the former being able to produce slightly better results than the
latter for P-TMDb(+). The Deep Propagation Neural Network based classifier
presented little variation in its micro F1 Scores throughout all experiments and
datasets, leading us to the conclusion that a deep neural network is not suitable
for the datasets used in this study, probably due to their reduced number of
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samples when compared to datasets used for in studies based on deep neural
networks.

By analyzing the Precision and Recall values across all experiments and
datasets, we can note that, although usually comparable, their values show some
discrepancy for the Classifier Chains and RAkEL classifiers, with the former
presenting higher Precision values and the latter presenting higher Recall values.

6 Conclusions and Future Work

In this work we explored the use of textual features extracted from synopses
written in Portuguese for the multi-label classification of film genres. We have
presented the P-TMDb dataset consisting of 13, 394 film synopses, as well as a
derived dataset, P-TMDBb(+), obtained through oversampling. A total of nine
feature groups have been evaluated through 28 experiments per dataset. The
best overall classification result for P-TMDb presented an average F1 Score of
0.478 by using TD-IDF, while the best result for P-TMDBb(+) presented an
average F1 Score of 0.611 by making use of the majority of the feature groups.
Both results were obtained by using the Binary Relevance classifier.

TF-IDF proved to be the most effective feature group, presenting the best
F1 Score among groups when used individually. At the same time, Doc2Vec
features presented the worst results among individual groups and their combi-
nations. Regarding group combinations, they were combined in an “early fusion”
manner, and since the dimensionality of the feature groups varies, it might have
influenced the results. As future works, we intend to combine classifiers based on
individual feature groups using “late fusion” strategies, explore other multi-label
classification approaches, such as ensemble methods, as well as the learning of
representations (i.e. deep learning).
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Abstract. Semantic Role Labeling is the task of automatically detect-
ing the semantic role played by words or phrases in a sentence. There is a
small number of studies dedicated to Semantic Role Labeling in the Por-
tuguese language, and the obtained performance is far from that of the
English language. In this article, we propose an end-to-end semantic role
labeler for the Portuguese language, which leans on a deep bidirectional
long short-term memory neural network architecture. The predictions are
used as inputs to an inference stage that employs a global recursive neu-
ral parsing algorithm, tailored for the task. We also provide a detailed
analysis of the effects of word embedding dimensionality and network
depth on the overall performance of the proposed model. The proposed
approach outperforms the state-of-the-art approach on the PropBank-Br
corpus, while reducing the relative error in approximately 8.74%.

Keywords: Information analysis · Deep learning · Semantic parsing

1 Introduction

Semantic Role Labeling (SRL) is a Natural Language Processing (NLP) task
whose goal is to capture and represent the participants and circumstances of
events or situations typically expressed in human languages. These event struc-
tures are revealed by providing answers to questions such as who did what to
whom, where, when and how. Formally, the task is to determine the semantic
role played by each argument of a given predicate in a sentence.

SRL approaches are usually considered intermediary techniques that play an
important role towards the natural language understanding. Previous investi-
gations had proven its utility in a wide range of NLP tasks, such as question
answering, text summarization, information extraction, machine translation, and
co-reference resolution [7,19,34].
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However, SRL is a challenging task. A model’s performance depends on
its ability to deal with language aspects like syntactic alternations, selectional
restrictions, and ambiguity. For the English language - the most frequently
addressed language in the literature - the state-of-the-art performance reaches
approximately 83 F1-score points [16]. Regarding the Portuguese language, the
research is still incipient. There is a scarcity of lexical resources and publicly
available tools what hampers new research.

Earlier approaches employed statistical machine learning models that relied
on the extraction of complex morphological and syntactic features, as well as on
a series of declarative constraints [26,27,30]. Recently, there has been a rapid rise
in the usage of neural networks, exploiting its feature induction capabilities. It
reduces the overall complexity while achieving competitive results [8,16,35]. In
this context, Recurrent Neural Networks (RNN) have received attention, and
recent studies demonstrated that its natural ability to articulate long-range
dependencies is beneficial for NLP tasks [13,21,29]. However, approaches using
RNN architectures in the SRL task for the Portuguese language are lacking so
far.

In this paper, we present an end-to-end semantic role labeler for the Por-
tuguese language that address the SRL problem as a supervised sequence labeling
task. Our one-step approach uses the IOB tagging schema and a word embed-
ding model in a deep bidirectional long short-term memory neural network (deep
BiLSTM). The network predictions are inputs to an inference mechanism that
uses a global recursive neural parsing algorithm, specifically tailored for the SRL
task. Our method requires a minimal feature engineering process and does not
depend on syntactic parsing. In addition, we provide a throughout investigation
on the effects of word embedding dimensionality and network depth on the over-
all performance of our approach. Experimental results with the PropBank-Br
corpus [9] show that our SRL approach outperforms the state-of-the-art app-
roach reported on literature for the Portuguese language.

The remainder of this article is organized as follows: in Sect. 3 section we
describe our system. In Sects. 4 and 5, we describe the setup and the results of
the experimental evaluation of our approach, respectively. Finally, in Sect. 6 we
present our concluding remarks and directions for future research.

2 Related Work

The deep BiLSTM model does not resort to syntactic features [35]. This app-
roach, also based on word embeddings, outperformed previous studies based on
syntactic features in the English language using the CoNLL-2005 and CoNLL-
2012 data sets. Unlike this work though, they employed a Conditional Random
Field (CRF) layer at the inference stage and did not investigate the effects
of word embedding dimensionality on the model’s performance. In a similar
architecture, feature templates based on part-of-speech information were added
and produced a state-of-the-art labeler for the Chinese language [33]. Another
BiLSTM architecture was applied in SRL task on the English language [16].
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They focused on network initialization, hyper-parameter optimization, and in
the incorporation of recent training techniques such as highway connections and
recurrent dropout. Our system may be seen as a hybrid of these approaches,
considering their useful observations and experiences.

Regarding the Portuguese language, a preliminary architecture for the SRL
task was proposed [2]. Their supervised approach, dependent on morphosyntactic
features, consists of a pipeline that uses Naive Bayes and Decision Trees as
classifiers. The system though uses an early version of PropBank-Br (v1.0) and,
most importantly, relies on golden syntactic trees provided by the corpus, an
inexistent condition under real-world circumstances. These factors prevent a
direct comparison with our results.

The use of a fully automated semantic role labeler for the Portuguese
language was already provided [2].The system (NLPNET1) was trained on
PropBank-Br v.1.1 and is heavily based on SENNA’s approach [8]. The fun-
damental difference between these systems regards the number of stages they
employed: SENNA utilizes an one-step approach while NLPNET, after eval-
uating the one-step strategy, adapted its architecture transforming it into a
two-step pipeline. Experiments were also conducted to verify the impact of the
addition of syntactic chunks to the feature templates used in the original sys-
tem. Their best single training session yielded 65.13 F1-score points, an overall
performance far inferior compared to that of SENNA (a margin of 10 F1-score
points). To the best of our knowledge, this is the only functional SRL system for
the Portuguese language whose source code is publicly available and, therefore,
is referred throughout this work as our baseline system.

Two approaches, [2] and [10], were compared [15] (the preliminary approach
of) in a hybrid lexicon, specifically created for this task. This new corpus incorpo-
rated two subsequent versions of PropBank-Br. Their main goal was to evaluate
the accuracy of these systems under revised and non-revised syntactic trees using
a larger and balanced corpus for the Brazilian Portuguese. Their results indi-
cate that NLPNET systematically yielded an inferior performance. Our results
cannot be compared to this system since the new corpus is not publicly available.

Semi-supervised learning has also been investigated in the Portuguese lan-
guage. An architecture based on a self-training strategy in a three-stage pipeline
which uses maximum entropy classifiers was proposed [1]. In this article, how-
ever, the authors focused on the discussion of topics such as data preparation,
feature extraction, and methodology, without providing practical results. The
self-training strategy was materalized in a later study [5]. This article though
considered only three commonly used verbs in Portuguese language (give, say,
and do). Their results point that a supervised method must be exposed to over
at least 40% more labeled arguments to achieve a comparable performance level,
a promising observation considering the limited size of the PropBank-Br corpus.

1 Available at http://nilc.icmc.usp.br/nlpnet/.

http://nilc.icmc.usp.br/nlpnet/
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3 The Semantic Role Labeler Approach

This section outlines our approach2, providing details about the relevant parts
of our semantic role labeler.

3.1 Word Representations

The word representations utilized in this article were obtained by the application
of the skip-gram model [25] on the full dump of the Brazilian Portuguese version
of Wikipedia corpus. In this architecture, given a sliding window of words, one
attempts to predict the adjacent words (the context) based on the central word
(the target token). The model offers good representation for rarely seen tokens
and outperformed other models in NLP tasks such as sentiment analysis and
syntactic parsing [23].

After extracting the raw text from the Wikipedia corpus, we used the NLTK
Punkt tokenizer [4] for sentence splitting on each of its articles. Sentences
obtained were then lowercased, followed by a series of transformations that
included accents removal, punctuation separation, and substitutions3. At last,
each resulting sentence was tokenized, feeding the skip-gram training algorithm.

We trained three distinct word representations with 50, 100 and 150 dimen-
sions, respectively. [24] suggest that a vector dimensionality between 50 and
150 yields the best accuracy values for extrinsic tasks and it is worthwhile to
carefully choose word embedding dimensionality for such tasks. In all three mod-
els, we employed a context-window of size 5, discarding the tokens with a total
frequency lower than 5. Models were trained for ten iterations with an initial
learning rate of 0.025 that linearly decays until reaching the minimum learn-
ing rate of 0.0001. After traversing 10,690,000 sentences distributed in 957,206
Wikipedia articles for approximately 2 h of training per iteration4, we obtained
a vocabulary containing 436,190 unique tokens. This number covers more than
99% of the tokens used in PropBank-Br (we missed 138 tokens). Further anal-
ysis on the missing tokens revealed that they are primarily composed of rarely
seen nouns and first-person verbs - an infrequent narrative style in Wikipedia,
but common in journalistic and opinion texts such as those in PropBank-Br. We
chose to represent these words by randomly generated vectors.

3.2 Deep Bidirectional Long Short-Term Memory (BiLSTM) Model

A recurrent neural network (RNN) is a neural network architecture designed to
learn tasks whose output is not only dependent on the current input, but also
from previous input events. These networks usually have a form of a chain of
cell instances (also known as memory blocks) where feedback connections are

2 The source code is available at https://github.com/dfalci/deep pt srl.
3 Sequences of numbers were transformed into the ‘#’ token while email addresses and

URLs were replaced by the ‘@’ token.
4 The training time varies according to the dimensionality.

https://github.com/dfalci/deep_pt_srl
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responsible for transmitting the weight of previous events throughout its struc-
ture. The standard RNN implementation suffers from exploding and vanishing
gradient problems that, during the training stage, prevents the network from
learning long-term dependencies [3]. To overcome the vanishing gradient problem
[17], we proposed a kind of RNN architecture based on long short-term mem-
ory (LSTM) cells in its hidden units. Each LSTM cell has a gating mechanism
responsible for controlling the portion of information that will be propagated to
its internal structures and the rest of the chain. One of its distinctive abilities
concerns preserving sequential information over long time periods.

The following equations explain the internal mechanism of each LSTM cell:

it = σ(xtU
i + ht−1W

i)

ft = σ(xtU
f + ht−1W

f )

ot = σ(xtU
o + ht−1W

o)

gt = tanh(xtU
g + ht−1W

g)

ct = ft � ct−1 + it � gt

ht = ot � tanh(ct)

Formally, let S represent a sequence of input vectors x with an arbitrary
length n, such that S = {x1, x2, ..., xn}. In this case, t designates a given time
step in S. Weight matrices U and W are adjusted during the training phase.
The σ symbol indicates a logistic sigmoid function and � represents an element-
wise multiplication. The input gate it determines whether or not the current
input is worth preserving while the forget gate ft computes the proportion of
the previous hidden state that must be forgotten. The cell state ct is obtained
through an operation that requires the multiplication of the new memory state
gt and input gate it added with the previous cell state ct−1 attenuated by the
forget gate ft. The hidden state ht uses the output gate ot to discover the part
of the cell state ct that will be exposed to the rest of the chain.

The traditional LSTM architecture (unidirectional, left-to-right or right-to-
left) only considers information from the previous time steps to produce each
output. Bidirectional LSTM (BiLSTM) architecture [13,14], in contrast, consid-
ers both historical and future steps in order to learn information from preceding
as well as future input events. The Bidirectional LSTM (BiLSTM) architecture
contains forward (left-to-right) and backward (right-to-left) LSTM layers whose
outputs are merged by concatenation in a new layer that, intuitively, encodes
past and future information. BiLSTM layers are typically stacked in k bidirec-
tional layers. This arrangement, as occur in other types of multi-layer networks,
enables capturing higher levels of abstraction yielding superior performance in
sequence labeling tasks such as part of speech tagging, chunking, and named
entity recognition [18,31].

Given a proposition expressed in natural language and its respective predi-
cate, we start by the feature extraction stage. Our features, listed below, were
inspired by [16,33,35] and are performed for each token in the proposition.
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– Token embeddings: we capture the word representations for each token in a
sentence, including the predicate. A look-up table operation is performed in an
embedding matrix initialized with the word vectors computed as mentioned
in Subsect. 3.1.

– Predicate embeddings: through a look-up table operation, the word vector
for the given predicate is extracted and repeated for each token in a propo-
sition. This time, however, to save memory, the embedding matrix contains
only the predicates used by PropBank-Br.

– Capitalization: as our word representations are lowercased, capitalization
is not naturally encoded by our model. To overcome this issue we created a
set of binary features that indicate whether all characters in a given token
are capitalized, contain any capital letter, or are lowercased.

– Path to predicate: the path to the predicate is given by the relative position
of a token in a sentence with respect to the predicate position. Thereby, the
token whose position coincides the predicate position is valued as 0 while the
tokens that occur before and after the predicate are represented with negative
and positive values, respectively. Practically, a sentence containing five tokens
whose predicate occur in the fourth position would have its tokens labeled as
{−3,−2,−1, 0, 1}.

– Predicate context: this binary feature indicates whether a given token is
inside the predicate context or not. To compute the predicate context, we
apply a fixed window of size five where the predicate occupies its center. If a
token is inside this window, then the token is said to be a member of predicate
context (the value one is assigned).

These features are concatenated and feed the deep BiLSTM network that
will compute abstract representations from propositions. The output of the last
BiLSTM layer is attached to a softmax layer that, for each input token contained
in the original proposition, yields the probability distribution over all the possible
semantic roles (39 roles), creating a probability matrix. At last, in order to obtain
the final prediction for the whole proposition, this probability matrix is sent to
the global recursive neural parsing algorithm, explained in more detail in the
following subsection.

3.3 Global Recursive Neural Parsing

As mentioned before, BiLSTM networks can make decisions based on contextual
information from previous and future input events. However, its output does not
explicitly encode the functional dependencies and constraints that exist at the
sentence level (global level). For instance, PropBank formalism states that core
roles can occur at most once per proposition, but a network, due to its localized
nature, may assign the same role for multiple tokens in the same proposition.
Under these circumstances, if our final predictions are made by using only net-
work predictions, we are exclusively relying on the model’s ability to indirectly
learn global dependencies. In this context, a minimal mistake may invalidate the
whole sentence tagging.
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Existing literature addresses such problem by applying a global inference
mechanism whose objective is to find the best overall labeling for a given sen-
tence. Dynamic programming algorithms such as Viterbi are candidates for solv-
ing this type of problem. The argument is that the usage of a transition state
matrix naturally excludes violating sequences [26,30]. The inference stage can
also be modeled as an Integer Linear Programming (ILP) problem where one
attempts to maximize the sentence labeling probability observing the formalism
constraints translated to an ILP solver [27]. At last, It is possible to rely on a
re-ranking strategy that uses a second classifier which aggregates features from
sentence and frame level features [32].

Our global inference stage is based on the recent work of [22] that proposed
the global recursive neural parsing algorithm. It directly searches the space of
all possible labels derived from the network predictions with no dynamic pro-
gramming techniques. The approach may be seen as a special case of A∗ algo-
rithm and was tested on Combinatory Categorial Grammar (CCG) parsing. The
results point to an accurate and efficient model, finding optimal parse in 99.9%
of sentences while exploring only 190 subtrees on average.

As in a standard A∗ search algorithm, the score function s of a partial
sequence of nodes until the time step t is given by the equation s(t) = g(t)+h(t)
where g function is the cost of the path from starting node to node t and h
function indicates an admissible heuristic for best path. Regular opening cost
function g was modified by the introduction of a constraint function c that yields
a non-negative score whenever the candidate sequence violates any global con-
straint and 0 otherwise (Eq. 1). Hence, the opening cost is given by summing
over the network probabilities output (represented as log p) subtracted from the
violation cost from the starting node until time step t.

g(w, yt) =
t∑

i=1

log p(yi|w) − c(w, yi) (1)

The role of constraint function c is to discourage node exploring whose partial
path leads to an invalid sequence of tags. The following global rules have been
encoded into this function:

– PropBank constraint: As described in [9], core semantic roles (A0–A5) and
adjunct arguments (AM) must be utilized at most once in a given proposition.
Therefore, repeating semantic roles yields the violation score of 10.

– IOB schema: The constraints implemented here penalizes any partial
sequence that does not produce a valid IOB sequence, such as the case where
an inside tag (I) is not preceded by the begin tag (B). Here, the violation
score is also 10.

The heuristic function h utilized in our work (see Eq. 2) is the same used by
[16] and is given by the summation over the most probable labels for all times
steps after t.

h(w, yt) =
T∑

i=t+1

max
yi∈T

log p(yi|w) (2)
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4 Experimental Setup

Our models were trained using Adam, an efficient adaptative algorithm for
gradient-based optimization of stochastic objective functions that is typically
suited for high-dimensional parameter models [20]. The algorithm was initial-
ized with the default settings suggested by the original article (α = 0.001, β1 =
0.9, β2 = 0.999, ε = 10−8). To prevent overfitting and to improve the overall per-
formance of our model, we used the Dropout technique introduced by [28]. We
chose to drop 35% of the units at the input of each BiLSTM layer and another
20% between recurrent connections [12].

Each training session lasted up to a hundred epochs with an early stopping
policy that ends the session after ten epochs without any improvement in the
model’s overall performance. We saved the network state whenever the current
epoch result beats the one obtained by the previous best model.

Performance evaluation was executed after the end of each training epoch.
The process was carried through the usage of the official evaluation script for the
CoNLL-2005 Shared Task, dedicated to the SRL task [6]. As stated in related
work (Subsect. 2), our results were compared to those reported by [10] referred
to in this article as our baseline.

5 Experimental Results

Our first experiment investigates the optimal word embedding dimensional-
ity applicable to our model. We prepared three distinct models with an almost
identical setup where the only exception concerns the choice of word vector
dimensionality. These model’s used distinct pre-computed word vector repre-
sentations with 50, 100, and 150 dimensions, respectively. Following the setup
proposed by [35], the experiments in this stage used four stacked BiLSTM layers,
each of them containing 300 hundred LSTM cells equally distributed between
internal forward and backward layers. The remaining hyperparameters strictly
followed the experimental setup described in the previous section.

In order to provide a robust evaluation, we chose to employ the cross-
validation technique in a 20-fold configuration [11], what maintains the same
dataset partition size used by baseline. Hence, we randomly divided the original
corpus into 20 equal sized folds and performed 20 separate training sessions, each
using 19 folds for training (95% of data) and 1 fold for testing (the remaining
5%). We rotate the fold selection in a way that all folds are used as the test set
exactly once. Therefore, considering our experiment, in this stage we conducted
60 training sessions that took three and half days to run.

From Table 1c one may observe that the model’s performance is sensitive to
changes in word embedding dimensionality. Averaged results indicate a differ-
ence in performance that surpassed 4 F1-score points. A Kruskal-Wallis H-test
confirmed this observation as it rejects the null hypothesis that the population
median of all the groups is equals (p−value = 4.71∗10−7). A post-hoc compari-
son using the Wilcox Mann-Whitney test points that, considering our model, the
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Table 1. Main results.

usage of word vectors with 50 dimensions systematically produces inferior results
when compared to the other models, based on a 100 (p − value = 2.13 ∗ 10−6)
and a 150 dimensions (p−value = 2.27 ∗ 10−6). Nonetheless, when directly com-
paring the performance of models based on word embeddings with 100 and 150
dimensions, we fail to reject the null hypothesis (p-value = 0.11). Thereby, despite
a slightly better averaged F1-score obtained by the model with 150 dimensions,
there is no significant difference when compared to the result of the model based
on 100 dimensions.

These results corroborate the findings of [24] that suggest that picking the
optimal dimensionality is critical for obtaining the best performance on extrinsic
tasks such as SRL. In our case, the optimal level of semantic expressiveness was
reached using word vectors with 150 dimensions.

In the second experiment, we analyze the effect caused by the depth of
stacked BiSLTM layers in the overall performance of our system. This time, we
trained four identical models whose only exception regards its number of layers
(1, 2, 3, and 4 layers). These models used pre-computed word embedding mod-
els with 150 dimensions (the best performance on the previous experiment) and
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BiLSTM layers with 300 LSTM cells each. Once again, we used a 20-fold cross-
validation technique, and the remaining hyper-parameters followed the experi-
mental setup described in the previous section. This experiment took four days
to run.

We highlight that the model based on only one BiLSTM layer yields an infe-
rior performance when compared to the remaining models, based on more layers
(p − value = 0.01). The accuracy reaches its peak in the model based on two
layers (65.63) and, as we stack more layers, deepening the network architec-
ture, one may observe a slight performance degradation. However, after com-
paring results from groups based on 2, 3, and 4 stacked layers, we observe that,
notwithstanding the model based on two layers have achieved a slightly bet-
ter averaged F1-score, there is no significant difference on the accuracy of these
groups (p − value = 0.65).

These observations converged into our final model that uses word vector
representations of 150 dimensions and a neural network architecture composed
by two stacked BiLSTM layers.

Table 1a provides a comparison of our final model with the baseline system
based on one-step and two-step frameworks [10]. When we confront the one-
step framework from the baseline with our system, one may observe that their
best result (the best performance on a single training session) was consistently
outperformed by our model’s best result (62.31 vs 68.18), creating a margin
of almost 6 F1-score points. Even if we compare the baseline best model with
our averaged score, the margin is still consistent, yielding a difference of 3.32
F1-score points.

Our model also produced superior results when compared to the two-stage
model of the baseline, albeit with a smaller margin. This time, the difference
between the best models was 3.05 points, what points to a reduction on relative
error of 8.74%. Again, our averaged result surpassed their best single model by
a margin of 0.5 points.

We highlight that the baseline article [10] reported results only for their best
single training sessions. For this reason, we could not produce a direct comparison
based on k -fold cross-validation, that would possibly produce a more robust
evaluation.

Finally, the results of our best single model are detailed in Table 1b. As
expected, the system was more performant in well-defined and numerous seman-
tic roles such as A0, A1, AM-TMP, and AM-NEG. Nevertheless, roles such
as A2 and A3 yielded inferior results. This reduction may be due to the lack
of standardization in the semantic role definitions. Only A0 and A1 exhibit a
shared the meaning across different predicates. The meaning of the remaining
core roles varies according to the predicate and its senses and can be even fused
with adjunctive roles. This ambiguity may act as a noise factor for the neural
network consequently causing a performance drop in the remaining roles.
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6 Conclusion

In this article, we described an end-to-end semantic role labeler for the Por-
tuguese language. The one-step approach was built on top of a BiLSTM neural
network architecture tied to an inference stage based on a global recursive neu-
ral parsing algorithm that was specifically tailored for the SRL task. Seeking an
optimal structure, we also conducted an extensive investigation about the effects
of two crucial factors on our structure: the depth of network architecture and
the proper word embedding dimensionality.

Our approach outperformed the previous state-of-the-art on the Portuguese
language by 3.05 F1-score points, reducing the relative error in 8.74%. We also
confirmed the hypothesis that picking the optimal embedding dimensionality is
critical for obtaining the best accuracy on SRL task. Our final model was based
on word vectors with 150 dimensions passing through a deep network with two
BiLSTM layers.

Future research may invest in the automated expansion of PropBank-Br cor-
pus what, in our point of view, is an encouraging alternative for reaching a
competitive performance on the task. Moreover, we believe that a promising
direction point to the study of an architecture designed to attenuate the impact
of ambiguity in semantic role definitions of PropBank formalism.
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CEMIG GT641.
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Abstract. Politics is a commonly used domain in Opinion Mining appli-
cations, in which opinions may change over time. Nevertheless, the usual
approaches for Opinion Mining are not able to deal with the charac-
teristics and the challenges brought by continuous data streams; so, an
alternative is the use of techniques such as Active Learning, which labels
selected data rather than the entire data set. The Active Learning app-
roach requires the choice of a sampling strategy to select the most valu-
able instances. However, no study has performed an analysis in order to
identify the best strategies for Opinion Mining. In this sense, we eval-
uated eight Active Learning sampling strategies, from which Entropy
achieved the best results. In addition, due to the lack of publicly avail-
able stream data sets written in Portuguese, we created and evaluated
corpora from Twitter and Facebook about the 2018 Brazilian presidential
elections.

Keywords: Opinion Mining · Active Learning · Brazilian corpora

1 Introduction

The Web 2.0 and the exponential growth of social media and user-generated
content (UGC) on the Internet provides a huge quantity of information, which
has made understanding people’s thoughts and opinions fundamental for deci-
sion making, in particular when the users share their comments voluntarily [8].
However, it is impossible for humans to fully understand UGC efficiently, which
increased the scientific community’s interest in developing systems capable of
extracting information from this kind of data [5].

The most common approaches to solve this problem are based on Opinion
Mining (OM), also known in the literature as Sentiment Analysis, which is the
field of study that analyzes people’s sentiments and opinions about entities,
such as products and services, expressed in textual input [13]. This analysis is
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commonly made by the classification of opinions contained in a document into
categories, such as positive, negative, or neutral. In this way, OM has collaborated
with the goals of companies and organizations, supporting them to observe the
public’s reactions and customer’s satisfaction [15].

Understanding opinions has also proved important in other domains, such as
Politics [14]. Recent reviews [20,21] show an increasing interest for OM appli-
cations to be used in political campaigns, especially with regard to the use of
data written in Portuguese. Additionally, it is estimated that social media had
a great impact on the 2016 US presidential election [2].

Previously, OM applications have had their focus on static and well-known
domains, such as movie reviews, and not able to deal efficiently with the char-
acteristics of continuous data streams and the challenges brought by them [10].
The analysis of data streams from social media, also known as social streams, is
important because people’s opinions about certain entities may change as new
information arrives [23].

In Machine Learning, the change in a given concept that occurs over time is
known as concept drift [24]. In a similar way and according to Wang et al. [23],
a change in an opinion that occurs over time may be considered an opinion drift
and the detection of these drifts are relevant for the OM results. Silva et al. [18],
in their turn, named this change as sentiment drift and explained that either the
sentiment distribution or the characteristics related to certain sentiments may
change and make the predictions less accurate as time passes.

Drift-sensitive and data streams applications face two main obstacles: the
limited availability of labeled data and the need to constantly update the learning
model, due to the data streams evolutionary nature. So, it is a problem that the
most commonly used OM models are strongly based on Supervised Learning [15],
because of its need for labeled data; whereas the second challenge lies in the
vocabulary changes that occur in UGC [16] and, mainly, in the aforementioned
nature of the data streams [10].

Due to these problems, an alternative is the use of Semi-supervised Learning,
which does not require that all data is labeled, but only a part of it. A common
semi-supervised approach in data mining is the Active Learning (AL) [26], which
can deal well with problems where labeled data is costly to obtain [27], labeling
only the most valuable data rather than the entire data set. However, a sampling
strategy is needed to decide whether the label of an instance should be requested
or not, so it can be used to feed the model’s training set [28].

Only a few recent papers were found applying Opinion Mining with AL [1,11,
19,27], and they used different strategies to select the instances. Also, they did
not provide a complete comparison between these strategies, so, there is not a
consensus of the best techniques to use. Thus, this study presents an evaluation
of eight Active Learning sampling strategies in the Opinion Mining scenario. Two
are proposed by the authors, inspired by other strategies found in the literature:
Variable Entropy and Variable Randomized Entropy.

Furthermore, none of the found studies used Portuguese language data sets.
Also, it is known that there is a lack of benchmark Portuguese corpora [20], and
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no publicly available corpus containing data streams written in this language
was found. So, another contribution of this paper is the creation and evalua-
tion of manually annotated Portuguese corpora containing tweets and Facebook
comments about the 2018 Brazilian presidential election.

The rest of this paper is structured as follows: Sect. 2 discusses the related
work. Section 3 explains Active Learning and the sampling strategies evaluated.
Section 4 presents the Brazilian corpora. Section 5 details the experimental setup.
In Sect. 6, the findings are reported and discussed. Finally, Sect. 7 draws the
conclusions.

2 Related Work

Two new Active Learning strategies were proposed by Žliobaitė et al. [28]. They
are based on uncertainty, dynamic allocation of labeling efforts over time and
randomization of the search space, which, according to the authors, can explic-
itly handle concept drift. Benchmark stream prediction data sets, as well as
textual data from the IMDb and Reuters, were used to carry out experiments
and evaluate the techniques; however, the authors did not perform Sentiment
Analysis.

As mentioned in Sect. 1, only a few studies using Active Learning in OM
applications were found, and none of them used data sets written in Portuguese.
Smailović et al. [19] used an SVM classifier and combined the advantages of
two sampling strategies: Uncertainty and Random Sampling, besides using them
separately. The authors’ goal was to find the best querying strategy for Active
Learning to Sentiment Analysis on financial Twitter data streams, concluding
that, by using the AL approach, the prediction power of the sentiment classifier
in the stock market application was improved.

The Uncertainty strategy was also used by Zimmermann et al. [27] to select
the documents (tweets and product reviews) that will update the model and
the words added to the vocabulary. In addition, they proposed a strategy based
on the information gain provided by the document. These two techniques were
compared with the Random Sampling strategy, with an incremental approach
that requires all arriving document labels, and a non-adaptive method. The
AL sampling strategies performed better than the others, and the Information
Gain showed good performance on all data sets, considering the kappa statistic
measure.

Kranjc et al. [11] created a framework for Sentiment Analysis with AL, using
Uncertainty and Random Sampling strategies, although they did not evaluate
or compare the strategies performances. Finally, Aldoğan and Yaslan [1] used
the Query By Committee (QBC) AL strategy, evaluating three approaches to
built the committee: random choice, Shannon Entropy, and Maximum Disagree-
ment. They performed experiments in movie-review and product-review corpora,
concluding that the Shannon Entropy approach was the best for QBC in the
evaluated scenarios.
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3 Active Learning Sampling Strategies

The Active Learning method uses an initial seed of labeled documents as the
first training set of the model, then, a sampling strategy is used to occasionally
request the label of the most suitable documents that are not presented in the
training set, in order to update the model with these new instances [27]. In this
paper, this process was iterative, so, each time a new instance was selected, the
model was updated.

Eight sampling strategies were evaluated in this study: Random Sampling ;
Uncertainty, based on [28]; Variable Uncertainty [28]; Variable Randomized
Uncertainty [28]; Information Gain [27]; Entropy [12]; Variable Entropy ; and
Variable Randomized Entropy. These strategies were chosen due to their utiliza-
tion on Opinion Mining and Text Mining studies.

3.1 Random Sampling

The Random Sampling selects the instances at random, based on a probability
B, where B is the budget. In this study, we used B = 0.3, so, about 30% of
the instances were added to the model; the papers researched [27,28] evaluated
different values of B, then, we choose 0.3 as an average value.

3.2 Uncertainty, Variable Uncertainty, and Variable Randomized
Uncertainty

The Uncertainty strategy selects the instances for which the current classifier is
less certain. The implementation of Žliobaitė et al. [28], which uses a threshold
(θ) value, was adopted in our study. In this case, an instance is selected if the
classifier’s certainty for it is below 1− θ. We also used θ = 0.3, so, the instances
with a classifier’s confidence below than 70% were selected.

Žliobaitė et al. [28] also made two modifications in the Uncertainty tech-
nique. The first one, called Variable Uncertainty, changes the threshold using an
adjusting step (s), to adapt it depending on the incoming data, expanding and
contracting the threshold. The second one, called Variable Randomized Uncer-
tainty, also uses the adjusting step, besides randomizing the threshold for every
instance, multiplying it by a normally distributed random variable that follows
N (1, δ). As stated by the authors, these strategies react well to changes (drifts)
that can occur anywhere in the instance space, being suitable for data streams.
In this study, as in [28], we used s = 0.01 and δ = 1.

3.3 Information Gain

The Information Gain sampling strategy was proposed by Zimmermann
et al. [27]. This strategy is specific for Text Mining, since it uses the word-class
distribution of the words of a document and the distribution after considering
the predicted label for that document. So, the documents which provide a gain
in information, considering the actual model, are selected.
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3.4 Entropy, Variable Entropy, and Variable Randomized Entropy

According to Yang and Loog [25], the entropy can be used as a measure of
uncertainty. Then, in this study, the Entropy implementation from Lewis and
Gale [12] was used in the same way as the Uncertainty strategy detailed above
and with the same threshold value. In this case, a document is selected if its
entropy is greater than 0.3.

Therefore, inspired by the above statement and the strategies brought by
Žliobaitė et al. [28], we proposed two other techniques: Variable Entropy and
Variable Randomized Entropy, which are basically the same presented in [28],
but using the entropy measure instead of the classifier’s certainty.

The goal is to investigate whether the benefits of randomization and the use
of a variable threshold for drift reaction appear also with different uncertainty
measures. And, to compare with the strategies presented in Subsect. 3.2, the
parameters used were also the same: s = 0.01 and δ = 1.

4 The Brazilian Presidential Election Data Set

Due to the lack of stream data sets written in Portuguese and the importance
of OM in the politics domain, we built corpora containing tweets and Facebook
comments about the second round of 2018 Brazilian presidential elections, which
involved Jair Bolsonaro (PSL) and Fernando Haddad (PT) on October 28.

The next subsections detail the process used to create the corpora, which are
publicly available1.

4.1 Data Extraction

During the second round of presidential election in Brazil, six debates were
scheduled between the two candidates on the following days: 11, 14, 15, 17, 21
and 26 October 2018. We planned to collect tweets and Facebook comments
during the debates, but they did not occur because of unforeseen circumstances.

However, we decided to collect opinions on the days scheduled for the debates.
On Twitter, we collected opinions that contained mentions and hashtags with
the names of the candidates. On Facebook, we collect the comments from news
about the candidates, totaling over 20,000 opinions. Both collection processes
were performed automatically.

4.2 Manual Annotation

We randomly selected 2,000 Facebook comments and 1,500 tweets. Then, the
opinions were classified according to which candidate they were referring to by
candidate name, or by political party, or both. After that, each comment had
its opinion, regarding to each candidate, classified in positive or negative.

1 http://miningbrgroup.com.br/index.php/resources/.

http://miningbrgroup.com.br/index.php/resources/
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The classification was done by three annotators, in a way that two different
annotators were responsible for each opinion. In the cases where the two anno-
tators disagreed, i.e., each one classified the opinion as a different polarity, they
discussed the annotation in order to reach a consensus. We also computed the
Cohen’s Kappa coefficient [6] of each corpora, in order to discover the agreement
between the annotators.

Finally, we obtained six corpora, which differ by the source of data: Twitter or
Facebook; and the candidate: Jair Bolsonaro, Fernando Haddad, or both. How-
ever, the opinions that refer to both candidates at the same time were excluded
from the both corpora, because we are not dealing with multi-class classification
in this study. Table 1 presents the details of the corpora created.

Table 1. Details of the created corpora.

# Candidate Source Size #positive #negative Cohen’s Kappa

1. Jair Bolsonaro Facebook 1,047 817 230 0.9439

2. Jair Bolsonaro Twitter 861 484 377 0.7404

3. Fernando Haddad Facebook 1,046 440 606 0.9528

4. Fernando Haddad Twitter 762 298 464 0.8370

5. Both Facebook 1,907 1,167 740 0.9579

6. Both Twitter 1,377 675 702 0.7805

5 Experimental Setup

To achieve the goal of this study, the eight sampling strategies presented in
Sect. 3 were evaluated on the same scenarios, which are explained in the following
subsections.

5.1 Data Sets

Besides the use of the created corpora detailed in Sect. 4, we also used two
other publicly available English Twitter stream data sets: Sentiment140 [9] and
Sanders [17]. The studies from [19,22,27] performed OM with data streams using
the former, while [3,4] used the latter.

The Sentiment140 training data set contains 1,600,000 automatically anno-
tated tweets, which would be extremely costly to process; so, we took subsets of
10,000, 5,000, 2,500, and 1,000 tweets from two different points of the stream, in
order to evaluate the strategies on different sized corpora and under the effect of
different drifts, having the second point been inspired by Zimmermann et al. [27].
In addition, we also used the Sentiment140 test data set, which contains 497
tweets manually annotated.

The Sanders data set, in its turn, contains tweets about four different com-
panies, so we used the tweets about each company as a subset, besides the
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full corpus, containing all tweets. This partition provided a bigger number of
corpora in which we could evaluate the strategies; additionally, a data stream
usually refers to only one entity.

Then, we had a total of 14 extra corpora (in addition to the six created),
whose details are presented in Table 2. As can be observed, the corpora differ
from each other by size, number of classes, domain, and unbalance.

Table 2. Details of the used corpora.

# Corpus Size #positive #negative #neutral Details

7. Sentiment140 test 497 182 177 138 -

8. Sentiment140 10000 1 10,000 5,812 4,188 - tweets 25,000–35,000

9. Sentiment140 5000 1 5,000 2,970 2,030 - tweets 35,000–40,000

10. Sentiment140 2500 1 2,500 1,461 1,039 - tweets 40,000–42,500

11. Sentiment140 1000 1 1,000 579 421 - tweets 42,500–43,500

12. Sentiment140 10000 2 10,000 5,602 4,398 - tweets 1,235,000–1,245,000

13. Sentiment140 5000 2 5,000 2,821 2,179 - tweets 1,245,000–1,250,000

14. Sentiment140 2500 2 2,500 1,421 1,079 - tweets 1,250,000–1,252,500

15. Sentiment140 1000 2 1,000 572 428 - tweets 1,252,500–1,253,500

16. Sanders apple 1,002 164 316 522 -

17. Sanders google 838 202 57 579 -

18. Sanders microsoft 864 91 132 641 -

19. Sanders twitter 719 62 67 590 -

20. Sanders all 3,423 519 572 2,332 -

5.2 Pre-processing

The implementation was done using the Python programming language, and
the Natural Language Toolkit (NLTK)2 and Scikit-learn3 libraries. To structure
the data into a Vector Space Model (VSM), we used the CountVectorizer from
the Scikit-learn library. The TweetTokenizer, from the NLTK, was chosen to
perform the tokenization of the documents, due to its specificity; as Facebook has
incorporated features from Twitter, such as hashtags, the TweetTokenizer was
used for both sources of data. We opted to use simple pre-processing techniques
and focus only on the evaluation of the AL strategies.

5.3 Processing

The classifier chosen for this study was the Multinomial Näıve Bayes (MNB),
which is particularly suitable for opinion streams, since it adjusts to changes
in the probabilities of the words [22]. Besides that, the MNB proved to be the
most efficient in the paper of Žliobaitė et al. [28], which used Active Learning

2 https://www.nltk.org.
3 https://scikit-learn.org.

https://www.nltk.org
https://scikit-learn.org/
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with textual data. The MNB was also used in the study of Zimmermann et
al. [27] and, according to Souza et al. [21], it is one of the most used classifiers
for Opinion Mining. We have used the Scikit-learn MNB implementation.

Finally, to implement the Active Learning sampling strategies, we used the
modAL Python library [7]. This library has the implementation of the Uncer-
tainty and Entropy measures. We adapted the strategies based on these two mea-
sures using the algorithms presented in Žliobaitė et al. [28]. The Random Sam-
pling strategy was manually implemented, as well as the Information Gain, which
followed the details as demonstrated in the paper of Zimmermann et al. [27].

5.4 Evaluation

Due to the continuous nature of the streams, we opted not to use the cross-
validation technique in the evaluation step. Instead, we used the holdout tech-
nique, separating the last 30% of the stream to test the performance of the
classifier and the others 70% for training. The performance measure used was
accuracy.

For all the techniques, we started with an initial seed containing the first 10%
of the stream, while the sampling strategies decided which of the documents,
from the remaining 60% separated for training, would be used to update the
model.

6 Results and Discussion

Table 3 shows the accuracy of each sampling strategy: Random Sampling
(RAND), Uncertainty (UNC), Variable Uncertainty (UNCV), Variable Random-
ized Uncertainty (UNCVR), Information Gain (IG), Entropy (ENT), Variable
Entropy (ENTV), and Variable Randomized Entropy (ENTVR).

The Friedman and the Nemenyi post-hoc tests were applied. The Friedman
test was used to observe whether the strategies performance presented a statis-
tical difference (considering a p-value = 0.05); the test resulted in a p-value =
8.779 × 10−8, demonstrating that there is a statistical difference between some
of the strategies. Then, the Nemenyi post-hoc test was used to determine which
techniques show this difference; Fig. 1 presents the Critical Difference (CD) dia-
gram obtained from the post-hoc test, in which the strategies connected with a
black bar are statistically similar. The SciPy4 Python library was used for the
former test and the Orange5 library for the latter.

The experiments demonstrated that the Entropy technique showed the best
numerical results, achieving the best accuracy in seven of the 20 data sets and
being the best ranked strategy (although ENTV had the best mean). This result
was similar to Yang and Loog [25], which performed a comparison between AL
strategies for logistic regression, and showed that the usage of entropy as a

4 docs.scipy.org/doc/scipy-0.14.0/reference/index.html.
5 http://docs.orange.biolab.si/3/data-mining-library/index.html.

https://docs.scipy.org/doc/scipy-0.14.0/reference/
http://docs.orange.biolab.si/3/data-mining-library/index.html


Evaluating Active Learning Sampling Strategies for Opinion Mining 703

Table 3. The accuracy of each sampling strategy.

# Data set RAND UNC UNCV UNCVR IG ENT ENTV ENTVR

1. Bolsonaro facebook 0.898 0.850 0.863 0.898 0.796 0.878 0.875 0.898

2. Bolsonaro twitter 0.705 0.511 0.744 0.732 0.441 0.759 0.786 0.721

3. Haddad facebook 0.840 0.600 0.878 0.862 0.754 0.731 0.859 0.878

4. Haddad twitter 0.706 0.671 0.745 0.732 0.627 0.732 0.754 0.714

5. Both facebook 0.888 0.868 0.931 0.914 0.634 0.904 0.924 0.895

6. Both twitter 0.711 0.721 0.753 0.762 0.728 0.770 0.736 0.757

7. Sentiment140 test 0.604 0.584 0.590 0.617 0.402 0.637 0.610 0.570

8. Sentiment140 1000 1 0.580 0.570 0.663 0.663 0.656 0.676 0.670 0.616

9. Sentiment140 2500 1 0.730 0.729 0.749 0.737 0.692 0.742 0.716 0.740

10. Sentiment140 5000 1 0.681 0.680 0.703 0.710 0.674 0.708 0.700 0.694

11. Sentiment140 10000 1 0.719 0.710 0.724 0.723 0.704 0.725 0.712 0.729

12. Sentiment140 1000 2 0.570 0.550 0.606 0.630 0.543 0.586 0.636 0.596

13. Sentiment140 2500 2 0.669 0.656 0.691 0.680 0.652 0.696 0.698 0.678

14. Sentiment140 5000 2 0.695 0.708 0.703 0.700 0.682 0.712 0.711 0.707

15. Sentiment140 10000 2 0.726 0.726 0.723 0.730 0.707 0.736 0.725 0.728

16. Sanders apple 0.583 0.583 0.613 0.620 0.560 0.626 0.623 0.603

17. Sanders google 0.793 0.741 0.773 0.777 0.793 0.757 0.793 0.765

18. Sanders microsoft 0.703 0.687 0.683 0.683 0.687 0.687 0.695 0.679

19. Sanders twitter 0.758 0.763 0.758 0.753 0.753 0.763 0.758 0.749

20. Sanders all 0.748 0.720 0.721 0.694 0.750 0.727 0.710 0.718

- Mean 0.715 0.681 0.730 0.731 0.662 0.728 0.735 0.722

- Average ranking 4.75 6.05 3.60 3.55 6.60 2.65 3.25 4.55

- Win counts 3 1 3 2 2 7 5 3

measure of uncertainty can produce the best accuracy in a large number of non
textual and non stream data sets; and may also support the findings of Aldoğan
and Yaslan [1], that an entropy-based approach for the Query By Committee
strategy is a good opinion for Opinion Mining with movie and product reviews.

Although the Information Gain strategy achieved the best results in [27], it
proved to be the worst technique in our experiments, reaching results statistically
worse than four of the seven other strategies. This difference may be explained
by the size of corpora used: Zimmermann et al. [27] performed experiments with
a data set containing 250,000 tweets, while the larger corpus used in this study
contained 10,000 tweets. Besides that, it was the most complex technique evalu-
ated in this study, as it maintains the vocabulary at a high computational cost.
However, differently from [27], we performed experiments with three classes (the
Sanders data sets), in which the Information Gain had a better performance.

The changes in the Uncertainty strategy proposed by Žliobaitė et al. [28]
have proved to be useful for OM with social streams; the Variable Uncertainty
and the Variable Randomized Uncertainty showed largely better results than
the fixed Uncertainty one, which was also statistically worse than four strate-
gies. In addition, these two strategies presented equivalent performances and
selected a similar number of instances in each data set. Nevertheless, this was
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Fig. 1. Nemenyi post-hoc test comparison of the eight sampling strategies.

not observed with the entropy replacing the uncertainty measure; as aforemen-
tioned, the Entropy strategy without randomization and/or the adjusting step
achieved the best results, although the Variable Entropy also reached very good
ones.

Finally, during the experiments, we could observe that the fixed Uncertainty
technique selected the smaller number of instances in almost all data sets, which
may explain its poor performance. It could also be noticed that in “easy” data
sets this strategy samples few instances, not enough to build a classifier that can
deal well with drifts. In these cases, an alternative is to decrease the value of the
θ threshold.

7 Conclusion

In this study, a document level sentiment analysis with social streams from
Twitter and Facebook was performed, in order to identify the best sampling
strategies for Active Learning with this kind of data. To do this, we implemented
and evaluated eight AL sampling techniques, two of them proposed by us and
inspired by existing strategies in the literature.

Another contribution of this paper was the creation of Twitter and Facebook
stream opinion corpora about the 2018 Brazilian presidential election, which are
publicly available.

According to the experiments, the Entropy strategy achieved the best results
when compared to the other techniques, while the Uncertainty and Information
Gain ones showed very poor performances.

However, the changes in the Uncertainty strategy presented by Žliobaitė et
al. [28] proved to be useful for sentiment analysis with social streams, apparently
bypassing the problems faced by the fixed Uncertainty technique. And one of
the proposed techniques (Variable Entropy), which combines the changes from
Žliobaitė et al. [28] and entropy, also achieved very good results.
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As future work, an extension of the results presented in this paper is planned:
measuring the impact of different parameter values and evaluating the AL strate-
gies in other scenarios. The decrease of the θ threshold value, for instance, may
improve the Uncertainty accuracy, besides the s and δ parameters present in the
Žliobaitė et al. [28] algorithms.

Finally, we plan to evaluate the strategies in scenarios such as: (1) with a fixed
number of selected instances; (2) with a stopping criteria; and (3) by selecting
all instances before updating the model, rather than updating it every time a
new instance is selected. And further analysis evaluating other classifier models,
such as SVM or Logistic Regression, might be useful as well.

Acknowledgment. Douglas Vitório and Adriano L. I. Oliveira are supported by
CNPq (Brazilian Council for Scientific and Technological Development).
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1. Aldoğan, D., Yaslan, Y.: A comparison study on active learning integrated ensem-
ble approaches in sentiment analysis. Comput. Electr. Eng. 57, 311–323 (2017).
https://doi.org/10.1016/j.compeleceng.2016.11.015

2. Allcott, H., Gentzkow, M.: Social media and fake news in the 2016 election. J.
Econ. Perspect. 31(2), 211–236 (2017)

3. Aston, N., Liddle, J., Hu, W.: Twitter sentiment in data streams with perceptron.
J. Comput. Commun. 2(03), 11 (2014)

4. Aston, N., Munson, T., Liddle, J., Hartshaw, G., Livingston, D., Hu, W.: Sentiment
analysis on the social networks using stream algorithms. J. Data Anal. Inf. Process.
2(02), 60 (2014)

5. Balazs, J.A., Velásquez, J.D.: Opinion mining and information fusion: a survey.
Inf. Fusion 27, 95–110 (2016). https://doi.org/10.1016/j.inffus.2015.06.002

6. Cohen, J.: A coefficient of agreement for nominal scales. Educ. Psychol. Meas.
20(1), 37–46 (1960)

7. Danka, T., Horvath, P.: modAL: a modular active learning framework for Python
(2018). https://github.com/cosmic-cortex/modAL, arXiv at https://arxiv.org/
abs/1805.00979

8. Firmino Alves, A.L., Baptista, C.D.S., Firmino, A.A., Oliveira, M.G.A.D., Paiva,
A.C.D.: A comparison of SVM versus Naive-Bayes techniques for sentiment analy-
sis in tweets: a case study with the 2013 FIFA confederations cup. In: Proceedings
of the 20th Brazilian Symposium on Multimedia and the Web, pp. 123–130 (2014)

9. Go, A., Bhayani, R., Huang, L.: Twitter sentiment classification using distant
supervision. CS224N Project Report, Stanford vol. 1, no. 12 (2009)

10. Guerra, P.C., Meira Jr., W., Cardie, C.: Sentiment analysis on evolving social
streams: how self-report imbalances can help. In: Proceedings of the 7th ACM
International Conference on Web Search and Data Mining, pp. 443–452 (2014).
https://doi.org/10.1145/2556195.2556261
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Abstract. The task of classification with multi-label data is an impor-
tant research field in Natural Language Processing (NLP). While there
have been studies using one-stage multi-label approaches for automatic
text classification, there are not many that use two-stages stacking mod-
els. In this paper we explored Binary Relevance (BR) classifiers, with J48
and probabilistic Support Vector Machine (SVM), in a two-stage stack-
ing model. We have evaluated our proposal in three textual data sets:
The Movie Database (TMDB), Enron email, and EURLEX European
legal text. The results showed that by using a two-stage stacking model,
we can obtain better results than by using one-stage classifiers.

Keywords: Machine learning · Classification · Multi-label · Stacking

1 Introduction

There is considerably more data available today than ever before due to the
advancement of technology. Because of that, for the data processing field, it has
become more important to use machine learning techniques to extract, classify
and evaluate information from data [5]. Many of these data are contents in
natural language, and classifying this specific kind of content is known as Natural
Language Processing (NLP).

Natural language data is arguably one of the most challenging to classify
automatically because of limits on model abstraction [3] and the constant lan-
guage evolution. While many NLP tasks can be solved through the use of knowl-
edge that can be extracted from the surface of the text, others are dependent on
deep knowledge that can not be inferred by the extraction of surface features.

Text classification is a traditional NLP task, which aims to categorize texts
based on human written content. The goal of using computers to classify texts
is to find patterns in the training data, usually based on features that were
extracted from the surface of the texts. Then, these patterns can be properly
used to classify new data that was not in the training set [1].

One way to improve text classifiers is to combine several classifiers into a
stacking model [2]. Stacking models have proven to be effective for single label

c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 708–718, 2019.
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scenarios, where each text contains only one label. More recently, these models
have also grown in popularity among multi-label problems (i.e. where there is
more than one label for each text), since it can improve text classification results
in this scenario. For example, Godbole and Sarawagi [4] proposed a multi-label
two-stage stacking model to classify text sets, and they obtained better results
than by using non-stacked models (i.e. single-stage classifiers).

In this paper we explored Binary Relevance (BR) classifiers, with J48 and
probabilistic Support Vector Machine (SVM), in a two-stage stacking model. We
evaluated our proposal in three textual data sets: The Movie Database (TMDB),
Enron email, and EURLEX European legal text. The results showed that by
using a two-stage stacking model, we can obtain better results than by using
single-stage classifiers.

The rest of this paper is organised as follows. In Sect. 2, we present some works
related to automatic multi-label classification. We discuss the methodology used
in our work in Sect. 3. In Sect. 4, we present the empirical evaluation. Finally, in
Sect. 5, we present conclusions and thoughts for future work.

2 Related Work

In this section we present works related to automatic multi-label classification,
using both simple and combined classifiers.

Godbole and Sarawagi [4] proposed a two-stage stacking model by using
two Support Vector Machines (SVM). They called it SVM-HF since they use
a heterogeneous feature kernel. To extract features from texts they have used
a Bag of Words (BoW) model. A similar approach was proposed by Marques
et al. [9]. Their proposal consist of a two-stage stacking model that uses two
probabilistic SVM to classify music tags.

Other studies relied on neural network models to classify multi-label text
data sets. In [15], the authors proposed a neural network with back propagation
to classify hierarchical multi-label data, and compared their proposal against
to a rule-based classifier. Their findings were slightly worse than the ones from
the rule-based classifier. Méncia and Janssen [6] proposed the use of a stacking
of perceptrons to classify a data set made of European legal documents in the
English language. A Recurring Neural Network (RNN) was proposed by Yang
et al. [14]. In their approach, Binary Relevance models are used as neurons in
the neural network.

In the literature, we can also see some works that use ensembles. Read et al.
[11] proposed a few ensemble methods, voting classifier chains and ensembles
of Binary Relevance. They evaluated their proposal with several data sets and
by using the Sequential Minimum Optimisation (SMO) method as their basis
classifier. In [13], Tsoumakas et al. proposed the method RAkEL (RAndom k
labELsets), which groups the labels during the training phase, and then creates
a voting ensemble between the groups of labels. They explained that such app-
roach is not recommended for data sets with a large number of labels due to its
computational complexity.
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Montanes et al. [10] proposed the Dependent Binary Relevance, a hybrid
method combining stacking with chains of classifiers. In [7], Méncia and Janssen
classified several multi-label data sets by using Association Rules. The results
with the Association Rules were worse than by using J48 or SVM as basis classi-
fiers. Finally, Madjarov et al. [8] conducted an extensive evaluation by comparing
different multi-label methods found in literature. The authors found that Binary
Relevance methods with SVM provides good results in larger data sets.

In Table 1, we summarise some aspects of the works described in this section.
There, it is possible to see that most works use Bag of Words instead of TF-
IDF to the classification task. In addition, we can see that there is a wide range
of both the number of instances found in data sets (i.e. varying from 500 to
slightly over 120,000) and the number of labels (i.e. that range from 6 to over
3,900 labels).

Table 1. Summary of related work.

Related work Domain Methods Type of feature # Instances # Labels

[14] General Recurring neural
network

BoW 640—28,000 6—374

[7] General SRKDA with
ML-kNN as basis
classifier

BoW 590—14,000 6—174

[10] General DBR with C4.5 as
basis classifier

BoW 590—7,100 5—159

[8] General BR (SVM),
RAkEL (SVM),
ECC (SVM), RF
(PCT) and
ML-kNN

BoW 590—120,000 6—983

[9] Music BR (probabilistic
LibSVM)

n/a 500—21,000 137—174

[13] General RAkEL with C4.5
as basis classifier

BoW 970—21,500 6—159

[11] General CC with C4.5 as
basis classifier

BoW 590—120,000 6—983

[6] Text BR (perceptron),
MLPP, DMLPP

TF-IDF 19,000 201—3,900

[15] Text/Biology BP-NN BoW 2400—21,500 14—135

[4] Text SVM stacking BoW 21,500 114—135

3 Methodology

In this section we describe the stack implemented in this study and briefly present
the metrics used to evaluate our experimental results.
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3.1 Stacking

Stacking consists of combining different classifiers by using the output generated
by one classifier as the input of another classifier. Stacks are usually composed
of two-stages and the classifiers used in each stage may have been induced by
the same learning algorithm or by different ones. Supposing that the classifiers
used in the stack are probabilistic, one manner to encode the first stage output
as input for the second stage is to use the class probabilities generated by the
first stage classifier as features vectors to the second stage classifier.

In this study we implemented a two-stage stacking model by using Binary
Relevance (BR) based classifiers in both stages. Since a BR classifier is, in fact, a
combination of a set of binary classifiers, we have used two different algorithms
to induce the basis classifiers, namely Support Vector Machines (SVM) and
Decision Trees. We used the LibSVM implementation for the SVM classifiers
and Weka’s J48 implementation for the decision tree classifiers. In both cases,
we use the probabilistic versions of the algorithms, so instead of predicting output
classes, the learned models estimate the probabilities of each possible class. We
used Mulan 1.5 to build the resulting BR classifiers.

A high-level scheme of our stack is presented in Fig. 1. The left side of the
figure shows the first stage of the stack, which accepts a set of texts as its input.
The texts are transformed into TF-IDF feature vectors using a BoW model. For
each feature vector, L1, L2, ..., LN represents the labels of the corresponding
instance and F1, F2, ..., FN represents the extracted features. The resulting vec-
tors are then inputted into the BR classifier, which predicts the P1, P2, ..., PN
probabilities for the N possible classes. The estimated class probabilities for an
instance, along with its labels, are then transformed into a new feature vector,
which is used as input for the second stage of the stack. The scheme of the second
stage is presented on the right side of Fig. 1. As showed, this stage is composed
of a second BR classifier that, once again, predicts P1, P2, ..., PN probabilities
for the N possible classes. To evaluate the performance of the classifiers, for both
stages, a class was considered as predicted if its estimate probability was greater
or equal to 0.5.

Text feature extraction 
(TF-IDF, BoW)

First stage Second stage

Text

Binary
Relevance
Learning  
Algorithm 

L1,L2,...,LN F1,F2,...,FN. 
. 
.

. 

. 

.
feature vector

P1,P2,...,PN. 
. 
.

Predictions
for each labelEvaluation

First stage results

Binary
Relevance
Learning  
Algorithm 

P1,P2,...,PN. 
. 
.

Predictions
for each label

Second stage results

Evaluation

Fig. 1. The stack implemented in this work. The left side shows the first stage and the
right side the second stage.
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3.2 Evaluation Metrics

In this section we present some multi-label metrics that we used to evaluate our
proposal.

– Jaccard index: Proposed by Paul Jaccard and presented in Eq. 1, this met-
ric aims at comparing the similarity and divergence between sets [12]. In a
classification context, it can be used to compare the set of labels predicted
by the classification model with the set of real labels defined in the test set.
In the equation, Y are the set of predicted labels and Z are the set of real
labels. The higher the index, the more similar the two sets, so the better the
classifier performance.

Jaccard Index =
Y ∩ Z

Y ∪ Z
(1)

– Exact match: An exact match happens when, for a particular test instance,
all the predicted labels are equal to the real ones. This metric gives the
proportion of exact matches in the test set and it is calculated by Eq. 2. In
this equation, N is the number of instances in the test set, and I is a function
that returns 1 when the predicted label equals the real one, and 0 otherwise.
The higher the value of this metric, the better the classifier performance.

Exact Match =
1
N

N∑

i=1

I(Zi = Yi) (2)

– Hamming loss: Hamming loss is a frequently used evaluation metric in
multi-label classification tasks [5]. As shown in Eq. 3, it is calculated as the
symmetric difference between the predicted label and the real one for each
instance. The total number of errors are aggregated and then normalised by
taking the number of labels, L, and the number of instances, N , in the test
set. Ideally equal to zero, the lower the value of this metric, the better the
classifier performance.

Hamming Loss =
1
L

1
N

N∑

i=1

Yi Δ Zi (3)

– Precision: As shown in Eq. 4, this metric estimates the proportion of cor-
rectly predicted labels in relation to all predicted labels. It is worth noting
that labels that were not predicted are not considered by this metric. The
higher the precision, the better the classifier performance.

Precision =
1
N

N∑

i=1

|Yi ∩ Zi|
|Zi| (4)

– F1-micro: F1 is a metric that considers both the precision estimates and
the estimate of labels that should have been predicted but were not. Its



Exploring Multi-label Stacking in Natural Language Processing 713

calculation per label is given by Eq. 5. To estimate a single value of F1 for
the test set, the values per label can be averaged, and when weighted by the
label distribution on the set, it is called F1-micro.

F1 =
1
N

N∑

i=1

2|Yi ∩ Zi|
|Zi| + |Yi| (5)

– F1-macro: This metric is also calculated based on Eq. 5. The difference
between F1-macro and the previous one is in the way that F1 values per label
are averaged. While the micro-averaged version of the metric takes the label
distribution into account, F1-macro gives the same weight to all labels, so its
calculation corresponds to the arithmetic mean of the F1 values. Regardless
of how the metric is averaged, the higher the F1 value, the better the classifier
performance.

– Empty: This metric estimates the proportion of instances for which no label
was predicted. As presented in Eq. 6, it takes the sum of instances for which
the predicted values for all labels are equal to zero and divides it by the
number of instances on the test set. Assuming that all instances in the test
set have a non-empty set of labels, the lower the value of this metric, the
better. Ideally, it equals zero.

Empty =
1
N

N∑

i=1

I(|Yi| = 0) (6)

4 Empirical Evaluation

In this section we evaluate our proposal. We start by presenting the data sets
used in the empirical evaluation. Then, we describe the experimental setup and
discuss the results of the experiments.

4.1 Data Sets

In our evaluation we used three different data sets. The first data set is the
TMDB, downloaded in February 2018 by using the TMDB APIs1. This data set
was preprocessed by removing stop words and applying stemming, and contains
159,416 instances with 1,000 TF-IDF features and 18 labels. Figure 2 shows a
word cloud with the 50 most frequent terms (i.e. features) in the data set.

The second data set, called EURLEX subject matters, is a subset of the
EURLEX data set containing legal documentation from the European Union
concerning real estate, internal markets and industry. This data set was down-
loaded from the Mulan web site2, and contains 19,348 instances with 5,000 TF-
IDF features and 201 labels. In the rest of this paper, we will refer to EURLEX
subject matters only as EURLEX. The word cloud with the 50 most frequent
terms in this data set is presented in Fig. 3.
1 https://www.themoviedb.org/documentation/api.
2 http://mulan.sourceforge.net/datasets-mlc.html.

https://www.themoviedb.org/documentation/api
http://mulan.sourceforge.net/datasets-mlc.html
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Fig. 2. The word cloud with the 50 most frequent terms in the TMDB data set.

Fig. 3. The word cloud with the 50 most frequent terms in the EURLEX data set.

Finally, the third data set, called Enron, is a subset from the Enron email
data set which was classified by students in Berkeley, CA. This data set was also
downloaded from the Mulan web site3. It contains 1,700 instances with 1,000
TF (Term Frequency) features and 53 labels. Figure 4 shows a word cloud with
the 50 most frequent terms in the data set.

It is worth noting that with three different data sets, we expect to be able to
evaluate how our proposal will behave in different scenarios. We summarize the
information about the three data sets in Table 2.

Table 2. Information about the data sets.

Data set # Instances # Features # Labels

TMDB 159.416 1000 18

EURLEX 19.348 5000 201

Enron 1.700 1000 53

3 ibid.
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Fig. 4. The word cloud with the 50 most frequent terms in the Enron data set.

4.2 Experimental Setup

As already stated, the experiments were carried out using the Mulan 1.54, a Java
Library for Multi-Label Learning. To run the Binary Relevance with the SVM
classifier, we used the following parameters “−W,weka.classifiers.functions.
LibSV M,−num−decimal−places, 4,−−,−S, 0,−K, 2,−D, 3,−G, 0.0,−R, 0.0,
−N, 0.5,−M, 40.0,−C, 0.5,−E, 0.001,−P, 0.1,−B,−seed, 1,−num−decimal−
places, 4”. Note that the LibSVM is not a default weka classifier and
it must be imported and adapted into the Mulan in order to run
it. To run the Binary Relevance with the J48 classifier, we used
“−W,weka.classifiers.trees.J48,−output − debug − info,−num − decimal −
places, 4,−−,−C, 0.25,−M, 2,−A,−num−decimal−places, 4”. For each exper-
iment and data set, we computed the metrics presented in Sect. 3.2. All results
were obtained by using a 5-fold cross validation.

4.3 Results

In Tables 3, 4 and 5, we present the results of the experiments by comparing
the two-stages stacking models against to the one-stage classifiers. In the tables,
we separate the first stage classifier from the second one by using the symbol
underline (“ ”). For example, “SVM J48” means that the probabilistic SVM was
used in the first stage and the J48 classifier was used in the second stage of the
stacking model. The best value for each evaluation metric is in boldface.

In Table 3, we can see for the TMDB data set that the two-stages stacking
models provide better results than the one-stage classifier for the most met-
rics. Moreover, both stacking models that used probabilistic SVM in the first-
stage showed improvements for 4 out of 7 metrics. However, there was a loss in
improvement for the metrics Exact match and Hamming loss when compared to
the one-stage probabilistic SVM classifier.

The results for the EURLEX data set are presented in Table 4. Again, we
can see that the two-stage stacking models provide the best results for most
metrics. The two-stage stacking models with the J48 on the first stage and the
4 http://mulan.sourceforge.net.

http://mulan.sourceforge.net
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Table 3. Results for the TMDB data set.

Method Jaccard index Exact match Hamming loss Precision F1-micro F1-macro Empty

J48 0.349 0.151 0.107 0.575 0.437 0.314 0.087

SVM 0.411 0.279 0.078 0.469 0.471 0.280 0.191

J48 J48 0.342 0.109 0.110 0.595 0.437 0.287 0.000

J48 SVM 0.353 0.130 0.107 0.602 0.442 0.289 0.023

SVM SVM 0.451 0.211 0.089 0.700 0.533 0.384 0.021

SVM J48 0.448 0.212 0.092 0.691 0.529 0.390 0.036

probabilistic SVM on the second stage obtained the best results for this data set.
It is also interesting to note that the two-stage stacking models that provided
good results were the ones which used the J48 classifier in one of the stages.

Table 4. Results for the EURLEX data set.

Method Jaccard index Exact match Hamming loss Precision F1-micro F1-macro Empty

J48 0.607 0.361 0.007 0.710 0.693 0.376 0.063

SVM 0.075 0.024 0.011 0.084 0.149 0.043 0.847

J48 J48 0.442 0.033 0.011 0.721 0.593 0.365 0.000

J48 SVM 0.603 0.347 0.007 0.731 0.694 0.381 0.068

SVM SVM 0.342 0.087 0.012 0.512 0.466 0.107 0.012

SVM J48 0.436 0.206 0.010 0.727 0.551 0.514 0.213

Finally, we see in Table 5 that the two-stage stacking models provide the best
results for all metrics. The “J48 48” model was the one which provided the best
results in the Enron data set.

Table 5. Results for the Enron data set.

Method Jaccard index Exact match Hamming loss Precision F1-micro F1-macro Empty

J48 0.391 0.010 0.059 0.566 0.545 0.158 0.000

SVM 0.453 0.055 0.052 0.686 0.595 0.174 0.000

J48 J48 0.556 0.126 0.038 0.788 0.710 0.281 0.000

J48 SVM 0.423 0.079 0.058 0.585 0.552 0.164 0.000

SVM SVM 0.482 0.145 0.052 0.651 0.594 0.218 0.007

SVM J48 0.241 0.064 0.089 0.507 0.310 0.327 0.045

5 Conclusions and Future Work

In this work we explored Binary Relevance classifiers, with J48 and probabilis-
tic Support Vector Machine, in a two-stage stacking model. We evaluated our
proposal in three textual data sets: The Movie Database (TMDB), Enron email,
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and EURLEX European legal text. In the empirical evaluation, we compared
the two-stage stacking models against the one-stage classifiers. In summary, the
two-stage stacking models provided some improvements in most cases. This fact
gives us evidences that by using a two-stage stacking model, we can improve the
multi-label text classification.

For future work, we intend to evaluate our proposal in the Enron data
set using TF-IDF instead of TF. We also intend to use some feature selec-
tion/extraction technique in order to have the same number of features in all
data sets, and thus, to obtain a better understanding of our proposal in this
scenario.

Acknowledgments. This study was financed in part by the Conselho Nacional de
Desenvolvimento Cient́ıfico e Tecnológico - Brasil (CNPq).
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2. Džeroski, S., Ženko, B.: Is combining classifiers with stacking better than selecting
the best one? Mach. Learn. 54(3), 255–273 (2004)
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6. Loza Menćıa, E., Fürnkranz, J.: Efficient multilabel classification algorithms for
large-scale problems in the legal domain. In: Francesconi, E., Montemagni, S.,
Peters, W., Tiscornia, D. (eds.) Semantic Processing of Legal Texts. LNCS (LNAI),
vol. 6036, pp. 192–215. Springer, Heidelberg (2010). https://doi.org/10.1007/978-
3-642-12837-0 11
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Abstract. New forms of communication, like emojis, are frequent today
in social media. Having in mind their strong connection with expressed
emotions, we exploit emojis towards the creation of a model for emotion
recognition in Portuguese. We gather short texts from Twitter and follow
a traditional text classification task, where emojis are used as labels.
After the process of feature engineering, two types of Naive Bayes and
SVM classifiers are trained: one for classifying emotion, based on related
emojis; another for predicting emojis. Interesting but debatable results
were obtained on the former task, while the latter revealed to be more
challenging, mainly due to emoji similarity. Yet, this also suggests that
we can rely on them as an alternative to manually labelling emotions.

Keywords: Emotion recognition · Text classification ·
Natural Language Processing · Emojis · Social networks

1 Introduction

Emotions have been widely studied in various areas such as Psychology, Medicine
and Marketing, and are more and more a relevant aspect for human-computer
interaction, in the context of Affective Computing [14]. Studies on this scope
opened up a range of possibilities by improving current systems. For instance,
when recommending items, recommender systems may consider the emotional
state of the users [22].

There have been several attempts at the automatic classification of emotion
in text, but mainly focused on English. In this paper, we report on developments
towards this goal, but targeting Portuguese, a language with about 220 millions
native speakers, for which there is much less work on the topic. Yet, we aim to
tackle this problem in such a way that we: (i) avoid the time-consuming task
of manually labelling new datasets; (ii) make this highly subjective task more
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tractable, by leveraging on new forms of communication, namely emojis. We thus
turn on to social networks for acquiring large quantities of real texts, written in
Portuguese, where emojis are used. Given the tight relation between emotions
and several emojis, emotion labels are assigned according to the presence of the
latter. We further experiment on the task of emoji prediction, already explored
for other languages [4] but, to our knowledge, never for Portuguese.

Briefly, with more than 1 million of posts collected from Twitter, models were
trained, based on Naive Bayes and SVM classifiers. For emotion recognition,
we rely on the fact there are sets of emojis adequate for expressing the six
basic emotions [6]. The groups of emojis used in this work are supported by the
literature [23] and, later, by our own analysis. In the end, overall results are
interesting, with an average F1-score of 0.7, but this is mainly a contribution of
the happiness. For most of the remaining emotions, precision is high, but recall
is very low. This happens because the extracted data is imbalanced, with about
two thirds of the tweets expressing happiness and a residual presence of tweets
expressing some of the other emotions. The second task, emoji prediction, focuses
on the automatic selection of the most suitable emoji, from a set, to use in a
context. This revealed to be even more challenging, not only because there are
many more emojis than emotions, but also because some of the target emojis,
mainly those related to the same emotion, are used interchangeably. At the
same time, this result is consistent with the assumption that the emojis used
can, indeed, be used as emotion labels.

Before diving into our experiments, Sect. 2 is a brief overview of the related
work, mainly on emotion classification from text. Section 3 describes the creation
of the dataset used in our experiments, with focus on text processing, as well as
the processes of feature extraction and training the models. Before concluding,
Sect. 4 presents and discusses the obtained results. It also provides a visualisation
of the considered emojis in a two-dimension space, based on their occurrences
in the dataset, where emojis that express the same emotion tend to appear near
each other. This supports the selection of emoji groups and opens the door for
further research on emojis and emotion in Portuguese text.

2 Related Work

Emotion classification in text is a task located in the intersection of Affective
Computing and Natural Language Processing. It has similarities with sentiment
classification – the task of classifying a text as positive, negative or neutral,
according to its contents – but adds a new layer. Emotional states are difficult to
generalise due to cultural differences between distinct groups of people, in which
emotions have distinct categorisations. It is also due to cultural distinctions
that there are different models for emotion classification, namely Categorical
and Dimensional models.

Categorical models define emotional states with labels. The most popular of
this kind was proposed by Ekman [6] and considers six distinct emotions: anger,
disgust, fear, happiness, sadness and surprise. According to the author, those
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emotions are consistent despite the cultural differences of individuals. Ekman’s
model is adopted in several works targeting emotion classification in text. For
instance, Alm et al. [1] developed a classifier for Ekman’s emotions in English
stories. Even with a small dataset (185 instances), the manually labelling proved
to be complex and still subjetive, with low annotator agreement ratios.

In the Dimensional models, an emotion is defined according to several dimen-
sions. Russel’s models [16,17] are the most popular of this kind. They position
emotional states in a bi-dimensional model with values for valence and arousal.
A third dimension, dominance, may also be considered. In this case, to assign one
of the emotions, we may select the closest in this model, according to the values
of the emotional state. Russel’s model is adopted, for instance, in the automatic
detection of emotions in song lyrics [8]. We should add that Buechel and Hahn [5]
propose a method for moving from the Dimensional to the Categorical model,
through valence, arousal and dominance values in text.

Most of the research on emotion classification targets English, but there is
work in Portuguese. Few works focus on automatic emotion classification specif-
ically [9], but there is much more work on sentiment analysis [13,20].

Thanks to the evolution of social media, we may leverage on new forms of
communication for creating large datasets, automatically labelled, and use them,
e.g., to study the connection between emojis and emotion, or for training emotion
classifiers. Following this idea, both hashtags [12] and emojis [23] have been used
for labelling tweets with the six basic emotions. On the latter, emotions were
selected according to the name and description of the emoji used. Extracted
data was then used for training an SVM classifier.

Moreover, the task of emoji prediction has recently received some interest and
a shared task was organised on the topic [4]. It targeted English and Spanish,
which enabled noting some cultural differences of using emojis. Barbieri et al. [2,
3] describe models developed for emoji prediction based on neural networks
and LSTMs, which simulate memory between layers. They confirm the relation
between certain words and emojis and add that the relation is stronger when
text ends with an emoji. They also noted that emoji prediction is a challenging
task, especially when there are variations (e.g., different colors) of the same
emoji, or very similar emojis, often selected almost randomly. Also on emojis
and emotion, Rodrigues et al. [15] created a lexicon of emojis and associated
values of valence, arousal and dominance. This was based on a survey to several
hundreds of Portuguese people.

Works described suggest that much can still be made, especially in non-
English languages. We target Portuguese, where results may be different.

3 Methodology

This section describes the steps taken towards the development of models for
emotion recognition and emoji prediction in Portuguese. They were tackled as
text classification tasks, where features are extracted from the text and labels
are based on the presence of emojis. We start with the creation of the dataset
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used for training and testing. Then, we explain how models were learned and
how features were extracted. Besides typical content features (tokens), in order to
take advantage of available lexicons for emotion analysis, additional features were
originally considered. We used an implementation of the classification algorithms
available in Scikit Learn1, a machine learning toolkit for Python, also used for
extracting the content features.

3.1 Dataset Creation

For training a model for recognising emotion in a given text, a large dataset is
required. Following our initial intents, the dataset used in this work included
short texts in Portuguese, extracted from the social network Twitter. This was
made with Tweepy2, a Python module for interacting with the Twitter API3,
more precisely, with the Streaming API, for extracting tweets in real time. A total
of 2 million tweets was initially collected. According to the API, all of them were
written in Portuguese, and all contained at least one of the emojis that, according
to Wood and Ruder [23], are an indicator of one of the six basic emotions. This
list is in Table 1.

Table 1. Emoji division by emotion

Hashtags Emojis

Happiness

Anger

Disgust

Fear

Sadness

Surprise

To reduce noise and avoid confusion in the developed models, several tweets
were removed or normalised. First, all tweets with less than three tokens and
all retweets (starting with ‘RT’) were removed. The former do not have enough
information and the latter are copies of other tweets. Then, all user mentions (i.e.,
tokens starting with ‘@’) and URLs were replaced by uniform tokens, respectively
@USERNAME and @URL; and elongated words (e.g., “amooooooor” instead of
“amor”) were reduced to their original form, as others [21] suggest.

Tweets with emotionally-contradictory emojis were also removed. Such
tweets contain emojis that are related to different emotions [23], e.g., when

1 https://scikit-learn.org/.
2 http://www.tweepy.org.
3 https://dev.twitter.com.

https://scikit-learn.org/
http://www.tweepy.org
https://dev.twitter.com
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and are in the same tweet. We noted that those are often cases of irony
or sarcasm, an interesting issue for further study, but out of the scope of this
work. Table 2 lists examples of emotionally-contradictory tweets, for which it is
difficult to assign a suitable emotion. The last is an example of irony.

Table 2. Examples of contradictory texts

Vou fazer mais uma tatoo... unica coisa boa desse mês

(I’m going to make one more tattoo... the only good thing this month )

bolsominions q pagam pau pros EUA É FAKE NEWS TRUMP MELHOR PRESIDENTE

(bolsominions that admire the USA ITS FAKE NEWS TRUMP BEST PRESIDENT )

ah que feriadinho bom... em casa e com chuva s´ oãzomuotlafo

(ah what a good holiday... at home and raining just missing my love )

After all the pruning, we had 1.1 million tweets, corresponding to 12.6 million
tokens. Table 3 characterises the resulting dataset with the proportion of tweets
per emotion, according to the used emojis, as well as an example for each.

Table 3. Distribution of texts in the dataset according to emotion.

Emotion Quantity Example
Happiness 770,418 !!oruoDoauovãhnamA

(68.4%) (Going to Douro tomorrow!! )
Anger 75,521 JA ME ESTOU PASSANDO COM MINHA NET

(6.7%) (MY WIFI IS MAKING ME ANGRY )
Disgust 1,798 @USERNAME vc nojento

(0.2%) (@USERNAME you are disgusting )
Fear 54,621 Estou ficando com muito medo @URL

(4.8%) (I’m getting so scared @URL )
Sadness 214,801 30 dias sem vc

(19.1%) (30 days without you )
Surprise 9,090 Estou muito surpreendido por me

estar a dar tão bem com a matemática
(0.8%) (I’m really surprised that I’m getting along

so well with maths )

There is a clear predominance of the happiness class, not only due to the
higher number of emojis of this class (see Table 1), but also because people
tend to share more happy moments. In this context, imbalanced classes with a
predominance of happiness, is something also noticed by others [12,23].

3.2 Feature Extraction

In a traditional text classification task, documents are typically represented as
a bag-of-words and tokens used as features. For our experiments, tweets were
also represented that way. More precisely, as a TF-IDF-weighted vector where
token features are weighted according to their relevance. In the creation of this
vector, Portuguese stopwords4 and words occurring only once in the dataset
4 We used the stopword list in NLTK, https://www.nltk.org.

https://www.nltk.org
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(df = 1) were ignored. TF-IDF was further computed for different ranges of
word n-grams (n ∈ {1, 2, 3}). To observe which features are more relevant, a χ2

test was performed. Table 4 reveals the top-3 word features for each class.

Table 4. Most relevant words by emotion

Emotion Most Relevant Words

Happiness linda (beautiful), adoro (love), amo (love)

Anger fdp (acronym for son of a bitch), odeio (hate), porra (damn)

Disgust lixo (trash), Bolsonaro, merda (shit)

Fear mentira (lie), medo (fear), temo (fear)

Sadness chorar (cry), queria (want), dor (pain)

Surprise sério (seriously), amo (love), gostei (liked)

Besides content features, we took advantage of information in lexicons where
words have emotion-related values assigned, and computed features from them.
More precisely, we computed the sentiment of each tweet by averaging the polar-
ity of each word according to SentiLex-PT [18], a lexicon that covers ≈82k Por-
tuguese word forms and assigns them a polarity based on their sentiment when
involving humans (−1, 0, or 1, respectively for negative, neutral or positive).
We also computed the average valence, arousal and dominance of the tweets,
this time according to ANEW-PT [19] and NRC-VAD [11] (three features for
each). ANEW-PT is a Portuguese adaptation of the Affective Norms for English
Words, where values for valence, arousal and dominance, between 0 and 10, are
assigned to each of the 1,030 words. NRC-VAD has ≈20k English words and
their values of valence, arousal and dominance, between 0 and 1, translated to
more than 100 languages, including Portuguese.

Due to their potential relation to emotions in the context of social media
posts, we further extracted the following features from each tweet: number of
words; number of characters in the longest word (before normalisation); number
of elongated words; average number of characters in the words; total count of
negation words, namely não (no), nem (nor), nunca (never), jamais (never) and
nenhum (none); number of exclamations marks; number of question marks.

3.3 Classification

Our goal was to learn a model of emotion recognition in Portuguese short texts,
taking advantage of emojis. For this purpose, we took two different approaches:

– Grouping emojis according to the related emotions, as suggested by Wood
and Ruder [23], and using this emotion as the class label. Given that we
only considered Ekman’s basic emotions [6], there are six possible classes:
happiness, anger, disgust, fear, sadness, surprise.

– Predicting the emoji directly, as in SemEval’s emoji prediction task [4]. The
classifier has to select one out of 62 classes, corresponding to the 62 considered
emojis (see Table 1). Indirectly, this would also enable to recognise emotion,
if predicted emojis are then grouped according to emotion.
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For both approaches, before classification, emojis were removed from the
tweets and the tweets in the dataset were represented as feature vectors, based
on the extracted features. Models for both approaches were validated in the full
dataset, but also trained in 80% of the tweets in the dataset, selected randomly,
and tested in the remaining 20%. Two different classification algorithms were
used, Multinomial Naive Bayes (NB) and Support Vector Machines (SVM), sig-
nificantly different but widely used for text classification. Next section reports
on the results of the performed experiments.

4 Results

For each task, emotion classification and emoji prediction, this section reports
on the accuracy of a 10-fold cross validation in the full dataset, and on other
performance metrics when the classifiers are trained in 80% and tested in 20% of
the dataset, for both NB and SVM. Reported results were achieved exclusively
with TF-IDF features. Despite our focus on extracting the most information
possible from the tweets, hyperparameter tests with grid search—to find the best
combination of features for training, alpha values for both models and specific
values for each model— showed that using just TF-IDF features was best suited
for both classification tasks. Additional features, as the length of the tweet and
its words, or emotion values from lexicons, proved to add confusion to the model
and result in lower performance than using just TF-IDF.

A final experiment was to learn a semantic space from our dataset, which
enabled to analyse emoji similarity, based on their context.

4.1 Emotion Classification

Table 5 shows the results of the models trained for the emotion classification
task, obtained using 1 and 2-grams TF-IDF features. After testing different
ranges of n-grams, this combination lead to the best results, which suggests that
the classification of an emotion is mainly based on single words and/or two-word
expressions. The most relevant words in Table 4 reinforce this point. Interesting
results are obtained, especially with NB, with the best F1 score, 0.7. For this
model, Table 6 has the performance by emotion and micro-averaged total.

Table 5. Results of the best classifiers for emotion classification

Model 10-Fold CV Train 80%, Test 20%

Accuracy Precision Recall F1

Naive Bayes 74.5%± 1.4% 76.2% 75.7% 0.708

SVM 70.6%± 1.4% 70.2% 71.9% 0.626
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Table 6. Results obtained with the best classifier

Emotion Precision Recall F1

Happiness 77% 97% 0.866

Anger 82% 8% 0.153

Disgust 93% 5% 0.078

Fear 98% 2% 0.019

Sadness 64% 44% 0.527

Surprise 87% 3% 0.021

Total 76% 75% 0.708

Distribution per emotion reveals that the model is apt for recognising happi-
ness (F1 > 0.86), not so much for sadness (F1 0.52), and has serious difficulties
with the remaining emotions. Looking at the proportion of each emotion in the
dataset (Table 3), there is a positive correlation between the three most repre-
sentative emotions and those for which F1 is higher, which confirms that the
performance is highly affected by data imbalance. In terms of F1, these results
are very similar to those of Wood and Ruder [23]’s 3-fold cross validation, in a
dataset of the same nature, labelled under similar principles, but in English. It
is still worth noticing that, for the classes with lower F1, precision is very high
and recall very low, meaning that the classifier is not taking many risks.

These results confirm the difficulty of classification in a real-world, but imbal-
anced dataset. It is a conflicting issue, because the predominance of a class leads
to a misclassification of the remaining. Yet, the occurrence of happy texts is,
in fact, much more probable. Data balancing might increase the overall results,
but the resulting classifier will no longer consider the probability of each class,
leading to values that do not represent the reality of social networks.

In any case, this experiment shows that we could resort to available texts, in
Portuguese, and, despite relying in common and low complexity models, classify
their emotions.

4.2 Emoji Prediction

Table 7 shows the results of emoji prediction, with NB and SVM, and using the
same dataset and features as for emotion classification. The main difference is
that emojis were used as the labels to predict. Not grouping emojis into emotions
resulted in 62 different classes, one for each considered emoji. This increases the
difficulty of the task and it is one of the reasons for the obtained results, overall,
much lower than those for emotion classification.

Table 7. Results of the best classifiers for emoji prediction

Model 10-Fold CV Train 80%, Test 20%

Accuracy Precision Recall F1

Naive Bayes 24.1%± 2.4% 50.1% 29.3% 0.237

SVM 23.6%± 1.3% 29.2% 22.1% 0.169
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Again, the highest F1, ≈ 0.24, was achieved with Naive Bayes, this time
using only 2 and 3-grams. Low performance confirms that emoji prediction is
a very challenging task and that emotion classification based on emojis should
start by grouping emojis according to emotions, as in the previous experiment.
Table 8 shows the results for a selection of emojis.

Table 8. Results of the best classifier for predicting a selection of emojis.

Naive Bayes SVM
Emoji Quantity Precision Recall F1 Precision Recall F1

25,348 (2%) 24% 73% 0.50 23% 63% 0.33

8,661 (0.7%) 28% 66% 0.46 22% 67% 0.33

10,755 (0.9%) 26% 18% 0.16 20% 16% 0.18

134,288 (12%) 33% 7% 0.08 21% 10% 0.13

14,843 (1%) 30% 52% 0.42 87% 3% 0.06

168,534 (15%) 22% 6% 0.01 28% 3% 0.01

26,754 (2%) 82% 1% 0.01 0% 0% 0.00

The best F1 score, for and , is not higher than 0.33. On the other end,
F1 is 0 in the prediction of . This is influenced by the overlap of its meaning
with other emojis, mainly , but also , the most frequent emoji in the
dataset, and , a variation of the previous with the face of a cat. This highlights
not only that there are several similar emojis, used almost interchangeably, but
also that, by focusing on emotion-relation emojis, we made the task of emoji
prediction even harder. It also explains why most of our results are lower than
those obtained in the SemEval 2018 task [4], for English and Spanish. There,
best F1 scores were between 0.05 and 0.70, confirming that emoji prediction
is a challenging task. Yet, there were less emojis to predict, not all related to
emotions (e.g. flag, fire, camera, music), and not sharing as many similarities as
those in our dataset. Emoji similarity is further analysed in the following section.

4.3 Emoji Similarity

For better conclusions on emoji similarity, the Gensim library5 was used for
learning a word2vec model [10] from our dataset, which enabled the representa-
tion of the ≈12M tokens as numerical vectors, in a n-dimensional space. Emojis
were considered as any other token, which means that there is a vector for each
emoji and similarity can thus be computed with the cosine of their vectors. The
creation of the model considered a window size of five, given that most tweets
are of short length, and tokens were represented by 300-sized vectors, a common
number in this type of representation.

Among other experiments, emoji distribution can be visualised. However,
for this purpose, the number of dimensions has to be reduced to two. Figure 1
represents the emojis of our dataset in a 2-dimensional space, after applying the
t-SNE [7] visualisation technique.
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Fig. 1. Similarity between emojis in word2vec model.

No clear cluster of emojis is displayed, but a few observations are worth
mentioning. Despite covering a large area, happiness-related emojis are all close,
especially if ‘cat-variations’ are not considered. Anger and sadness emojis appear
to form a single cluster, due to their negative valence. In fact, anger splits the
sadness cluster in two, except for the crying and expressionless emojis, which
behave as outliers. Despite some close emojis, the remaining three classes, also
the least frequent in the dataset, do not look like clusters so much. Fear and
surprise are more or less split into two groups, with the latter having three
emojis in one boundary and another on the other. Due to technical reasons,
disgusting emojis are represented with rectangles. Two of them are close, on the
bottom boundary. Although our dataset is in a different language, this distribu-
tion of emojis is not too diverging from the groups of emojis according to the six
emotions, proposed by others [23] and adopted in this work. Still, for stronger
conclusions, in the future, emojis should be clustered automatically, for instance,
with k-means.

Furthermore, emoji proximity suggests that different emojis can be used in
similar texts, possibly even interchangeably, thus making emoji prediction harder
than emotion classification. Figure 2 shows tweets that support this. Although
text is similar, different emojis are used, even if expressing the same emotion,
respectively anger and happiness.

Fig. 2. Examples of similar tweets with different emojis

5 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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5 Conclusions

Leveraging on social media text, on the presence of emojis, and on their relation
with emotions, we created a dataset of tweets in Portuguese, automatically-
labelled with emotions. This revealed to be an effective process and an alternative
to the manual creation of such dataset.

The resulting dataset is a reflection of the cultural writing in the Portuguese
speaking countries and can be the subject of many studies. Yet, in this work,
we note mainly immediate observations, such as the imbalance between happy
tweets and tweets conveying other emotions. To enable further studies, by other
researchers, we will consider making this or a similar dataset available.

The dataset was used for emotion classification and emoji prediction, with
results suggesting that there is room for improvement. A Naive Bayes classifier
based on TF-IDF features and trained on 80% of the dataset could predict the
emotion-based classes of emojis in the remaining 20% of the dataset with an
accuracy of about 71%. Yet, results per class revealed that it is only performing
well for happiness, the predominant class. On the other hand, when predicting
the exact emoji, F1 is much lower, and never higher than 24%. This is due to the
higher number of classes (62 emojis vs 6 emotions) and by the high similarity
between several emojis, some of them used almost interchangeably.

In the future, we will use the dataset for further experiments. We plan to
analyse the impact of data imbalance in our results (e.g., by comparison with
results in an undersampled balanced version); and tackle emoji prediction for
a smaller but more diverse set of emojis (e.g., the most predominant of each
class). We also aim to test more recent and promising classification models,
namely LSTM neural networks, in both tasks.
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Abstract. Despite the huge amount of high quality information avail-
able in socio-technical sites, it is still challenging to filter out relevant
piece of information to a specific task in hand. Textual content classifica-
tion has been used to retrieve only relevant information to solve specific
problems. However, those classifiers tend to present poor performance
when the target classes have similar content. We aim at developing a
Named Entity Recognizer (NER) model to recognize entities related to
technical elements, and to improve textual classifiers for Android frag-
mentation posts from Stack Overflow using the obtained NER model.
The proposed NER model was trained for the entities API version,
device, hardware, API element, technology and feature. The proposed
classifiers were trained using the recognized entities as attributes. To
evaluate the performances of these classifiers, we compared them with
other three textual classifiers. The obtained results show that the con-
structed NER model can recognize entities efficiently, as well as discover
new entities that were not present in the training data. The classifiers
constructed using the NER model produced better results than the other
baseline classifiers. We suggest that NER-based classifiers should be con-
sidered as a better alternative to classify technical textual context com-
pared to generic textual classifiers.

Keywords: Q&A · NER · Textual classification ·
Android fragmentation

1 Introduction

Social-technical sites have been extensively used during developer daily routine
to search for problem solutions given the rich available content related to soft-
ware development. Stack Overflow is a major socio-technical site which relies on
questions and answers (Q&A) to drive the collaboration among the global com-
munity of developers. Despite the possibility of asking new questions in Stack
Overflow, there is already a huge number of answered questions that provides
technical content that serves as solutions to recurrent problems. Surprisingly, a
c© Springer Nature Switzerland AG 2019
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challenge faced by developers with a programming problem in hand is finding
the desired content from the huge amount of information. Stack Overflow has
almost 16 million questions, and each question can have multiple answers. In
order to assist developers finding the desired piece of information, the content
is organized using tags. However, there may be still a lot of information to be
searched in specific tagged content. For instance, there are more than one million
questions related to Android tag.

In general, previous work [2,13,15–17] uses some type of textual classifier to
filter information targeting at specialized content for the generated documen-
tation. A limitation of those classifiers arises when the textual content of the
different classes to be classified are similar. In that case, classifiers struggle to
produce correct classification. Our hypothesis is that these classifiers could be
improved using specialized techniques related to natural language processing
(NLP) to capture text semantics. One of those techniques that has been used
in many areas is the Named Entity Recognizer (NER) that aims to locate and
classify named entities from text into predefined categories, such as names of
persons, locations, organizations, movies, bands, etc.

In this work, we aim at developing a NER model to recognize entities occur-
ring in Stack Overflow posts to improve their classification. We focus on entities
related to fragmentation problems of mobile applications, which emerge from the
large variability of devices with different features, and also from the evolvability
of the main APIs with different versions with possible incompatibility between
them.

The contributions of this work are: (1) the construction of a NER model to
recognize entities related to some problems of software engineering. This model
can be used for various purposes, for example, to identify duplicate posts in
question and answer sites by comparing entities present in these posts; and (2)
the development of improved textual classifiers using entities recognized by the
proposed NER model.

Section 2 presents the methodology to construct the proposed NER models
and how this model is used to construct textual classifiers. Section 3 presents
the results. Section 4 presents the related work and finally Sect. 6 presents the
conclusion.

2 Study Setting

In this section, we describe the two studies to answer how accurate can be a NER
model to recognize entities related to technical elements in natural language text
of Q&A sites; and to answer how much can the proposed NER model improve a
textual classifier for Android fragmentation posts, benefiting from the recognized
entities.

2.1 A NER Model for Technical Q&A Posts

In order to train the proposed NER model, we used a suite of tools from the
Stanford Natural Language Processing Group [7] to achieve a NER model able
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to recognize the new entities. In this work, we target specifically the identifi-
cation and filtering of Android fragmentation posts, so the entities recognized
by the proposed NER model are chosen in such a way to be further used to
improve the classification of posts into two different classes: those posts related
and not related to Android fragmentation. We trained this model to recognize
the following entities: device name, Android API version, API element, device
hardware, technology and feature.

To build the training dataset of the proposed NER model, we had to select
Stack Overflow posts related to Android fragmentation. In order to construct
that set, we used search engine queries to capture posts related to Android prob-
lems/bugs in Stack Overflow, and manually analyzed the retrieved posts, filter-
ing those related to Android fragmentation. In total, 708 Stack Overflow threads
were sequentially analyzed until we have accounted for 100 threads related to
Android fragmentation.

After selecting the 100 threads for the training corpus, the next step was to
conduct the established steps to train the NER model. The first required step
is to label each token present in the training corpus. To get the tokens from the
100 training threads, we applied a tokenizing function that receives the textual
content of these training threads and returns a list of tokens. A total of 26807
tokens were returned, and we manually labeled them with the entity names that
the NER model will learn to identify. We consider the following entity names for
training:

– API VERSION - this entity represents an API along with its versions, for
example, Android 6, Android version 5.1.1, KitKat, etc.

– DEVICE - this entity represents a device, for example, Samsung Galaxy S7
Edge, Motorola Moto G, Sony Xperia, etc.

– HARDWARE - this entity represents hardware components of devices, for
example, camera, SD card, bluetooth, wifi, etc.

– ELEM API - this entity represents elements of the API, i.e., methods,
classes, interfaces, etc., for example, FaceDetector.isOperational(), ListView,
getMinBufferSize().

– TECH - this entity represents technology elements, for example, JAVA,
XML, HTML, LTE, etc.

– FEATURE - this entity represents operating system features or device fea-
tures, for example, portrait mode, external storage, buffer size, among others.

– O - it represents the class of everything that does not belong to the classes
of the other entities.

To evaluate the proposed NER model, we used the metrics: precision, recall
and F-Measure.

2.2 A NER-Based Classifier for Android Fragmentation

The proposed NER model could be applied in several different tasks. In this work,
we apply that model aiming at improving the performance of textual classifiers
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for Stack Overflow posts. To achieve that goal, we defined an approach where we
combine the NER model with classifiers. To evaluate the performance of NER-
based classifiers, we investigate the problem of classification of posts related to
Android fragmentation, characterized a binary classification problem. In this
section, we will show how we build and evaluate the NER-based classifiers.

The NER-based classifiers are defined as follows:

– The NER recognizer runs on each document to be classified, recognizing
the following entities: API VERSION, DEVICE, HARDWARE, API ELEM,
TECH, and FEATURE, accounting the number of entities in each class.

– For each document, a set of attributes is defined by the number of occurrences
of the recognized entities: API VERSION, DEVICE, HARDWARE, and API
ELEM.

– The classifiers are trained with the attributes generated in the previous step,
where instances are labeled as Android fragmentation or not.

We do not consider TECH and FEATURE entities classes as attributes for
the NER-based classifiers because these two classes are not related to the problem
of Android fragmentation. For the classification of other types of posts, they
could be considered.

We report on results for the implementations of the NER-based classifiers
using Näıve Bayes, J48, and Random Forest decision trees of the WEKA.

To evaluate the NER-based classifiers, we use textual classifiers available
in Mallet1 as baselines. Those classifiers are based on Näıve Bayes, Maximum
Entropy and Decision Tree. The textual documents given as inputs are trans-
formed into feature vectors. For each document, a corresponding vector stores
the frequencies of their respective words. Classifiers use these feature vectors
to derive their internal parameters in the training phase. In the test phase, the
classifiers use their internal parameters to classify the documents given as input.

We collected 300 debug-type Stack Overflow threads related to Android.
Debug-type threads are those that the intent of the question is to get help to
debug a specific issue [3,6]. Out of those 300 threads, 150 are related to Android
fragmentation and 150 are not. In order to assess the effect of the training set
size, we created five different data groups, containing training sets of sizes 50,
100, 150, 200, and 250. For each of these data groups, we randomly sampled 20
different data sets of the respective size, from the original 300 threads, observing
that half of the threads were related to Android fragmentation, and the other
half not. This sampling strategy would assess the effect of the variability of the
content of threads in the outcome of the classifier.

We assessed the classifiers using 10-fold cross validation on each data group.
We calculated and compared the precision, recall and accuracy mean from all
classifiers.

1 http://mallet.cs.umass.edu.

http://mallet.cs.umass.edu
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3 Results and Discussion

We first present the results obtained from the evaluation of the proposed NER
model, and then we present the results from the comparison between the classi-
fiers that use the proposed NER model and classifiers that do not use.

3.1 The Proposed NER Model for Technical Q&A Posts

The trained NER model was tested using a gold set of 10 threads of Stack
Overflow that were not present in the set of 100 threads used in the training
phase. These 10 threads have a total of 289 entities, used to calculate precision
and recall. We will show the result for all entities considered together and also
the results of each separate entity.

In order to assess if the size of input data used for the training the NER
model was adequate to produce a realistic recognizer, we calculated precision,
recall, and F-Measure varying the size of input data. We started calculating
precision, recall and F-measure for a model trained with 2,000 input tokens, and
then we successively added more 2,000 tokens, calculated again, and so on.

As we can see in Fig. 1 (All Entities), precision is already very high and
does not vary significantly as the number of training tokens increases. This is
an indication that the NER model is very precise even with few training data.
Interestingly, we can also observe that precision may decay smoothly when the
size of training corpus increases. A possible explanation for that phenomenon is
that when new entities are included in the model, it becomes more complex and
the model may try to identify new instances, and then may incorrectly identify
those new elements.

Recall, differently from precision, is highly affected by a small training set. It
increases as the number of training tokens increases, especially when the training
set is still small. In the interval of 2,000 to 10,000 tokens, we have a substantial
increase of 40.5% in the recall. The graph indicates that after 18,000 tokens the
recall begins to converge, with a small increase in every 2,000 tokens added. F-
Measure behaves like recall, because the precision does not vary too significantly.
The number of tokens used in training (26807 tokens) can be considered adequate
to recognize a reasonable number of entities correctly (83.4% of all entities) with
a precision of 96.4%. The small increase in recall even after the NER model
begins to converge from 18,000 tokens will be explained later when we analyze
the generated graphs for each separate entity.

We now analyze each different entity in order to better understand their
impact in the overall result of precision, recall and F-Measure.

Considering only the DEVICE entity, the precision for the DEVICE entity
does not vary much over different training set sizes. The recall and F-Measure
converge fast to a saturation point of 8,000 training tokens. This indicates that
the NER model is very efficient to recognize DEVICE entities (the model trained
with 26807 tokens achieved a precision of 98.6%, recall of 94.5% and F-measure
of 96.5%). We can also observe that the NER model had better results for the
separate DEVICE entity than considering all entities.
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Fig. 1. Precision, recall and F-measure varying the number of training tokens

For the API VERSION entity, precision is already high even for the smaller
training sets, and that recall and F-measure also converge fast. A relevant obser-
vation is that the NER model was able to find all the entities present in the test
threads in 26,000 training tokens as well as 26,807 tokens. We could find with
respect to API VERSION entities a pattern where the API name (or discrimi-
nant term) is usually followed by the version, for example, Android 6, Android
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4.4.1, API level 19 and so on. As there are few different names for the Android
API (but there are many versions), the NER model can recognize the name
followed by the version efficiently. This model also recognizes names given to
Android versions, such as KitKat, Lollipop, among others.

For the ELEM API entity, precision is already high for small training sets,
and recall and F-measure start at low rates with 2,000 tokens, but gradually
converge as the number of input tokens increases. A relevant observation is that
with 18,000 tokens, the NER model can recognize all API elements (100% recall).
From 22,000 tokens recall begins to decrease, and then stabilizes at 26,000 tokens
(about 92% of F-Measure). A possible explanation for the decrease is some noise
that may have been introduced with some new tokens.

For the HARDWARE entity, recall does not increase in a similar way as
the previous entities. With 20,000 tokens we still have recall just a little above
40% and maximum recall is below 65%. Interestingly, precision starts at 100%
and continues stabilized. With respect to recall, from 6,000 tokens up to 20,000
tokens the model recognizes the same number of entities, that is, 22,000 tokens
were necessary to recognize new HARDWARE entities. This can be explained
through an analysis of the training and test data, which contains few examples of
HARDWARE entities in the threads related to the Android fragmentation prob-
lem. To better understand this issue it is necessary to further study the threads
related to the Android fragmentation problem, and to analyze the prevalence of
fragmentation problems caused by a hardware component of devices. However,
that study is beyond the scope of this work. Regarding the precision, NER model
is very efficient, hitting all the entities along the increase of the training set size.

For the TECH entity, we can observe a pattern similar to the HARDWARE
entity. Only with 8,000 tokens we have recognized entities. Interestingly, precision
starts at 100% with this number of tokens and continues stabilized. With respect
to recall, from 10,000 tokens up to 14,000 tokens the model recognizes the same
number of entities, that is, it needed 16,000 tokens to recognize new TECH
entities. There are few entities of this type in the training and test data.

For the FEATURE entity, recall and F-measure increases almost linearly as
the number of training tokens increases. We observed in the training data that
the FEATURE entity has a wide variety of names (related to the resources of
the operating system or device), so it is expected a large number of training
tokens to recognize this entity type more efficiently. This entity has the highest
impact on the overall result because it is more prevalent than the other in the
test data.

New Learned Vocabulary. We verified if the built NER model has the abil-
ity to learn new terms that are not present in the training set. We run our
NER model trained with the entities ELEM API, DEVICE, API VERSION and
HARDWARE on 7 Stack Overflow threads. A total of 50 words were recognized
by the NER, and out of these 50 words, 20 were present in the training data,
i.e., the built NER model recognized 30 new words (60% of the total recognized
words). From those 50 recognized entities:

– 22 are ELEM API (19 new (86.4%) and 3 in the training data (13.6%);
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– 20 are DEVICE - 8 new (40.0%) and 12 in the training data (60.0%);
– 7 are API VERSION - 3 new (42.9%) and 4 in the training data (57.1%);
– 1 is HARDWARE, which was in the training data.

3.2 NER-Based Classifiers for Android Fragmentation

We present the assessment of the proposed NER-based classifiers compared to
other baseline classifiers. The boxplots in Fig. 2 show the results of the accuracy
of the classifier running on the 20 sampled datasets previously defined.

For example, DT 50 represents the results obtained by applying the Decision
Tree classifier in the 20 data sets, constructed with 50 randomly sampled threads
from the 300 threads obtained manually, as we discussed in Subsect. 2.2. ME 50,
NB 50, NE+NER 50, DT RF+NER 50 e DT J48+NER 50 represents, respec-
tively, the results obtained by applying the Maximum Entropy, Näıve Bayes,
Näıve Bayes + NER, Random Forest(Decision Tree) + NER e J48(Decision
Tree) + NER classifiers in the same 20 data sets.

We can analyze the results from two perspectives: size of training set and
different classification methods.
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Fig. 2. Accuracy of classifiers for different size of training sets.

The first perspective is related to the performance of the classifiers with
respect to the number of training threads given as input to these classifiers. For
non-NER classifiers, the use of sets of size 50 produce lower accuracy classifiers.
Kruskal-Wallis tests on the accuracy results showed significant difference for DT,
ME and NB classifiers (p-value < 0.05). In post-hoc analysis of multiple com-
parisons, there was a significant difference for the 50-threads training sets where
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they were significantly smaller. For the NER-based classifiers, no significant dif-
ference could be observed (p-value > 0.05), indicating that NER classifiers are
not significantly sensitive on the size of the training set. However, we can observe
that the variability in the results in each data group decreases as the number
of training threads increases. In order words, the greater the amount of training
data, the greater the chance of the classifiers converge to a certain result. A
good example is the results in DT J48+NER 250, where we can observe that
the results converge to around 0.95.

The second perspective is related to the comparison of the classifiers with
each other. In Fig. 2, we can divide the classifiers into two groups. The first group
contains the classifiers Decision Tree, Maximum Entropy and Näıve Bayes, and
the second group contains the classifiers Random Forest(Decision Tree) + NER
and J48(Decision Tree) + NER. The Näıve Bayes + NER classifier could be
defined to be in between the two groups, except for the 50 threads training group
where it is similar to the other NER classifiers. The classifiers of the second group
that use the NER model with decision trees produced better results compared to
the ones in the first group that are text classifiers, showed by a Kruskall-Wallis
post-hoc analysis of multiple comparisons, at α = 0.05.

Figure 3 shows the precision and recall for 250 training threads. The precision
of Decision Tree Classifier (red boxplots) is higher than the recall, so it is cor-
rectly classifying more threads related to the Android fragmentation class than
threads unrelated to the Android fragmentation class. The boxplots medians of
precision and recall for the Maximum Entropy classifier (purple boxplots) are
very close, which indicates that the classifier is classifying the two classes in a
balanced way. The median recall of the Näıve Bayes classifier (yellow boxplots)
is higher than the median of the precision, which indicates that this classifier
is classifying more correctly threads unrelated to Android fragmentation. This
is a problem for applications that aim to get only threads related to Android
fragmentation. As we can see in Fig. 3, Decision Trees classifiers that use the
NER model have better results for precision and recall than the other classifiers.

Threats to Validity. For external validity, our results are limited for improving
classification of Android fragmentation content. For internal validity, the defini-
tion of the training set may be subject to human misclassification. We mitigated
that threat by the authors discussing the cases that would be more likely to
have some disagreement. Another threat is the effect that different training sets
have on NER models and classifiers. For NER models, we mitigate that threat
including in the study, the influence of the size of the training set in the model,
in order to understand the significance of the threat. For the classifiers, we mit-
igate that threat, bootstrapping 20 different samples to understand the effect
that different random samples would have in the result of the classifier.

4 Related Work

Some approaches to improve the use of socio-technical information would also
benefit from specialized and accurate classifiers to filter the textual content.
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Fig. 3. Comparing precision and recall of the classifiers.

Robillard and Chhetri [12] proposed to detect and recommend fragments of
documentation potentially important for a developer who is using a given API
element. Head et al. [9] proposed language-specific routines that automatically
generate context-relevant, on-demand micro-explanations of code. These rou-
tines detect explainable code in a web page, parse it, and generate in-situ natural
language explanations and demonstrations of code. Zhong and Su [21] combined
natural language processing and code analysis techniques to detect and report
inconsistencies in API documentation. Souza et al. [15] and Rocha and Maia [13]
proposed methodologies for automated generation of tutorials and cookbooks for
APIs from the contents of the Stack Overflow filtering content using classifiers
to separate how-to-do posts. Dagenais and Robillard [4] proposed a technique
that automatically discovers documentation patterns.

Named Entity Recognition has been applied in several areas, corroborating
with our technical choice. Liu et al. [10] proposed a technique for recognizing
entities from tweets. Yoshida and Tsujii [20] investigated improvement of auto-
matic biomedical named-entity recognition by applying a re-ranking method to
the COLING 2004 JNLPBA shared task of bioentity recognition. Danger et al.
[5] applied NER to recognize entity types relevant to the context of Protein-
Protein Interactions. Bhasuran et al. [1] implemented an ensemble approach
combined with fuzzy matching for biomedical named entity recognition of dis-
ease names. Yao and Sun [19] proposed a method to recognize and normalize
mobile phone names from domain-specific Internet forums. Shabat, Omar and
Rahem [14] developed a crime named entity recognition based on machine learn-
ing approaches that extract nationalities, weapons, and crime locations in online
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crime documents. Quimbaya et al. [11], the authors extracted information from
narrative text contained within electronic health records.

Some authors [8,18] have tried to understand, or even minimize, the problems
caused by Android fragmentation. Wei et al. [18] built a model to check whether
the use of the Android API causes issues in certain contexts (versions of Android
and device models). Finding those specific threads in Stack Overflow using our
classifiers to build a body of knowledge on this problem would be useful to
mitigate the impact of fragmentation.

5 Conclusion and Future Work

The social-technical sites offer a lot of quality information to software devel-
opers. However, it is challenging to filter out this information due to the large
amount of content available in these sites. Several works have been proposed to
create alternative filters, in order to obtain only the necessary information to
solve the desired problem. In this work, we proposed an alternative technique
that improved the results of textual classifiers that are frequently applied in the
creation of filters applied in social-technical sites.

We used NER to recognize entities related to software development technical
elements in socio-technical sites. We combined this NER model with Näıve Bayes
and two decision tree classifiers (Random Forest and J48). We show that decision
tree classifiers obtained better results in comparison with three other raw text
classifiers (Decision Tree, Maximum Entropy and Näıve Bayes).

In addition to improving the results of the textual classifiers, the NER model
could also be used for other purposes. For example, we could apply this model to
identify duplicate posts by recognizing entities on social-technical sites, such as
Stack Overflow. This model could also be used to recognize posts that are related
to problems involving new types of device models, since a major advantage of
NER is to discover new entities that are not present in the training data used
to train the model.

As future work, more entities related to software engineering would be
included to help solving a wider range of problems in this area. New classifiers
based on these models to assist solve other problems could also be developed.

Acknowledgments. We acknowledge CAPES, FAPEMIG, and CNPq for partially
funding this research.
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Abstract. Within the domain of Artificial Intelligence, humor has been
a research topic for some time, but the automatic recognition of its ver-
bal expression has never been tackled for Portuguese. This work aims to
change this scenario. We describe a set of experiments towards the devel-
opment of computational models that recognize humor written in Por-
tuguese, based on content and humor-specific features extracted. Inter-
esting results, with F1-scores up to 0.93, are achieved when classifiers for
this purpose are trained and tested on texts with a similar style (question-
answers or news headlines). Yet, when the testing examples are of a dif-
ferent style, results are poor, which suggests that much more has to be
done towards effective humor recognition.

Keywords: Natural Language Processing · Text classification ·
Computational Humor · Humor recognition

1 Introduction

The ultimate goal of Natural Language Processing (NLP) is to develop machines
with the ability of communicating using human language. This turns out to be
very challenging, because human languages use several phenomena that are hard
to deal with, even for humans, such as ambiguity (at several levels), language
variability, or the use of figurative language (e.g., irony, metaphor). The meaning
of language is also influenced by the context, including affects or out-of-context
interactions, possibly with the goal of making others laugh.

Computational Humor [3] is a field of Artificial Intelligence that uses com-
puters for detecting, analyzing or producing humor. The automatic recognition
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of verbal humor is thus a branch of both Computational Humor and NLP. In
fact, either by humans or machines, recognizing humor is a sign of fluency in
the target language [20], and might result in better handling different situations.
For instance, a news aggregator might gain the ability of filtering out humor-
ous news; or a chatbot might recognize a humorous interaction and change its
response, possibly ignoring it, or answering with humor as well.

Our main goal is to develop a computational model capable of recognizing
humor written in Portuguese. Although there are several works on humor recog-
nition, to our knowledge, most target English and no one tackles it in Portuguese.
A long-term goal is to enable the inclusion of humor recognition capabilities in
intelligent agents that use the Portuguese language. Yet, we are only taking
the first steps towards it. Given the lack of studies towards such a model, the
experiments described in this work will hopefully help to shake the area.

We tackle humor recognition as a traditional task of text classification. We
started by collecting and organizing texts in the creation of datasets for testing
our models and for reaching conclusions on the achieved progress. Such datasets
had to contain both humorous and non-humorous examples of (short) texts.
Two different datasets were created, including both positive and negative exam-
ples: one with questions and answers; another with news headlines. Those were
used for training and testing a set of models, using different learning methods
and exploiting not only content features (bag-of-words), but also some humor-
specific features (e.g., incongruity, ambiguity), for which extraction procedures
were adapted and applied to Portuguese. When the models are trained and tested
in different parts of the same dataset (similar style), results are high, reaching
F1-scores of 0.93 for humorous question-answers, using only content features, or
both content and humor-specific features. However, when the model is trained
in one dataset and tested on another, results are much lower, with the highest
F1-score of 0.70, after training on the largest dataset and exploiting both con-
tent and humor features. Our interpretation is that the proposed approach is
adequate for recognizing humor in a specific style, while recognizing it in general
is much more challenging and requires additional work, especially more data.
As an initial approach to the topic, we feel that interesting conclusions were
achieved and doors are now open for further research on the topic.

The remainder of this paper is organized as follows: In Sect. 2, we overview the
related work, with a focus on methods and approaches for humor recognition; In
Sect. 3, we describe the data used, pre-processing of the data, features extracted
and an initial analysis of their relevance; In Sect. 4, we describe the experiments
performed and report on the results achieved; In the last section, we draw some
conclusions and set directions for future work.

2 Related Work

Most studies in the field of Humor Recognition address it as a binary classifica-
tion problem: humor or not. Here we analyze features explored, datasets used,
and approaches adopted, previously, for this purpose.



746 A. Clemêncio et al.

Besides the traditional bag-of-words approach for text classification, authors
have focused on specific features that might be good indicators of humor.
Those include the presence of idiomatic expressions and other words typical
of jokes [18]; human-centered vocabulary (e.g., “I”, “you”) [13]; repetition of
sounds in rhymes and alliteration [14,21]; antonyms and slang [14]; length
and other structural features [2]; syntactic features [11], including number of
phrases by type (e.g., NP, VP) or dependency relations; ambiguity [2,18,21];
sentiment/polarity of words [2,21], including intensity [2], or focus on negative
words (e.g., “wrong”, “error”) [13]; and, of course, incongruity [21]. Some of the
previous (e.g., polarity, slang) can be acquired by looking up in specific lists or
lexicons, while others have to be extracted indirectly. For instance, the amount
of ambiguity can be approximated by the average number of senses that the
used words have, in a dictionary or wordnet. An interesting way of approxi-
mating incongruity is considering it to be inversely-correlated with the average
similarity of the used words [21].

To analyze the importance of humor-specific features, three models for humor
recognition were compared [14]: one based on the presence of antonyms, alliter-
ation and slang; another following a traditional bag-of-words approach; and one
that combined both of the previous, leading to the best results. In another exper-
iment [21], when compared to other features, incongruity, computed through
distributional models of semantic similarity, lead to the best results.

Although there are many styles of humor, to simplify this task, most authors
focused on a single type, generally short jokes or one-liners. Given that it is rel-
atively easy to collect one-liners from the Web, Mihalcea and Straparava’s [14]
dataset, also used by others (e.g. [11,21]), includes 16,000 one-liners in English.
Sjobergh and Araki [18] collected a smaller dataset with 6,100 jokes. Mihal-
cea and Pulman’s [13] dataset included longer jokes as well. Barbieri and Sag-
gion [2] focused on tweets and worked both on humor and irony recognition.
Their dataset had 40,000 tweets, labelled with the categories of Irony, Edu-
cation, Humor and Politics, according to the presence of corresponding hash-
tags (#irony, #education, #humor, #politics). When creating such a dataset,
attention should be taken also in the selection of the negative examples. To
have a fair task, the latter should be structurally and stylistically similar to
the positive examples. Negative examples previously used for one-liners include
other types of short texts, such as news headlines, single sentences in newspa-
per articles, or proverbs [14]. While the latter will have similar lengths, stylistic
differences might still go beyond humor.

Work on humor recognition has mainly followed a supervised learning app-
roach, where models were learned with the dataset and the extracted fea-
tures. Classification algorithms previously used for this purpose include Naive
Bayes [13,14], Support Vector Machines (SVM) [13,14], and tree-based classi-
fiers, including Decision Tree [2] and Random Forests [2,11,21].

The aforementioned works were developed for English. There are linguistic
studies on humor covering examples in Portuguese [20] but, on its recognition,
we do not know of any work specifically for this language. Yet, there is work on
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related topics in Portuguese, such as irony [4,7] or proverb detection [16], as well
as on the automatic generation of potentially humorous riddles [9].

3 Data Preparation

Models for recognizing verbal humor in Portuguese were trained and tested
in datasets created for this purpose, with examples of humor and non-humor.
Besides exploiting content features, humor-specific features were also extracted.
This section describes the datasets, the features extracted, and the classification
algorithms used for learning binary classifiers that label Portuguese (short) texts
as humorous or not.

3.1 Datasets

Since we knew of no prepared dataset of Portuguese humor, we had to create one
specifically for training and testing the classification model. In this process, care
must be taken, as positive and negative examples should not be too different,
except in the actual features that humans rely on for discriminating between
classes, here, humor and non-humor. Otherwise, we risk that the classifier learns
to differentiate classes based on features that are irrelevant for our purpose,
e.g., length or structure of the text, or non-relevant vocabulary differences.

With this in mind, two datasets were assembled, each with instances writ-
ten in a similar style (question-answer or headline) and with a similar length,
given that we only considered short texts. Since there are not many sources of
Portuguese text, easily accessible and that we know, for sure, to be humorous,
positive examples were first collected. Considering them, negative examples in a
similar style were then selected.

All the instances in the first dataset (hereafter, D1) contained questions fol-
lowed by short answers. Positive examples comprise 700 one-liners gathered from
the Web—most from the collection “Anedotário Português”1; others gathered
from the Facebook page “O Sagrado Caderno das Piadas Secas”2. As negative
examples, D1 contained the 700 general-knowledge questions and answers in the
Portuguese part of the parallel corpus MultiEight-04 [12]. Table 1 illustrates the
contents of D1, including the text, in Portuguese, a rough English translation,
and the label (‘H’ for positive examples, ‘N’ for negative).

The second dataset (D2) contains 4,300 news headlines: about 2,100 from
the Portuguese newspaper Público and the remaining from Inimigo Público, a
humoristic supplement of the previous newspaper. Público headlines are all from
February 2019, while those from Inimigo Público spread from December 2018 to
February 2019. Although we wanted to cover the same time periods, Público has
much more publications. All headlines were collected from the social network
Twitter, where both sources have their accounts and regularly post headlines.
Before their usage, all headlines were subjected to an initial cleaning procedure,
1

https://ltpf.files.wordpress.com/2011/01/omaiscompleto-anedotc3a3c2a1ri.pdf.
2 https://www.facebook.com/CadernoDasPiadas/.

https://ltpf.files.wordpress.com/2011/01/omaiscompleto-anedotc3a3c2a1ri.pdf
https://www.facebook.com/CadernoDasPiadas/
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Table 1. Examples instances in dataset D1 and their labels.

Example Label

Qual é a ĺıngua menos falada no mundo? Ĺıngua Gestual H

(What is the least spoken language in the World? Sign Language)

Porque é que os poĺıcias não gostam de sabão? Porque preferem deter gente H

(Why don’t cops like soap? Because they prefer to arrest people)

* ‘deter gente’ (arrest people) sounds like detergent

Quem é Jean-Bertrand Aristide? O primeiro presidente do Haiti eleito
democraticamente

N

(Who is Jean-Bertrand Aristide? The first democratically elected President of

Haiti)

Como se forma o ozono? Através de reacções fotoqúımicas atmosféricas na
presença de calor e luz solar

N

(How ozone is formed? Through atmospheric photochemical reactions in the

presence of heat and sunlight)

Table 2. Examples instances in dataset D2 and their labels.

Example Label

Operação da GNR na estrada para fiscalizar condutores que comem carne na
sexta-feira santa

H

(GNR operation on the road to inspect drivers who eat meat on Good Friday)

Benfica recebeu fundos da Segurança Social para Lúıs Filipe Vieira gastar
em gambas

H

(Benfica received Social Security funds for Lúıs Filipe Vieira to spend on prawns)

Ministério das Finanças ainda não recebeu pedidos de pré-reforma no Estado N

(Ministry of Finance has not yet received pre-retirement claims in the State)

Nogueira acusa António Costa de tentar manipular opinião pública N

(Nogueira accuses António Costa of trying to manipulate public opinion)

where retweets and posts that did not correspond to headlines (e.g., “A primeira
página”, in English, “The first page”) were discarded, and text frequently used
in the beginning of some posts was removed (e.g. “Hoje na edição impressa:”,
“Today in the printed edition:”). Table 2 illustrates the contents of D2.

3.2 Feature Engineering

Humor recognition can be tackled as a traditional text classification task, where
texts are represented as a bag-of-words. However, humor goes beyond those
(content) features. Therefore, supported by the literature on the topic, we extract
several humor-relevant linguistic features from Portuguese text, so that they can
also be considered by the learned models.
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Given that we are working on Portuguese text, once the features to extract
were identified, we explored available linguistic resources for this language
on which we could rely for their extraction. Pre-processing was performed
with Python’s Natural Language Toolkit library (NLTK), improved for Por-
tuguese [5]. It included tokenization, for dividing the text into tokens; part-of-
speech (PoS) tagging, for identifying the PoS of each word; lemmatization, for
identifying the dictionary form of each word-PoS pair; and named entity recogni-
tion, for identifying named entities (NEs) and assigning them a suitable category.
Features that resort to lexicons where entries are lemmatized (e.g., antonymy,
ambiguity) are extracted from the lemmatized version of the text.

Next, we enumerate the humor-specific features considered and how they
were extracted:

– Sentiment (3 features): number of words with a positive polarity, and with a
negative polarity, according to SentiLex-PT [17]. Words like beleza (beauty) or
inteligência (intelligence) are typically used with a positive polarity, whereas
words like engano (mistake), pobre (poor) or morrer (to die) are typically
negative. A third feature is the difference between the number of positive and
negative words.

– Slang: number of words listed in the Dicionário Aberto de Calão e Expressões
Idiomáticas3 (Open Slang Dictionary). Such words include vaca (cow/bitch),
merda (shit), or cagar (to shit), among many others.

– Regularities in writing (4 features): number of occurrences of the most
frequent character uni/bi/tri/tetra-grams. This feature is extracted with the
ngrams() function of NLTK and may capture the presence of alliteration.

– Antonymy: number of pairs of lemmas that are antonyms in at least two
out of ten Portuguese lexical knowledge bases [8]. Examples of antonym pairs
include covardia-coragem (cowardice-courage), alegre-triste (happy-sad), or
piorar-melhorar (worsen-improve).

– Ambiguity (2 features): average number of senses per lemma and high-
est number of senses for a lemma, according to OpenWordNet-PT [15], a
Portuguese wordnet, where words are grouped in synsets, according to their
possible senses.

– Out-of-vocabulary words: number of words not covered by the vocabu-
lary of a pre-trained word2vec CBOW model of word embeddings for Por-
tuguese [10], with 300-sized vectors. This feature aims to capture words that
are sometimes made-up towards a humor effect.

– Incongruity: average similarity of all pairs of words, according to the pre-
vious model of word embeddings. Given that incongruity is related to unex-
pectedness for being out of place, the lowest the value of this feature is, the
higher its incongruity should be.

– Named Entitites (11 features): number of NEs per category, considering
the 10 categories in the HAREM collection [6]. The last feature is a sum of
all NEs. These features are motivated by the frequent occurrence of NEs in
our dataset, mainly in general knowledge-questions and news headlines.

3 http://natura.di.uminho.pt/∼jj/pln/calao/calao.dic.txt.

http://natura.di.uminho.pt/~jj/pln/calao/calao.dic.txt
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For the extraction of the content features, datasets are previously pre-
processed as well, and represented as bags-of-lemmas, with no weighting, and
considering only lemmas that occur in at least three instances. This decision was
based on an initial set of experiments where this configuration lead to minor
improvements.

3.3 Feature Relevance Analysis

Before learning a classifier for the automatic recognition of humor, we decided
to explore the datasets and compute the Information Gain of the considered
features. The higher this value, the better a feature is for dividing the data into
groups with low entropy, also a strong indicator of feature relevance. Table 3 lists
the eight features with higher Information Gain for each dataset.

Table 3. Features with higher Information Gain in datasets D1 and D2.

D1 D2

Incongruity 0.69 Incongruity 0.68

Avg #Senses 0.34 Avg #Senses 0.17

#NEs 0.16 Char 1-gram 0.15

Token ‘um’ 0.13 2-grams 0.05

Max(#Senses) 0.13 #NE ‘Person’ 0.05

Char 3-grams 0.11 Max(#Senses) 0.03

Char 1-gram 0.10 #NEs 0.03

Token ‘porque’ 0.09 Char 3-grams 0.03

Even though our incongruity feature is just an approximation through the
computation of the average similarity, this analysis shows that it is the most
important feature for humor recognition in both datasets. This is in line with
the incongruity [1] theory of humor, which claims that “laughter is the per-
ception of something that violates our mental patterns and expectations”. The
second feature with highest Information Gain, also the same for both datasets, is
ambiguity, here in the form of the average number of senses per word. Again, it
is a feature we know to be highly related to humor (e.g., jokes may take advan-
tage of two different senses of a word), previously exploited by other researchers
for humor recognition [2,18,21]. The other ambiguity-related feature, maximum
number of senses, is also in the top for both datasets, but in a different rank. The
remaining top features are different for D1 and D2, and for D1 Information Gain
values are higher, possibly because this dataset is smaller. Other relevant fea-
tures in D1 include the number of named entities, character 1 and 3-grams, and
the presence of the tokens ‘um’ and ‘porque’. These tokens appear much more
often in the positive examples of D1, so they are very relevant in the classifica-
tion task. After closer inspection, we find 240 positive examples in D1 containing
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the word ‘porque’, which never occurs in the negative. In D2, the third feature
with higher Information Gain is the character uni-grams, interpreted as a higher
repetition of characters in the positive examples. The remaining features in D2
have lower Information Gain. One of them is the occurrence of named entities of
the type person, frequent in news headlines, which is the style of both positive
and negative examples.

This analysis confirmed the relevance of some of the features specifically
extracted for humor recognition and helped us understand how a classifier might
learn to discriminate humorous texts. Using only a subset of the most relevant
features may reduce the amount of noisy features and also time complexity, with
clear benefits if we aim at integrating humor recognition in a system working in
real time (e.g. chatbot).

4 Experimentation

Humor recognition was tackled as a text classification problem. Our goal was to
train a binary classifier for automatically labelling short texts as humorous or
not, based on their features. The datasets described in the previous section were
used for training and testing this classifier. Three different classification algo-
rithms were tested for this purpose, selected for being commonly used for text
classification and, specifically, humor recognition [2,13,14]. Those were Support
Vector Machines (SVM), Decision Tree (DT) and Naive Bayes (NB), all available
in scikit-learn4, a machine learning toolkit in Python, used in our experiments.

This section describes the performed experiments. In the first set of exper-
iments, we train and test on examples of the same kind, namely question-
answers (D1) or news headlines (D2). Given that these results may not be valid
for humor of different kinds, we refer to these experiments as the recognition of
humor styles. On the second set of experiments, we analyze the results of train-
ing a classifier in one dataset and testing it on the other, to see how well the task
of humor classification can be generalized. In both sets of experiments, we also
compare the performance of using content features or humor-specific features
exclusively, or combining both of them.

Although, in the current scenario, working with all features is still scalable5,
empirical tests suggested that results were not affected if we used only the top-
200 features with higher Information Gain (see Sect. 3.3). Therefore, all reported
results were obtained with those 200 features, except for experiments using only
humor-specific features, which are only 24.

In all experiments, results are reported in terms of accuracy when labelling
each example as humorous or not. Even though our datasets are almost balanced,
given that our goal is to recognize humor, we also report the precision, recall
and F1-score for the humorous class.

4 https://scikit-learn.org/.
5 A 10-fold cross validation in any dataset takes only a few seconds in a regular laptop.

https://scikit-learn.org/
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4.1 Recognizing Humor “Styles”

In the first experiment, models were trained and tested in the same dataset
and performance was measured with the average metrics in a stratified 10-fold
cross validation. Table 4 reports the results achieved with each classifier on each
dataset, when using only content features, humor-specific features, or both.

Table 4. Results of 10-fold cross validation for humor recognition in D1 and D2:
exclusively with content features; exclusively with humor-specific features; with content
and humor-specific features.

D1 D2

SVM DT NB SVM DT NB

Content features

Accuracy 0.93± 0.04 0.88± 0.05 0.89± 0.05 0.81± 0.03 0.71± 0.03 0.72± 0.03

Precision 0.96± 0.04 0.92± 0.04 0.90± 0.06 0.85± 0.02 0.77± 0.03 0.71± 0.03

Recall 0.91± 0.08 0.84± 0.11 0.89± 0.11 0.76± 0.05 0.59± 0.06 0.77± 0.04

F1 0.93± 0.05 0.87± 0.06 0.89± 0.06 0.80± 0.03 0.67± 0.05 0.74± 0.03

Humor-specific features

Accuracy 0.84± 0.05 0.77± 0.02 0.80± 0.04 0.80± 0.02 0.67± 0.02 0.65± 0.03

Precision 0.85± 0.06 0.79± 0.04 0.77± 0.06 0.78± 0.02 0.67± 0.03 0.66± 0.03

Recall 0.82± 0.09 0.76± 0.06 0.81± 0.03 0.75± 0.04 0.67± 0.02 0.63± 0.05

F1 0.83± 0.06 0.77± 0.03 0.92± 0.04 0.76± 0.02 0.67± 0.02 0.64± 0.04

Content + Humor-specific features

Accuracy 0.94± 0.05 0.87± 0.05 0.91± 0.05 0.85± 0.03 0.72± 0.02 0.79± 0.03

Precision 0.97± 0.04 0.88± 0.05 0.92± 0.08 0.88± 0.02 0.73± 0.01 0.82± 0.03

Recall 0.90± 0.10 0.86± 0.10 0.92± 0.08 0.81± 0.04 0.70± 0.05 0.75± 0.05

F1 0.93± 0.06 0.87± 0.06 0.91± 0.05 0.84± 0.03 0.71± 0.03 0.79± 0.03

Looking at the performance of different classifiers, better results are consis-
tently obtained with SVM. When comparing different types of features, even
though the majority of features with higher Information Gain were from the
humor-specific group (see Sect. 3.3), better results are obtained with content
features. Looking at F1, this difference is more pronounced in D1 (0.93 vs 0.83)
than in D2 (0.80 vs 0.76). Although both positive and negative examples in D1
are structured similarly, as question-answer, these results highlighted the fact
that positive examples use several humor-specific tokens, not to mention the
high occurrence of the pronoun ‘porque’ (why). Out of curiosity, those humor-
specific words include ‘elefante’ (elephant), ‘alentejano’, ‘lâmpada’ (light bulb)
or ‘cúmulo’ (in the extreme) with 0.026, 0.021, 0.014, 0.013 Information Gain,
respectively. Still, when both types of features are used together, in D1, accuracy
improves by one point (0.94), and, in D2, F1 increases four points (0.84). This
suggests that combining content and humor-specific features is a good option.
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Finally, the results of D1 and D2 suggest that it is easier to identify humor-
ous questions and answers than to recognize humorous headlines. This makes
sense, because recognizing the latter without additional context (e.g., recent
news, political situation) can be challenging even for humans. In fact, without
that specific context, many humorous and serious headlines might look very sim-
ilar (see Table 2). Nevertheless, despite this difficulty, we believe that achieving
a F1-score of 0.84 in D2, with an SVM and both types of features, is an inter-
esting result. As for D1, accuracies and F1 higher than 0.9, and precision higher
than 0.95 is very positive, especially when it comes to such a human character-
istic as humor is. Accuracy values are in line with those reported by Mihalcea
and Straparava [14], when recognizing humorous one-liners in English, among
news headlines from Reuters (96%) or sentences from the British National Cor-
pus (79%), also with Naive Bayes and SVM classifiers and using both content
and a set of humor-specific features.

Despite the achieved performance, we cannot say that the learned models
have successfully learned to recognize humor. Only that they have learned how
to pick pontentially-humorous instances out of other textual instances written
in a similar style. In the next section, we make an initial analysis of how the
resulting models generalize to humor in slightly different forms.

4.2 Recognizing Humor

In order to test whether a model trained with a kind of humor would be general
enough to recognize other types of humor, we trained models like the previous
in one dataset and tested them on the other. Table 5 shows the results achieved
with content features or humor-specific features exclusively, and Table 6 when
using the top-200 relevant features, including both content and humor features.

Table 5. Results of training in one dataset and testing on the other, using different
feature sets.

Content features Humor-specific features

D1 → D2 D2 → D1 D1 → D2 D2 → D1

SVM DT NB SVM DT NB SVM DT NB SVM DT NB

Accuracy 0.52 0.51 0.55 0.69 0.40 0.49 0.53 0.55 0.46 0.63 0.55 0.46

Precision 0.66 0.52 0.55 0.68 0.40 0.50 0.55 0.56 0.44 0.77 0.57 0.42

Recall 0.11 0.25 0.66 0.72 0.41 0.90 0.41 0.49 0.25 0.37 0.40 0.20

F1 0.19 0.34 0.60 0.70 0.41 0.64 0.47 0.52 0.32 0.50 0.47 0.27

Results suggest that models learned this way are not, in fact, apt for recog-
nizing humor expressed in different styles, other than the style they are trained
with. Still, the model trained in D2 performs better in D1, regardless of the
features used. However, when content features are combined with the humor-
specific. F1 is considerably higher (0.70 with SVM).
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Table 6. Results of training in one dataset and testing on the other, using all features.

D1 → D2 D2 → D1

SVM DT NB SVM DT NB

Accuracy 0.50 0.53 0.48 0.72 0.59 0.54

Precision 0.55 0.56 0.48 0.76 0.61 0.53

Recall 0.04 0.35 0.25 0.65 0.53 0.69

F1 0.07 0.42 0.33 0.70 0.57 0.60

Models trained in D1 perform poorly, with accuracies close to the random
chance. Here, humor-specific features seem to generalize better, but the highest
F1 is just 0.52, with DT. When using content features, recall is very low, meaning
that the model is classifying most instances as non-humorous. We recall that D2
is about three times larger than D1 and, even though they cover a different style
of humor, this fact should significantly affect the results achieved. Specifically,
there are many content features (words) in D2 that do not occur in D1.

This experiment confirmed that recognizing humor automatically is, indeed,
challenging, and it takes much more than learning on a set of examples that only
cover one type of humor. Despite this fact, with more data, significantly better
results could be achieved.

5 Conclusions

We tackled the problem of humor recognition in texts written in Portuguese. As
far as we know, this is the first time this problem is tackled for this language.
Two datasets were assembled, both with humorous and non-humorous instances,
and used for training and testing models for classifying them. Besides relying
on traditional bag-of-words features, we identified humor-specific features and
proposed procedures for their extraction from Portuguese text.

When training and testing on texts written in the same style, results were
very interesting, especially given that humor is not always trivial. These results
were in line with similar work for English [14]. Yet, in the former work, models
only considered one kind of humor (one-liners), written in a significantly differ-
ent style than some of the negative examples (e.g. news headlines). When the
training text is written in a different style than the testing, performance is much
lower. This suggests that models are not learning to identify humor in general,
but specific styles of humor. Nevertheless, better results are obtained when more
training data is used. Results additionally point out that, with less training data,
humor-specific features generalize better, but more experiments are required for
confirming this finding.

This was our first approach to this topic and much more can be done. So that
other researchers may tackle the same challenge, the datasets we used are avail-
able at https://github.com/andreclemencio/Recognizing-Humor-in-Portuguese.

https://github.com/andreclemencio/Recognizing-Humor-in-Portuguese
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Yet, for generalizing humor recognition, more data must be gathered, also cov-
ering different types of humor. However, in opposition to English, for which
there are several large datasets with jokes, already assembled (e.g., [14]), for
Portuguese, collecting such data will require additional effort. In fact, although
it would be interesting to test state-of-the-art approaches for text classifica-
tion (e.g., LSTM deep neural networks), with the amount of data currently
available, such approaches may not be too effective. Possibly more challenging
would be classifying humor into different non-trivial categories, such as adult or
black humor, or take one step further, towards humor interpretation (e.g., with
anchor extraction [21]).

Future versions of the developed models may also benefit from exploiting
other features, such as imageability or concreteness [19]; or computing some
features alternatively. For instance, instead of the average similarity between all
pairs of words, incongruity could consider only the least similar pair. This kind
of model may be integrated in a conversational agent, for filtering humorous
interactions, or in a riddle generator [9], for ranking generated riddles according
to humor potential.
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Abstract. Machine Translation (MT) has been one of the classic AI
tasks from the early days of the field. Portuguese and Chinese are lan-
guages with a very large number of native speakers, though this does
not carry through to the amount of literature on their processing, or to
the amount of resources available to be used, in particular when com-
pared with English. In this paper, we address the feasibility of creating a
MT system for Portuguese-Chinese, using only freely available resources,
by experimenting with various approaches to pairing source and target
parallel data during training. These approaches are (i) using a model
for each source-target language pair, (ii) using an intermediate pivot
language, and (iii) using a single model that can translate from any lan-
guage seen in the source side to any language seen on the target side.
We find approaches whose performance is higher than that of the strong
baseline consisting of an MT service provided by an IT industry giant
for the pair Portuguese-Chinese.

Keywords: Neural Machine Translation · Portuguese · Chinese

1 Introduction

Human language is the prime vehicle we use for communication. In an increas-
ingly globalized world, language differences pose a barrier to communication,
reducing the number of people we can reach, or that can reach us. Artificial
Intelligence, through Machine Translation (MT), appears as a viable solution to
this problem by providing an automatic way of translating between languages.

Most of the research on MT concern English and some other language, often
German or French, leaving other pairs of languages underrepresented in the lit-
erature. In this paper we are concerned with the translation between Portuguese
(pt) and Chinese (zh). Both languages have a very large number of native speak-
ers, but despite this there are few available resources with which to build an MT
system for these languages.
c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 757–768, 2019.
https://doi.org/10.1007/978-3-030-30244-3_62

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30244-3_62&domain=pdf
https://doi.org/10.1007/978-3-030-30244-3_62


758 R. Santos et al.

In order to determine the feasibility of creating a state-of-the-art MT system
for this pair of languages, we take the current best model for MT, the Trans-
former deep neural encoder-decoder and, using only freely available resources,
experiment with three approaches to pairing source and target parallel data for
training. The results we obtain show that it is possible to develop an MT system
for Portuguese-Chinese with performance surpassing that of a very strong base-
line consisting of an MT service, Google Translate, provided by an IT industry
giant for the pair Portuguese-Chinese.

The paper is organized as follows. Section 2 presents related work on NMT,
and Portuguese-Chinese NMT in particular. Section 3 describes the approaches
for pairing languages during training, and Sect. 4 covers the corpora we used.
Section 5 describes the NMT model and what was done to train the system.
Section 6 presents the evaluation results. Finally, Sect. 7 provides concluding
remarks.

2 Related Work

This Section introduces the current state-of-the-art for NMT and the existing
literature on Portuguese-Chinese NMT.

2.1 Machine Translation Models

Machine Translation (MT) has been a perennial topic in Natural Language Pro-
cessing since the early days of AI research. Over the years, many approaches have
been attempted, from symbolic to statistical, with varying degrees of success.
Recently, beginning with sequence to sequence models based on recurrent net-
works [10], deep neural models have become by far the most popular approach,
buttressed by the availability of large amounts of training data and hardware
capable of efficient parallel computation. A clear sign of this trend can be seen in
the most recent Conference on Machine Translation, WMT 2018 [2], where 33 of
the 38 participating systems in the News shared task used deep neural models.

All current top-performing neural MT (NMT) models employ some variant of
an attention mechanism [1,7], which allows the model to assign different weights
to the different words in the input sequence. The state-of-the-art approach, the
Transformer model [13], relies solely on attention and completely does without
the recurrent architectures of past NMT systems.

Given its state-of-the-art performance, we will use the Transformer model in
this work. The model is described in Sect. 5.

2.2 Portuguese-Chinese Machine Translation

As mentioned above, most of the research on MT involves English as one of
the languages, the other often being French or German, as much of the initial
research targeted these pairs and subsequent studies continued the trend in order
for the results obtained to be comparable.
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There is very little literature on MT for the pair Portuguese-Chinese. To the
best of our knowledge, for NMT in particular, only [3] and [6] address this pair.
In both cases, the authors are presenting a new parallel corpus and a system is
trained in order to assess the quality of the data and show that it is feasible to use
it to train a NMT system. Since both works use different test sets, their results
are hardly comparable and do not allow us to establish an expected performance
score for the state-of-the-art of Portuguese-Chinese NMT. Nonetheless, we return
to these publications in Sect. 6 when discussing our results.

3 Approaches to Training

Given that the Transformer is currently the uncontested state-of-the-art model,
what remains to determine the feasibility of creating an MT system for the
pair Portuguese-Chinese is how to best use the available resources. This Section
describes three approaches to how existing parallel data can be used in training.

3.1 Using a Model for Each Source-Target Language Pair

The most straightforward solution for creating an MT system for a set of lan-
guages is to use a parallel corpus for each pair of languages.

In the particular case of the current study, a Portuguese-Chinese parallel
corpus would allow us to create two models, one for each translation direction,
that is a pt → zh model and a zh → pt model.

One might expect this approach to yield the best performance, as we are
training separate models, each specific to a language pair and direction. The
greatest disadvantages of this approach are that the number of models that are
required grows quadratically with the number of languages, which is not an
issue in this study, and that for some language pairs there is little parallel data
available.

3.2 Using a Pivot Language

For some pairs of languages there are few available parallel corpora. In such cases
it might be more advantageous for the translation to go through an intermediate
third language, the pivot language (p), in a two-step process, as there might be
more data available for the source-pivot and pivot-target pairs.

In the particular case of the current study, four models are required, two
for each translation direction.1 The pt → p → zh direction requires models for
pt → p and p → zh, while the zh → p → pt direction requires models for
zh → p and p → pt.

This approach allows using more training data, but this data may be more
heterogeneous since it will originate from unrelated parallel corpora, and the

1 If creating an MT system for many languages, this approach only requires two models
per language; a much lower number than when using a model for each language pair.
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pt The quick brown fox jumps over the lazy dog (translate to Portuguese)
zh The quick brown fox jumps over the lazy dog (translate to Chinese)

Fig. 1. Tagging the source sentence with the target language in the corpora for the
many-to-many approach

two-step process is likely to introduce detrimental translation errors in the inter-
mediate step. Experiments need to be carried out to assess whether the increase
in training data is enough to mitigate or even overcome the problematic issues.

3.3 Using a Single Model for All Pairs (Many-to-Many)

Another approach that can be attempted is to gather all available parallel data
into a single corpus. This approach draws its motivation from zero-shot trans-
lation [4], which revealed that any parallel data where the source language has
been seen on the source side is useful for training and, likewise, any parallel data
where the target language has been seen on the target side is also useful.

Using the language pairs mentioned in the above examples, this would mean
gathering in a single corpus all the parallel data for pt-zh, zh-pt, pt-p, zh-p,
p-pt and p-zh.

While at first blush this may seem complicated to manage, the way it is
made to work is actually quite simple. For all source-target sentence pairs, the
source sentence is prefixed with a special token indicating the language of the
corresponding target sentence. After the model is trained, and when a sentence
is to be translated, one needs only prefix that sentence with the special token
for the desired target language, as exemplified in Fig. 1.

This approach greatly increases the amount of data that can be used for
training and yields a single model that is able to translate from any of the lan-
guages that have been seen as source to any of the languages that have been seen
as target, which provides much flexibility in its use. On the flip side, the model
has to contend with what is presumably a much more difficult task, which might
decrease its performance, and the large amounts of data will have a negative
impact on the model training time.

4 The Corpora

As mentioned in Sect. 2, there has been very little work done on NMT for the
pair Portuguese-Chinese, and the publications that exist ([3] and [6]) are geared
towards presenting the parallel corpora that the authors had created rather
than achieving good translation performance. Therefore, each one uses different
corpora for training, development and evaluation, which makes the results of
those systems non comparable.

In the present work, in order to allow future comparisons, we resort to News
Commentary V11, a well known corpus with good quality, non-trivial transla-
tions, which is part of the OPUS collection of corpora [12]. This corpus exists
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Table 1. Corpora (UM-PCorpus) for the direct approach

Domain Sent.

News 146,095

Legal 173,420

Subtitles 250,000

Technology 250,000

General 250,000

Total 1,069,515

for multiple pairs of language, though the textual content for a pair does not
overlap with the textual content for other pairs. We take the first 1000 sentences
for the pt-zh pair as the test set for evaluation.

4.1 Corpora for the Direct Approach

In order to address the lack of quality corpora for translation between Portuguese
and Chinese, both [3] and [6] created new corpora. Of these, only the UM-
PCorpus [3] has been made publicly available, and only partially so, as the corpus
is reported to have 6 million sentences but the authors only release 1 million of
them. Still, this portion of UM-PCorpus is currently the largest publicly available
parallel corpus with acceptable quality for the creation of Portuguese-Chinese
MT systems, and the one that we will use for the direct approach.

The released portion of UM-PCorpus is comprised of 1 million sentences from
news, legal, subtitles, technology and general domains. A detailed breakdown of
the number of sentences in each domain is given in Table 1, showing a rather bal-
anced distribution of sentences over the various domains. Alongside this corpus,
meant for training, the authors also make available an extra 5000 sentences for
testing, 1000 from each domain. Since we have already established News Com-
mentary V11 pt-zh to be the test set, we set these 5000 sentences apart to use
as a development set.

4.2 Corpora for the Pivot Approach

When opting for the pivot approach, the rationale is to take advantage of the fact
of there being more training data available in the source-pivot and pivot-target
pairs separately than there is for the source-target pair alone.

Not surprisingly, we use English (en) as the pivot language, as there are
several parallel corpora between English and both Portuguese and Chinese that
are of good quality and of large enough size to support training MT systems.

Parallel corpora for Chinese-English is abundant. We resort to the OPUS [12]
collection of corpora, from where we gather close to 10 million parallel sentences
for the zh-en pair, to which we add an additional 2.2 million sentences from the
UM-Corpus [11].2

2 UM-Corpus [11], for zh-en, and UM-PCorpus [3], for zh-pt, should not be confused.
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Table 2. Corpora for the pivot approach

(a) zh-en pair

Corpus (domain) Sent.
News Commentary V11 (News) 0.07M
Tanzil (Religious) 0.19M
UM-Corpus (Various) 2.22M
MultiUN (UN translations) 9.56M

M40.21latot

(b) pt-en pair

Corpus (domain) Sent.
Tanzil (Religious) 0.1M
JRC-Acquis (Law) 1.6M
Europarl (EU Parliament) 2.0M
Paracrawl V3 (Web crawl) 3.3M

M0.7latot

Corpora for Portuguese-English is not as abundant. By again resorting to
OPUS we were able to gather close to 4 million parallel sentences for the pt-en
pair, which we extend with 3.3 million sentences from version 3 of Paracrawl.3

The Paracrawl corpus results from a Web crawl. Consequently, its quality is
not the best, and some clean-up and filtering were needed before the sentences
could be added to the corpus. The sentences in Paracrawl are annotated with
extra information that we use to guide the filtering. Our filtering criteria removed
all sentence pairs where: (i) either sentence was shorter than 3 tokens; (ii) sen-
tences had arabic numerals that did not match; (iii) both sentences were equal;
(iv) either sentence had only numbers or symbols; and (v) where the length ratio
between the sentences was larger than 3:2.

Table 2 gives a more detailed breakdown of the constituent parts of the train-
ing corpora used in the pivot approach.

For development, 5000 sentences of News Commentary V11 pt-en were used
for the pt-en pair and the UM-Corpus test set, with also 5000 sentences, was
used for the zh-en pair.

4.3 Corpora for the Many-to-Many Approach

For this approach, we gather in a single corpus all of the parallel corpora used for
the two other approaches, that is the 1 million sentences of pt-zh used in direct
approach, and the two corpora used in the pivot approach, namely 7 million
sentences of pt-en and 12 million sentences of zh-en.

Note that, in the many-to-many approach, each parallel corpus can contribute
to training twice, once for each translation direction. For instance, the 1 million
sentences of pt-zh can be used as an additional 1 million sentences of zh-pt
data. This results in a corpus of 40 million sentences, which turned out to be
such a large amount of data as to make training unfeasible. To overcome this,
we halved the amount of data.4 For each parallel corpora, odd numbered lines
are used for one translation direction while even numbered lines are used for
the other translation direction (cf. Table 3), resulting in a parallel corpus with
20 million sentences, where all the sentences available to us still occur in some
translation direction.
3 https://paracrawl.eu/.
4 Despite this 50% reduction in the size of the corpus, training the many-to-many

model took around 808 GPU hours (more than 33 days) to converge.

https://paracrawl.eu/
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Table 3. Corpora for the many-to-many approach

p → pt p → zh p → en

pt → p — 0.5M (Even) 3.5M (Odd)

zh → p 0.5M (Odd) — 6.0M (Even)

en → p 3.5M (Even) 6.0M (Odd) —

5 The NMT System

This Section describes the NMT architecture, implementation framework and
pre-processing steps, which were common to all approaches.

5.1 Transformer Model

The Transformer model [13] is rather recent, but it has quickly established itself
as the state-of-the-art for NMT.5 The model still follows the standard deep
encoder-decoder architecture to learn a mapping between a source sequence and
a target sequence. Its main innovation is in how it relies only on multiple heads
of attention [1,7] and self-attention, without any of the recurrent modules of
previous architectures. A high level overview of the model is shown in Fig. 2.

As per usual in neural approaches to text processing, the symbols in the
source and target sequences are represented in an embedding space. Since the
Transformer does not use a recurrent mechanism, information about the position
of the symbols in the sequences is explicitly added through sinusoidal positional
embeddings (not shown in the Figure).

The source and target sequences are then fed to a stack of encoder and
decoder blocks (6 of each, in the Figure), which is the common procedure in all
deep encoder-decoder architectures. These blocks begin by applying multi-head
self-attention to their inputs (8 heads, in the Figure), concatenating the output
of each head and running the result through a feed forward layer. Note that, for
the decoder blocks, self-attention is masked in order to hide the symbols that
occur after the symbol currently being predicted. For each decoder block, there
is an additional multi-head attention component, this one weighing the output
states of the corresponding encoder block. The output of the final decoder block
is fed to linear and softmax layers in order to predict the output symbol.

The Transformer paper [13] presents variations of hyper-parameters for the
model. We use the hyper-parameters of the “base” variant, with 6 encoder and
decoder layers, 8 attention heads and an embedding dimension of 512. The mod-
els are trained until they converge, which is determined using a cross-entropy
patience of 10 on the development corpus. That is, training stops after 10 itera-
tions, of 5000 update steps each, with no improvement to cross-entropy.

5 In the most recent WMT 2018 [2], 33 of the 38 systems used deep neural models,
and 29 of these 33 were based on the Transformer model.
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Fig. 2. The transformer - model architecture.

5.2 Training the System

To implement the system, we use the Transformer implementation that is part of
the Marian framework [5], which offers an efficient runtime, good documentation
and an easy API with which we built an online translation service.6 Training
was performed on a single Nvidia Tesla K40m GPU.

All data is pre-processed before being fed to the model. The pre-processing
steps consist of tokenization/segmentation and sub-word vocabulary creation.

Chinese sentences were segmented using Jieba7 and both Portuguese and
English sentences were tokenized using the sacremoses8 implementation of the
Moses tokenizer.

Current NMT systems do not process texts at the word level. Since NMT
models have a finite vocabulary, working at the level of words would mean that
eventually the model would be faced with words that it has not encountered
before, be them rare terms, neologisms or misspellings. These are known as out-
of-vocabulary (OOV) words, and they have a negative impact on performance.
To tackle this problem, words are split into sub-word sequences. This sub-word
vocabulary is built in such a way that, for any input word, there is always
some sequence of sub-words that forms the input word [9], thus eliminating the
possibility of occurrence of OOV symbols while maintaining a finite vocabulary,

6 https://portulanclarin.net/workbench/lx/translator.
7 https://github.com/fxsjy/jieba.
8 https://github.com/alvations/sacremoses.

https://portulanclarin.net/workbench/lx/translator
https://github.com/fxsjy/jieba
https://github.com/alvations/sacremoses
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Table 4. BLEU evaluation scores

Model zh → pt pt → zh

Google Translate 12.23 13.69

Our systems

direct 13.38 10.72

pivot 17.79 14.84

many-to-many 14.04 11.99

at the cost of increasing the length of the sequences. For all models, a vocabulary
of 32,000 sub-words was created using the implementation9 from [9].

6 Results

This Section summarizes and discusses the results achieved in the work described
in this paper. All translation quality scores are reported using the BLEU [8]
metric implemented by the multi-bleu.perl script in Moses. Recall that the test
corpus we use for all experiments corresponds to the first 1000 sentences from
News Commentary V11 pt-zh. The results are summarized in Table 4.

As mentioned in Sect. 2, the only other works on Portuguese-Chinese NMT
are [3] and [6]. The authors of the former release a test set, which provides some
common ground on which to perform a comparison, but only part (1 million
out of 6 million sentences) of the training corpus they used is made available.
The authors of the latter do not release the system or the corpus, making it
unfeasible to compare their results to ours.

To have a competing system that we could run on the News Commentary
V11 pt-zh test set, we resorted to a popular online translation services, Google
Translate.10 To run these tests, we used an option that allows submitting to the
service a file to be translated, taking care to split the work into batches as there
is an unstated limit on the size of the text that the service accepts.

Google Translate is a proprietary system, but existing publications point
towards it also using deep NMT, and likely a many-to-many approach [4]. Also,
given the resources available to Google, it is reasonable to expect their system
to have good performance and set a competitive baseline.

Evaluating the output of Google Translate raises an issue that is specific to
the pt → zh translation direction. The BLEU metric takes into account the
n-gram overlap between the automatic and the reference translation, but the
output of the system, being Chinese, does not separate words with whitespace.
As such, it has to be segmented prior to evaluation. For this, we again use the
Jieba tool, the same used for pre-processing data for our models (cf. Sect. 5.2).

9 https://github.com/rsennrich/subword-nmt.
10 https://translate.google.com/.

https://github.com/rsennrich/subword-nmt
https://translate.google.com/
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6.1 Direct Approach

Our direct approach gets better results than Google Translate on zh → pt (13.38
vs. 12.23) but a worse score on pt → zh (10.72 vs. 13.69).

Our results suggest that, when having a single parallel corpus in a direct
approach, where the models are trained on the same amount of data for each
direction, the pt → zh direction performs worse than the zh → pt direction.
This is supported by the two other studies in Portuguese-Chinese NMT, namely
[3] and [6], which find the same trend using different corpora and NMT systems.

Google Translate likely uses a many-to-many approach [4], and the fact that
the pt → zh direction outperforms the zh → pt direction can be explained by
there being more parallel data available where Chinese is one of the languages
in the pair than there is parallel data involving Portuguese.

6.2 Pivot Approach

The results we obtained for the pivot approach corroborate the assumption that,
given enough data, going through a pivot language, even if doing so introduces
errors in the intermediate step, can outperform a direct approach trained with
fewer data. Our system, when using the pivot approach, clearly outperform the
direct approach and the Google Translate baseline on either direction, achieving
a score of 17.79 for zh → pt, against the 13.38 of the direct approach and the
12.23 of Google Translate, and 14.84 for zh → pt, against the 10.72 of the direct
approach and the 13.69 of Google Translate.

We find a similar experiment in [6], where the authors also compared a direct
approach, using their (unreleased) parallel corpus, with doing a pivot approach
using a greater amount of data. The results obtained, however, show the direct
approach performing better than the pivot approach. This mismatch between
their findings and ours can be explained by the amount of data that was used
in each of the two steps of the pivot approach. For the direct approach, [6] use a
corpus with nearly 1 million sentences, which is of similar size to the one we use.
For the pivot approach, they use 25 million sentences for zh-en, which is quite
larger than the 12 million we use in our work, but their corpus for pt-en has
only 2 million sentences, while ours has 7 million. The pivot approach relies on
both steps having good performance, and in [6] there is not enough data for the
pt-en pair to ensure a good translation quality for the whole two-step process.

6.3 Many-to-Many Approach

Finally, the last experiment served to assess whether it was feasible to achieve
good performance with the many-to-many approach given the amount of data
that we used for training.

The results we obtained place the performance of the many-to-many app-
roach between that of the direct approach and that of the pivot approach, for
either direction, and above that of the Google Translate baseline for zh → pt.
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These results again highlight the extent to which neural models rely on large
amounts of data to obtain good performance. The many-to-many approach gives
us a single model can translate in any direction between Portuguese and Chinese
(and also English, though we have not evaluated that), with better performance
than that of the two direction-specific models of the direct approach. It is unable,
however, to reach the performance of the pivot approach, but we believe this to
be due to us having had to halve the amount of data used in training.

Although the pivot approach has to go through a presumably noisy intermedi-
ate step, its models have been trained over 7 million sentences where Portuguese
is either source (pt → en) or target (en → pt), and 12 million sentences
where Chinese is either source (zh → en) or target (en → zh); while in the
many-to-many approach the amount of data for each language is much smaller
(cf. Table 3).

7 Conclusion

This paper presented a study on the feasibility of creating a state-of-the-art NMT
system for Portuguese-Chinese using only freely available resources. Using the
state-of-the-art Transformer model, we experimented with three approaches to
pairing source and target parallel data for training the system. These are (i) the
direct approach, using a model for each source-target language pair; (ii) the
pivot approach, translating through an intermediate language for which there is
more data available; and (iii) the many-to-many approach, using a single model,
trained on all available data, that can translate from any language seen as source
to any language seen as target. We compare our systems against Google Trans-
late, which we outperform when using the pivot approach for both directions, and
when using the direct and many-to-many approaches for the zh → pt direction.

The pivot approach had the best performance, but it is reasonable to expect
that the many-to-many approach, given enough computational power, will be
able to surpass it, as it can always make use of more data than the other two
approaches since any parallel corpora where a language occurs either on the
source/target sides can be used in the training of a many-to-many model that
is able to translate from/to that language.

For future work, and still in keeping with the rationale of using only freely
available resources, we will experiment with augmenting the training data, for
all three approaches, with backtranslated monolingual texts.

An online service demonstrating the system, as well as its supporting model,
may be found at https://portulanclarin.net/workbench/lx/translator.
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Abstract. Toponym resolution refers to the disambiguation of place
names and other references to places present in textual documents,
resolving them to unambiguous geographical identifiers (e.g., geographic
coordinates of latitude and longitude). One of the major challenges in this
task is that, usually, place names are highly ambiguous (e.g., there are
several locations on the surface of the Earth that share the same name).
In this paper, we propose to address the task through a recurrent neu-
ral network architecture with multiple inputs and outputs, specifically
leveraging pre-trained contextual embeddings (ELMo) and bi-directional
Long Short-Term Memory (LSTM) units, both commonly used for tex-
tual data modeling. The proposed model was tested on two datasets that
were previously used to evaluate toponym resolution systems, namely the
War of the Rebellion and the Local-Global Lexicon corpora. The obtained
results outperform state-of-the-art results, confirming the superiority of
the proposed method over other previous approaches.

Keywords: Toponym resolution · Place reference disambiguation ·
Deep learning · Recurrent neural networks · ELMo word embeddings

1 Introduction

Toponym resolution consists in the disambiguation of place references given over
textual documents, so that each reference can be associated with a unique geo-
graphic location on the surface of the Earth. The process of place reference
resolution has some inherent challenges, since toponyms are often ambiguous.
We can distinguish three types of ambiguities that should be addressed when
resolving place references in the text [19]: (1) geo/geo ambiguity, which occurs
when the same place name can refer to multiple distinct locations (e.g., the name
Dallas can be associated with either Dallas, Texas, United States, or with Dal-
las County, Alabama, United States); (2) geo/non-geo ambiguity, which emerges
when places are named after persons or using common nouns (i.e., when a loca-
tion and a non-location share the same name; for example, the word Charlotte
can refer to a person name or to the location of Charlotte County, Virginia,
c© Springer Nature Switzerland AG 2019
P. Moura Oliveira et al. (Eds.): EPIA 2019, LNAI 11805, pp. 769–780, 2019.
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United States); and, (3) reference ambiguity, which corresponds to when there
are multiple names referring to the same place (e.g., Big Apple is a nickname
commonly used to refer to New York City, New York, United States). Prob-
lem (2) should be addressed when identifying place references in textual docu-
ments, whereas Problems (1) and (3) should be addressed when attempting to
unambiguously associate the recognized references to physical locations (e.g., to
geospatial coordinates of latitude and longitude).

There are several possible applications relying on the results from place ref-
erence resolution, including the improvement of search engine results (e.g., by
geographical indexing or ranking), as well as the classification of documents
according to spatial criteria. Place reference resolution can also allow the clus-
tering of documents into meaningful groups, or map-based visualizations of infor-
mation encoded textually [19]. Another possible application is content analysis
in areas such as the computational social sciences or the digital humanities [24],
for example, supporting the automatic processing and analysis of geographic
data encoded over large collections of textual documents (i.e., primary sources
in the humanities). In addition, toponym resolution can serve as an auxiliary
component for complete document geolocation [18], since toponyms can give
hints about the overall document location.

Most of the previously developed systems were based on the use of heuristics
(e.g., population density), relying on an external knowledge database to decide
which location is more likely to correspond to the reference (i.e., place references
in the text are first compared against similar entries in a gazetteer [3,17], and
highly populated places are preferred given that they are more likely to be used in
textual documents) [2,14]. Other studies used supervised approaches that include
these types of heuristics as features in standard machine learning techniques [8,
13,15,21]. More recent methods explore the use of deep learning techniques,
which that have yielded state-of-the-art results [1,11].

This article proposes a novel deep learning method for toponym resolution,
corresponding to a neural model that combines multiple inputs, with two outputs
and loss functions for classification and regression. Our model uses a Recurrent
Neural Networks (RNN) architecture to model textual data, namely by combin-
ing pre-trained contextual word embeddings (ELMo, embeddings from language
models [20]) with Long Short-Term Memory (LSTM) units.

We use the Hierarchical Equal Area isoLatitude Pixelisation (HEALPix) [10]
method to model toponym resolution as a classification task. This algorithm per-
forms a recursive partitioning of a spherical representation for the surface of the
Earth, producing partitioning regions of equal-area. The proposed neural model
predicts which HEALPix region concerns the place reference. Subsequently, we
use the result of the classification into regions to inform and improve the predic-
tion of geographic coordinates for each place reference, through a separate layer
that directly applies the great circle distance as a loss function. This second layer
produces the final result of the toponym resolution model.

We conducted experiments on two distinct corpora, both used to evaluate pre-
viously developed systems, namely the War of the Rebellion and the Local-Global
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Lexicon corpora. The results achieved by our model show a clear superiority over
previous studies that, at the time, demonstrated state-of-the-art results.

The rest of this paper is organized as follows: Sect. 2 presents relevant related
work previously developed in this field. Section 3 describes the proposed model.
Section 4 details the experimental evaluation, including the datasets that were
used, the evaluation methodology, and the obtained results. Finally, Sect. 5
presents our conclusions and possible directions for future work.

2 Related Work

Gritta et al. [11] introduced a toponym resolution system, named CamCoder,
that attempts to disambiguate location mentions by first discovering lexical
clues, considering the word context surrounding location mentions. The authors
introduced a sparse vector representation named MapVec to code the prior geo-
graphic distribution of locations (i.e., based on the coordinates of the locations
and the population count). The available spatial data is projected into a 2D
world map, which is then reshaped into a 1D feature vector corresponding to
the MapVec. This allows the authors to encode additional information about spa-
tial knowledge, normally ignored in other similar studies [11]. The CamCoder
system combines lexical and geographic information (i.e., MapVec), considering
four inputs: the context words (without the location mentions), the location
mentions (excluding the context words), the target entity to disambiguate, and
finally the feature vector corresponding to MapVec. The first three inputs are fed
into separate convolutional layers with global maximum pooling, for detecting
location-indicative words from among the context words. The fourth input is
only fed into a fully dense layer, combining it with the other three inputs after
the global maximum pooling. In the final layer, the system predicts a location
based on a classification into regions defined by a geographic grid on the surface
of the Earth. Overall, CamCoder is a robust model that presents state-of-art
results when compared with other models tested under the same circumstances.
This approach enables the consideration of geographic factors beyond lexical
clues to improve the performance of toponym resolution [11].

Adams and McKenzie [1] proposed a character-level convolutional neural
network model for geocoding multilingual text using any type of character set
represented by the UTF-8 encoding. The proposed character level CNN uses
three main transformation functions. The model receives as input a sequence
of characters, each encoded as a one-hot vector, and then it passes this input
trough a series of temporal convolution and temporal maximum pooling oper-
ations. Then, multiple linear transformations are applied to the result. Finally,
the output layer predicts the region classification, using equal-area grid cells rep-
resenting the surface of the Earth. One of the main benefits of using an approach
based on character level CNNs is language independence, given that this method
requires little data pre-processing operations. The authors nonetheless verified
that the model did not have the best results when characters with diacritics were
used, and individual words are sometimes good geographic indicators [1].
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Karimzadeh et al. developed the GeoTXT geocoder [13], which offers a flexi-
ble application programming interface (API) for extracting and disambiguating
toponyms in small textual documents, such as Twitter messages. GeoTXT uses
standard named entity recognition tools for identifying place references, after-
wards focusing on disambiguating these results. In the toponym resolution stage,
for each recognized place name, the system retrieves, from a gazetteer, a ranked
list of the candidate locations to the mention. This list is ranked by a combi-
nation of feature scores, including indicators and weights for independent polit-
ical entities, administrative divisions, populated places, continents, regions, or
point-of-interest types (e.g., buildings, schools, airports, etc.), among others [13].
Besides the options that were previously described, the system also offers the
possibility of incorporating additional disambiguation mechanisms that take into
account the co-occurrence of toponyms. Two such mechanisms are based on hier-
archical relationships between toponyms (i.e., if two toponyms share the same
containment geographic space), either applied to immediately consecutive place
names (e.g., pairs consisting of city, state) or applied to toponyms that appear
separately in the text. A third mechanism is based on spatial proximity. This last
method aims to minimize the average distance between the predicted toponym
location and the location for toponyms that co-occur in the text.

DeLozier et al. developed a prototype system [4] with the goal of address-
ing the limitations brought by the recurrent need to rely on external gazetteers
when performing the task of toponym resolution. Most of these resources are
incomplete, and therefore the systems that rely on them are sometimes unable
to deal with unknown place names or locations. The developed system, named
TopoCluster, aims to address this issue by modelling the geographical distribu-
tion of each word appearing in a given text (i.e., recent models showed that
there are certain words with the property of being geographically indicative, so
the authors used spatial statistics over multiple geo-referenced language mod-
els in order to create geographic clusters for every word). TopoCluster derives
a smoothed geographic likelihood for each word present in the vocabulary and
computes the strongest geographic point where the toponym and the context
word clusters overlap. According to the authors, the most problematic words to
classify were demonyms. The results show that, through the proposed approach,
it is possible to obtain superior results without recurring to gazetteers. In par-
ticular, gazetteer independent models were shown to perform well on corpora
based on international news, and also on historical corpora [4].

In a more recent work, DeLozier et al. [5] presented the process of annotat-
ing an historical corpus created by the authors, namely the War of the Rebellion
(WOTR) corpus containing documents dating from the U.S. civil war. The per-
formance of existing toponym resolution systems was evaluated on this corpus.
Other corpora were also tested to compare the results, and it was concluded
that the WOTR corpus was the most difficult of the ones that were surveyed,
e.g. with lower scores than those obtained over the Local-Global Lexicon (LGL)
corpus (the second most difficult corpus) from Lieberman et al. [16]. LGL was,
in fact, constructed from small, geographically distributed newspapers articles,
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Fig. 1. Architecture of the proposed recurrent neural network model.

deliberately choosen to present difficult challenges to toponym resolution sys-
tems [16]. In Sect. 4.1, we describe in more detail the specifications for both the
WOTR and LGL corpora, which were used in our experiments.

3 The Proposed Model Architecture

Our toponym resolution method receives, as input, documents with annotated
place references (i.e., a separate entity recognition model, not covered in the
present publication, is used to recognize place names in the text). A model
based on recurrent neural networks takes three inputs from each place reference
recognized in the text: (1) the place mention itself; (2) the words around the
mention (i.e., a fixed window size, to the left and right sides of the focus span of
the text with the toponym, totaling 50 words); and, (3) a paragraph text, also
defined by a fixed window size of larger dimensions (i.e., a total of 500 words),
so it can capture the text around the sentence where the toponym occurs.

When feeding the neural network with the paragraph of the mention, we are
considering the general context of the document. By considering also a smaller
textual window where the mention is present, we are taking into account the
context closest to the entity. Other toponyms, or even common language words
appearing in the surrounding text, can be characteristic of certain regions, which
might provide clues about the location of the mention.

First, it is necessary to pre-process the text of the document in order to
retrieve the above mentioned three textual elements that are provided to the neu-
ral network as input. Then, we apply the ELMo text representation model [20],
pre-trained on a large dump of the English Wikipedia, to obtain a sequence
of embeddings vectors that represent the words of each element. Petters et al.
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Fig. 2. Orthographic view of the HEALPix partitioning, adapted from Gorski
et al. [10]. The grid is hierarchically subdivided with parameters equal to Nside =
1, 2, 4, 8, and the total number of pixels equals Npix = 12 ×N2

side = 12, 48, 192, 768,
respectively from left to right. Within each panel the areas of all pixels are identical.

proposed ELMo as an approach to generate pre-trained contextual word embed-
dings, considering both the syntactic and semantic uses of each word and the
word use in different linguistic contexts (i.e., polysemy). The text representations
produced by ELMo are composed by all the internal states of a bi-directional
neural language model based on Long Short-Term Memory (LSTM) networks,
where the context of the language model is extracted from left-to-right and
right-to-left. The contextual representation of each token is obtained by con-
catenating the results from a left-to-right LSTM and a right-to-left LSTM that
are independently trained to generate the representations [20].

Each one of the embedding vectors, from each of the three inputs, is pro-
vided to a separate bi-directional LSTM layer, for the purpose of modeling the
word sequences. In this case, we apply the penalized hyperbolic tangent activa-
tion function in the LSTM nodes, as suggested by Eger et al. [7]. The penalized
hyperbolic tangent is an improvement of the hyperbolic tangent activation func-
tion, which has been shown to achieve superior results in a variety of NLP tasks.

In brief, a LSTM module is recursively defined by a function R that receives
a previous state vector as input hj−1, along with the input vector of the current
state xj , and returns a new state vector hj , as shown in Eq. 1 [9].

hj = o � tanh(cj)
where, cj = f � cj−1 + i � z

i = σ(xjW
xi + hj−1W

hi)

f = σ(xjW
xf + hj−1W

hf )

o = σ(xjW
xo + hj−1W

ho)

z = tanh(xjW
xz + hj−1W

hz)

(1)

A bi-directional LSTM is composed by two LSTM modules, one that reads
the input sequence from left to right and another that reads from right to
left. This allows the output to be informed simultaneously by past (backward)
and future (forward) states [9]. To summarize the results of processing input
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sequences with a biLSTM, we can use a maximum pooling operation, trans-
forming the sequence of output states into a single vector.

In our complete model, we concatenate the resulting representations (i.e., the
results of maximum pooling operations over the biLSTMs that process each of
the three inputs), using this to predict the HEALPix class (first output) that
corresponds to the mention, through a layer in the neural network that leverages
the softmax activation function.

The HEALPix framework was proposed by Gorski et al. [10] to generate a
partitioning from the surface of a sphere into cells of equal area, corresponding
to different regions on the Earth’s surface. The partitioning is performed hierar-
chically through a recursive subdivision of the cells, until the desired resolution
level. Figure 2 shows the division of the HEALPix regions projected on a sphere,
where it is possible to verify that the cell resolution is flexible. Throughout all
experiments, we fixed the resolution Nside = 256 when calculating the HEALPix
regions, which is equivalent to considering a maximum of 786432 regions (Npix).
In practice, the number of classes will be much smaller, given that most regions
will not be associated to any data instance.

The softmax class probabilities for the HEALPix regions are also used to
estimate the corresponding geographic coordinates (second and final output),
through an interpolation computed from the class probability vector and a class
centroid coordinate matrix (i.e., we initially build a matrix with the different
classes present in the corpora, where each line represents the geographical coor-
dinates of the class centroid, in a cartesian (x, y, z) format).

The softmax probability distribution is first raised to the power of 3 and then
re-normalized, resulting in a more peaked probability distribution. The result is
multiplied by the matrix with the centroids, resulting in a prediction for the
geospatial coordinates. Our complete model is represented in Fig. 1.

When training, we use a regression loss based on the great circle distance
(i.e., to calculate the distance between two points, namely the predicted point
and the real point, on the surface of the Earth) for the output corresponding
to the coordinates. For the region classification output, we use the standard
cross-entropy categorical loss. We use the Adam optimization algorithm with a
Cyclical Learning Rate (CLR) [22] policy, adjusting the learning rate throughout
the training process, with basis on a cycle between a lower bound of 0.00001 and
an upper bound of 0.0001. We also used early stopping during the training of
the model, i.e. a form of regularization used to avoid overfitting when training.
The training is interrupted once the model performance stops improving and,
in our case, we stopped when the combined loss over the training data did not
improve for 5 consecutive epochs.

4 Experimental Evaluation

This section presents the corpora that were used to support the experimental
evaluation of the proposed model. In this section we also present the metrics used
to analyze the results and, finally, we discuss the obtained results, in comparison
with the results reported for previous model proposals.
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Table 1. Statistical characterization of the corpora used in our experiments.

Statistic WOTR LGL

Number of documents 1644 588

Number of location references 10377 4462

Average location references per document 6.3 7.6

Average tokens per document 246 325

Average sentence per document 12.7 16.1

Vocabulary size 13386 16518

Metonyms as locations No Yes

Demonyms as locations No Yes

4.1 Datasets and Evaluation Methodology

In order to conduct experiments with the proposed model, we opted to use
two well known ans publicly available datasets from previous studies in the
area [2,4,5,11,12], namely the War of Rebellion (WOTR) corpus [5] and the
Local-Global Lexicon (LGL) corpus [16].

DeLozier et al. developed the WOTR corpus from historical texts collected
from military archives of the American Civil War. Thus, the documents are
mostly military orders, reports, and government correspondence. This corpus
contains 1644 documents and 10377 annotated place references.

In turn, Lieberman et al. constructed the LGL corpus from small and geo-
graphically distributed newspaper articles. This corpus was deliberately created
to introduce difficult challenges to toponym resolution systems [16], as it con-
tains articles from small newspapers based on near places with highly ambiguous
names (e.g., Paris is a highly ambiguous place name, and in this collection there
are articles from The Paris News (Paris, Texas), The Paris Post-Intelligencer
(Paris, Tennessee), and The Paris Beacon-News (Paris, Illinois). This corpus
includes 588 articles collected from 78 different newspapers.

Table 1 presents a statistical characterization of the textual content in both
corpora, as well as some additional information about them. Note, for example,
that unlike the WOTR corpus, LGL also includes annotations of metonymic
expressions and demonyms. This represents an additional challenge for the
toponym disambiguation task, given that these expressions must also be resolved
to geographic coordinates, despite having a different textual representation (i.e.,
different words) from the standard location name.

To calculate the classification regions we used the Healpy Python library1,
based on the HEALPix scheme described in the previous section. Through this
library it is possible to calculate the region code knowing the latitude and lon-
gitude coordinates (specifying the resolution), and vice versa.

1 http://pypi.org/project/healpy/.

http://pypi.org/project/healpy/
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To evaluate the results obtained by our model, we calculated the error
between the predicted and the real coordinates, by computing the distance
between these two points on the surface of the Earth. Naturally, lower error
values are preferred. We used Vincenty’s geodetic formulae [23] (i.e., an iterative
method that calculates the smallest geographical distance between two points
on the surface of the Earth, with an accuracy within 0.5 mm) to calculate the
distance for each individual toponym and, from these values, it is possible to cal-
culate the mean and the median error, as well as the Accuracy@161, i.e. a mea-
sure that reflects the percentage of errors less or equal than 161 km, and that has
been widely used in previous studies. Because this threshold value corresponds
to a typical distance between nearby important locations, previous studies on
toponym resolution and document geolocation have started to evaluate systems
considering the Accuracy@161 metric.

The results obtained on the experiemnst with the WOTR corpus were per-
formed on the train and test splits provided by the authors of the corpus [5]. This
dataset was downloaded from the respective GitHub page2. Regarding the results
presented with the LGL corpus, we split the data using 90% of the instances (i.e.,
place references) for training, and the remaining 10% for testing. This dataset
is available from the Milan Gritta GitHub page3.

4.2 The Obtained Results

Tables 2 and 3 present a comparison between the results obtained with our model
and previous approaches, respectively over the WOTR and the LGL corpora. We
can verify that our model achieved results that significantly outperformed those
of previous models with state-of-the-art results.

In the case of the WOTR corpus, our model reached the lowest mean value
for the distance error, with a difference of minus 281 km compared to the sec-
ond best result. We obtained a mean of 164 km, followed by GeoSem with
445 km, TopoClusterGaz with 468 km, SPIDER with 482 km, and TopoClus-
ter with 604 km. For this dataset we could not find any previous report on of
median errors. Nevertheless, we indicate the obtained median of 11.48 km.

Concerning the results over the LGL dataset, our model also recorded the
lowest mean value for the error distance, resulting in a median with minus 463 km
of distance when compared to the best second value. We also achieved the lowest
mean error with 237 km, followed by CamCoder with 700 km, Santos et al. with
742 km, SPIDER with 1233 km, GeoTxt with 1400 km, and finally TopoCluster
with 1735 km. Despite these results, there are other systems that have a better
performance in relation to the median error, in the LGL corpus.

Our system also achieves impressive results in the accuracy at 161 km metric,
reaching 81.5% and 86.1% accuracy in WOTR and LGL, respectively. This again
corresponds to a significant improvement over state-of-the-art.

2 http://github.com/utcompling/WarOfTheRebellion.
3 http://github.com/milangritta/Pragmatic-Guide-to-Geoparsing-Evaluation/blob/
master/data/Corpora/lgl.xml.

http://github.com/utcompling/WarOfTheRebellion
http://github.com/milangritta/Pragmatic-Guide-to-Geoparsing-Evaluation/blob/master/data/Corpora/lgl.xml
http://github.com/milangritta/Pragmatic-Guide-to-Geoparsing-Evaluation/blob/master/data/Corpora/lgl.xml
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Table 2. Toponym resolution results over the WOTR corpus.

Mean (km) Median (km) Acc@161km (%)

SPIDER [5] 482 – 67.1

TopoCluster [5] 604 – 57.0

TopoClusterGaz [5] 468 – 72.0

GeoSem [2] 445 – 68.0

The proposed model 164 11.48 81.5

Table 3. Toponym resolution results over the LGL corpus.

Mean (km) Median (km) Acc@161km (%)

GeoTxt [11] 1400 – 68.0

CamCoder [11] 700 – 76.0

SPIDER [4] 1233 16.00 68.4

TopoCluster [4] 1735 274.00 45.5

Santos et al. [21] 742 2.79 –

The proposed model 237 12.24 86.1

5 Conclusions and Future Work

In this article, we proposed a new model for the disambiguation of place name
references in textual documents. Our model was implemented upon a RNN
architecture leveraging ELMo (i.e., pre-trained contextual embeddings) and bi-
directional LSTM units. Only textual elements (i.e., three sequences of words
corresponding to the mention, sentence and paragraph text) were provided to
the model as input. Experiments were conducted on the War of the Rebellion
corpus and on the Local-Global Lexicon corpus, allowing us to conclude on the
superiority of the proposed method over other previous approaches.

In future work, we are considering to integrate other recent contextual
embedding models for text representation, namely the results from a Bidirec-
tional Encoder Representation from Transformers (BERT) model [6], or from
the recently proposed XLNet approach [25]. Furthermore, we also intend to
build new corpora from English Wikipedia dumps, i.e. from a random sam-
ple of Wikipedia articles by accessing the hyperlinks contained in each of them
and extracting references that correspond to locations (i.e., spans of text to
which geographic coordinates are associated). Our goal is to analyze the obtained
results in a scenario where the toponym resolution model is trained with more
data, at the same time also seeing if models trained on large Wikipedia datasets
can generalize to other domains and maintain a high accuracy.
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