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Preface

The theory of well-quasi orders, also known as wqos, is a highly active branch of
combinatorics deeply rooted in and between many fields of mathematics and logic,
among which there are proof theory, commutative algebra, braid groups, graph
theory, analytic combinatorics, theory of relations, reverse mathematics and sub-
recursive hierarchies. As a unifying concept for slick finiteness or termination
proofs, wqos have been rediscovered in diverse contexts, and turned out utmost
useful in computer science.

With this volume we intend to display the many facets of and recent develop-
ments about wqos, through chapters written by scholars from different areas. Last
but not least we thus wish to transfer knowledge between different areas of logic,
mathematics and computer science.

A special highlight of the present volume is Diana Schmidt’s habilitation thesis
‘Well-partial ordering and the maximal order type’ at the University of Heidelberg
from 1979. Since publication this thesis has been extremely influential but never
published, not even in parts.

This volume grew out of the following two meetings: the minisymposium
‘Well-quasi orders: from theory to applications’ organised by Peter Schuster,
Monika Seisenberger and Andreas Weiermann within the ‘Jahrestagung 2015 der
Deutschen Mathematiker-Vereinigung (DMV)’ from 21 to 25 September 2015 in
Hamburg, and the Dagstuhl Seminar 16031 ‘Well Quasi-Orders in Computer
Science’ organised by Jean Goubault-Larrecq, Monika Seisenberger, Victor
Selivanov and Andreas Weiermann from 17 to 22 January 2016 in Schloss Dagstuhl.
The related financial support by the ‘Deutsche Vereinigung fiir Mathematische
Logik und fiir Grundlagenforschung der exakten Wissenschaften (DVMLG)’ and by
‘Schloss Dagstuhl: Leibniz Zentrum fiir Informatik’ is gratefully acknowledged.

Parts of the editing process took place during Schuster’s participation in the John
Templeton Foundation’s project ‘A New Dawn of Intuitionism: Mathematical and
Philosophical Advances’ (ID: 60842). The opinions expressed in this paper are
those of the authors and do not necessarily reflect the views of the John Templeton
Foundation.
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The editors wish to thank the speakers and further participants of the afore-
mentioned meetings, and the authors and referees of the chapters of the present
volume.

Verona, Italy Peter M. Schuster
Swansea, UK Monika Seisenberger
Ghent, Belgium Andreas Weiermann

June 2019
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Check for
updates

Raphaél Carroy and Yann Pequignot

Abstract Starting from well-quasi-orders (WQOs), we motivate step by step the
introduction of the complicated notion of better-quasi-order (BQO). We then discuss
the equivalence between the two main approaches to defining BQO and state several
essential results of BQO theory. After recalling the role played by the ideals of a
WQO in its BQOness, we give a new presentation of known examples of WQOs which
fail to be BQO. We also provide new forbidden pattern conditions ensuring that a
quasi-order is a better quasi-order.

It is the variety of these applications, rather than any depth in the results obtained, that
suggests that the theorems may be interesting.

Graham Higman [13]

While studying a generalization of the partial order of divisibility on the natural
numbers for an abstract algebra, Higman [13] identified the following desirable
property for a quasi-order (qo). A qo has the finite basis property if every upwards
closed subset is the upward closure of a finite subset. He notices that this property is
equivalent to that defining a well-quasi-order (WQO): being well-founded and having
no infinite antichains. Higman proves the following essential fact: in order to be
WQO it suffices to be generated by means of finitary operations from a wQO. He
then proceeds to apply his theorem to solve a problem posed by Erdds, to provide a
new proof of a theorem on power-series ring and also to the study of fully invariant
subgroups of a free group. These were only the first instances of a long series of
applications of this result that became known as Higman’s Theorem. Pouzet [28]
later commented on the possibilities and the limitations of that fruitful approach:

Raphaél Carroy was supported by FWF Grants P28153 and P29999. Yann Pequignot grate-
fully acknowledges the support of the Swiss National Science Foundation (SNF) through grant
P2LAP2_164904.

R. Carroy (X)) - Y. Pequignot
University of Vienna, Oskar-Morgenstern-Platz 1,1090 Wien, Austria
e-mail: raphael.carroy @univie.ac.at
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In order to show that a certain class of posets (finite or infinite) is WQO, one tries first to see if
the class can be constructed from some simpler class by means of some operations. If these
operations are finitary, then it is possible that Higman’s theorem can be applied. However,
for infinite posets, these operations may very well also be infinitary and then there is no
possibility of applying Higman’s theorem since the obvious generalization of this is false
for infinitary operations.

Pouzet here refers to the fact that well-founded quasi-orders, as well as WQOs,
lack closure under certain infinitary operations as first proven by Rado [31]. This is
explained in detail in Sect. | where we point out how it opens the way to the definition
by Alvah Nash-Williams [1] of the concept of better-quasi-order (BQO): a stronger
property than WQO which allows for an infinitary analogue to Higman’s Theorem. We
first provide a gentle introduction to the original definition of Nash-Williams, before
presenting the more concise definition introduced by Simpson [33]. We use some
new terminology with the hope that it makes it easier for the unacquainted reader
to appreciate the respective advantages of these two complementary approaches to
defining BQO.

To offer a few more words of introduction about this intriguing concept, we briefly
comment on the emblematic case of the quasi-order LINy, of countable linear orders,
equipped with the relation of embeddability. Fraissé [10] conjectured that LINy, was
well-founded, but the statement that became known as Fraissé’s Conjecture (FRA)
is that LINy, is WQO; it follows from the famous theorem of Laver [16] that LINy,
is in fact BQO. The reason for the use of the concept of BQO in Laver’s proof of
FRA was already alluded to in the above quote by Pouzet. While using Hausdorff’s
analysis of scattered linear orders and proceeding by induction is a very reasonable
way to tackle FRA, the operations underlying this analysis are infinitary and this is
a main obstacle when working with WQOs alone. This masterly use by Laver of the
concept of BQO introduced by Nash-Williams inspired many other delightful results.
But however successful this story is, it raises at least two questions.

Firstly, one may ask if the use of the concept of BQO in the proof of FRA is in a
sense necessary. In the framework of Reverse Mathematics, one can formalize this
question by asking for the exact proof-theoretic strength of FRA. The answer is still
unknown despite many efforts, but important results have already been obtained (see
[21] and more recently [23]).

Secondly, one may ask if this strategy for proving WQOness always works. On
the one hand, many other quasi-orders were proved to be BQO in the subsequent
years attesting to the effectiveness of this concept (see Sect. 3.3). On the other hand,
there does exist a large range of examples of WQO that are not BQO (see Sect.4).
Nevertheless, these examples appear to have a somehow artificial flavor since as
Kruskal [14, p. 302] observed in his very nice historical introduction to WQO: “all
‘naturally occurring” WQO sets which are known are BQO”.!

In a quest towards a deeper understanding of the discrepancy between WQO and
BQO, we mention a result of ours on the role played by the ideals of a WQO in it being

The minor relations on finite graphs, proved to be WQO by Robertson and Seymour [32], is to our
knowledge the only naturally occurring WQO which is not yet known to be BQO.
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BQO (see Theorem 3.23). We show the relevance of this rather singular theorem by
giving two applications of it. First, we use it in Sect.4 to give a new presentation of
examples of WQOs that, while failing to be BQOs, still enjoy stronger and stronger
properties. Finally, we use this theorem to give in Sect. 5 some new conditions under
which the two notions of WQO and BQO coincide.

1 Well Is Not Good Enough

In the sequel, (Q, <() always stands for a quasi-order, qo for short, i.e. a reflexive
and transitive relation <, on a non-empty set Q. An antisymmetric qo is a partial
order, or po. A sequence (g,)ne, in Q is bad if and only if for all integers m and n
such that m < n we have g, %o ¢n-

The strict quasi-order associated to < is defined by p <o g ifandonlyif p <¢ ¢
and ¢ £ p. We say that Q is well-founded if there is no infinite descending chain
in Q,i.e. no sequence (¢q,), such that g, <o g, forevery n. An antichainin Qisa
subset A of Q consisting of pairwise <p-incomparable elements, i.e. p # g implies
p %o q forevery p,q € A.

A subset D of Q is a called a downset, if g € D and p <y q implies p € D.
For any S € Q, we write | S for the downset generated by S in Q, i.e. the set
{g e Q|3peSqg =<y p} Wealso write |, p for | {p}. Finally we denote by D(Q)
the po of downsets of Q under inclusion.

We start by proving the equivalence between three of the main characterizations
of a wWQo.

Proposition 1.1 A guasi-order (Q, <) is a WQO if and only if one of the following
equivalent conditions is fulfilled:

1. there is no bad sequence in (Q, <g),
2. (Q, Zg) is well-founded and contains no infinite antichain,
3. (D(Q), Q) is well-founded.

Proof Item 2 <> ltem 1 Notice that an infinite descending chain and a countably
infinite antichain are both special cases of a bad sequence. Conversely if (g,), is
a bad sequence in Q, then using Ramsey’s theorem we obtain either an infinite
descending chain or an infinite antichain.

Item 1 — Item 3 By contraposition, suppose that (D)), is an infinite descend-
ing chain inside (D(Q), €). Then for each n € w we can pick some ¢, €
D,\D, . Then n — g, is a bad sequence in Q. To see this, suppose towards a
contradiction that for m < n we have g,, < g,. As g, € D,, and D,, is a downset,
we have ¢,, € D,,.. But since D, C D,,, we have g,, € D,, .1, a contradiction
with the choice of g,,,.
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Item 3 — Item 1 By contraposition, suppose that (¢g,),c. is a bad sequence in
Q. Set D, = |{gx | n <k}, then (D,,), is a descending chain in D(Q). Indeed
for every n we clearly have D, ; C D, and since the sequence is bad, k > n + 1
implies g, £ gx and so g, € D, while g, ¢ Dy41. O

After Proposition 1.1, it is natural to ask if being well-founded and being WQO is
actually equivalent for the partial order of downsets of any quasi-order. The answer is
negative and the first example of a WQO with an antichain of downsets was identified
by Richard Rado.

Example 1.2 ([31]) Rado’s partial order 94 is the set [w]? of pairs of natural numbers,
partially ordered by (cf. Fig. 1):

/ /
m=m'andn <n',or
{m,n} <m {m',n'} <«— , -
n<m.

where by convention a pair {m, n} of natural numbers is always assumed to be written
in increasing order (m < n).

The po % is WQO. To see this, consider any map f : w — [w]? and let f(n) =
{ fo(n), fi(n)} for all n € w. Now if f; is unbounded, then there exists n > 0 with
f1(0) < fo(n) and so f(0) <s, f(n) by the second clause. So f is good in this case.
Next if fy is bounded, then by going to a subsequence we can assume that fj is
constantly equal to some k. But then the restriction of R to the pairs {k, n;} is simply
w which is WQO, so f must be good in this case too.

Fig.1 Rado’s poset R

(0,3)

(0,2)

(07 1)
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However the map n — D, = | {{n,[} | n < [} is a bad sequence (in fact an infi-
nite antichain) inside D(¥R). Indeed whenever m < n we have {m, n} € D,, while
{m,n} ¢ D,,and so D,, ¢ D,.

Suppose we want to make sure that D(Q) is WQO. What condition on Q could
ensure this? In other words, what phenomenon are we to exclude inside Q in order
to rule out the existence of antichains inside D(Q)? Forbidding bad sequences in Q
is certainly not enough, as shown by the existence of Rado’s example. But here is
what we can do.

Suppose that (P,),c. is a bad sequence in D(Q). Fix some m € w. Then whenever
m < n we have P, Q P, and we can choose a witness g € P, \ P,. In general, no
single g € P,, can witness that P, ;{ P, for all n > m, so we have to pick a whole
sequence f,, : w/m — Q,n > q" of witnesses*:

q, €P, and q, ¢ P,, necw/m.

In this way we get a sequence fp, fi, ... of sequences which is advantageously
viewed as single map from [w]?:

filw?— Q

{m,n} — fu(n) = q,.
By our choices this sequence of sequences satisfies the following condition:
Vm,n,lew m<n<Il—q fq,ll

To see this, suppose towards a contradiction that for m < n < we have ¢, < q,l,.
Since qi € P, which is a downset, we would have g;, € P,, but we chose g}, such
that g, ¢ P,.

Let us say that a sequence of sequences f : [w]> — Q is bad ifforeverym,n,l €
w, m < n < [l implies f({m, n}) j{ f({{n,1}). We have found the desired condition.

Proposition 1.3 Let Q be a go. Then D(Q) is WQO if and only if there is no bad
sequence of sequences in Q.

Proof As we have seen in the preceding discussion, if D(Q) is not WQO then from
a bad sequence in D(Q) we can define a bad sequence of sequences in Q.
Conversely, if f : [w]*> — Q is a bad sequence of sequences, then for eachm € w
we can consider the set P, = {f({m, n}) | n € w/m} consisting of the image of the
m'™ sequence. Then the sequence m > | P,, in D(Q) is a bad sequence. Indeed
every timem < n we have f({m, n}) € P, while f({m, n}) ¢ | P,, since otherwise
there would exist! > n with f({m, n}) < f({n,[}), a contradiction with the fact that
f is a bad sequence of sequences. O

2where w/m denotes the set {n € w | m < n}.
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Notice that in the case of Rado’s partial order ‘R, the identity map itself is a bad
sequence of sequences witnessing that D(R) is not WQO, since every timem < n < [
then {m, n} £x {n,}. This example is actually minimal in the following sense; if
Q is WQO but D(Q) is not WQO, then R embeds into Q, as proved by Laver [17].

For now, let us just say that a better-quasi-order is a quasi-order Q such that
D(Q) is well-founded, D(D(Q)) is well founded, D(D(D(Q))) is well-founded, so
on and so forth into the transfinite. While this idea can be formalized, we can already
see that it cannot serve as a convenient definition.?

In the next Section, we introduce the super-sequences and the multi-sequences
which are two equivalent way of generalizing the idea of sequence of sequences into
the transfinite. This allows us to define better-quasi-orders in Sect. 3.

2 Super-Sequences Versus Multi-sequences

As the preceding section suggests, we are going to define a better-quasi-order as
a quasi-order with no bad sequence, with no bad sequence of sequences, no bad
sequence of sequences of sequences, so on and so forth, into the transfinite. In order
to formalize this idea, we need a convenient notion of “index set” for a sequence of
sequences of ... of sequences, in short a super-sequence. We first describe the original
combinatorial approach of Nash-Williams, before presenting the more condensed
topological definition due to Simpson.

Let us first fix some notations. We adopt the set-theoretic convention that m € n
for all natural numbers m < n. A sequence is a map from an initial segment of w
to some non-empty set, a finite sequence s has domain an integer n, also called the
length of s and denoted by |s|. When i < |s|, s(i) stands for the i-th element of the
sequence s. If A is a non-empty set, A= stands for the set of finite sequences in A
and A“ stands for the set of infinite sequences in A.

We write [A]=° for the set of finite subsets of A and [A]* for the set of infinite
subsets of A. We identify any subset of the natural numbers with its increasing
enumeration.

In this way, we say that r C w extends s C w, in symbol s C ¢, exactly when this
happens for the corresponding increasing enumerations.

Definition 2.1 A family F C [w]<™ is a front on X € [w]* if

1. either F = {#},or | J F = X,
2. foralls,t € Fs C¢timplies s = ¢,
3. (Density) for all X’ € [X]*® thereisans € F such thats C X'.

A super-sequence in a set Q is a map from any front F on X € [w]* to Q.

3The reader who remains unconvinced can try to prove that the partial order (3, =) satisfies this
property.
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Notice that, according to our definition, the trivial front {¢}} is a front on X for
every X € [w]*. Except for this degenerate example, if a family F C [X]=* is a
front on X, then necessarily X is equal to | J F, the set-theoretic union of the family
F. For this reason we will sometimes say that F' is a front, without reference to any
infinite subset X of w. Moreover when F is not trivial, we refer to the unique X for
which F is a front on X, namely | F, as the base of F.

Example 2.2 For all natural number n the set [w]**! is a non-trivial front. The
family S := {s € [w]=* : |s| = s(0) + 1} is also a front, it is traditionally called the
Schreier barrier.

A sequence of sequences is a super-sequence with domain [w]?, a sequence of
sequences of sequences is a super-sequence with domain [w]?, and so on. A super-
sequence with domain S is an example of a transfinite super-sequence.

A front can be profitably decomposed in a sequence of “simpler” fronts.

Fact 2.3 Let F be a non trivial front on X € [w]*. For all n € X the set F, :=
{s € [w/n]=> | {n} Us € F} is afront on X/n called the ray of F at n. Moreover
F=U,x{in}Us|s e F,}.

Proof Letn € X.Forevery Y € [X/n]*™ there exists s € F withs C {n} U Y. Since
F is non trivial, s # @ and so n € s. Therefore s’ = s\{n} € F, with s’ C Y, and
F, satisfies Item 3. Now if F,, is not trivial and k € X/n, there is s € F,, with s
{k} U X/k and necessarily k € s C | J F;,. Hence | J F, = X/n, so Item 1 is met.
To see Item 2, let s, ¢ € F,, with s C ¢. Then for s’ = {n}Us and ¢’ = {n} Ut we
have s’,t' € F and s’ C ¢/, so s’ = and s = ¢, as desired. The last statement is
obvious. O

Generalizing Ramsey’s theorem, Nash-Williams proved that fronts enjoy a fun-
damental property: any time we partition a front into finitely many pieces, at least
one of the pieces contains a front. We are now going to introduce the necessary tools
to prove this result: first, an ordinal rank on fronts that allows for inductive proofs,
then a characterization of what a sub-front looks like.

2.1 The Ordinal Rank

We define a rank on fronts by associating to every given front a well-founded tree.
We first need some classical notations and definitions about trees.

Definitions 2.4 1. A tree T on a set A is a subset of A<“ that is closed under
prefixes,i.e.u Tvandv € T impliesu € T.
2. Atree T on A is called well-founded if T has no infinite branch, i.e. if there is no
infinite sequence x € A such that x[, € T holds for all n € w. In other words,
atree T is well-founded if (7, 3J) is a well-founded partial order.
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3. When T is a non-empty well-founded tree we can define a strictly decreasing
function py from T to the ordinals by transfinite recursion:

pr(t) =sup{pr(s) + 1|t C"seT} forallt €T.
It is easily shown to be equivalent to
pr(t) =sup{pr(t " (@) +1|ac Aandt ™ (a) € T} forallt € T.

The rank of the non-empty well-founded tree T is the ordinal pr(%).

Through the identification of a set of natural numbers with its increasing enumer-
ation we can consider the tree generated by a front. For any front F', we let T (F) be
the smallest tree on w containing F, i.e.

T(F)={sew“|qte FsCt}.

For convenience, we henceforth write X /s to denote the set {k € X | maxs < k}.
Lemma 2.5 For every front F, the tree T (F) is well-founded.

Proof 1f x is an infinite branch of 7' (F), then x enumerates an infinite subset X of
| F such that for every u C X there exists 7 € F withu T ¢. Since F is a front there
exists a (unique) s € F with s — X. But for n = min X /s and u = s U {n}, there is
t € Fwithu T ¢.Butthen F > s C u C t € F contradicting Item 2 in the definition
of a front. O

Definition 2.6 Let F be a front. The rank of F, denoted by rk F, is the rank of the
tree T (F).

Example 2.7 Notice that the family {#} is the only front of null rank, and for all
positive integer n, the front [w]” has rank n. Moreover the Schreier barrier S has
rank w.

We now observe that the rank of F is closely related to the rank of its rays F,,
n € X. Given F a non trivial front on X € [w]*, notice that the tree T (F,) of the
front F,, is naturally isomorphic to the subset

{s eT(F)|({n} Es}

of T (F). The rank of the front F is therefore related to the ranks of its rays through
the following formula:

rk F' = sup{rk(F,) + 1 | n € X}.
In particular, tk F,, < 1tk F for alln € X.

This simple remark allows one to prove results on fronts by induction on the rank
by applying the induction hypothesis to the rays, as it was first done in [29].
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2.2 Sub-fronts

By analogy with classical sequences let us make the following definition.

Definition 2.8 A sub-super-sequence of a super-sequence f : F — E is a restric-
tion f|g : G — E to some front G included in F.

The following important operation is quite useful when dealing with sub-fronts
of a given front, i.e. sub-families of a front which are themselves fronts. For a family
F C P(w) and some X € [w]*, we define the sub-family

FIX ={seF|sCX}.

Proposition 2.9 Let F be a front on X. Then a family F' C F is a front if and only
if there exists Y € [X]* such that F|Y = F'.

Proof The claim is obvious if F is trivial so suppose F' is non-trivial.

— Let F’ C Fbeafronton?.Since F'isnottrivialeither, Y = |JF' C | F = X.
Now if s € F’ then clearly s € F|Y. Conversely if s € F|Y then there exists a
unique t € F' with ¢ C s U Y/s and so either s C ¢ or ¢ E s. Since F is a front
and s, t € F, necessarily s =t and so s € F’. Therefore F' = F|Y.

<« If Y € [X]™ then the family F|Y is a front on Y. Clearly F|Y satisfies Item
2. If Z € [Y]*™ then since Y C X, then Z € [X]* and so there exists s € F
withs C Z.Butthens C Z C Y, soinfacts € F|Y and therefore F|Y satisfies
Item 3. For Item 1, notice that | J F|Y C Y by definition and that if n € Y, then
as we have already seen there exists s € F|Y withs C {n}UY/n,son € s and
nelJF|Y. O

Observe that the operation of restriction commutes with the taking of rays.
Fact 2.10 Let F C P(w) and X € [w]*°. For every n € X we have
F,|X = (F|X),.

Notice also the following simple important fact. If F"’ is a sub-front of a front F,
then the tree T (F’) is included in the tree T (F) and sork F’ <1k F.

2.3 A Ramsey Property for Fronts: Nash-Williams’s Theorem
We now prove this theorem to give a simple example of a proof by induction on the
rank of a front, an extremely fruitful technique.

Theorem 2.11 (Nash-Williams) Let F be a front. For any subset S of F there exists
afront F' C F such that either F' C Sor F' NS = (.
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Proof The claim is obvious for the trivial front whose only subsets are the empty set
and the whole trivial front. So suppose that the claim holds for every front of rank
smaller than «.. Let F be a front on X withtk F = aand S C F. Foreveryn € X
let S, be the subset of the ray F), givenby S, ={s € F,, | {n}Us € S}.

Set X_; = X and np = min X_;. Since rk F,, < o there exists by induction
hypothesis some Xy € [X_;/no]* such that

either FnU|XO - Sl‘l()v or FnU|X0 N SnU =0.

Setn; = min X,. Now applying the induction hypothesis to F;, [(Xo/no) and S,,, we
getan X € [Xo/no]™ such that either F,,,|X; € S,,, or F,,|X; N S,, = @. Contin-
uing in this fashion, we obtain a sequence X, together with n; = min X;_; such that
for all k we have X; € [Xy—1/n]* and

either F,, | Xy € Sp,, or F, | Xk NSy, = 0.

Now there exists ¥ € [w]> such that either F,,, | X, C S, forallk € Y, or F,, | X, N
Sy, =@ forallk e Y. Let X = {ny | k € Y} then F|X is as desired. Indeed for all
s € F|X we have mins = ny for some k € Y and s\{n} € F, |Xs. Hence by the
choice of Y, either s\{mins} € Sy, for all s € F|X, or s\{mins} ¢ Sy, for all
s € F|X. Therefore either F|X C Sor F|X NS = 0. (I

Nash-Williams® Theorem 2.11 is easily seen to be equivalent to the following
statement.

Theorem 2.12 Let E be a finite set. Then every super-sequence f : F — E admits
a constant sub-super-sequence.

The above result obviously does not hold in general for an infinite set E (consider
for example any injective super-sequence). However Pudldk and R6dl [29] proved an
interesting theorem in this context. In a different direction the authors also obtained
in [4] that when E is a compact metric space, then every super-sequence f : FF — E
admits a sub-super-sequence which is a so-called Cauchy super-sequence.

2.4 Continuous Definition: Multi-sequences

We now present another fruitful approach to the definition of better-quasi-orders,
initiated by [33], and we relate it to super-sequences.

Let E be any set, and f : F — E be a super-sequence with F' a front on X. For
every Y € [X]* there exists a unique s € F with s Y. We can therefore define a
map f1:[X]® — E defined by f1(Y) = f(s) where s is the unique member of F
withs C Y.
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Definition 2.13 A multi-sequence in some set E is amap h : [X]* — E for some
X € [w]*®. A sub-multi-sequence of h : [X]* — E is a restriction of & to [Y]* for
some Y € [X]*°.

For every X € [w]* we endow [X]*> with the topology induced by the Cantor
space, identifying once again subsets of the natural numbers with their characteristic
functions. As a topological space [ X]* is homeomorphic to the Baire space w*. This
homeomorphism is conveniently realized via the embedding of [X]* into w* which
maps each Y € [X] to its injective and increasing enumeration ey : w — Y. We
henceforth identify the space [X]* with the closed subset of w* of injective and
increasing sequences in X. We thus obtain a countable basis of clopen sets for [ X]*°:

My, =N,N[X]® ={Y e[X]®|sC Y]}, forsel[X]"™.

Definition 2.14 A multi-sequence 4 : [X]* — E is locally constant if for all Y €
[X]%° there exists s € [X]=%° such that ¥ € M, and & is constant on M, i.e. for
every Y € [X]* there exists s C Y such that for every Z € [X]*°, s C Z implies
h(Z) = h(Y).

Clearly for every super-sequence f : FF — E where F is a front on X the map
f1:[X]® — E islocally constant.
Conversely for any locally constant multi-sequence 4 : [X]* — E, let

S" = {s € [X]=™ | h is constant on M,}.

Lemma 2.15 The set F" of C-minimal elements of S" is a front on X.

Proof By C-minimality if s, € F" and s C ¢, then s = ¢. For every Y € [X]%*°,
since & is locally constant there exists s T Y such that £ is constant on M. Hence
there exists ¢ € F" with t C s, and so ¢t T Y too. To see that either F" is trivial
or |J F" = X, notice that h is constant if and only if F" is the trivial front if and
only if @ € F". So if F" is not trivial, then for every n € X there exists s € F with
s C {n}U X/n and since s # ¥, we getn € s and n € | J F". (]

We can therefore associate to every locally constant multi-sequence & : [X]* —
E a super-sequence i : F" — E by letting, in the obvious way, /" (s) be equal to
the unique value taken by 4 on M for every s € F".

Corollary 2.16 Let E be a finite set. Then every locally constant multi-sequence
f 1 [X]°*° — E admits a constant sub-multi-sequence.
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3 Well, Here Is Better!

As promised, we now give the two main definitions of BQO available in the literature.
Proceeding in unchronological order, we start by the one due to Simpson which makes
use of multi-sequences before stating the original one due to Nash-Williams based
on super-sequences. In both definitions, we only miss one last ingredient: a suitable
generalization of the usual order on the natural numbers.

3.1 Two Equivalent Definitions

Forevery N € [w]* we call the shift of N, denoted by . N, the set N\ {min N}. Notice
that N — . N is a continuous map from [w]* to itself.

Definition 3.1 Let Q beaqoand / : [X]*® — Q a multi-sequence.

1. We say that & is bad if h(N) ﬁ h(.N) forevery N € [X]*,
2. We say that & is good if there exists N € [X]* with h(N) < h(,N),

At last, we present the deep definition due to Nash-Williams here in its modern
“Simpsonian” reformulation.

Definition 3.2 A quasi-order Q is a better-quasi-order (BQO) if there is no bad
locally constant multi-sequence in Q.

Remark 3.3 The reader familiar with Descriptive Set Theory may suspect that this
is not the most general definition. Simpson indeed considers Borel multi-sequences,
namely multi-sequences whose range is countable and such that the preimage of
any singleton is Borel. By the Galvin-Prikry Theorem [12], which is the Borel gen-
eralization of Theorem 2.11, any such multi-sequence admits a locally constant
sub-multi-sequence. One can therefore safely replace “locally constant” by “Borel”
in the above definition. While this result is very convenient in certain constructions
and essential to some proofs, we shall not use it in this article.

Of course the definition of better-quasi-order can be formulated in terms of super-
sequences as Nash-Williams originally did. The only missing ingredient is a coun-
terpart of the shift map N + N on finite subsets of natural numbers.

Definition 3.4 For s, t € [w]<*> we say that 7 is a shift of s and write s < ¢ if there
exists X € [w]* such that
sC Xandr C . X.

Definitions 3.5 Let Q beaqoand f : F — Q be a super-sequence.

1. We say that f is bad if whenever s < ¢ in F, we have f(s) £ f(1).
2. We say that f is good if there exists s, t € F withs <t and f(s) < f(¥).
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Using the notations introduced in Sect.2.4.

Lemma 3.6 Let Q be a quasi-order.

1. Ifh : [w]*® — Q is locally constant and bad, then h' : F* — Q is a bad super-
sequence.

2. If f : F — Q is a bad super-sequence from a front on X, then f' : [X]® — Q
is a bad locally constant multi-sequence.

Proof 1. Suppose h : [X]*® — Q is locally constant and bad. Let us show that
W' : F" - Qisbad. If s, t € F" with s < 1, i.e. there exists ¥ € [X]*® such
that s — Y and ¢ C Y. Then h¥(s) = h(Y) and A (t) = h(,Y) and since A is
assumed to be bad, we have it (s) £ h'(z).

2. Suppose f : F — Qisbadfromafronton X andletY € [X]*. There are unique
s,t € Fsuchthats C Yandr C ,Y,andclearly f1(Y) = f(s), f1(.Y) = f (1),
and s < 7. Therefore f1(X) £ fT(.X) holds. O

We finally have the equivalence between both definitions.

Corollary 3.7 A quasi-order Q is aBQO if and only if there is no bad super-sequence

in Q.

In particular, since a bad sequence is an instance of a bad super-sequence, it
follows that every BQO is WQO.

3.2 First Examples and Finite Stability

Every constant super-sequence is good, so Theorem 2.12 can be reformulated as
follows:

Example 3.8 Every finite quasi-order is a better-quasi-order.

If Qisawell-order and 2 : [X]*° — Q is a multi-sequence in Q, we can consider
the sequence (X,),co in [X]*° defined inductively by Xo = X and X,+1 = . X,,.
As Q is a well-order, h(X,) ﬁQ h(X,41) implies h(X,+1) <g h(X,). Since the
sequence (h(X,))qec, cannot be strictly decreasing in Q, there exists n such that
h(X,) <o h(X,41) = h(,X,). We have obtained the following:

Example 3.9 Every well-order is a better-quasi-order.

Lemma 3.10 Suppose h: (P, <p) — (Q, <g) is map such that h(p) < h(p’)
implies p < p’ forall p, p’ € P. If Q is BQO, then P is BQO.

Proof If f : F — P is a bad super-sequence in P, then ho f: F — Q is a bad
super-sequence in Q. O

Theorem 2.11 also gives the following easy closure property.
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Proposition 3.11 If (Q, <¢) and (P, <p) are BQO, then sois (P U Q, <p U <g).
In other words, a finite union of BQO is still BQO.

Proof Take a super-sequence f : F — P U Q. Apply Theorem 2.11 to the partition
{f~(P), f~'(Q)} of F to get a sub-front G of F that defines a sub-super-sequence
which ranges either in P or in Q. Since both P and Q are BQO, g is good, and in
turn so is f. O

The following dichotomy is an easy corollary of Theorem 2.11 which turns out
to be quite useful when dealing with multi-sequences or super-sequences.

Proposition 3.12 Let E be a set and R a binary relation on E. Then every
multi-sequence f :[X]*° — E admits a sub-multi-sequence g : [Z]®° — E such
that either g(Y) R g(,Y) holds for all Y € [Z]*°, or g(Y) R g(,Y) holds for no
Y e [Z]*.

Proof Define ¢ : [X]*® — 2 by ¢(Y) =1 if and only if f(¥Y) R f(.Y). Clearly ¢
is locally constant so by Corollary 3.7 there exists an infinite subset Z of X such
that ¢ : [Z]* — 2 is constant. The corresponding sub-multi-sequence g = f [z}~ :
[Z]°° — E is as desired. O

The analogue result for super-sequences also holds and easily follows from the
result for multi-sequences:

Proposition 3.13 Let E be a set and R a binary relation on E. Then every super-
sequence [ : F — E admits a sub-super-sequence g : G — E such that

either foralls,t € G, s <t implies g(s) R g(t),
or foralls,t e G,s <timpliesthat g(s) R g(t) does not hold.

When (P, <p) and (Q, <o) are two quasi-orders, <p x < stands for the prod-
uct quasi-order on P x Q, that is

(P.q) <px =g (p.q) «<— p=<ppandqg=<pq.

Proposition 3.14 If (Q, <o) and (P, <p) are BQO, then so is (P x Q, <p X <gp).
Therefore a finite product of BQOs is still BQO.

Proof Suppose that f : [X]* — P x Q is a bad multi-sequence and write f(Y) =
(fp(Y), fo(Y)). Then for every Y € [X]* either fp(Y) £p fr(+Y) or fo(Y) %o
fo(.Y). Applying Proposition3.12 to f and the binary relation (p, ¢) R (p’, ¢’) ift
p <p p’ we obtain either that f, is a bad multi-sequence in (Q, <g) or that fp isa
bad multi-sequence in (P, <p). O
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3.3 The Real Deal: Infinite Stability

‘We now turn to stability under infinitary operations, which was the original motivation
behind the introduction of BQO; to quote Marcone* “the general pattern [is] that if
a finitary operation preserves WQO then its infinitary version preserves BQO.” More
specifically, we are interested in operations Q + O(Q) which are infinitary in the
sense that each member of O (Q) can be thought of as an infinite structure labeled by
elements of Q. As an example we already have seen Q — D(Q). While Higman’s
Theorem ensures that finite sequences in a WQO again form a WQO, we now turn to
the infinitary analogue: the operation of taking infinite sequences. Let us define what
we mean by that, assuming basic knowledge concerning ordinals.’

Let (Q, <g) be a qo. A transfinite sequence ¢ in Q is a map from an ordinal «
to O, a being then the length of g, denoted by |g|. The notation Q stands for the
sequences in Q of length v, and Q°N denotes the class of all transfinite sequences
in Q. Given two sequences g and p in QON of respective lengths o and 3, we write
q <gon p if there is an increasing injection ¢ :  — (3 satisfying g(§) <¢ p(t(§))
for all £ in o Notice in particular that g <gon p implies |g| < |p].

Observe that for Rado’s partial order R from Example 1.2 93* is not WQO, hence
Q — Q°N does not preserve wQoness. However QN is BQO whenever Q is BQO
and we now outline the proof this result. The central element to this proof is the
so-called Minimal Bad Lemma, that we state without proof. It is a key result in many
theorems concerning BQO.

Definition 3.15 Let (Q, <) be a qo.

e A partial ranking of (Q, <g) is a well-founded quasi-order < on Q such that
p <' g implies p <¢ q.

e Given any qo (Q, <’) and multi-sequences f : [X]* — Qandg: [Y]® — QO we
write f <’ g (resp. f <’ g) when we have both X C Y and f(Z) <’ g(Z) (resp.
f(Z) < g(Z)) forall Z € [X]*.

e Given a partial ranking <’ of (Q, <y), a locally constant multi-sequence g :
[Y]*° — Q thatis bad with respect to < is minimal bad if every locally constant
multi-sequence f satisfying f <’ g is good.

Theorem 3.16 (Minimal Bad Lemma) Let <’ be a partial ranking of a quasi-order
(Q,=<0). If f : [X]*® — Qisalocally constant bad multi-sequence, then there is a
locally constant multi-sequence g <' f that is minimal bad.

We refer the interested reader to [35] (see also [20]) for a condensed proof of
that result. Note however that we restricted ourselves here to talking about locally
constant multi-sequences where in both of the above references the authors deal with
Borel multi-sequences. This is not an issue since as we explained in Remark 3.3 every
Borel multi-sequence admits a locally constant sub-multi-sequence.

We borrow the proof of the following lemma to [33].

4See the introduction of [21].
3 As treated for instance in any introduction to set theory.
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Lemma 3.17 Given (Q, <¢) a go, if g and p in QON satisfy g ﬁQON p then there
is 0 < || such that §lg <gon p but qlgs1 £ gon p.

Proof Define a map 4 : |g| — |p| + 1 by induction: h(«) is the minimal ¢ < |p|
suchthatg (o) <p p(§)and§ > h(B)forall 3 < a,if sucha§ exists;and (o) = |p|
otherwise. Notice that g <gon p iff h(a) < |p| forall o < |q|.

Now since g ﬁQon p, there is a minimal # such that 2(f) = | p|. By minimality
of § we have g [y <gon p, and by definition of & we have g [y jéQom p. O

We are ready to prove stability under the taking of tranfinite sequences. As a
matter of fact, we prove a stronger property that Louveau and Saint-Raymond in
[18] call, in our terminology, reflection of bad multi-sequences.

Theorem 3.18 (Nash-Williams) If (Q, <o) is a quasi-order and f : [X]® — QON
is a locally constant bad multi-sequence, then there is Y € [X]* and a locally con-
stant multi-sequence ¢ from [Y]* to the ordinals such that f o @ is a (locally con-
stant) bad multi-sequence in Q.

Proof We first define a partial ranking of (QON, <gon). For g and p in QON define
g <' p if and only if g is a prefix of p, that is: there is § < |p| such that g = pJy.
Clearly <’ is a partial ranking.

Take a locally constant bad multi-sequence f : [X]>* — Q°N, and apply The-
orem 3.16 to get X’ € [X]* and a locally constant minimal bad multi-sequence
g :[X'1° — QON such that g <’ . For every Z € [X']® let ¢(Z) be the unique
ordinal < |g(Z)| such that g(Z)[,z) <gon g(+Z) but g(Z)[,(z)+1 ﬁQom g(+2Z), the
existence of which is granted by Lemma 3.17.

Let us check that the map ¢ : [X']* — ON is locally constant. For any Z €
[X']%°, since g is locally constant there are basic open sets U > Z and V 3 ,Z on
which g is constant. By continuity of the shift map, we can find a basic open set W
with Z € W C U such that .Y € V for all Y € W. It follows that ¢ is constant on
W, as desired.

Notice that by definition of ¢(Z) we have g(Z) [z, <’ g(Z) forall Z € [X']*,
so by minimality of g the multi-sequence Z > g(Z)[,(z) is good. We can now apply
Proposition 3.12 to obtain ¥ € [X']* such that in fact g(N) [,v) <gon gGN) [ov)
for every N € [Y]*°. So to sum up, we have for all Z € [Y]>:

I(ZD) o2y Zgon 9(+Z) o, z) DUt G(Z) [ p(z)+1 Loon 9GZ) No( 2)+1-

This implies that for all Z € [Y]* we have g(Z)(¢(Z)) ﬁQ 9(:Z)(p(+Z)). Notice
finally that as g(Z) is a prefix of f(Z), we have f o ¢ = g o ¢ which concludes the
proof. ]

The previous result enjoys a converse, proven by Pouzet in [26]:

Theorem 3.19 (Pouzet) A quasi-order (Q, <) is BQO if and only if (QON, <gon)
is WQO.



Well, Better and In-Between 17

This technique was instrumental in finding many examples of BQOs, the first and
arguably most famous of these examples was found by Laver, a couple of years
only after Nash-Williams’ results. We recall it here, along with some others, in
chronological order. We leave the interested reader to look for precise definitions in
the references.

Theorem 3.20 The following quasi-orders are BQOs:

1. Embeddability between o-scattered linear orders (Laver [16]).

2. Surjective homomorphism between countable linear orders (Landraitis [15]).

3. Embeddability between countable trees (Corominas [5]).

4. Continuous embeddability between countable linear orders (van Engelen-Miller-
Steel [35]).

5. Embeddability between countable N -free partial orders (Thomassé [34]).

We would like to point out that stronger versions of the above results are avail-
able, generally in the same articles as those cited. The general method for these
proofs follows indeed the same pattern as Theorem 3.18, and what is proven is in
general reflection of bad multi-sequences, which gives a BQO result for BQO-labelled
structures. For more on this, see [18, Sect. 3].

That being said, there are other ways to prove that a certain class is BQO. The most
famous example of this involves games, it is due to Wadge and is called continuous
reducibility. Once again, we mention some of them and leave the reader look for the
specifics.

Theorem 3.21 The following quasi-orders are BQOSs:

1. Continuous reducibility between Borel subsets of 0-dimensional Polish spaces
(Wadge, Martin, van Engelen-Miller-Steel, see for instance [35]).

2. Embeddability between Borel sub-orders of R* (Louveau-Saint Raymond, /18]).

3. Assuming Projective Determinacy, embeddability between Borel sub-orders of
R” for all n € w (Louveau-Saint Raymond, [/8]).

4. Topological embeddability between O-dimensional Polish spaces (see [3]).

In all these examples, BQO is used to prove that some quasi-order is WQO. We
would now like to turn to some results of a somewhat different nature, focusing on
yet another operation: passing from a quasi-order to the quasi-order of ideals. This
is a central notion for the last two sections of this article.

Definition 3.22 Let P be a partial order. An ideal of P is a subset I € P such that

1. I is non empty;
2. I is a downset;
3. forevery p,q € I there existsr € [ with p <randg <r.

We write Id(P) for the set of ideals of P partially ordered by inclusion.



18 R. Carroy and Y. Pequignot

Equivalently, a subset I of a po P is an ideal if I a downset and [ is directed,
namely every (possibly empty) finite subset F C [ admits an upper bound in I, i.e.
there exists g € I with F C | g. For every p € P, the set | p is an ideal called a
principal ideal.

For each quasi-order (Q, <o) we have the embedding

Q — 1d(Q)
qgr—1q,

and we henceforth identify each element p with the corresponding principal ideal
| p. In particular we have the inclusions P C Id(P) € D(P) as partial orders.

We observe that we cannot replace D(P) by Id(P) in Proposition 1.1, Item 3, i.e.
it is not true that a po P is WQO if and only Id(P) is well-founded. The simplest
example is given by the antichain A = (w, =). The partial order Id(A) is equal to
A so, in particular, even though A is not WQO, Id(A) is well-founded. Nonetheless,
when P is WQO then Id(P) is well-founded.

A non-principal ideal of P is an ideal which is not of the form |, p for some p € P.
We write Id"“ ( P) for the partial order of non-principal ideals, i.e. Id*(P) = Id(P)\P.
The partial order Id”" (P) is therefore the remainder of the ideal completion of P.

The following result was conjectured by [27] and proved by the authors in [4].

Theorem 3.23 Let Q be WQO. If1d*(Q) is BQO, then Q is BQO.
The first corollary of Theorem 3.23 that we mention is:
Corollary 3.24 If Q is WQO and Id" (Q) is finite, then Q is BQO.

This result is due to Pouzet [27] and a direct proof is presented by Fraissé [11, Chap.
7, Sect.7.7.8].

This first simple corollary already allows us to prove the following proposition, a
particular case of which was used by the first author in [3].

Proposition 3.25 Let ¢ : w — w be progressive, i.e. such that n < p(n) for every
n € w. Then the partial order <, on w defined by

m=<,n <— m=norpim)<n.

is a better-quasi-order.

Proof Let g : w — w be any sequence. Then either g is bounded in the usual order
and so g is good for <., or g is unbounded in the usual order and so there exists n
such that g(n) > ©(g(0)) and so g is good for <,. Hence (w, <,) is WQO.

Now let I be a non principal ideal in (w, <,,). In particular / is an infinite subset
of w, so for every m € w there exists n € I such that p(m) <nandsom <, n € I.
Therefore / = w and so there is exactly one non-principal ideal of (w, <,,). It follows

by Corollary 3.24 that (w, <,) is BQO. O
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4 In-Between: An Intractable Diversity of Inconspicuous
Orders

The following classes of WQOs are sometimes considered as approximations of the
concept of BQO.

Definition 4.1 Let Q be a quasi-order and 1 < o < w;. We say that Q is a-BQO if
and only if every super-sequence f : F — Q withrtk F < « is good.

Remark 4.2 The authors in [19, 30], for example, use a different definition of a-BQO
which is easily seen to be equivalent to ours.

Clearly a qo is WQO if and only if it is 1-BQO, and it is BQO if and only if its a-BQO
for every o < w;. Rado’s poset, as shown in Example 1.2 is WQO but is not 2-BQO.
Marcone showed in [19] that these notions are all distinct.

Theorem 4.3 For every countable ordinal o there exists a quasi-order that is 3-BQO
for all B < « but that is not a-BQO.

One natural attempt to prove this theorem consists of considering on any front of
rank equal to o the complement of the binary relation <. This binary relation however
fails to be a quasi-order.® Marcone’s proof actually amounts to first showing that on
“well chosen” fronts the complement of <1 lacks only transitivity in order to be the
desired counter-example. Then one chooses an enumeration of the front at stake
before using a result due to Pouzet to fix the transitivity issue (see [19, Theorem
1.8]).

In this section we present examples of quasi-orders which are n-BQO but not
(n 4+ 1)-BQO for each n > 1 and an example of a quasi-order which is not w-BQO
but is 7-BQO for all n < w. While their definition is simple and it is easy to see that
they fail to be BQO, it does require some work to show they do enjoy a fair share of
BQOness. Here we follow a new approach based on ideals and which relies on the
following easy refinement of Theorem 3.23 whose proof can be found in the second
author’s Ph.D. thesis [25, Theorem 4.43]:

Theorem 4.4 For everyn € w, if Q is WQO and 1d" (Q) is n-BQO then Q is (1 4 n)-
BQO.

Before going further, let us stop on our crucial example once again, to illustrate
the role played by ideals.

Example 4.5 (Rado’s poset continued) We continue on Rado’s partial order ‘R
defined in Example 1.2 and compute Id(*R). We claim that Id(R) = RU{l, | n €
wyU{T}where I, = |{{n,k} | n <k} forn € wand T = R. We have {m, n} < I

The only notable exception is [w]! where both <1 and its complement are actually transitive. If F is
afronton X = {xo, x1, x2,...}, Y = {x3, x4, x5,...} andif s, ¢, u € F are suchthats C {xo} U Y,
|s| > 2,1t C {x1,x}UY,|t| >2and u C Y. Then s < u, while neither s < # nor r < u.
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ifandonlyifm = korn < k,anda < T forall a € Id(R). The non principal ideals
are the I,s and T. We show there are no other ideals. Let 7 be an ideal of R. First
suppose for all k € w there exists {m, n} € I withk < m, then I = T. Suppose now
that there exists m = max{k | 3l {k, [} € I}. If there is infinitely many » such that
{m,n} € I then I = I,,,. Otherwise [ = | {m, n} forn = max{l | {m,l} € I}.

Observe that (7,),c. is an antichain in Id(R), hence a bad sequence witness to
the fact that Id(R) is not WQO.

Here is the definition of the explicit counter-examples that we know. The quasi-
orders defined on fronts of finite ranks first appeared in [26] and the quasi-order on
S was defined by Assous—Pouzet [24].

Definition 4.6 Foreveryn > 1 we let R, = ([w]”, R,) where R, is the binary rela-
tion defined by
R ¢ s(i) <t(@),foralli < n, and
N n . . .
if s(0) < 1(0), then there is j > O with s(j) < ¢(j — 1).

Furthermore, we let R, = (S, R,) where S = {s € [w]~* : |s| = 5(0) + 1} is the
Schreier barrier and:
R if s(0) =1(0), then s(i) < ¢(i) foralli < |s|, and
§ Ky . .
if s(0) < t(0), then there is n < |s| such that s[, R, t[,.

Notice that R, is simply ([w]', =) and that R is exactly Rado’s poset R from
Example 1.2. Moreover it easy to check that the binary relations we defined are
included in the complement of the binary relation <.

Lemma 4.7 Each of the ‘R, for n > 2 as well as R, are WQOSs.

Proof One needs to check that R, and each R, is transitive. We only treat one
specific case which is a main obstacle to generalizing this idea to arbitrary fronts.
Let s,t,u € S with s R, t and ¢t R, u. Clearly |s| < |u| and s(i) < u(i) for all
i < |s|. Now suppose that s(0) = #(0) and 7(0) < u(0), so s(0) < u(0). Then there
exists n < |t| such that 7], R,u[,. By definition of &, s(0) = 7(0) implies |s| = |¢],
so we also have n < |s|. Since s[, R, t[, by transitivity of R, we get s|, R, u[,
and so s R, u in this case, as desired.

Next we show that R, is WQO. The case of R, for n > 2 is similar. Suppose
towards a contradiction that (s,),c. is a bad sequence in ‘R, and let m, = mins,
for each n. By possibly going to a subsequence, we can assume that either (m,,), is
unbounded or else (m,), is constant equal to some k. In the latter case, it follows
that the sequence #, = s,\{m,}, n € w, is a bad sequence in w* with the pointwise
ordering, a contradiction. In the former case, we can find i with m; = |s;| > 2 and
then j > i such that m; > maxs;, so that we get s; R,,, §;[»,. This implies that
s; R, s;, a contradiction again. O
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While it is very tempting to try to generalize the above definition to arbitrary
fronts, one should notice that very specific properties of the fronts [w]" and S are
needed to prove their transitivity. As a matter of fact, so far any attempt to generalize
these examples has failed to be transitive.

We now compute the ideals of R, .

Definition 4.8 For every n > 1, we define J, = ([w]=", S,) where

S |s| > |t| and s(i) < t(i) foralli < |¢]|, and
§ On .
if |[s| = |t| = n, thens R, t.

where R, is the relation from Definition4.6.

Proposition 4.9 For ever natural number n > 1, 1d"(R,.4,) is isomorphic to J,,.

<n

Proof For s € [w]=" we say that a sequence (s;);c,, in R, 4 is good for s if

1. sCs; forall i,
2. (si(|s]))iew is strictly increasing, and
3. (8i)iew 18 strictly increasing in R, 4.

Lets, t € [w]=" and suppose that (s;);c., and (¢;);. are good for s and ¢, respec-
tively. We claim that if |{s; | i € w} C [{t; | i € w} (where the downward closure
is taken in R, 1) then s S, 7. So in particular if | {s; | i € w} = |{t; | i € w}, then
s =1.

First suppose towards a contradiction that |s| < |¢|. There exists k such that
se(ls]) > t(|s|) and so s ¢ I {t; | i € w} since for no j we have sy R, 4t;. A con-
tradiction, hence |s| > |t|. Since there exists i such that soR,¢;, it follows in par-
ticular that s(j) < ¢(j) for all j < |¢|. Finally assume that |s| = |t| = n and that
5(0) < £(0). Thereisi such thats;(|s]) > #(|s| — 1) and thereis j such that s; R, 1¢;.
By definition of R, there is k > 0 such that s; (k) < #;(k — 1). Since necessarily
k < n, it follows that k is also a witness to the fact that s R, ¢. This proves the claim.

Next we see that for every s € [w]=" there exists a sequence (s;);c, Which is
good for s. One easily checks that s; = {2i,2i +1,...,2i +n}, i € w, is good for
@. Moreover if s € [w]=" is not empty and we let s; € [w]*t! with s; T s U w/( +
max(s)) for each i € w, then (s;);c, is good for s.

Forevery s € [w]=", let I, = |{s; | i € w} for some sequence (s;);e., that is good
for 5. By the claim this is a well defined map J, — Id”(%R,+1) and moreover I, C I,
implies s S, .

To see this map is surjective, let / be a non principal ideal of R,;,. Since [ is
a (countable) non principal ideal, there exists a strictly R, -increasing sequence
(si)icw such that I = | {s; | i € w}. By repeated application of the Ramsey Theorem
and possibly going to a subsequence, we can assume that for all j <n + 1 the
sequence (s;(j))ic, 1s either constant or strictly increasing. Since (s;);c, has no
constant subsequence, this implies that there exists s; € [w]=" such that (s;);c, is
good for sy, as desired.
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Finally we prove that s S, ¢ implies I; C I;. Let (s;);c, and (;);c., be good for s
and ¢ respectively. We distinguish two cases. First assume that |f| < n, then for every
i there exists j with s;(n) < t;(|¢]), which together with s S, t implies §; Ry ¢;
and so I; C I,. Next assume that |s| = |f]| = n and so s R, t. Then for all i there is
J with s;(n) < t;(n), and this implies that s; R, ?;. O

We can now prove that each R, is the counter-example we wanted.
Theorem 4.10 (Pouzet) For alln > 1, R, is n-BQO but not (n + 1)-BQO.

Proof As we already observed, the identity map [w]"*! — [w]"*! is a bad super-
sequence of rank n + 1 in R, 41, so it is not (n + 1)-BQO. We prove that R, is
n-BQO by induction on n. For n = 1, we already know that R, = R is WQO. So
let n > 1 and assume that fR,, is (n — 1)-BQO. We showed in Lemma 4.7 that ‘R,
is WQO and by Proposition 4.9 Id"(9R,,.41) is isomorphic to J,. We show that J,, is
(n — 1)-BQO and we then conclude the proof by Theorem4.4.

Notice that if P, = ([w]¥, <*) denotes the pointwise ordering where s <k ¢ iff
s() <t(i)foralli < k, then Py is easily seen to be BQO by Lemma 3.10 and Propo-
sition 3.14. Moreover by induction hypothesis R, is (n — 1)-BQO, and therefore as in
Proposition 3.11 it follows that R,, U UZ;(], Py isalso (n — 1)-BQO. One easily checks
that the identity map J,, — R, U UZ;(I) P, allows to conclude as in Lemma 3.10 that
J, is (n — 1)-BQO, as desired. O

Using the above result we can prove that 2R, is n-BQO for all n.

Theorem 4.11 (Pouzet-Assous) The go R, is n-BQO for all n € w, but it is not
w-BQO.

Proof As before, the identity map is a bad super-sequence of rank w in R, so it
remains to show that 2R, is n-BQO for all n. Take F a frontof rank n, f : F — S a
super-sequence in R, and let us prove that it is good. Using the fact that w is BQO and
applying Proposition 3.12, we can assume by possibly going to a sub-super-sequence
thats < ¢ in F implies f(s)(0) < f(#)(0). Applying Proposition 3.12 again, we can
further assume thateithers < ¢ in F implies f(s)(0) = f(¢)(0),ors < tin F implies
F()(0) < f()(0).

In the former case, there actually exists i such that f(s)(0) =i for all s € F.
This is because the transitive closure <* of <1 inside F is directed; notice indeed that
for any s and ¢ in F, if u € F satisfies max(s U ¢) < min(u) then both s <1* u and
t <0* u hold. But for each i the restriction of R, to {s € S | s(0) = i} is BQO since
w is BQO and any finite product of BQOs is BQO by Proposition 3.14.

We now suppose that s <17 in F implies f(s)(0) < f(¢)(0). Applying Theo-
rem?2.11 to the subset of F given by {s € F | f(s)(0) < n} where n is the rank of
F, we obtain a sub-super-sequence which falls into one of the two following cases.

Either f(s)(0) < n for every s € F and so f is good since for each i < n the
restriction of R, to {s € S | s(0) = i} is BQO and a finite union of BQOs is BQO by
Proposition3.11.
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Or f(s)(0) > n for every s € F, and so |f(s)| > n+ 1 by definition of the
Schreier barrier S. In this case, we consider the super-sequence g : F — R, given
by g(s) = f(s)[n+1- Since R, is n-BQO by Theorem4.10, it follows that g is
good and there exists s, 1 € F withs < ¢t and g(s) R,+1 9(t). As f(s)(0) < f(¢)(0)
and f(s)[u+1 Rut1 f(t)[n+1, we have f(s) R, f(¢) and therefore f is good as
desired. (]

5 Classes of Bqos Definable by Forbidden Pattern

We have seen in the last Section that a great variety of quasi-orders distinguish the
notion of WQO from that of BQO. Importantly, these two concepts also are of distinct
descriptive complexity: while the set of WQOs on w is a I1}-complete subset of
the Cantor space, that of BQOs is 1}-complete as proved by Marcone [19, 20]. In
particular, while Q is WQO iff neither (w, =) nor w°P (the opposite of w) embeds into
Q, BQO cannot be defined by forbidding pattern, at least not in any relevant way.’
However in some particular cases, forbidding finitely many patterns do imply
BQOness. In this section, we deduce results of this kind from Theorem 3.23.

5.1 [Interval Orders

Suppose that Q is a WQO such that Id*(Q) is a well-order. Since by Example 3.9
well-orders are BQO, such quasi-orders are BQO by Theorem 3.23.

Observe that when Q is WQO, since ideals are downsets and D( Q) is well-founded,
1d*(Q) is well-founded too. Hence, if Q is WQO then Id"(Q) is linearly ordered if
and only if Id*(Q) is a well-order.

What are the quasi-orders whose non principal ideals are linearly ordered? Well,
assume Q is a quasi-order and that 7, J € Id"(Q) are incomparable for inclusion. Let
p € I\J and g € J\I. Then p is incomparable with ¢g. Forbidding antichains of size
2 in Q is simply asking that Q is a linear order, and of course well-orders are BQO.
But we can do better: since I and J are non principal, there are p’ € I with p < p’
and ¢’ € J with ¢ < ¢'. The restriction of the quasi-order on Q to {p, q, p’, q'} is
isomorphic to the partial order:

7Suppose that B is a basis for the set of BQOs on w, i.e. B C 2“*“ and for every qo Q on w we
have Q is BQO iff for no B € B there exists an embedding from B to Q. Then B is not analytic.
Otherwise

QisBQO <«—> there exists no B € 3 such that B embeds in Q

is a co-analytic definition of the set of BQOs on w, a contradiction with Marcone’s Theorem.
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and therefore 2 @ 2 embeds into Q. We are naturally led to following definition
which appears frequently in the literature.

Definition 5.1 A partial order P is an interval order if the partial order 2 & 2 does
not embed into P. In other words for every p, g, x,y € P, p < x and ¢ < y imply
p<yorq <x.

The preceding discussion yields the following which is already stated in [30].
Theorem 5.2 An interval order is BQO if and only if it is WQO.

Notice that this theorem can be rephrased as follows: a partial order P such that
neither (w, =), nor w°P, nor 2 @ 2 embeds into P is a better-quasi-order.

It appears that the notion of interval order was first studied by the twenty-years-
old Norbert Wiener [36] who credits Bertrand Russell for suggesting the subject [9].
Wiener was later acknowledged as the originator of cybernetics [6]. The Reverse
Mathematics of interval orders is studied in [22].

For p € P, let Pred(p) = {q € P | ¢ < p}. It is easy to see that a partial order
P is an interval order if and only if the set {Pred(p) | p € P} is linearly ordered by
inclusion.

The terminology “interval order” was introduced by [8] and stems from the fol-
lowing characterisation.

A non trivial closed interval of a partial order Q is a set of the form [a, b] = {q €
0 |a <q < b} forsomea,b e Q witha < b. We partially order the set Int(Q) of
non trivial closed intervals of Q by [a, b] < [c,d] ifand only ifa = cand b = d or
b <c.

For a partial order P let us say that amap I : P — Int(Q) is an interval repre-
sentation of P in Q ifforevery x,y € P wehavex <y < I(x) < I(y).

Let us first see that any partial order P admits an interval representation. Let
Pred™(p) = M, Pred(x) and

Qp = (Pred(p) | p € PYU {Pred™(p) | p € P}

be partially ordered by inclusion.

Proposition 5.3 ([2]) Let P be a partial order. The map

I1:P — Int(Qp)

pr—1I,= (Pred(p), Pred+(p))

is an interval representation of P in Qp.
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Proof First observe that for every p € P we have Pred(p) C Pred™ (p) since ¢ <
p imply ¢ € Pred(x) for all x > p, and in fact p € Pred*(p)\ Pred(p). So I is
well defined. If p < ¢, then Predt(p) = ﬂp<x Pred(x) € Pred(q),andso I, < I,.
Conversely if 1, < I,, then Pred*(p) C Pred(q) and since p € Pred™ (p) we have
p < q.Hence [ is an interval representation of P. (]

The following is a slight generalisation of a theorem by [8]. The proof we give
here is due to [2].

Proposition 5.4 A partial order P is an interval order if and only if there exists an
interval representation of P in some linear order.

Proof Suppose I : P — Int(L) is an interval representation of P in a linear order
L and let pg < p; and gy < g in P. If I(p;) = [I;, r;] and 1(q;) = [m;, s;] then
ro <1l and so < m;. Since L is linearly ordered, either ry < m; and so py < ¢, or
m1 < ropand so gyo < p;. Therefore P is an interval order.

Conversely, suppose P is an interval order. By Proposition 5.3, it suffices to
prove the Qp is linearly ordered. But {Pred(p) | p € P} is linearly ordered and
Predt(p) =N pex Pred(x) is incomparable for the inclusion with some X € Qp if
and only if Pred(x) is incomparable with X for some x > p. (]

5.2 More Classes of Better-Quasi-orders via Forbidden
Patterns

In fact continuing the above discussion we find that for any qo Q, Id"(Q) is linearly
ordered if and only if the po

wPhw =

does not embed into Q. We therefore have the following:
Theorem 5.5 [f neither (w, =), nor w?, nor w @& w embed into Q, then Q is BQO.

Suppose now for a partial order P that there exists a natural number n such that
the size of every antichain of P is bounded by n. Then, by a theorem due to Dilworth
[7], for A an antichain of maximum size, say n, there exist subsets P;, i € n, such
that |P; N A| = 1, P; is linearly ordered and | J,_, P; = P (seealso [11, Sect.4.14.1,

ien
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p. 141]). In particular, if P is further assumed to be well-founded, then P is BQO as
a finite union of well-orders.

Continuing further the discussion of the previous subsection, we see that if there
exists an antichain A of size n among the non principal ideals of a qo Q, then the
partial order

nYw=

n times

embedsinto Q. Indeed, assumethat{/; | i € n},n > 2isanantichain of non principal
ideals of a qo Q. For each i € n and every j € n with i # j, since I;  I; we can
pick ¢; € I;\1; and by the fact that /; is directed there is ¢’ € I; with q' ¢ I; for
every j # i. Now since each [; is non principal there exists a strictly increasing
sequence (g} )re, in I; with g{ = ¢'. This clearly yields and embedding of n ® w
into Q. Therefore

Theorem 5.6 Let n > 1. If neither (w, =), nor w°P, nor n ® w embed into Q, then
Q is BQO.

In this theorem, for eachn > 1, we have a class of BQO which is defined by finitely
many forbidden patterns. Examples of classes of BQOs defined by mean of forbidden
patterns—Ieft alone by finitely many—are quite rare. In fact to our knowledge the
previous theorem is the best result of this sort.
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Abstract We investigate the ordinal invariants height, length, and width of well
quasi orders (WQO), with particular emphasis on width, an invariant of interest for
the larger class of orders with finite antichain condition (FAC). We show that the
width in the class of FAC orders is completely determined by the width in the class
of WQOs, in the sense that if we know how to calculate the width of any WQO then
we have a procedure to calculate the width of any given FAC order. We show how the
width of WQO orders obtained via some classical constructions can sometimes be
computed in a compositional way. In particular this allows proving that every ordinal
can be obtained as the width of some WQO poset. One of the difficult questions is to
give acomplete formula for the width of Cartesian products of WQOs. Even the width
of the product of two ordinals is only known through a complex recursive formula.
Although we have not given a complete answer to this question we have advanced the
state of knowledge by considering some more complex special cases and in particular
by calculating the width of certain products containing three factors. In the course of
writing the paper we have discovered that some of the relevant literature was written
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on cross-purposes and some of the notions re-discovered several times. Therefore
we also use the occasion to give a unified presentation of the known results.

Keywords WQO - Width of WQO - Ordinal invariants

1 Introduction

In the finite case, a partial order—also called a poser—( P, <) has natural cardinal
invariants: a width, which is the cardinal of its maximal antichains, and a height,
which is the cardinal of its maximal chains. The width and height are notably the
subject of the theorems of Dilworth [5] and Mirsky [17] respectively; see West [27]
for a survey of these extremal problems. In the infinite case, cardinal invariants are
however less informative—especially for countable posets—while the theorems of
Dilworth [5] and Mirsky [17] are well-known to fail [18, 22].

When the poset at hand enjoys additional conditions, the corresponding ordinal
invariants offer a richer theory, as studied for instance by K¥#{Z and Thomas [9].
Namely, if (P, <) has the the finite antichain condition (FAC), meaning that its
antichains are finite, then the tree

Inc(P) déf{(xo,xl,...,xn) EP :0<n<woAV0<i<j=<n xLx;}

of all non-empty (finite) sequences of pairwise incomparable elements of P ordered
by initial segments has no infinite branches. Note that the tree (Inc(P), <) does not
necessarily have a single root and that the empty sequence is excluded (the latter is
a matter of aesthetics, but it does make various arguments run more smoothly by not
having to consider the case of the empty sequence separately). Therefore, Inc(P) has
arank, which is the smallest ordinal y such that there is a function f : Inc(P) — y
with s <t = f(s) > f(¢) for all s,¢ € Inc(P). This ordinal is called the width
of P and in this paper we denote it by w(P)—it was denoted by wd(P) by KiiZ and
Thomas [9].

Similarly, if (P, <) is well-founded (WF), also called Artinian, meaning that its
descending sequences are finite, then the tree

Dec(P) dzef{(xo,xl,...,x,,) EP?:0<n<wAY0<i<j=<n,x >xj}
of non-empty strictly descending sequences has an ordinal rank, which we denote
by h(P) ([9] denote it by ht(P)) and call the height of P.

Finally, if (P, <) is both well-founded and FAC, i.e., is awell partial order (WPO),

then the tree

Bad(P)déf{(xo,xl,...,x,,)GP<‘" :0<n<wAVY0<i<j<n, x ﬁxj}
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of non-empty bad sequences of P has an ordinal rank, which we denote by o(P) and
call the maximal order type of P after [8, 23] ([9] denote it by c(P), [4] call it the
stature of P). In the finite case, this invariant is simply the cardinal of the poset.

Quite some work has already been devoted to heights and maximal order types,
and to their computation. Widths are however not that well-understood: as Kfiz
and Thomas [9, Remark 4.14] point out, they do not enjoy nice characterisations like
heights and maximal order types do, and the range of available results and techniques
on width computations is currently very limited.

Our purpose in this paper is to explore to what extent we can find such a char-
acterisation, and provide formule for the behaviour of the width function under
various classically defined operations with partial orders. Regarding the first point,
we first show in Sect. 3 that the width coincides with the antichain rank defined by
Abraham and Bonnet [2], which is the height of the chains of antichains; however,
unlike the height and maximal order type of WPOs, the width might not be attained
(Remark 3.7). Regarding the second point, we first show in Sect. 2.6 that computing
widths in the class of FAC orders reduces to computing widths in the class of WPOs.
We recall several techniques for computing ordinal invariants, and apply them in
Sect. 4 to obtain closed formula for the width of sums of posets, and for the finite
multisets, finite sequences, and tree extensions of WPOs. One of the main questions
is to give a complete formula for the width of the Cartesian products of WPOs. Even
the width of the product of two ordinals is only known through a complex recursive
formula (due to Abraham, see Sect. 4.4) and we only have partial answers to the
general question.

The three ordinal invariants appear in different streams of the literature, often
unaware of the results appearing in one another, and using different definitions and
notations. Another motivation of this paper is then to provide a unified presentation
of the state of the knowledge on the subject, and we also recall the corresponding
results for heights and maximal order types as we progress through the paper.

2 Background and Basic Results

2.1 Posets and Quasi-orders

We consider posets and, more generally, quasi-orders (QO). When (Q, <p) is a
QO, we write x <g y whenx <g y and y £ x. We write x Ly y whenx £ y
and y £ x, and say that a and b are incomparable. We write x =g y when x <g
¥ Ay <¢ x: this is an equivalence and the quotient (Q, <)/ = is a poset that, as
far as ordinal invariants are concerned, is indistinguishable from Q. Therefore we
restrict our attention to posets for technical reasons but without any loss of generality.
Note that some constructions on posets (e.g., taking powersets) yield quasi-orders
that are not posets. A QO Q is total if for all x, y in @, x <g y or x > y; a total
poset is also called a chain.
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When a QO does not have infinite antichains, we say that it satisfies the Finite
Antichain Condition, or simply that it is FAC. A QO that does not have any infinite
(strictly) decreasing sequence is said to be well-founded (or WF). A well-quasi order
(or WQO) is a QO that is both WF and FAC: it is well-known that a QO is WQO
if and only if it does not have any infinite bad sequence [11, 15], where a sequence
(x0, X1, X2, ...) is good if x; < x; for some positions i < j, and is bad otherwise.

For a QO (Q, <) we define the reverse QO Q* as (Q, >), thatis to say, x <¢p+ y
if and only if x > y. An augmentation of (Q, <) is a QO (Q, <’) such that x <
y = x <'y,ie., <is asubset of <'. A substructure of a QO (Q, <) is a QO
(Q', <) such that Q' C Q and <’ C <. In this case, we write Q' < Q.

2.2 Rankings and Well-Founded Trees

Recall that for every WF poset P there exist ordinals y and order preserving func-
tions f: P — y,thatis,suchthatx <p y = f(x) < f(y) forallx,y € P. The
smallest such ordinal y is called the rank of P; one can obtain the associated ranking
function r: P — y by defining inductively r (x) = sup{r(y) + 1 : y <p x}, and the
rank turns out to be equal to its height £(P) (see Sect. 2.3). When P is total, i.e., is
a chain, then its rank is also called its order type.

Traditionally, for a tree (T, <r), one says that it is well-founded if it does not
have an infinite branch, which with the notation above amounts to saying that the
reverse partial order (7', >7) is well-founded. This somewhat confusing notation,
implies that for rooted well-founded trees, the root(s) have the largest rank, and the
leaves have rank 0. In our definitions of ordinal invariants given in the introduction,
we considered trees of non-empty finite sequences, ordered by initial segments: if
s = (X0, X1, ...,X,) and t = (yo, V1, ..., Ym), We write s < ¢t and say that s is an
initial segment of t, whenn < m and s = (yy, ..., y,). Equivalently, the associated
strict ordering s <t means that ¢ can be obtained by appending some sequence t’
after s, denoted t = s —~ t'.

We also make an easy but important observation regarding substructures: When
P is embedded in Q as an induced substructure, then w(P) < w((Q), and similarly
for 0 and k. Indeed, every antichain (bad sequence, decreasing sequence, resp.) of
P is an antichain (bad sequence, decreasing sequence, resp.) of O, so the ranks of
the corresponding trees can only increase when going from P to Q.

2.3 Residual Characterisation

For a poset (P, <),x € P,and % € {L, <, #}, we define the *-residual of P at x as
the induced poset defined by
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P*xdéf{yeP:y*x}. (D

Since this is an induced substructure of P, P,, is FAC (resp. WF, WPO) whenever
P is FAC (resp. WE, WPO).

The interest of L -residuals (resp. <-residuals, #-residuals) is that they provide
the range of choices for continuing incomparable (resp. descending, bad) sequences
once element x has been chosen as first element: the suffix of the sequence should
belong to Py, and we have recursively reduced the problem to measuring the rank
of the tree Inc(P, ) (resp. Dec(P..), Bad(Px,)).

The following lemma shows precisely how we can extract the rank from such a
recursive decomposition of the tree.

Lemma 2.1

1. Suppose that {T; : i € I} is afamily of well-founded trees and let T be their dis-
Jjoint union. Then T is a well-founded tree and it has rank p(T) = sup,¢; p(T}).

2. Let T =t~ F denote a tree rooted at t with F = T \ t and suppose that F is
well-founded of rank p(F). Then so is T, and p(T) = p(F) + 1.

Proof (of 1) Itis clear that T is well founded. Foreachi € I,let f;: T; — p(T;) bea

. . . def . . .
function witnessing the rank of 7;. Then f = | J,., f; is an order reversing function

from T to y & sup;c; p(T;), showing p(T) < y.
Conversely, if f: T — p(T) is a witness function for the rank of T, its restriction
to any 7; is order reversing, showing that p(7;) < p(T).

Proof (of 2) Clearly T is well-founded. Let p* Clg,o(F) +1= (supa<p(F)(ot +
l)) + 1. Consider the ranking functionr: F' — p(F),andlet f:T — p* be given by

det |7 () ifseF,
f@s) = .
SUpg_ppy(a + 1) ifs =1.

It is clear that f is an order reversing function, witnessing 4 (T) < p*. Suppose that
B < p*andthath: T — B is an order reversing function. In particular, h(r) < f(r),
soleta < p(F)besuchthath(r) < o + 1. Lets € F be suchthat f(s) = «. Hence
h(r) < h(s), yetr <7 s, a contradiction. *2.1

Lemma 2.1 yields the equations:

w(P) = sup{w(P1y)+ 1}, h(P)=sup{h(P<x)+ 1}, o(P)= sup{o(Pyzy)+1},
xepP xepP xepP
2

that hold for any FAC, WF, or WPO, poset P respectively. Note that it yields w(¥) =
h®) =o0) =0.

Equation (2) is used very frequently in the literature and provides for a method
for computing ordinal invariants recursively, which we call the method of residuals.



34 M. Dzamonja et al.

Equation (2) further shows that the function r (x) o h(P_,) is the optimal ranking
function of P. Thus k(P) is the rank of P, i.e. the minimal y such that there exists
a strict order-preserving f: P — y (recall Sect. 2.2).

2.4 Games for WQO Invariants

One limitation of the method of residuals is that it tends to produce recursive
rather than closed formule, see, e.g., [25]. Another proof technique adopts a game-
theoretical point of view. This is based on [4, Sect.3], which in turn can be seen
as an application of a classical game for the rank of trees to the specific trees used
for the ordinal invariants. We shall use this technique to obtain results about special
products of more than two orders, see for example Theorem4.18.

The general setting is as follows. For a WQO P and an ordinal «, the game
G’ ,—Where x is one of h, 0, w—is a two-player game where positions are pairs
(B, S) of an ordinal and a sequence over P. We start in the initial position («, ()).
At each turn, and in position (8, S), Player 1 picks an ordinal 8’ < 8 and Player 2
answers by extending S with an element x from P. Player 2 is only allowed to pick
x so that the extended S" = § —~ x is a decreasing sequence (or a bad sequence, or
an antichain) when % = h (resp. * = o0, or * = w) and he loses the game if he cannot
answer Player 1’s move. After Player 2’s move, the new position is (8’, S’) and the
game continues. Player 2 wins when the position has 8 = 0 and hence Player 1 has
no possible move. The game cannot run forever so one player has a winning strategy.
Applying [4, Prop. 23] we deduce that Player 2 wins in G} ,, iff *(P) > a. As we
are mostly interested in the invariant w, we shall adopt the notation G p o for G ,.

2.5 Cardinal Invariants

‘We can connect the ordinal invariants with cardinal measures but this does not lead
to very fine bounds. Here are two examples of what can be said.

Lemma 2.2 Suppose that Q is a FAC quasi-order of cardinal k > Ry. Thenw(Q) <
k™, the cardinal successor of | Q).

Proof The tree Inc(Q) has size equal to k and therefore its rank is an ordinal y <
kt. *2.2

Theorem 2.3 (Dushnik-Miller) Suppose that P is a WPO of cardinal k > R¢. Then
h(P) > k.

Proof This is an easy consequence of Theorem 5.25 in [6]. By the definition of h, it
suffices to show that P has a chain of size «. Define a colouring ¢ on the set [ P]? of

pairs of P by saying c(x, y) L0 if x is comparable to y and c(x, y) &' otherwise.
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Then use the relation k —> (k, ¥g)2, meaning that P has a chain of cardinal « or an
antichain of cardinal Ry, which for k = 8 is the Ramsey Theorem, and for k¥ > R
is the Dushnik-Miller Theorem. Since P is FAC, we must have a chain of order type
at least «. *2.3

Such results are however of little help when the poset at hand is countable, because
they only tell us that the invariants are countable infinite, as expected. This justifies
the use of ordinal invariants rather than cardinal ones.

2.6 WPOs as a Basis for FAC Posets

A lexicographic sum of posets in some family {P; : i € Q} of disjoint orders along
aposet (Q, <p), denoted by Y, o P;, is defined as the order < on the disjoint union
P of {P; : i € Q} such that for all x, y € P we have x < y iff x, y € P; for some
i€ Qandx <p y,orx € P,and y € P; forsome i, j € Q satisfyingi <o j.

The lexicographic sum of copies of P along Q is denoted by P - Q and called
the direct product of P and Q. The disjoint sum of posets in {P; : i € Q} is defined
as the union of the orders <p,: this is just a special case of a lexicographic sum,
where the sum is taken over an antichain Q. In the case of two orders P, P,, the
lexicographic sum is denoted by P; Ll P;.

As a consequence of Theorem 7.3 of Abraham et al. [3] (by taking the union over
all infinite cardinals «), one obtains the following classification theorem.

Theorem 2.4 ([3]) Let BY be the class of posets which are either a WPO, the
reverse of a WPO, or a linear order. Let & be the closure of 82 under lexicographic
sums with index set in B and augmentation. Then 2 is exactly the class of all
FAC posets.

We will use the classification in Theorem 2.4 to see that if we know how to
calculate w(P) for P an arbitrary WPO, then we can bound w(P) for any FAC poset
P. This in fact follows from some simple observations concerning the orders in the
class B

Lemma 2.5 (1) If P is total, then w(P) = 1. In general, if all the antichains in a
poset P are of length < n for some n < w, then w(P) < n, and w(P) = n in the
case that there are antichains of length n.

(2) For any poset P, Inc(P) = Inc(P*) and hence in the case of FAC posets we have
w(P*) = w(P).

(3) If P’ is an augmentation of a FAC poset P, then Inc(P') is a subtree of Inc(P)
and therefore w(P') < w(P).

(4) Let P be the lexicographic sum of posets {P; : i € L} along some linear order
L. Then Inc(P) = UieL Inc(P;) and in the case of FAC posets we have w(P) =

sup; ., w(F;).
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Proof (1) The only non-empty sequences of antichains in a linear order P are the
singleton sequences. It is clear that the resulting tree Inc(P) has rank 1, by assigning
the value O to any singleton sequence. The more general statement is proved in the
same way, namely if all the antichains in a poset P are of length < n forsomen < w

then it suffices to define f:Inc(P) — n by letting f(s) & s].
(2), (3) Obvious.
(4) This is the same argument as in Lemma 4.1.(3). *2.5

In conjunction with Theorem 2.4, we conclude that the problem of bounding the
width of any given FAC poset is reduced to knowing how to calculate the width of
WQO posets. This is the consideration of the second part of this article, starting with
Sect. 4.

3 Characterisations of Ordinal Invariants

We recall in this section the known characterisations of ordinal invariants. With
the method of residuals we can follow [9] and show that the height and maximal
order types of WPOs also correspond to their maximal chain heights (Sect. 3.1) and
maximal linearisation heights (Sect. 3.2), relying on results of [8, 28] to show that
these maxima are indeed attained. In a similar spirit, the width of a FAC poset is
equal to its antichain rank (Sect. 3.4), an invariant studied by Abraham and Bonnet
[2]—but this time it is not necessarily attained. Finally, in Sect. 3.5 we recall an
inequality relating all three invariants and shown by KtiZ and Thomas [9].

3.1 Height and Maximal Chains

Given a WF poset P, let € (P) denote its set of non-empty chains. Each chain C
from €' (P) is well-founded and has a rank k(C); we denote the supremum of these
ranks by rky P &t SUpcey (py R(C). As explained for example by KfiZ and Thomas
[9, Theorem 4.9], we have

tky P < h(P) 3)

and this can be shown, for instance, by induction on the height using the method of
residuals. Indeed, (3) holds when P = J, and for the induction step

sup h(C) 2 sup (sup{h(C—) + 1}) < sup{( sup h(C)+ 1}
Ce% (P) Ce% (P) xeC xXeP C'e?(P-y)

because C_, is a chain in (P, ), and then by induction hypothesis (3)
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sup h(C) < sup{h(P,) + 1} 2 h(P) .

Ce% (P) xeP

Remark 3.1 The inequality in (3) can be strict. For instance, consider the forest F
defined by the disjoint union {C, : n € N} along (N, =), where each C, is a chain

of height n, and add a new top element ¢ yielding P &~ F. Then P is WF (but not
FAC and is thus not a WPO). Note that h(P) = h(F) + 1 = w + 1. However, every
chain C in €' (P) is included in ¢t ~C,, for some n and has height bounded by n + 1,
while rky (P) = w < h(P). *3.1

Wolk [28, Theorem 9] further shows that, when P is a WPO, the supremum is
attained, i.e. there is a chain C with rank 2(C) = rkg¢ P. In such a case, (3) can be
strengthened to

max h(C) =rtky P = h(P) (@)
Ce? (P)

as can be checked by well-founded induction with

h(P) € sup(h(P-,) + 1} < sup{h(C,) + 1} < suph(C, U {x}) < sup h(C)

xeP xXeP xeP Ce? (P)

where C, is a chain of P_, witnessing (4) by induction hypothesis, and C, U {x} is
therefore a chain in € (P) of height h(C,) + 1.

Theorem 3.2 ([9, 28]) Let P be a WPO. Then h(P) = rk¢ P = maxceg (p) h(C)
is the maximal height of the non-empty chains of P.

More generally, the WPO condition in Theorem 3.2 can be relaxed using the
following result proven in [16, 19, 24].

Theorem 3.3 ([16, 19, 24]) Let P be a WF poset. Then

o cither rky P = maxcew (p) h(C), i.e. there exist chains of maximal height,
e or there exists an antichain A of P such that the set of heights {h(P-,) : x € A}
is infinite.

3.2 Maximal Order Types and Linearisations

A linearisation of a poset (P, <) is an augmentation L = (P, <) which is a total
order: x <y implies x < y. We let £ (P) denote the set of linearisations of P. As
stated by de Jongh and Parikh [8], a poset is a WPO if and only if all its linearisations
are well-founded. de Jongh and Parikh [8] furthermore considered the supremum
Supyc ¢ (py (L) of the order types of the linearisations of P, and showed that this
supremum was attained [8, Theorem 2.13]; this is also the subject of [4, Theorem 10].

Theorem 3.4 ([8, 9]) Let Q be a WQO. Then 0(Q) = maxpex o) h(L) is the max-
imal height of the linearisations of Q.
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3.3 Maximal Order Types and Height of Downwards-Closed
Sets

A subset D of a WQO (Q, <) is downwards-closed if, forall yin D and x <y, x
also belongs to D. We let Z(Q) denote the set of downwards-closed subsets of Q.
For instance, when Q = w, Z(w) is isomorphic to w + 1.

Itis well-known that a quasi-order Q is WQO if and only if it satisfies the descend-
ing chain condition, meaning that (Z2(Q), ©) is well-founded. Therefore Z(Q) has
arank 2(2(Q)) when Q is WQO. As shown by Blass and Gurevich [4, Prop. 31],
this can be compared to the maximal order type of Q.

Theorem 3.5 ([4]) Let Q be a WQO. Then 0(Q) + 1 = h(2(Q)).

3.4 Width and Antichain Rank

Abraham and Bonnet [2] consider a structure similar to the tree Inc(P) for FAC
posets P, namely the poset <7 (P) of all non-empty antichains of P. In the case of a

FAC poset, the poset (<7 (P), D) is well-founded. Let us call its height the antichain

rank of P and denote it by k. P & h(<7 (P)); this is the smallest ordinal y such

that there is a strict order-preserving function from </ (P) to y.

In fact the antichain rank and the width function we study have the same values,
as we now show. Thus one can reason about the width w(P) by looking at the tree
Inc(P) or at (o7 (P), D), a different structure.

Theorem 3.6 Let P be a FAC poset. Then w(P) = rko P.

Proof Lety =1k, P andletr: &/ (P) — y besuchthat S D T = r(S) < r(T)

for all non-empty antichains S, 7. Define f:Inc(P) — y by letting for s non-empty

f(s) def r(S), where S is the set of elements of s. This function satisfies s <t —

f(s) > f(t) and hence w(P) <1k, P.

Conversely, let y = w(P) and f:Inc(P) — y be such that s <t = f(s) >
f(#). For anon-empty antichain S € o/ (P), observe that there exist finitely many—
precisely |S|!—sequences s in Inc(P) with support set S. Call this set Lin(S) and
define r: &7 (P) — y by r(S) o MiNgerincs) f (5). Consider now an antichain S with
r(S) = f(s) for some s € Lin(S), and an antichain 7" with 7 D S: then there exists
an extension ¢ of s in Lin(7"), which is therefore such that f(s) > f(¢), and hence
r(S) = f(s) > f(t) >r(T). Thus w(P) > 1k P. %*3.6

Remark 3.7 The width w(P) is in general not attained, i.e., there might not exist any
chain of antichains of height w(P). First note that even when P is a WPO, (<7 (P), D)
is in general not a WPO, hence Theorem 3.2 does not apply. In fact, examples of
FAC posets where the width is not attained abound. Consider indeed any FAC poset
P with w(P) > w, and any non-empty chain C in € (<7 (P)). As C is well-founded
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for D, it has a minimal element, which is an antichain A € &/ (P) such that, for
all A”# A in C, A’ C A. Since P is FAC, A is finite, and C is therefore finite
as well: *3.7

3.5 Relationship Between Width, Height and Maximal Order
Type

As we have seen in the previous discussion, w(P) = h(</(P)) the antichain rank
(where antichains are ordered by reverse inclusion). KiiZ and Thomas [9, Theo-
rem 4.13] proved that there is another connection between the ordinal functions
discussed here and the width function.

The statement uses natural products of ordinals. Recall for this that the Cantor
normal form (CNF) of an ordinal o

a:a)ao.mo_i_..._i_wa{.mz

is determined by a non-empty decreasing sequence oy > « - - - > oy > 0 of ordinals
and a sequence of natural numbers m; > 0. Cantor proved that every ordinal has a
unique representation in this form. Two well-known operations can be defined based
on this representation: the natural or Hessenberg sum o @ B is defined by adding
the coefficients of the normal forms of « and § as though these were polynomials in
w. The natural or Hessenberg product « @ B is obtained when the normal forms of
o and B are viewed as polynomials in @ and multiplied accordingly.

Theorem 3.8 (KiiZ and Thomas) For any WQO (Q, <) the following holds:

w(Q) =0(Q) =h(Q)®@w(Q). (&)
For completeness, we give a detailed proof.

Proof For the first inequality, clearly any antichain in Q can be linearised in an
arbitrary way in a linearisation of Q. So w(Q) is certainly bounded above by the
length of the maximal such linearisation, which by Theorem 3.4 is exactly the value
of 0(Q).

For the second inequality, let « = w(Q) and let g : Inc(Q) — « be a function
witnessing that. Also, let 8 = h(Q) and let p : Q — f be the rank function.

For any bad sequence (qo, q1, - - ., g,) in Q we know thati < j < n implies that
either g; is incomparable with g; or ¢; > g; and hence, in the latter case p(g;) >
p(q;). Fixing a bad sequence s = (g, g1, - - - , ¢»), consider the set

def . . .
Sy = qip-Gis -5 i) 2 lo < i1 <im=nAp(q) <p) - =<p@))
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In other words, S; consists of subsequences of s that end with g, and where all
elements are incomparable. So for each ¢ € S; the value g(¢) is defined. We define
that ¢(s) is the minimum over all g(¢) for ¢ € S;. The intuition here is that ¢ is an
ordinal measure for the longest incomparable sequence within a bad sequence. Now
we are going to combine p and ¢ into a function f defined on bad sequences. Given
such a sequence s = (qo, q1, - - -, qn), We let

£ = (00, 9(qo)))s (0@, (g0, @1)))s - -+ (0(@n), (G0, 1, - - - @n))))-

Noticing that every non-empty subsequence of a bad sequence is bad, we see that f
is a well-defined function which maps Bad(Q) into the set of finite sequences from
o x B.Moreover, let us notice that every sequence in the image of f is abad sequence
ina x B:ifi < j and p(g;) < p(q;), let t be a sequence from Sy 4,.45...q) Such
that g(t) = ¢({q0, 91, g2, - - - qi))- Hence ¢ includes ¢; and for every g, € t we have
p(qr) < p(qi) < p(g;). Therefore t ~ g; was taken into account when calculating

®({qo0, 915 25 - - - q;))- In particular,
©({q0, 91,92, .-.q;)) < gt ~q;) < gt) =¢({q0, 91,92, -.-q:)) - (6)

Then (p(gi), 9((qo. 91, G2, - - - i) % (p(q;), ({40, q1. 42, - - - 4;))). Another pos-
sibility when i < j is that p(g;) > p(g;) and it yields the same conclusion. We

have therefore shown that f : Bad(Q) — Bad(x x ). Let us also convince our-
selves that f is a tree homomorphism, meaning a function that preserves the strict
tree order. The tree Bad(Q) is ordered by initial segments, the order which we have
denoted by <. If s < ¢, then obviously f(s) < f(¢). Given that it is well known and
easy to see that tree homomorphisms can only increase the rank of a tree, we have
that 0(Q) < o(a x B). The latter, as shown by de Jongh and Parikh [8], is equal to
a® B =w(Q)® h(Q) (note that ® is commutative). *3.8

From Theorem 3.8 we derive a useful consequence. Recall that « is additive
(or multiplicative) principal if B, y < « implies B + y < « (respectively implies
B -y < «). These implications also hold for natural sums and products.

Corollary 3.9 Assume that o(Q) is a principal multiplicative ordinal and that

h(Q) < 0(Q). Then w(Q) = 0(Q).

Proof Assume, by way of contradiction, thatw(Q) < o(Q).From h(Q) < o(Q) we
deduce h(Q) @ w(Q) < o(Q) (since o( Q) is multiplicative principal), contradicting
the inequality (5) in Theorem 3.8. Hence w(Q) > o(Q), and necessarily w(Q) =
0(Q), again by (5). *3.9
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4 Computing the Invariants of Common WQOs

‘We now consider WQOs obtained in various well-known ways and address the ques-
tion of computing their width, and recall along the way what is known about their
height and maximal order type.

In the ideal case, there would be a means of defining well-quasi-orders as the
closure of some simple orders, in the ‘Hausdorft-like’ spirit of Theorem 2.4. Unfor-
tunately, no such result is known and indeed it is unclear which class of orders
one could use as a base—for example how would one obtain Rado’s example (see
Sect. 4.6) from a base of any ‘reasonable orders.” Therefore, our study of the width
of WQO orders will have to be somewhat pedestrian, concentrating on concrete
situations.

4.1 Lexicographic Sums

In the case of lexicographic sums along an ordinal (defined in Sect. 2.6), we have
the following result.

Lemma 4.1 Suppose that for an ordinal o we have a family of WQOs {P; : i < a}.
Then X; ., P; is a WQO, and:

1. 0(Zi o P) = Xiq0(P),
2. h(2i<(xPi) = Z‘i<ozh(Pi):
3. w(Xio P) = sup;_,w(P).

Proof Firstnote that any infinite bad sequence in X; -, P; would either have an infinite
projection to « or an infinite projection to some P;, which is impossible. Hence
X< P; is a WQO. Therefore the values w(X; .o P;), 0(X; - P;) and h(X;_, P;) are
well defined.

1. Weuse Theorem 3.2. Let o; o o(P;),then X; _,c; is isomorphic to a linearisation
of X;_,P;. Hence o(X;_, P;) > X;_,0(P;). Suppose that L is a linearisation
of X;_, P; (necessarily a well order), then the projection of L to each P; is a
linearisation of P; and hence it has type < ¢;. This gives that the type of L is
< X;_4«;, proving the other side of the desired inequality.

2. We use Theorem 3.4. Any chain C in X;_, P; can be obtained as C = X;_,C;,
where C; is the projection of C on the coordinate i. The conclusion follows as in
the case of 0.

3. Every non-empty sequence of incomparable elements in P must come from
one and only one P;, hence Inc(P) = UieL Inc(P;), and therefore w(P;) =
sup; ., w(P;) by Lemma 2.1. *4.1
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4.2 Disjoint Sums

We also defined disjoint sums in Sect. 2.6 as sums along an antichain.

Lemma 4.2 Suppose that Py, P, ... is a family of WQOs.

1. o(PyU Py) =0(P) ®o(P),
2. h(L]; ) = sup{h(P)};,
3. w(PL U Py) =w(P) ®w(P,).

Proof (1) is Theorem 3.4 from [8].

(2) is clear since, for an arbitrary family P; of WQOs, Dec(|_J; P;) is isomorphic to
LI; Dec(P;). We observe that, for infinite families, | |, P; is not WQO, but it is still
well-founded hence has a well-defined height.

(3) is Lemma 1.10 from [2] about antichain rank, which translates to widths thanks
to Theorem 3.6. *4.2

We can apply lexicographic sums to obtain the existence of WQO posets of every
width.

Corollary 4.3 For every ordinal «, there is a WQO poset P, such that w(P,) = «.

Proof The proof is by induction on «. For « finite, the conclusion is exemplified by
an antichain of length «. For « a limit ordinal let us fix for each 8 < o« a WPO Py
satisfyingw(Pg) = B. Thenw(Xs- Pg) = supg_, B = o, as followsby Lemma4.1.
Fora = B + 1, we take P, = Pg LI 1,i.e., Pg with an extra (incomparable) element
added, andrelyonw(Q u 1) =w(Q) & 1 = w(Q) + 1 shown in Lemma 4.2. %4.3

4.3 Direct Products

Direct products are again a particular case of lexicographic sums along a poset Q, this
time of the same poset P. While the cases of o0 and k are mostly folklore, the width of
P - Q is not so easily understood, and its computation in Lemma 1.11 from [2] uses
the notion of Heisenberg products a ® B, defined for any ordinal & by induction on
the ordinal 8:

2a00%0, a0B+DE¥wop e, corZsupl@oy)+1:y <)

where X is a limit ordinal. Note that this differs from the natural product, and is not
commutative: 2Q w =wbutw ®2 = w - 2.

Lemma 4.4 ([2]) Suppose that P and Q are two WPOs.

1. o(P-Q)=0(P) 0(0),
2. h(P-Q)=h(P)- h(Q),
3. w(P-Q)=w(P)Ow(Q).
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4.4 Cartesian Products

The next simplest operation on WQOs is their Cartesian product. It turns out that
the simplicity of the operation is deceptive and that the height and, especially, the
width of a product P x Q are not as simple as we would like. As a consequence,
this section only provides partial results and is unexpectedly long.

To recall, the product order P x Q of two partial orders is defined on the pairs
(p,q) withp e Pandg € Q sothat (p,q) < (p',q')iff p <p p'andq <y ¢". It
is easy to check, and well known, that product of WQOs is WQO and similarly for
FAC and WF orders.

The formula for calculating o(P x Q) is still simple. It was first established by
de Jongh and Parikh [8, Theorem 3.5]; see also [4, Theorem 6].

Lemma 4.5 ([8]) Suppose that P and Q are two WQOs. Then o(P x Q) = o(P) ®
0(0).

The question of the height of products is also well studied and a complete answer
appears in [1], where it is stated that the theorem is well known. The following
statement is a reformulation of Lemma 1.8 of [1].

Lemma 4.6 (Abraham,; folklore) If pp : P — h(P) and pg : Q — h(Q) are the
rank functions of the well-founded posets P and Q, then the rank function p on
P x Qs given by p(x,y) = pp(x) ® po(y). In particular,

h(Px Q)=supla®@B+1:a<h(P)AB <h(Q)}.

We recall that for any two ordinals o and B we have sup,_, g’ ® '+ 1 <
o @ B (see e.g. [2], p. 55), thus the statement in Theorem 4.6 cannot be easily
simplified.

Remark 4.7 (Height of products of finite ordinals) The very nice general proof of [1,
Lemma 1.8] can be done in an even more visual way in the case of finite ordinals. Let
P =n; x --- x ng for some finite ny,...,n; € w; then h(P) =n; +---+ny +
1—k.

Indeed, we observe that any chaina; <p --- <p a,in P leads to a strictly increas-
ing |aj| < --- < |a;|, where by |a| we denote the sum of the numbers in a. Since |a,|
is at most ) ;(n; — 1) = (3_, n;) — k and since |a; | is at least O, the longest chain
has length 1 4+ ), n; — k. Furthermore it is easy to build a witness for this length.
We conclude by invoking Theorem 3.4 which states that for any WPO P, h(P) is
the length of the longest chain in P. *4.7

Having dealt with k and o, we are left with w. Here we cannot hope to have a
uniform formula expressing w(P x Q) as a function of w(P) and w(Q). Indeed,
already in the case of ordinals one always has w(«) = w(B) = 1, while w(x x B)
has quite a complex form, as we are going to see next.
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4.4.1 Products of Ordinals

Probably the simplest example of WQO which is not actually an ordinal, is provided
by the product of two ordinals. Thanks to Theorem 3.6, we can translate results of
[1], Sect. 3 to give a recursive formula which completely characterises w(«a x ) for
o, B ordinals. We shall sketch how this is done.

First note that if one of «, § is a finite ordinal n, say o = n, then we have w(n x
B) = min{n, B}. The next case to consider is that of successor ordinals, which is
taken care by the following Theorem 4.8. Abraham proved this theorem using the
method of residuals [11] and induction, we offer an alternative proof using the rank
of the tree Inc.

Theorem 4.8 (Abraham) For any ordinals a, B with a infinite, we have w(a x (8 +
D) =w(xp)+ 1.

The proof is provided by the next two Lemmas.
Lemmad4.9 w(a x (8 + 1)) <w(a x B) + 1 for any ordinals o, B.

Proof Write I for Inc(x x (8+ 1)) and I’ for Inc(e x B). Any sequence s =
{p1, ..., pe) which is in I, is either in I’ or contains a single pair of the form
pi = (a, B), with a < «. In the latter case we write s’ for s with p; removed. Note
that s” is in I’ (except when s has length 1). Let p’ : I’ — rank(I’) = w(a x f8) be
a ranking function for /" and define p : I — ON via

pP)+1 ifsel,
o) L sy ifs ¢ I'ands| > 1,
rank(/’)  otherwise.

One easily checks that p is anti-monotone. For this assume s < : (1) if both s and ¢ are
in I’, monotonicity is inherited from p’; (2) if none are in I’ then s’ < ¢’ (or s’ is empty)
and again monotonicity is inherited (or p(s) = rank(I") > p'(¢') = p(¢)); (3) if s is
in I’ and ¢ is not then s < ¢/, entailing p'(s) > p/(¢') so that p(s) = p'(s) + 1 >
p'(t") = p(t).

In conclusion p, having values in w(o x ) + 1, witnesses the assertion of the
lemma. *3.9

Lemma 4.10 [f « is infinite then w(a x (8 + 1)) > w(a x 8) + 1 for any B.

Proof Write I for Inc(e x B). Any s € I has the form s = ((aj, b;),...,
(ag, by)). We write s, for the sequence ((a; + 1, by), ..., (ag + 1, by)) and observe
that it is still a sequence over & x B since « is infinite, and that its elements form an
antichain (since the elements of s did). Let now sjr ber —~ s; wherer = ((0, B)): the
prepended element is not comparable with any element of s so that s’ is an antichain
and s, <7, iff s, <ty iffs < ¢ Write I, for {s’, | s € I} U {r}. This is a tree made
of a root glued below a tree isomorphic to /. Hence rank(/}) = rank(/) 4 1. On
the other hand, I is a substructure of Inc(a x (8 + 1)) hence w(a x (B + 1)) >
rank (7). *4.10
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With Theorem 4.8 in hand, the remaining case is to compute w(x x 8) when
«, B are limit ordinals. This translates into saying that « = wa’ and 8 = wf’ for
some o', B’ > 0. A recursive formula describing the weight of this product is the
main theorem of Sect.3 of [1], which we now quote. It is proved using a complex
application of the method of residuals and induction.

Theorem 4.11 (Abraham) Suppose that o and B are given in their Cantor normal
formsoa = 0% -mgy + p, B = o™ - ng + o, where ® - mg and w® - ng are the lead-
ing terms and p and o are the remaining terms of the Cantor normal forms of « and
B respectively. Then if a« = 1, we have w(w X wf) = wpf, and in general

a0 ®Bo

w(wa X wf) = ww c(mo+np— 1) ®w(ww™ x wo) ®w(wa™ x wp).

It would be interesting to have a closed rather than a recursive formula for the
width of the product of two ordinals. However, the formula does give us a closed
form of values of the weight of the product of two ordinals with only one term in the
Cantor normal form, as we now remark. Here m, n are finite ordinals >1.

1. If k, £ < w then we have

Ltk

w(w mx o't n) =w(w@ -m) x 0@ n) = m+n-1.

2. (example 3.4 3) from [1]) If «, B > wthen | + ¢« =a and 1 4+ B = B, so
w(® -m x o - n) =w(a)(a)“ -m) X w(@? ~n)) =o*® . m+n-1).
3. fa > wand k < o then w(w® - m x o't - n) = *t* . (m +n — 1).
Let us mention one more result derivable from Theorem 4.11.
Lemma 4.12 (Abraham) w(w X o) = « for any ordinal a.

Proof By induction on «. If ¢ is a limit, we write it « = wa’ = w (@™ -mg + -+ - +
w* - my). Now Theorem 4.11 yields w(w X wa’) = oo™ -my @ - - - B ww* - my =
«. If o is a successor, we use Lemmas 4.9 and 4.10. *4.12

4.4.2 Finite Products and Transferable Orders

Since the width of the product of two ordinals is understood, we can approach the
general question of the width of products of two or a finite number of WQO posets
P; by reducing it to the width of some product of ordinals. Using that strategy, we
give a lower bound to w(Il;<, P;).

Theorem 4.13 For any WQO posets Py, P ... Py, w([[,, P)) = w([],, h(P).

The proof follows directly from a simple lemma, which is of independent interest:
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Lemma 4.14 Suppose that Py, P, ... P, are WQO posets. Then [ |
into [ ]; <n Pi as a substructure.

h(P;) embeds

i<n

Proof We use Theorem 3.2 and pick, in each P;, a chain C; in P; that has order
type h(C;) = h(P;). Then [],_, C; is an induced suborder of [[,_, h(P;) which is
isomorphic to [],_, h(P;). - *4.14

Now we shall isolate a special class of orders for which it will be possible to
calculate certain widths of products. Let us write | x for the downwards-closure of
an element x, i.e., for {y : x < y}.

Definition 4.15 A FAC partial order P belongs to the class .7 of transferable orders
ifw(P\ (] x;U---U] x,)) =w(P) for any (finitely many) elements x, ..., x, €
P.

Theorem 4.16 Suppose that P is a WQO transferable poset and § is an ordinal.
Thenw(P x §) > w(P) - 4.

Proof Write y for w(P): we prove that Player 2 has a winning strategy, denoted
Oprxs.a» fOr €ach game G prys o Where P’ is some P\ ({ yyU---U | y,) and o <
y - 4.

The proof is by induction on é.

If 6 = 0 then @ = 0 and Player 1 loses immediately.

If § = X is a limit, the strategy for Player 2 depends on Player 1’s first move. Say
itise’ <a <y 8. Then o’ < y - & means that ¢’ < y - & for some 8’ < §. Player
2 chooses one such 8’ and now applies opws5 o+1 (Which exists and is winning by
the induction hypothesis) for the whole game. Note that a strategy for a substructure
P’ x §' of the original P’ x § will lead to moves that are legal in the original game.
Alsonote thata' + 1is <y - §'.

If 5 = ¢ + 1isasuccessor then Player 2 answers each move «y, . . ., «,, played by
Player 1 by writing it in the form o; = y - §; + B; with §; < y. Note that §; < §. If
8 =---=96, =e¢,notethat 8; > B, > ... B,,. LetPlayer 2 play (x,,, €) where x,, is
op,, appliedon B, ..., B, (thatstrategy exists and is winning since P is transferable
and has width y). If §,, < ¢ then Player 2 switches strategy and now uses opry¢ y.¢
as if a new game was starting with «,, as Player 1’s first more, and for P” = P’ \ (|
x1U---U | x,-1). By the induction hypothesis , Player 2 will win by producing a
sequence §” in P” x ¢. These moves are legal since (x1, &) - - - (x—1, &) —~ §” isan
antichain in P’ x (¢ + 1). *4.16

In order to use Theorem 4.16, we need actual instances of transferable orders.

Lemma 4.17 Forany 1 < «y,...,q,, the order P = @™ X --- X w* is transfer-
able.

Proof Since each w* is additive principal, P \ (} x; U---U | x,,) contains an iso-
morphic copy of P for any finite sequence x, ..., x,, of elements of P. *4.17
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Theorem 4.18 Let P be a transferable WPO poset.

1. Suppose that 1 <m < w. Then w(P) -m <w(P xm) <w(P) Qm.

2. If w(P) = v for some y, then w(P x m) = w(P) - m (Note that this applies
to any P which is the product of the form w® x wP, see the examples after
Theorem 4.11).

3w XX o) =0

An easy way to provide an upper bound needed in the proof of Theorem 4.18 is
given by the following observation:

Lemma 4.19 For any FAC poset P and 1 <m < w, w(P x m) < w(P) ® m.

Proof We just need to remark that P x m is an augmentation of the perpendicular
sum| |;,_,, P and then apply Lemma 4.2. *4.19

Proof (of Theorem 4.18) (1) We get w(P x m) > w(P) - m from Theorem 4.16. We
getw(P x m) < w(P) ® m from Lemma 4.19.
(2) This follows because w’ @ m = w” - m.
(3)Let P = w x w, hence we know that w(P) = w. Since any P x m is a substruc-
ture of P x w, we clearly have that w(P x w) > sup,,_, w(P X m) = sup,,_, o -
m = w”. Let us now give a proof using games that w(P x w) < w?. It suffices to
give a winning strategy to Player 1 in the game G py,,, for any ordinal y > .
So, given such a y, Player 1 starts the game by choosing as his first move the
ordinal w?. Player 2 has to answer by choosing an element x in P x o, say an element
(p, m) with p = (k, £). Now notice that any element of P x o that is incompatible
with (p, m) is either an element of P x m or of the form (g, n) for some g < p in
o X w, or is of the form (r, i) for some r which is incompatible with p in w X w.
Therefore, any next step of Player 2 has to be in an order P’ which is isomorphic to
an augmentation of a substructure of the disjoint union of the form

Pxmul[k+ D) x4+ D]xoU[tk+]1) xw]lxoU[(l+1) xw] xw. (7)

It now suffices for Player 1 to find an ordinal 0 < w? satisfying o > w(P’) as the
game will then be transferred to G p/,, where Player 1 has a winning strategy. As
@? is closed under @, it suffices to show that each of the orders appearing in Eq.
(7) has weight <w?. This is the case for P x m by (2). We have that w([(k +
Dx U+ 1] x a)) = w((k + 1) x[(+1)x a)]), which by applying Lemma 4.19
is<+1)-(k+1). For [(k+ 1) X o] X w, we apply Lemma 4.19 to w X w, to
obtain w([(k + 1) x ®] X ®) < w- (k + 1) and similarly w([(£ + 1) X ©] X @) <
w-(+1). *4.18

4.5 Finite Multisets, Sequences, and Trees

Well-quasi-orders are also preserved by building multisets, sequences, and trees with
WQO labels, together with suitable embedding relations.
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Finite sequences in Q=“ are compared by the subsequence embedding order-
ing defined by s = (x0, ..., Xy—1) <& 8" = (%}, ..., xé,fl) if there exists f:n — p
strictly monotone such that x; < x}(i) in Q for all i € n. The fact that (Q=¢, <,) is
WQO when Q is WQO was first shown by Higman [7].

Given a WQO (Q, <), afinite multiset over Q is a function m from Q — N with
finite support, i.e. m(x) > O for finitely many x € Q. Equivalently, a finite multiset
is a finite sequence m in Q = where the order is irrelevant, and can be noted as a ‘set
with repetitions’ m = {x, ..., x,}; we denote by M (Q) the set of finite multisets
over Q. The multiset embedding ordering is then defined by m = {x¢, ..., x,—1} <o
m' = {xy, ..., x;)_l} if there exists an injective function f:n — p with x; < x}(i
in Q for alli € n. As a consequence of (Q=%, <,) being WQO, (M (Q), <,) is also
WQO when Q is.

Finally, a (rooted, ordered) finite tree t over Q is either a leaf x() for some
x € Q,oraterm x(t;,...,t,) forsomen >0,x € Q,and 11, ..., t, trees over Q.
A tree has arity b if we bound n by b in this definition. We let 7(Q) denote the
set of finite trees over Q. The homeomorphic tree embedding ordering is defined by
t=x,....tn) <pt' =x'(t],..., tl’,) (wheren, p > 0)if atleast one the following
cases Occurs:

ot <y t;. forsome 1 < j < p,or
ex<x'inQandt---t, <,t{-- t;, for the subsequence embedding relation on

T(Q).

The fact that (T (Q), <r) is WQO when Q is WQO was first shown by [7] for
trees of bounded arity, before [10] proved it in the general case. Note that it implies
(0=, <,) being WQO for the special case of trees of arity 1.

4.5.1 Maximal Order Types

The maximal order types of M (Q), 0=, and T'(Q) have been studied by Weiermann
[26] and Schmidt [23]; see also [13, Sect. 1.2] for a nice exposition of these results.

For finite multisets with embedding, we need some additional notations. For an
ordinal o with Cantor normal form w® + - -- + w* where o(P) > o1 > ... > «,
we let

=%
o8

e ’

=0 4 o™ (8)

where o’ is @ + 1 when « is an epsilon number, i.e. when w* = «, and is just «
otherwise.
The following is [26, Theorem 2], with a corrected proof due to [14, Theorem 5].

Theorem 4.20 ([26]) Let Q be a WQO. Then o(M(Q)) = a)@.

Thus, for 0(Q) < &g, one has simply o(M(Q)) = v°?.
For finite sequences with subsequence embedding, we recall the following result
by Schmidt [23].
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Theorem 4.21 ([23]) Let Q be a WQO. Then

W@~

if o(Q) is finite,
0(0<?) = { """ if 0(Q) = & + n for € an epsilon number and n finite,
o otherwise.

The case of finite trees is actually a particular case of the results of [23] on
embeddings in structured trees. Her results were originally stated using Schiitte’s
Klammer symbols, but can be translated in terms of the ¥ functions of [21]. Defining
such ordinal notation systems is beyond the scope of this chapter; it suffices to say
for our results that the ordinals at hand are going to be principal multiplicative.

Theorem 4.22 ([23]) Let Q be a WQO. Then o(T (Q)) = 9(2% - 0(Q)).

4.5.2 Heights

For a WQO Q we define h*(Q) as

def | R(Q) if h(Q) is additive principal > w,

() ¥ . prine ©)
h(Q) - w otherwise.

We are going to show that the heights of finite multisets, finite sequences, and
finite trees over Q is the same, namely A*(Q).

Theorem 4.23 Let Q be a WF poset. Then h(M(Q)) = h(Q=?) = k(T (Q)) =
h*(Q).

Since obviously E(M(Q)) < h(Q=?) < h(T (Q)), the claim is a consequence of
Lemmas 4.24 and 4.26 below.

Lemma 4.24 h(T(Q)) < h*(Q).

Proof Consider a strictly decreasing sequence xo >7 x; >7 ...in T (Q), where each
x; is a finite tree over Q. Necessarily these finite trees have a nonincreasing number
of nodes: |xo| > |x;| > .... If we add a new minimal element L below Q, we can
transform any x; by padding it with some _L’s so that now the resulting x; has the same
shape and size as x¢. Letususe 1 + Q instead of { L} 4+ Q so that the new trees belong
to T(1 4+ Q), have all the same shape, and form a strictly decreasing sequence. This
construction is in fact an order-reflection from Dec (T (Q)) to Dec(|_|n<w(1 + Q)”),
from which we get

h(T(Q)) < h(| |1+ Q)") = suph([1 + 01"), (10)

n<w
n<w

using Lemma 4.2.(2) for the last equality. For n < w, one has
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h((1+ Q01 =sup{@®n)+1 : a <1+ h(Q)}, (11)

using Lemmas 4.1.(2) and 4.6.

If h(Q) <1, k(T(Q)) = h(Q) - = h*(Q) obviously.

Forh(Q) > 1,and thanksto (10) and (11), itis sufficientto show thata @ n + 1 <
h*(Q) foralln < wand all @ < 1+ h(Q). We consider two cases:

1. If h(Q) > wis additive principal, @ < 1 + h(Q) = h(Q) entailsa ® n < h(Q)
thusa ®@n+1 < h(Q) = h*(0).

2. Otherwise the CNF for h(Q) is Y i, * with m > 1. Then o < 1 + h(Q)
implies o < w -m, thus a @n+1 <0 -m-n+1<0"t =h(Q) 0=

h*(Q). *4.18
Let us write M,,(Q) for the restriction of M (Q) to multisets of size n.
Lemma 4.25 h(M,(Q)) > h(Q").

Proof With x = (x1,...,x,) € Q" we associate the multiset M, = {xq, ..., x,}.
Obviously x < y implies M, <, M,. We further claim that M, £, M. Indeed,
assume by way of contradiction that M, <, M,. Then there is a permutation f of
{1,...,n}suchthaty; <g xsu foralli =1,...,n. Fromx <, y, we get

Xi S0 Vi o XfG) S0 YFG) SXf(ra) = VF(FG) =0 S0 X k) S0 Yrka) =0

So that for all j in the f-orbit of i, x; =¢ x; =¢ y;, entailing y =, x which con-
tradicts the assumption x < y.

We have thus exhibited a mapping from Q" to M, (Q) that will map chains to
chains. Hence h(Q") < h(M,(Q)). *4.24

Lemma 4.26 (M (Q)) > h*(Q).

Proof The result is clear in cases where h*(Q) = h(Q) and when h(Q) = 1 entail-
ing h(M(Q)) = w = h*(Q). So let us assume that A(Q) is not additive prin-
cipal and has a CNF Y. | w® with m > 1. Thus h*(Q) = h(Q) - 0 = &1,
Since by Lemma 4.6, for 0 < n < w, h(Q") =supla @n+1 : o < h(Q)}, we

deduce h(Q") > 0™ -n + 1. Since M, (Q) is a substructure of M(Q), and using
Lemma 4.25, we deduce

h(M(Q)) = h(M,(Q)) = h(Q") = & -n + 1
for all 0 < n < w, hence

h(M(Q)) >supo™ -n+1=0" - -w="h0r"Q).

n<w

*4.26
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4.5.3 Widths

The previous analyses of the maximal order types and heights of M (Q), Q=“, and
T (Q) allow us to apply the correspondence between o, h, and w shown by KiizZ and
Thomas [9, Theorem 4.13], in particular its consequence spelled out in Corollary 3.9.

Theorem 4.27 Let Q be a WQO. Then w(Q") = 0(Q") where QT can be T(Q), or
0= when o(Q) > 1, or M(Q) when o(Q) > 1 is a principal additive ordinal.

Proof Firstobserve that B*(Q) < h(Q) - w < 0(Q) - w < o(Q") when QTis T(Q)
(by Theorem 4.22), 0=“ witho(Q) > 1 (by Theorem4.21),or M(Q) witho(Q) > 1
(by Theorem 4.20). Furthermore, when Q' is T(Q) or Q<, and when it is M(Q)
with 0(Q) a principal additive ordinal, 0(Q") is a principal multiplicative ordinal.
Thus Corollary 3.9 shows that w(Q") = o(0"). *4.27

The assumptions in Theorem 4.27 seem necessary. For instance, if Q = 1, then
M (1) is isomorphic to 1<“ and w, with height @ and width 1. If A; =1ulul
is an antichain with three elements, then M (A3) is isomorphic with w X @ X w,
h(M(A3)) = w by Lemma 4.6 or Theorem 4.23, o(M (A3)) = > by Lemma 4.5,
and w(M (A3)) = w? by Theorem 4.18.(3).

4.6 Infinite Products and Rado’s Structure

One may wonder what happens in the case of infinite products. We remind the reader
that the property of being WQO is in general not preserved by infinite products. The
classical example for this was provided by Rado [20], who defined what we call
the Rado structure, denoted (R, <)': Rado’s order is given as a structure on @ X @
where we define

(a,b) < (a',b)if[a=ada andb <b'lorb <d'.

The definition of BQOs was motivated by trying to find a property stronger than
WQO which is preserved by infinite products, so in particular Rado’s example is not
a BQO (see [15], Theorems 1.11 and 2.22).

We can use the method of residuals and other tools described in previous sections
to compute.

o(R) = v?, h(R) = w, w(R) = w, (12)

which gives the same ordinal invariants as those of the product w x w, even though
they are not isomorphic, and moreover w x w is a BQO (since the notion of BQO is

I'we adopted the definition from Laver [12].
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preserved under products) while Rado’s order is not. Therefore one cannot charac-
terise BQOs by the ordinal invariants considered here. Moreover, the two orders do
not even embed into each other. To see this, assume by way of contradiction that f
injects w X w into R. Write (a;, b;) and (c;, d;) for f(0, i) and, resp., f (i, 0) when
i € w. Necessarily the b;’s and the d;’s are unbounded. If the a;’s are unbounded,
one has the contradictory f(1,0) <z f(0,i) = (a;, b;) for some i, and there is a
similar contradiction if the ¢;’s are unbounded, so assume the a;’s and the ¢;’s are
bounded by some k. By the pigeonhole principle, we can find a pair 0 < i, j with
a; = cj so that f(0,i) Lg f(j,0), another contradiction. Hence (o x w) ﬁ R. In
the other direction R j{ (w X w), is obvious since w X w is BQO while R is not.

5 Concluding Remarks

We provide in Table 1 a summary of our findings regarding ordinal invariants of
WQOs. Mostly, the new results concern the width w(P) of WQOs. We note that the
widthw(P x Q) of Cartesian products is far from elucidated, the first difficulty being
that—unlike other constructs—it cannot be expressed as a function of the widths
w(P) and w(Q). For Cartesian products, Sect. 4.4 only provide definite values for a
few special cases: for the rest, one can only provide upper and lower bounds for the
moment.

Table 1 Ordinal invariants of the main WQOs

P o(P) h(P) w(P)

o € ON o o 1 (or 0)

A, (size n antichain) |n 1 n

Rado’s R w? w w

Yica Pi Yica 0(P) Yica R(P) Sup; e W(Pi)

PUQ o(P) ®0(Q) max(h(P), h(Q)) w(P) ®w(Q)

P-Q o(P)-0(Q) h(P)-h(Q) w(P) O w(Q)

P xQ o(P)®o0(Q) SuPZizfg a®p+1 |seeSect.4.4

M(P) wﬁP\) h*(P), see Sect. 4.5.2 | see Theorem 4.27

P 0" see h*(P) o(P=<?)
Theorem 4.21

T(P) (2 - 0(P)) h*(P) o(T(P))
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The Ideal Approach to Computing m
Closed Subsets in Well-Quasi-orderings ek

Jean Goubault-Larrecq, Simon Halfon, Prateek Karandikar,
K. Narayan Kumar and Philippe Schnoebelen

Abstract Elegant and general algorithms for handling upwards-closed and
downwards-closed subsets of WQOs can be developed using the filter-based and
ideal-based representation for these sets. These algorithms can be built in a generic
or parameterized way, in parallel with the way complex WQOs are obtained by
combining or modifying simpler WQOs.

1 Introduction

The theory of well-quasi-orderings (WQOs for short) has proved useful in many
areas of mathematics, logic, combinatorics, and computer science. In computer sci-
ence, it appears prominently in termination proofs [13], in formal languages [12], in
graph algorithms (e.g., via the Graph Minor Theorem [46]), in program verification
(e.g., with well-structured systems [2, 20, 58]), automated deduction, distributed
computing, but also in machine learning [4], program transformation [45], etc. We
refer to [37] for “four [main] reasons to be interested in WQO theory”.

In computer science, tools from WQO theory were commonly seen as lack-
ing algorithmic contents. This situation is changing. For example, tight complexity
bounds for WQO-based algorithms have recently been established and are now used
when comparing logics or computational models [30, 54—-56]. As another example,
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the field of well-structured systems grows not just by the identification of new fam-
ilies of models, but also by the development of new generic algorithms based on
WQO theory, see, e.g., [6, 9].

In this chapter we are concerned with the issue of reasoning about, and computing
with, downwards-closed and upwards-closed subsets of a WQO. These sets appear in
program verification (prominently in model-checking of well structured systems [6],
in verification of Petri nets [29], in separability problems [27, 61], but also as an
effective abstraction tool [5, 60]). The question of how to handle downwards-closed
subsets of WQOs in a generic way was first raised by Geeraerts et al.: in [22] the
authors postulated the existence of an adequate domain of limits satisfying some
representation conditions. It turns out that the ideals of WQOs always satisfy these
conditions, and usually enjoy further algorithmic properties.

Outline of this chapter. We start by recalling, as a motivating example, the algo-
rithmic techniques that have been successfully used to handle upwards-closed and
downwards-closed subsets in two different WQOs: the tuples of natural numbers
with component-wise ordering, and the set of finite words with subword ordering.
We then describe the fundamental structures that underlie these algorithms and pro-
pose in Sect.3 a generic set of effectiveness assumptions on which the algorithms
can be based.

The second part of the chapter, Sects. 4 and 5, shows how many examples of WQOs
used in applications fulfill the required effectiveness assumptions. Since in practice
complex WQOs are most often obtained by composing or modifying simpler WQOs,
our strategy for showing their effectiveness involves proving that WQO constructors
preserve effectiveness.

A final section discusses our choices—of effectiveness assumptions and of
algorithms—and lists some of the first questions raised by our approach.

Genesis of this chapter. This text grew from [26] (unpublished) where Goubault-
Larrecq proposed a notion of effective WQOs, and where Theorem 6.2 was first
proven. There, Goubault-Larrecq also shows that products, sequence extensions, and
tree extensions of effective WQOs are effective. Then, in 2016 and 2017, Karandikar,
Narayan Kumar and Schnoebelen developed the framework and handled WQOs
obtained by extensions, by quotients, and by substructures. Finally, in 2017 and
2018, Halfon joined the project and contributed most of the results on powersets
and multisets. He also studied variant sets of axioms for effective WQOs as reported
in Sect. 6.1. In the meantime, the constructions initiated by [26] have been used in
several papers, starting from [17, 18], and including [8, 9, 16, 27, 41-44].

2  Well-Quasi-orderings, Ideals, and Some Motivations

A quasi-ordering (a QO) (X, <) is a set X equipped with a reflexive and transi-
tive relation. We write x < y when x < y and y £ x, and x = y when x < y and

y <x.For S C X, welet+Sand | S denote the upward and downward closures,

respectively, of S in X. Formally, 1 S & fxeX|dyeS:y<x}and | S &t {x e
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X |3y e S:x <y} Wewill alsouse |_S and 1_ S to collect elements that are

strictly above, or below, elements of S, i.e., | _ S o {xeX|3yeS:x <y}and
similarly for 1 _ S.

When S = {x} is a singleton, we may simply write 1 x or |, _ x. A subset of X of
the form 1 x is called a principal filter while a subset of the form | x is a principal
ideal. A subset S C X is upwards-closed when S = 1 S, and downwards-closed
when S = | S. Note that arbitrary unions and intersections of upwards-closed (resp.
downwards-closed) sets are upwards-closed (resp. downwards-closed). Observe also
that the complement of an upwards-closed set is downwards-closed, and conversely.
We write Up(X) for the set of upwards-closed subsets of X, with typical elements
U,U’, V, ... Similarly, Down(X) denotes the set of its downwards-closed subsets,
with typical elements D, D', E, ...

2.1 Two Motivating Examples

Consider the set X = N? of pairs of natural numbers. These are the points with
integral coordinates in the upper-right quadrant. We order these points with the
coordinate-wise ordering, also called product ordering:

@by <@, by Ea<adnb<b.

Note that this is only a partial ordering: (1, 2) and (3, 0) are incomparable.

2.1.1 N? and Its Upwards-Closed Subsets
In many applications, we need to consider upwards-closed subsets U, U’, ..., of N2,

These may be defined by simple, or not so simple, constraints such as Uy, and Vi,
in Fig. 1.

\| 000000000 gooooooooooo.
L O000000000C 00000000000
000000000 T—0Q00000CcC

N O0O00000OC Q000
00000000« Q0O
0000000« \O O«
0000000« 0N o Xe
0-0-0-0-0-0<« O

U, : a>2A2a+b>10 Vex, © a® +3b% > 100

Fig. 1 Two upwards-closed subsets of N2



58 J. Goubault-Larrecq et al.

000000000 OOOOOOOOOOO
000000000« 00000000000«

U: @0000000O0C V: ®@00000C
00000000 @000
®@000000O0C @00
0000000 00«
®000000« @O0«
———@®-0-0-000« Lo

Fig. 2 Finite bases for Uex, and Ve,

A striking aspect of these depictions of Ue, and Ve ,—see also Fig.2—is that
both can be seen as unions of a few principal filters:

Uex, = 1(3,5) U4, 3) UT(5, 1) U1(6,0),
Vex, = 10, 6) U 1(6,5) U 1(8,4) U1(9,3) U (10, 1) UA(11,0) .

We write U = |_J; _,, 1 x; to say that the upwards-closed subset U of X is the union of
1 X0, ..., T x4_1. The elements x; are the generators, and the finite set {xq, - - - , x,_1}
is a finite basis of U. We also say that | J; _, 1 x; is a finite basis representation of U .
By removing elements that are not minimal, we obtain a minimal finite basis of U.

We shall see later that all upwards-closed subsets of (N2, <) admitsucha represen-
tation. For the time being we want to stress how this representation of upwards-closed
subsets is convenient from an algorithmic viewpoint. To begin with, it provides us
with a finite data structure for subsets that are infinite and thus cannot be represented
in extension on a computer. Interestingly, some important set-theoretical operations
are very easy to perform on this representation: testing whether some point (a, b) is
in U or V just amounts to comparing (a, b) with the points forming the basis of U
or V respectively. Testing whether U C V reduces to checking whether all points in
the basis of U belong to V. We see that U, Q Vex, since there is a point in U, ’s
basis that is not in Vi, i.e., not larger than (or equal to) any of the points in Vi,’s
basis: for instance (3, 5) ¢ Vey,. Similarly, (0, 6) ¢ Uy, hence Vi, SZ Uey, -

Two further operations that are easily performed are computing W = U U V and
W' = U NV for upwards-closed U and V (see Fig. 3; recall that such unions and
intersections are upwards-closed as observed earlier). For U U V, we just join the two
finite bases and (optionally) remove any element that is not minimal. For example

Uex, U Vex, = (1(3.5) U 14, 3) U5, 1) U 146, 0)
(110, 6) U 4657 U 14847 U £9-3TU 1UOATU 14LH-67)
0

U
=1(0,6) UT(3,5)U1(4,3) U5, 1) U1(6,0).
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O0000000000O 000000000
0000000000 OC 00000000
®00000000OC 900000
00000000 | NoNoNoN:
90000000 Q00
0000000 Q0 0cC
®@000000C @O«
C @-C

w:. UuV W' UnvVv

Fig. 3 Computing intersections and unions via finite bases

For U NV, we first observe that principal filters can be intersected with
Ma, b) N 1a', b') = 1{max(a, a'), max(b, b")) (1)

and then use the distributivity law (U, _, t x) N (U;_,, ty) =U;;(t xi N1 y))
to handle the general case. This gives, for example,

U [14,3) N 1(9,3)] U [1(5, 1) N 1(10, 1)] U [1(6,0) N 1(11,0)]

U --- more filters onelements that are not minimal - - -

= 1(3,6) U1(6,5) U8, 4) U4(9,3) U110, 1) UL(11,0).

Finally, a last feature of the finite basis representation for upwards-closed subsets
of N2 is that, if we only consider minimal bases, namely bases of incomparable
elements—in essence, if we systematically remove unnecessary generators that are
subsumed by smaller generators,—then the representation is canonical: there is a
unique way of representing any U € Up(N?). Algorithmically, this allows one to
implement the required structures using hash-consing [15, 24], where structures
with the same contents are allocated at the same address, with the help of auxiliary
hash-tables. In particular, finite sets can be implemented this way, efficiently [25].
Equality tests can then be performed in constant time, notably.

2.1.2 Words and Their Subwords

Our second example comes from formal languages and combinatorics [53]. Let us fix
athree-letter alphabet A = {a, b, ¢} and write A* = {u, v, - - - } for the set of all finite
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words over A. Standardly, the empty word is denoted by €, concatenation is denoted
multiplicatively, and |u| is the length of u. We write u < v when u is a subword
of v, i.e., a subsequence: u can be obtained from v by erasing some (occurrences
of) letters. It is easy to check whether u < v by attempting to construct a leftmost
embedding of u into v: this only requires at most one traversal of # and v and takes
time linear in |u| + |v|. For example, the box below shows that u = abba is not a
subword of v = bacabab.

v: bacabab

?

w: abba

With the subword ordering comes the notion of upwards-closed and downwards-
closed languages (i.e., sets of words). For example the language U, C A* of words
with at least one a and at least two bs is upwards-closed, as is V.,, the language
of words with length at least 2. These upwards-closed languages occur in many
applications and one would like to know good data structures and algorithms for
manipulating them. It turns out that any such upwards-closed language can be rep-
resented as a finite union of principal filters.! For example, Uex, and Ve, can be
written

UeXZZTabbUTbabUTbba’ Vex2:TaaUTabU~..UTCC: U Tu
|u|=2

In the subword setting, a principal filter is always a regular language. Indeed, for
any u € A*, of the form u = aja, - --ay, one has M u = A*a | A*a, A* - - - A*a, A*¥,
which is a language at level % in the Straubing-Thérien hierarchy [49]. Being sim-
ple star-free regular languages, the upwards-closed subsets can be handled with
well-known automata-theoretic techniques. However, one can also use the same
simple ideas we used for N2: testing U C V reduces to comparing the genera-
tors, computing unions is trivial, and bases made of incomparable words provide
a canonical representation. Finally, computing intersections reduces to intersecting
principal filters, exactly as in N2, For this, we observe that 1 u N 1 v is generated
by the minimal words that contain both u# and v as subwords. This set of minimal
words, written u M v, is called the infiltration product of u and v [11]. For example
abnmca = {abca, acba, acab, cab}. Infiltrations are a generalization of shuf-
fles and we shall describe a simple algorithm for a generalized infiltration product in
Sect.4.4.

IThis result is known as Haines’ Theorem [31], and is also a consequence of Higman’s Lemma:
see Sect.4.4.
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2.2 What About Downwards-Closed Subsets?

With the previous two examples, we showed how it is natural and easy to work with
upwards-closed subsets of a quasi-ordered set when these subsets are represented as
a finite union | J, _, 1 x; of principal filters.

Let us now return to our previous setting, X = N2, and look at the downwards-

closed subsets D, E, ... € Down(N?). As an example, consider Dey, &ef N2\ Uy,

f . .
and E, & N2 \ Vex,. We shall sometimes write Dex, = —Uec, and Eex, = —Viy,.

3

o
o
o
o]
o
o
o

®
o
ce

00

00000000

Dey: a<2V2a+b<10 Ee, + a®+3b% <100

Here, E¢, can be represented using its maximal points as generators:
Eex, = 1(5,5) U I(7,4) U | (8,3) U (9,2) U (10,0).

Representing downwards-closed sets via a finite “basis”, i.e., as a finite union of
principal ideals, of the form | J;_, | x;, allows for simple and efficient algorithms,
exactly as for upwards-closed subsets: one tests inclusion by comparing the genera-
tors of the ideals, and computes unions by gathering all generators and (optionally)
removing non-maximal ones. For intersections one uses

Wa, by N | {a’, by = | (min(a, a’), min(b, b')) 2)

and the distribution law (U, { x)) (U, 4 v;) = U; U; (I xi N | y)), valid in every
QO.

However, there is an important limitation here that we did not have with upwards-
closed subsets: not all downwards-closed subsets in N can be generated from finitely
many elements. Indeed, for any x € N2, the ideal | x is finite and thus only the finite
downwards-closed subsets of N? can be represented via principal ideals. Hence Dey,
in the previous figure, or even N? itself, while perfectly downwards-closed, cannot
be represented in this way.

A possible solution is to represent a downwards-closed subset D € Down(X)
via the finite basis of its upwards-closed complement, writing D = X \ [, _, 1 xi,
or also D = X (\ 1 X;)i<,. Continuing our example, Dy, = —Uc, can be written
Dex, = N2\ 1(3,5) \ 14, 3) \ 1(5, 1) \ (6, 0). This representation by excluded
minors is contrapositive and thus counter-intuitive. Computing intersections becomes
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easier while unions become harder, which is usually not what we want in applica-
tions. More annoyingly, constructing a representation of |, x from x involves actually
computing complements, a task that can be difficult in general as we shall see later.
Even in the easy N2 case, it is not transparent how from, e.g., x = (2, 3), one gets to

bx =N2\10,4)\ 13,0).

2.2.1 Downwards-Closed Subsets with w’s

In the case of N2, there exists an elegant solution to the representation problem for
downwards-closed sets: one uses pairs (a, b) € Ni where N, extends N with an extra
value o that is larger than all natural numbers. We can now denote D¢y, = —Uc,
(seelastfigure)as | (2, w) U | (3, 4) U | (4,2) U | (5, 0). Wenote that |, (2, @) should
probably be written more explicitly as ({ 2) x Nsinceitdenotes {{c,d) |a <2 A b €
N}, a subset of N2, not of chu, however the w-notation inherited from vector addition
systems [36] is now well-entrenched and we retain it here.

The sets of the form | (a, b) where a, b € N,, are the ideals* of N, and we see
that they comprise the principal ideals as a special case. They also comprise infinite
subsets and, for example, N2 = J{w, w) is one of them.

Using such ideals, all the downwards-closed subsets of N2 can be represented,
and the algorithms for membership, inclusion, union and intersection are just minor
extensions of what we showed for finite downwards-closed sets, when all generators
were proper elements of N”. The only difference is that we have to handle ’s in the
obvious way when comparing generators (e.g., in inclusion tests) and when comput-
ing min’s, e.g., in (2). Additionally, and like for upwards-closed subsets of N2, the
representation of downwards-closed sets by the downward closure of incomparable
elements is canonical, which here too brings in important algorithmic benefits.

Now that we have finite representations for both upwards-closed and downwards-
closed subsets of N2, it is natural to ask whether we can compute complements.

It turns out that, for N2, this is an easy task. For complementing filters, one uses

—ta,b) = {Ma—l,a)) ifa >0 }U{i(a),b—l) ifb>0 } e

] otherwise 0 otherwise

We see where the w’s are needed. In fact, only — 1(0, 0) = ¢ does not involve w’s.
We note that ¢, a downwards-closed subset, is indeed a finite union of ideals: it is
the empty union.

Complementing an ideal is also easy:

[ Ma+1,0) ifa <w MO, b+ 1) ifb <w
~la,b) = { Y otherwise } U{ @ otherwise} - @

2We shall soon give the general definition. For now, the reader has to accept the N? case.
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We see here that complementing an ideal in N? always returns a union of principal
filters, with no w’s.

Complementing an arbitrary upwards-closed subset U is easy if U = |J,_, 1 x;
is given as a finite union of filters: we compute (), _, (X \ 1 x;). This needs comple-
menting filters and intersecting downwards-closed sets, two operations we know
how to perform on N2. Complementing an arbitrary downwards-closed subset
D =J;_, | x; is done similarly, even with x; € Ni: we complement each ideal
and intersect the resulting upwards-closed sets.

Finally, let us observe that, since any upwards-closed set is a finite union of
filters, the proof that the complement — 1 (a, b) of any filter, and the intersection
of any two ideals of N2, can be expressed as a finite union of ideals, entails that
any downwards-closed D € Down(N?) is a finite union of ideals, a result known as
expressive completeness.

2.2.2 Downwards-Closed Sets of Subwords

What about downwards-closed sets in (A*, <)? As with N2, finite unions of princi-
pal ideals, of the form | u; U --- U | uy, are easy to compare and combine but they
can only describe the finite downwards-closed languages. The contrapositive repre-
sentation by excluded minors can describe any downwards-closed set but here too
it is cumbersome. For example, let us fix A = {a, b, c} and consider the language
D¢y, = a*b*, i.e., the set of all words composed of any number of a’s followed
by any number of b’s: it is clear that Dy, is closed by taking subwords, hence
Dex, € Down(A™). Its representation by excluded minors is Dex, = =(1+ba U 1 c).
That is, “a word w € A* is in Dy, iff it does not contain any c, nor some b before
an a”: arguably, using a*b* to denote Dy, is clearer.

We do not develop this example further, and just announce that indeed the regular
expression a*b* denotes an ideal of (A*, <), as we shall show in Sect.4.4. Further-
more, and as with N2 , algorithms for comparing ideals in A* are similar to algorithms
that compare elements of A*. For example, testing whether (the language denoted
by) a*b* is a subset of b*c*a* is essentially like testing whether ab is a subword of
bca.

2.3 Well-Quasi-orders

The previous section has made it clear that writing upwards-closed sets as a finite
union of principal filters, when possible, is handy as far as computation is concerned.
The quasi-orders for which it is possible to represent all upwards-closed sets as such
is known: it is the class of well-quasi orders, which we introduce below.

. def . . P . .
A QO (X, <) is well-founded & it does not contain an infinite strictly decreasing
sequence xo > x| > x > ---. A subset § € X is an antichain if for all distinct
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x,y € S, neither of x < y and y < x holds. A QO is well (WQO) %_%f it is well-
founded and does not contain an infinite antichain. Equivalently, (X, <) is WQO
iff every infinite sequence (x;);en contains an infinite monotonic subsequence x;, <
Xi, < x;, <---withip <i; <ip <---.See[39, 57] for proofs and other equivalent
characterizations.

Example 2.1 (Some well-known WQOs)

linear orderings: (N, <) is a WQO, as is every ordinal or every well-founded
linear-ordering.

words and sequences: (X*, <), the set of words over a finite alphabet with the
(scattered) subword ordering is a WQO. Variants and extensions abound [12, 28,
61]. By Higman’s Lemma, for any WQO (X, <), its sequence extension ordered
by embedding, (X*, <,), is a WQO too.

powersets: (P (X), Cp), the set of all finite subsets of (X, <) with Hoare’s subset
embedding is a WQO when X is. The full powerset P(X) is a WQO if X is an
»?-WQO, a slightly stronger requirement than just being WQO, see [48].

trees: Labeled finite trees ordered by embedding form a WQO (Kruskal’s Tree
Theorem [38]).

graphs:  Finite graphs ordered by the minor relation constitute a WQO (Robertson
and Seymour’s Graph Minor Theorem [51]). (I

Coming back to our motivation, here is the result claimed at the beginning of this
section:

Lemma 2.2 (Finite basis property) If (X, <) is WQO then every upwards-closed
U € Up(X) contains a finite basis B C U such that U = |, g 1 X.

It is easy to see that the converse holds: if every upwards-closed set has a finite basis,
then (X, <) is WQO.

Lemma 2.2 validates our choice of representing sets via a finite set of generators,
as we did in our two motivating examples. It also entails that, when X is a countable
WQO, Up(X) is countable too, as is Down(X) since complementation bijectively
relates upwards-closed and downwards-closed subsets (see [10] for a more general
statement).

We conclude this section by mentioning another useful characterization of WQOs,
see [39].

Lemma 2.3 (Ascending/Descending chain condition) If (X, <) is WQO then there
exists no infinite strictly increasing sequence Uy C Uy C Uy C --- of upwards-
closed subsets. Dually, there exists no infinite strictly decreasing sequence Dy 2
D, 2 D; D --- of downwards-closed subsets.

In other words, (Up(X), 2) and (Down(X), C) are well-founded posets.
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2.4 Canonical Prime Decompositions of Closed Subsets

We now recall some basic facts about the canonical decompositions of upwards-
closed and downwards-closed subsets in prime components.

Let (X, <) be a WQO. We use Up and Down as abbreviations for Up(X) and
Down(X).

Definition 2.4 (Prime subsets) 1. A non-empty U € Up is (up) prime if for any
Ul, U2 (S Up, U C (Ul @] Uz) implies U C U1 orU C U2.

2. Similarly, a non-empty D € Down is (down) prime if D C (D, U D,) implies
D - D] or D - D2.

Observe that all principal filters are up prime and all principal ideals are down prime.
Note also that, by definition, the empty subset is not prime.

Lemma 2.5 (Irreducibility) I. U € Up is prime if, and only if, forall Uy, ..., U, €
Up, U=U,U---UU, implies U = U; for some i.

2. D € Down is prime if, and only if, for all Dy, ..., D, € Down, D = DU ---U
D,, implies D = D; for some i.

The following lemma highlights the importance of prime subsets.

Lemma 2.6 1. Every upwards-closed set U € Up is a finite union of up primes.
2. Every downwards-closed set D € Down is a finite union of down primes.

Proof 1. is trivial: the finite basis property of WQOs (Lemma2.2) shows that any
upwards-closed set is a finite union of filters.

2. is a classical result, going back to Noether, see [7, Chap. VIII, Corollary,
p.181]. We include a proof for the reader’s convenience. That proceeds by well-
founded induction on D in the well-founded poset (Down, C) (Lemma?2.3). If D is
empty, then it is an empty (hence finite) union of primes. If D is prime, the claim
holds trivially. Finally, if D # @ is not prime, then by Lemma?2.5 it can be written
as D=D;U-.--UD, where each D; is properly contained in D. By induction
hypothesis each D; is a finite union of primes. Hence D is too. (|

We say that a finite collection { Py, - - - , P,} of up (resp. down) primes is a decompo-
sitionof U € Up (resp.,of D € Down)ifU = PLU---U P, (resp., D = P U---U
P,). The decomposition is minimal if P; € P; impliesi = j.

Theorem 2.7 (Canonical decomposition) Any upwards-closed U (resp. downwards-
closed D) has a finite minimal decomposition. Furthermore this minimal decompo-
sition is unique. We call it the canonical decomposition of U (resp. D).

Proof By Lemma?2.6, any U (or D) has a finite decomposition: U (or D) = [ J;_, P;.
The decomposition can be made minimal by removing any P; that is strictly included
in some P;. To prove uniqueness we assume that | Ji_, P; = |J}_, P; are two min-
imal decompositions. From P; C j ij, and since P; is prime, we deduce that
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P, C Pk/, for some k;. Similarly, for each ij there is £; such that PJ{ C Py,. The
inclusions P; € P| C Py, requirei = ¢y, by minimality of the decomposition, hence
are equalities P; = P . Similarly j = k; and PJf = Py, for any j. This one-to-one
correspondence shows {Py, -+, P,} = {P{,---, P, }. O

2.5 Filter Decompositions and Ideal Decompositions

Definition 2.8 (Ideals) A subset S of X is an ideal it if is non-empty, downwards-
closed, and directed. We write Idl(X) = {I, J, - - - } for the set of all ideals of X.

Recall that S is directed if for all x;, x, € S, there exists x € S such that x; < x
and x, < x.

A filter is a non-empty, upwards-closed, and filtered set S, where filtered means that
for all x, x, € §, there exists x € S such that x < x1, x,. In a WQO, the filters are
exactly the principal filters, hence there is no need to introduce a new notion. We
write Fil(X) for the set of all (principal) filters of X.

Every principal ideal | x is directed hence is an ideal. However not all ideals are
principal. For example, in (N, <), the set N itself is an ideal (it is directed) and not
of the form | n for any n € N.

Remark 2.9 The above example illustrates a general phenomenon: the limit of an
monotonic sequence of ideals (more generally, of a directed family of ideals) is
an ideal. In particular, if xp < x; < x, < --- is an infinite increasing sequence,
Ui—o.1.2... ¥ Xi is an ideal. It can be seen as the downward closure of a limit point,
e.g. when one writes things like “( . 4 n = | ”. It turns out that (IdI(X), ©), the
domain-theoretical ideal completion of X, is isomorphic to the sobrification (5(\ , <)
—a topological completion—of (X, <), see [17] for definitions and details. O

The following appears for example as Lemma 1.1 in [35].

Proposition 2.10 1. The up primes are exactly the filters.
2. The down primes are exactly the ideals.

Proof 1. is clear and we focus on 2.

(=): We only have to check that a down prime P is directed. Assume it is not.
Then it contains two elements x|, x, such that 1 x; N 1 x, N P = @. In other words,
P C(P\1x)U(P\1Tx).But P\ 1 x; is downwards-closed for both i =1, 2,
so P being prime is included in one P \ 1 x;. This contradicts x; € P.

(¢<=): Consider an ideal I € X. Aiming for a contradiction, we assume that I C
Dy UD, but I ¢ Dy, I ¢ D,. Pick a point x; from / \ Dy, and a point x, from
I\ D,. Since I is directed, there is a point x € I such that x;, x, < x. Since D is
downwards-closed, x is notin Dy, and similarly x is notin D;, so x isnotin D U D>,
contradiction. O
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Proposition 2.10 explains why ideals appeared in our representation of downwards-
closed sets of N? in Sect.2.2. There is a general reason: ideals are the down primes
used in canonical decompositions, just like filters do for upwards-closed sets. Primal-
ity explains why the representation is canonical, and why comparing downwards-
closed sets reduces to comparing generators. Meanwhile, the view of ideals as sets of
the form |, x where x is either a normal point in X or, possibly, a limit point in X —
recall Remark 2.9—explains why comparing ideals is often very similar to comparing
points—recall testing whether | (3,4) C | (w, 1) or whether a*b* C b*c*a*.

3 Ideally Effective WQOs

When describing generic algorithms for WQOs, one needs to make some basic
computational assumptions on the WQOs at hand. Such assumptions are often sum-
marized informally along the line of “the WQO (X, <) is effective” and their precise
meaning is often defined at a later stage, when one gives sufficient conditions based
on the algorithm one is describing, a classic example being [20]. Sometimes the effec-
tiveness assumptions are not even spelled out formally, e.g., when one has in mind
applications where the WQO is (N¥, <..) or (A*, <) which are obviously “effective”
under all expected understandings.

The situation is different in this chapter since our goal is to provide a formal notion
of effectiveness that is preserved by the main WQO constructions (and that supports
the computation on closed subsets illustrated in Sect.2.1). As a consequence, we
cannot avoid giving a formal definition, even if this mostly amounts to administrative
technicalities.

To simplify this task, we start by fixing the representation for closed subsets: these
will be represented as finite unions of prime subsets as explained in Sect.2. This
provides a robust, generic, and convenient data structure for Up(X) and Down(X)
based on data structures (to be defined) for Fil(X) and IdI/(X). We do not require
the decomposition to be canonical and leave this as an implementation choice (the
underlying complexity trade-offs depend on the WQO and the application at hand).
Moreover, and since all filters are principal in WQOs, any data structure for X can
be reused for representing Fil(X), so we will only need to assume that X and Idl(X)
have an effective presentation.

This leads to the following definition. Note that, rather than being completely for-
mal and talk of recursive languages or Godel numberings, we will allow considering
more versatile data structures like terms, tuples, graphs, etc., that are closer to actual
implementations. All data structures considered in this paper will be recursive sets,
and in particular one can enumerate their elements.

Definition 3.1 (Ideally Effective WQOs) A WQO (X, <) further equipped with data
structures for representing X and Id[(X) is ideally effective if:
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(OD) the ordering < is decidable on (the representation of) X;
(ID) similarly, C is decidable on Idl(X);
(PI) principal ideals are computable, that is,
X — | xis computable;
(CF) complementation of filters, denoted
= : Fil(X) — Down(X), is computable;
(IF) intersection of filters, denoted
N : Fil(X) x Fil(X) — Up(X), is computable;
(CI) complementation of ideals, denoted
- ldl(X) — Up(X), is computable;
(II) intersection of ideals, denoted
N : 1dl(X) x I1dl(X) — Down(X), is computable.

Some immediate remarks are in order:

— As mentioned earlier, elements of Up(X) and Down(X) are represented as col-
lections (via lists, or sets, or ...) of elements of X and of IdI(X) respectively. The
computability of unions is thus trivial and therefore was not required in the formal
definition.

— Similarly, checking membership x € D for downwards-closed sets reduces to
deciding | x € D, hence was not required either.

— We said earlier that operations on Up and Down boil down to operations on filters
and ideals. Note that there are some subtleties. For example, deciding inclusions
over Up(X) or Down(X) is made possible because the decompositions only use
prime subsets. Explicitly, in order to check whether D C D’ for example, where
D=, i and D" = {J;_, I}, we check whether every /; is included in some
1 ’—thls is correct because every ideal I; is down prime.

- There is some asymmetry in the definition between upwards-closed and
downwards-closed sets. This should be expected since WQOs are well-founded
but the reverse orderings need not be.

— The astute reader may have noticed that the definition contains some hidden redun-
dancies. Our proposal is justified by algorithmic efficiency concerns, see discussion
in Sect.6.1.

3.1 Some First Ideally Effective WQOs

We quickly show that the simplest WQOs are ideally effective. They will be used
later as building blocks for more complex WQOs.
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3.1.1 Finite Orderings

A frequently occurring quasi-ordering in computer science is the finite alphabet with
n symbols. It consists of a set with n elements, usually denoted A, ordered by equality.
This is a WQO since A is finite. The name “alphabet” comes from its applications
in language theory but this very basic WQO appears in many other situations, e.g.,
as colorings of some other objects, as the set of control states in formal models of
computations such as Turing machines, communicating automata, etc.

Let us spell out, as a warming-up exercise, why this WQO (A, =) is ideally
effective. One can for instance represent elements of A using natural numbers up to
|A| — 1. The ordering is trivially decidable. All ideals of (A, =) are principal, that
is of the form | x = {x} for x € A. We thus represent ideals as elements, exactly
as we do for filters. Therefore, ideal inclusion coincides with equality, and (PI) is
given by the identity function. All other operations are trivial: intersection of filters
(resp. ideals) is always empty except if the two filters (resp. ideals) are equal, and
“tx=—-x=A\{x}.

We could of course have dispensed with these explanations since, more generally,
any finite QO is a WQO and is ideally effective. In particular, all operations required
by Definition 3.1 are always computable, being operations on a finite set. Let us note
that all ideals are principal in this setting, which is no surprise since (X, >) is also a
WQO, and its filters are the ideals of (X, <).

3.1.2 Natural Numbers

Apart from finite orders, the simplest WQO is (N, <). We now restate our observa-
tions from Sect. 2.1 in the more formal framework of Definition 3.1.

Observe that since < is linear, any downwards-closed set is actually an ideal,
except for . The ideals that are bounded from above have the form | n for some
n € N, and the only unbounded ideal is the whole set N itself, often denoted | w
as we did in Sect.2.2. Ideal inclusion is thus decidable: principal ideals are com-
pared as elements, and | w is larger than all the others. Thus (/d/(N), C) is linearly
ordered, which makes intersections trivial: one has 1 n N 1 m = 1 max(n, m) and
yn N m= | min(n, m). Finally, complements are computed as follows:

~ o+ =in, ~in=ta41),
-10=40, “lo=40.
3.1.3 Ordinals

The above analysis extends to any recursive linear WQO, i.e., any recursive ordinal
(see [52] for definitions). Given an ordinal «, we write & (in bold font) for the set of
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ordinals {8 | B < a}—the classical set-theoretic construction of ordinals equates «
with .

Let (X, <) = (a, <). Once again, X being linearly ordered, its ideals are its
downwards-closed sets (except ¥). Therefore, there are three types of ideals:

1. I =X,
2. I has a maximal element 8 € X, in which case I = | S,
3. Or I has asupremum 8 € X \ [, in whichcase I = | _ 8 = B.

Note that in the second case, I = | 8 = | (8 + 1) = B + 1. Thus every ideal of
(X, <)isa B forsome 8 € a 4+ 1\ 0, and ideal inclusion coincides with the natural
ordering on o + 1.

Now, assuming that we can represent elements of X in a way that makes < decid-
able, then (X, <) is ideally effective. Indeed, the representation is easily extended to
(o + 1, <) and one can thus decide ideal inclusion. Intersections are computable as
the maximum for filters, as the minimum for ideals. Finally, complements of filters
and ideals are computed as follows:

~10=10, ~18 =8
—a =0 ﬁﬂzTﬁ}for,Bea,ﬁ;éO.

While the above applies to any recursive ordinal, the applications that we are
aware of usually only need ordinals below ¢, for which the Cantor Normal Form is
well known and understood, and leads to natural data structures [47]. One can push
this at least to all ordinals below the larger ordinal I [21].

Note that, when « = w, the representation of ideals differs from the representation
for 1d1(N) proposed in Sect.3.1.2: in one case we use |, _ n while in the other we use
J n. Both options are equivalent, leading to very similar algorithms. In Sect.3.1.2
we adopted the representation that has long been common in Petri net tools.

4 Constructing Ideally Effective WQOs

We now look at more complex WQOs. In practice these are obtained by combin-
ing simpler WQOs via well-known operations such as Cartesian product, sequence
extension, etc. Our strategy is thus to show that these operations produce ideally
effective WQOs when they are applied to ideally effective WQOs.

4.1 Ideally Effective WQO Constructors

We shall provide generic (i.e., uniform) algorithms that manage filters and ideals
of compound WQOs by invoking the algorithms for the filters and ideals of their
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components. This is made precise in Definition4.2, and to this end, we have to
introduce the following notion:

Definition 4.1 A presentation of an ideally effective WQO (X, <), is a list of:

— data structures for X and Id/(X),
— algorithms for the seven computable functions required by Definition 3.1,

(XI) — the ideal decomposition X = U I; of X as a downwards-closed set,

i<n

(XF) — as well as its filter decomposition X = U F;.

i<n'

Obviously, a WQO is ideally effective if and only if it has a presentation as defined
in Definition4.1.

The notion of presentations as actual objects is needed because they are the actual
inputs of our WQO constructions. This explains why we added (XI) and (XF) in the
requirements. For a given (X, <), the ideal and filter decompositions of X always
exist and requiring them in Definition3.1 would make no sense. However, these
decompositions are needed by algorithms that work uniformly on WQOs given via
their presentations.

Let us informally call order-theoretic constructor (constructor for short) any oper-
ation C that produces a quasi-ordering C[(X, <i), ..., (X,, <,)] from given quasi-
orderings (X1, <1), ..., (X,, <,). In subsequent sections, C will be instantiated
with very well-known constructions, such as Cartesian product with component-
wise ordering, finite sequences with Higman’s ordering, finite sets with the Hoare
quasi-ordering, and so on. In practice, we will always have n = 1 or 2. We also say
that an order-theoretic constructor preserves WQO if C[(X 1, <), ..., (X, <,)]is
a WQO whenever (X, <j), ..., (X,, <,) are. The constructors we just mentioned
are well-known to be WQO-preserving. We extend this concept to ideally effective
WQOs:

Definition 4.2 An order-theoretic WQO-preserving constructor C is said to be ide-
ally effective if:

— It preserves ideal effectiveness, thatis C[(X, <), ..., (X, <,)]is ideally effec-
tive when each (X;, <;) is.
— A presentation of C[(X, <j), ..., (X,, <,)] is uniformly computable from pre-

sentations of the WQOs (X;, <;)) i = 1,...,n).

In the following sections, we proceed to prove that some of the most prominent
WQO-preserving constructors are also ideally effective.
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4.2 Sums of WQOs

We start with two simple constructions, disjoint sums and lexicographic sums of
WQOs. They will be our first examples of ideally effective constructors and will set
the template for later constructions.

4.2.1 Disjoint Sum

The disjoint sum X; U X, of two QOs (X1, <;) and (X, <) is the set {1} x X; U
{2} x X», quasi-ordered by:

(i,x) =y (j,y)iffi=jandx <; y.

We use X, to denote X LI X, and generally use the LI subscript to identify operations
associated with the structure (X,, <.;). This structure is obviously well quasi-ordered
when (X, <;) and (X, <») are.

We let the reader check the following characterization.

Proposition 4.3 (Ideals of X U X») Given (X1, <;) and (X;, <») two WQOs, the
ideals of (X1 U X5, <)) are exactly the sets of the form I = {i} x J withi € {1, 2}
and J an ideal of X;.

Thus (IdI(X U X3), ©) is isomorphic to (Idl(X), C) U (Idl(X>), ©).

Given data structures for X; and X,, we use the natural data structure for X; U X».
Moreover, Proposition4.3 shows thatideals of the WQO (X U X», <) can similarly
be represented using data structures for Idl(X ) and Idl(X>).

Theorem 4.4 With the above representations of elements and ideals, disjoint union
is an ideally effective constructor.

Proof (Sketch) Let (X1, <) and (X, <,) be two ideally effective WQOs.

In the following, we write 7 for 3 — i when i € {1, 2}, so that {7, 1} = {1, 2}. We
also abuse notation and, for a downwards-closed subset D = Ua 1, of X;, we write
(i, D) to denote | J,, (i, I,), a downwards-closed subset of X, represented via ideals.
Similarly, for an upwards-closed subset U = Ua 1 x4 of X;, we let (i, U) denote
Ua Tulis xa).

(OD): the definition of <, is already an implementation.

(ID): weuse (i, /) C (', J) < i=i'AJCJ.

(PI): we use | (i, x) = (i, }; x) fori € {1, 2}.

(CF):  weuse X, \ 1,(i, x) = (i, X; \ 1; x) U (7, X7). Note that this relies on (CF)
for X; (to express X; \ 1; x as a union of ideals) and on (XI) for X;.

(II): we rely on (II) for X, and X», using

i, 1nJy ifi =],
] otherwise.
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Operations (CI) to complement ideals and (IF) to intersect filters are analogous.
Observe that the presentation of (X; LI X, <.,) described above is clearly com-
putable from presentations for (X;, <;) (i =1, 2). Notably, a filter (resp. ideal)
decomposition of X; Ll X, is easily obtained by taking the union of filter (resp.
ideal) decompositions of X and X», thus establishing (XF) (resp. (XI)). ([l

4.2.2 Lexicographic Sums

The lexicographic sum X, @ X»3 of two QOs (X1, <1), (X2, <»)isthe QO (X4, <g)
given by Xg = {1} x X; U {2} x X, and

(i,x) <g (Jyyyiffi<jor(=jandx <; y).

Therefore X; @ X, and X; U X, share the same underlying set. The ordering <g is
an extension of <., hence is a WQO too, when (X, <;) and (X;, <) are.
Again, the following characterization is easy to obtain.

Proposition 4.5 (Ideals of X| & X») Given two WQOs (X1, <1) and (X2, <»), the
ideals of X| @ X, are exactly the sets of the form {1} x J| with J| € Idl(X,), or of
the form {1} x X; U {2} x J, with J, € 1dl(X>3).

Thus (IdI(X| & X3), ©) is isomorphic to (Idl(X), €) & (Idl(X,), ), which leads
to a simple data structure for the set of ideals* when X and X, are effective.

Theorem 4.6 With the above representations, lexicographic union is an ideally
effective constructor.

Proof (Sketch) We reuse the abbreviations (i, U), (i, D), 1, ..., introduced for disjoint
sums. Also, we only consider the case where both X and X, are non-empty (the
claim is trivial otherwise).

(OD): follows from the definition.

(ID):  ideal inclusion can be tested as for the disjoint union of Idl(X ) and Idl(X>).

(PI):  |4(i, x) is (represented by) (i, |; x).

(CF):  the complement Xg \ 14(i, x) is (represented by) (i, X; \ 1, x) except
wheni = 2 and 1; x = X», in which case Xg \ 14(2, x) is (1, X}).

I1): intersection of two ideals splits into two cases. First (1, 1) N (2, J) is
(represented by) (1, I) for ideals issued from different components in Xg.
For (i, I) N (i, J), i.e., ideals issued from the same component, we use
(i, N J)exceptwheni =2and I N J =@, in which case (2, I) N (2, J)
is (1, Xy).

3 A warning about notation: the lexicographic sum should not be confused with the natural sum of
ordinals even if they are both denoted with @. In particular, the lexicographic sum of ordinals is
their usual addition.

4 Note that with this representation, a pair (i, J) where J € Idl(X;) denotes {1} x J wheni =1,
and {1} x X| U {2} x J —and not {2} x J— wheni = 2.
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Procedures for the dual operations (CI) and (IF) are similar. Moreover, the presenta-
tion above is obviously computable from presentations for (X, <;) and (X5, <»).
Regarding (XI) and (XF), the ideal decomposition of X; & X, is the ideal decom-
position of X, and the filter decomposition of X; @ X, is the filter decomposition
of X 1. O

4.3 Products of WQOs and Dickson’s Lemma

Giventwo QOs (X1, <1) and (X;, <»), we define the componentwise quasi-ordering
<, on the Cartesian product X; x X, by (x, x2) <« (1, ¥2) g X1 <1 Y1 AX2 <y
Y2.

Lemma 4.7 (Dickson’s Lemma) If X| and X, are WQOs, so is X1 x X».

Proof (Idea) Given an infinite sequence in X; x X, we extract an infinite sequence
which is monotonic in the first component, and from that, an infinite sequence that
is monotonic in the second component. (]

The ideals of (X; x X;, <) are well known.

Proposition 4.8 (Ideals of X| x X;) Let (X1, <) and (X,, <») be two WQOs. A
subset I is an ideal of X| x X, if, and only if, I = I, x I, for some ideals I, I, of
X1 and X, respectively.

Proof (<=): One checks that I = I} x I, is non-empty, downwards-closed, and
directed, when I; and I, are. For directedness, we consider two elements (x;, x,),
(y1, y2) € I.Since I, isdirected and contains x1, y;, it contains some z; withx; <; z;
and y; <; z;.Similarly /, contains some z, above x, and y, (wrt. <). Finally, (z;, z2)
is in I, and above both (x;, y;) and (x;, y»).

(=): Consider I € Idl(X; x X;) and write I; and I, for its projections on X
and X,. These projections are downwards-closed (since [ is), non-empty (since /
is) and directed (since I is), hence they are ideals (in X; and X»,). We now show
that I; x I, C I. Consider an arbitrary x; € I;: since I; is the projection of I, there
is some y, € X, such that (xi, y») € I. Similarly, for any x, € I, there is some
y1 € X such that (yq, x;) € I. Since [ is directed, there is some (z1, z2) € I with
(x1, y2) <x (21, 22) and (y1, x2) <x (21, z2). But then x; <; z; and x <3 z5. Thus
(x1, x2) € I since I contains (z1, zo) and is downwards-closed. Hence I = I} x I,
and [ is a product of ideals. (I

Thus Idl(X; x X, €) is isomorphic to (Idl(X), C) x (ldl(X>), ). If (X1, <1)
and (X,, <) are ideally effective, we naturally represent elements of X; x X, as
pairs of elements of X; and X5, and similarly ideals of (X; x X», <4) as pairs of
ideals of X; and X,. This is notably how we handled IdI(N?) in Sect.2.2.

Theorem 4.9 With the above representations, Cartesian product is an ideally effec-
tive constructor.
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Proof Let Dy and D, be downwards-closed sets of (X, <;) and (X, <) respec-
tively, given by some ideal decompositions D; = Ui I;and D, = J j L ;. Then
D, x D, is downwards-closed in X; x X», and it decomposes as Ui Uj Li;xD;
since products distribute over unions. The same reasoning holds for upwards-closed
sets and their filter decompositions and we rely on these properties in the following
explanations.

(OD): the ordering <, is obviously decidable.

D)y: 6L xIhb CJyx ,ifft I} € J; and I, C J, (exercise: the nonemptiness of
ideals is required here).

PI): | {x,x0) = L x1 x | x.

(II):  to compute intersections, use (I} x I) N (I] x I})) = (I; N I]) x (I, N I}),
and build the product of downwards-closed sets as explained above.

(CF): tocomplement filters, use (X; x X2) \ 1, (x1, x2) = [(Xl \ 1 xp) X Xz] U
[X 1 X (X2 \ 1 xz)] and build products of downwards-closed sets.

Procedures for the remaining operations are obtained similarly. Note that here too,
the presentation above is computable from presentations for (X, <;) and (X5, <»).
Notably, a filter and ideal decomposition of X| x X is easily obtained from decom-
positions of X and X», by distributing products over unions. O

4.4 Sequence Extensions of WQOs and Higman’s Lemma

Given a QO (X, <), we denote by X* the sequence extension of X, i.e., the set of
all finite sequences over X, often called words when X is an alphabet. We write €
for the empty (zero-length) sequence, and denote multiplicatively the concatenation
of sequences, as uv or u - v. Elements of X* will be denoted in bold font, such as
u, v, ..., while elements of X are denoted x, y, .... Inparticular, if x € X, thenx € X*
denotes the sequence of length one containing only the symbol x.

The set X* is often quasi-ordered with Higman'’s quasi-ordering <., also known as
the sequence embedding quasi-ordering, defined by u = x;---x, <, V=y1 - Y

3% there are n indices 1 < p; < p» < --- < p, < m such that x; <y, for each
i =1,...,n. Inother words, and writing [n] for the set {1, - - - , n}, there is a strictly
increasing mapping p from [n] to [m] such that x; < y,. Such a mapping will be
called a witness of u <, v.Equivalently, u <, v if v contains a length n subsequence
v = yp, - yp, such that u <, v’ using the product ordering from Sect. 4.3.

The structure (X*, <,) is sometimes called the Higman extension of (X, <). This
constructor preserves WQO: this is Higman’s Lemma [33].

Showing that this constructor is ideally effective requires some work and
Sect.4.4 is one of the longest in this chapter. This is justified by the importance
of this construction. Being generic, our algorithms apply to non-trivial instances
such as (N¥)*—used in Timed-arc nets [30], in data nets [40], for runs of Vec-
tor Addition Systems [44]—, or (¥ )k % (Z*)*—used in Dynamic Lossy Channel
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Systems [1]—, or to even richer settings such as the Priority Channel Systems and
the Higher-Order Channel Systems of [28]. The algorithms for (X*, <,) are also
invoked when showing ideal effectiveness of many WQOs derived from X*.

Before we study the ideals of X*, let us first lift the concatenation of sequences to
sets of sequences: the product (for concatenation) of two sets of sequences U, V C
X*isdenotedU -V oo {u-v|uelU,v eV} Auseful property of (X*, <,) is that
the concatenation of downwards-closed sets distributes over intersection:

Lemma4.10 Let D;, D>, D € Down(X*). Then (D;NDy)-D = (D;-D)N
(D, - D).

Proof The left-to-right inclusion is obvious. For the right-to-left inclusion, let w €
D,-DND,-D.Then w = uv; for some u; € Dy and v{ € D. Also, w = u,v,
for some u, € D, and v, € D. One of u; and u; is a prefix of the other. Assume u,
is a prefix of u, (the other case is analogous). Since D, is downwards-closed and
u; <, up,uy € D, Thus,u; € DyNDyand w =u,v; € (D; N D) - D. O

The structure of ideals of (X*, <,) is given in [35] where the following theorem
is proved. An alternate proof is presented in Sect.4.4.2.

Theorem 4.11 (Ideals of X*) Given a WQO (X, <), the ideals of (X*, <,) are
exactly the finite products of atoms, of the form P = A - A, --- A, where atoms
are:

— any set of the form A = D¥*, for D € Down(X),
— any set of the form A =1 + € dzef{x | x € I} U {e}, for I € IdI(X).

4.4.1 Ideal Effectiveness

The elements of X* will be represented in the natural way, e.g., via lists of ele-
ments of X (assuming a data structure for X). When (X, <) is ideally effective,
Theorem4.11 leads to a natural data structure for ideals of X*, as lists of atoms,
where the representation of atoms is directly inherited from those for Idl(X) and
Down(X).

Theorem 4.12 With the above representations, the sequence extension is an ideally
effective constructor.

Proof Let (X, <) be an ideally effective WQO.

(OD): deciding <, over X* reduces to comparing elements of X, e.g. by looking
for a leftmost embedding.

(PI):  given a finite sequence u = x| - - - X, the principal ideal | u is represented
by the product (| x; +¢€)--- ({ x, + €).
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Procedures for the remaining operations required by Definition 3.1 are more elab-
orate, and we therefore introduce a lemma for each one. This series of lemmas
concludes the proof since the fact that a presentation of (X*, <,) can be uniformly
computed from a presentation of (X, <) will be clear. As for (XF), the filter decom-
position of X* = 1 € is given by the empty sequence (and does not depend on X),
while for (XI) we note that X* is already an ideal made of a single atom. (I

Subsequently, (X, <) denotes an ideally effective WQO. We begin with ideal
inclusion. A similar procedure was already obtained by Abdulla et al. in the case
where X is a finite alphabet with equality [3].

Lemma 4.13 (ID) Inclusion between ideals of (X*, <,) can be tested using a linear
number of inclusion tests between downwards-closed sets of X, using a version of
leftmost embedding search. The following equations implicitly describe an algorithm
deciding inclusion by induction on the length, or number of atoms, of ideals:

1. Atoms are compared as follows:

(h+e)S(h+e) < L Ch, 5.1
(I+¢€)C D" < ICD, (5.2)

D} € D; <= D; C Dy, (5.3)
D*C(I+e) « D=4. (5.4)

2. For anyideal P: € C P.
3. Foranyideal P and atom A: A-P Ce < A=0"AP Ce.
4. Finally, for all atoms A and B, and ideals P and Q:

(a) if A L B then:
A-PCB-Q < A-PCQ;

(b) if AC B asin (5.1), i.e, A= (I1+¢€), B=(I,+¢€) for some I, I, €
1dl(X), then:
A-PCB-Q < PCQ;

(c) if A C B asinanyof Egs. (5.2) to (5.4), then:
A-PCB-Q < PCB-Q.

Proof The first three cases are trivial. We concentrate on the fourth one.

4a Since B contains €, A- P C Q implies A- P € B - Q. Conversely, letu € A
andv € P,sothatuv e A- P C B- Q. Assuming A ¢ B, there exists w’ €
A\ B and by directedness, there exists a word w € A such that w >, w’, u. In
particular, wisin A\ B and w >, u.

If A = I + eforsome I € IdI(X),then w is of length at most one. Since w’ ¢ B,
in particular w’ # €, so w is of length exactly one. Also, since w ¢ B, the word
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wv, whichisin A - P C B - Q has to actually be in Q. Since Q is downwards-
closed, uv € Q.
Otherwise, A = D* for some D € Down(X). In this case, ww € A and thus
wwv € B - Q. We factor wwv as v;v, withv; € B and v, € Q. Since w is not
in B, no word of which w is a prefix is in B either, and that implies that v; is
a proper prefix of w, and that v, has wv as a suffix. In particular, v, >, wv.
Recalling that wv >, uv and that Q is downwards-closed, uv is in Q.

4b Here also, the right-to-left implication is trivial. Conversely, assume A - P C B -
Qand A= ({;+¢€¢)and B = (I, +¢€) forsome Iy C I, € IdI(X). Letu € P.
Pick x € Ij: xu € A- P, thus xu € B - Q. Therefore, u € Q since sequences
of B have length at most one.

4c The left-to-right implication is trivial, since € € A. For the other implication,
we consider some u € A and v € P, and we have to show that uv € B - Q.
Since P C B - Q, we can factor v as v;v, with v; € B and v, € Q. We claim
that uv, € B: if B = D* is an atom of the second kind, the claim follows from
A C B;if B = I + € is an atom of the first kind, then we are in case (5.4), A is
¢*,and u = €. With uv, € B we have uv € B - Q as needed. (I

The next lemma deals with the complementation of filters:

Lemma 4.14 (CF) Given w € X*, the downwards-closed set X* \ 1 w can be com-
puted inductively using the following equations:

X*\ 1 € = () (empty union), (6)

_ X\t ifv=c¢,

X"\ txv= .
X\ 1x)*- (X +e) - (X*\1v) otherwise.

(N

Note that X might not be an ideal, in which case X + € is not an atom in Eq. (7). In
this case, one has to first get the ideal decomposition X = [ J; I; from a presentation
of (X, <) and use distributivity of concatenation over unions.

In the commonly encountered case where X is a finite alphabet, ordered by equal-
ity, there is no need to distribute, and indeed, the complement of a filter is always
an ideal. More precisely, if X = {ay, ..., a,} is a finite alphabet under equality, then
one checkseasily that (X \ 1 a;)* - (X +¢€) ={a; | j #i}" - (a; + €).Itfollows that
complement of filters are ideals in this case.

Remark 4.15 Kabil and Pouzet [35] use the following (equivalent) expression to
complement filters:

X\ txyw =X\t [L(txN1ty) +e]- (X"\tyw). @®)

We used a different formula because, in general, our setting does not guarantee
that the expression | U is computable for U € Up(X), even in the particular case
where U = 1 x N 1 y. It is fair to mention that Kabil and Pouzet make no claim on
computability.
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Still, Eq. (8) is interesting when X 1is a finite alphabet since then the expression
1 x N1y either denotes the empty set or (x 4 €), depending on whether x and y
coincide. Therefore, using Eq. (8), one directly obtains an ideal written in canonical
form (a notion defined below, in Sect.4.4.3). O

Proof (of Lemma4.14) We only prove the second case of Eq. (7) since the other
equalities are obvious.

(2):Letw =uywwithu € (X \ tx)*,y € X +eandw € (X*\ 1 v). Thus v £,
w. Since y has length at most 1, we deduce xv £, yw. Since all elements in u are
taken from X \ 1 x, we further have xv £, uyv. Therefore w’ € X* \ 1 xv.
(©):Letw’ ¢ 1 xv. Theneitherw’ € (X \ 1 x)*, or we can write w’ = uyw withu €
(X \ 1 x)* and y > x. Moreover, w ¢ 1 v, since otherwise xv <, yw <, uyw =
w’. Therefore, w' € (X \ tx)*- X - (X* \ 1 v). Joining the two cases, and since
€ € (X*\ 1 v), we obtain the required w’ € (X \ 1 x)*- (X +¢)- (X*\ tv). O

‘We now show how to intersect ideals:

Lemma 4.16 (1) The intersection of two ideals of (X*, <.) can be computed
inductively using the following equations:

eNnQ=PNe=c¢€, 9)
DT'PﬂDik'Q=(D1ﬂD2)*'|:U(PDr11'(£;)<_mQQ)i|» (10)
(h+e)-P)NQO
(hite)-PN(L+e)- 0= |UPN({(L+e)- Q) ; (11)
U(hNh)+e€)- (PN Q)

mnpmu+@.g=[UP”“’+9'® ]‘ 12

(DND)+¢€)-((D*-P)N Q)

Here also, some shortcuts are used. For instance, the intersection of two ideals
need not be an ideal. Therefore, (I; N I,) + € in Eq.(11) might not be an ideal. As
before, by decomposing downwards-closed sets as union of ideals, and distributing
concatenations over unions, one can compute the actual ideal decomposition of the
intersection of two ideals of (X*, <,).

Proof (of Lemma4.16) Equation (9) is obviously correct. The other right-to-left
inclusions are easily checked using Lemma4.13. For the left-to-right inclusions:

Equation (10): Letu € Dy - P N D3 - Q. Let v be the longest prefix of u which is
in D}. Without loss of generality, we assume that the longest prefix of u which is
in Dj is longer than |v], and thus can be written vw for some w € D3. Moreover,
there exists t € X* sothatu = vw¢. Wehavev € (D N Dy)*, wt € Pandt € Q.
Therefore, wt € PN D5 - Q.

Equation (11): Consider any word in (I} +¢€) - PN (I, +¢€) - Q. If it is empty,
it is also in the right-hand side of Eq.(11), so we assume that it of the form xu.
Depending on whether x € I) \ I,,x € I, \ Iy orx € I} N I, u is easily proved to
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bein (I; +€)- P)N Q,in PN ((lh+¢€) - @), orin (N 1) +e€)- (PN Q).
If x is neither in ; nor I, then xu belongs to all three sets.

Equation (12): This is similar, combining arguments from the previous two
cases. (]

We now turn to intersecting filters:

Lemma 4.17 (IF) The intersection of two filters can be computed inductively using
the following equations:

rvNte=tenNtv=1v, (13)
_ | -tentyw) U (ty) - (txvNtw)
“”””w‘[u<¢xxmxy>-<¢vm¢w> ] 1

where v, w € X* and x,y € X. The actual filter decomposition in the last equation
is obtained using (1 u) - (t u') = 1t (uu') and distributivity over unions.

Proof Equation (13) and the “2” half of Eq. (14) are obvious. For the remaining “C”
half, we consider u € 1 xv N 1 yw. Let us write u as u = uzu, where zu, is the
shortest suffix of # in 1 xv N 1 yw—this suffix cannot be empty since it contains
xv and yw as embedded sequences. Note that z must be above x or y in X, other-
wise u, would be a shorter suffix of # in 1 xv N 1 yw. One now considers whether
z is above x, y, or both, and picks the corresponding summand in the right of
Eq.(14). O

Finally, we focus on the complementation of ideals. This operation requires more
work, and is decomposed in several lemmas. We first show how to complement
atoms, and then how to complement products of atoms.

— If D C X is downwards-closed, then X* \ D*, also written —D*, consists of all
sequences having at least one element not in D. One first computes X \ D =
tayU---U*ra,, using (CI) for X. Then =D* = ty.a; U---U 1y a,.

— If I € Xisanideal, =(I + ¢€) consists of all sequences of length at least 2, as well
as all sequences having an element not in /. The latter is obtained as in the previous
case, by computing X \ I =1b;U--- U1 b, in X. The former is 1y (X - X),
easily computed in a similar way using (XF) for X.

We now consider products A; - - - A,, of atoms. We know how to compute U; =
—A;. One has —=(A;---A,) = —~(=U;---—-U,), and this motivates the following
definition:

Definition 4.18 Define the operator ©: Up(X*) x Up(X*) - Up(X™*) as
UV .=-(=U--V).

Note that U ©® V is upwards-closed when U and V are. The operation © is
easily shown associative using the associativity of the product, thus U; © --- ©
U,=—-(=U;-----=U,). The previous relation becomes —(A;---A,) =U; ®©
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-+ O U,, and it only remains to show that ® is computable on upwards-closed sets.
In what follows, we will often use the following obvious characterization: w € S © T
if and only if for all factorizations w = w w,, w; € Sorw, € T.

We first show that © is computable on principal filters, then we show how to
complement ideals.

Lemma 4.19 On principal filters, © can be computed using the following equations:

rtvOte=1e®tr=X", (15)
tva O 1tbw = t(wabw)U (1tv)- (txaNtyb) (tw), (16)

wherev,w € X*anda,b € X.

Proof Equation (15) is clear. We concentrate on Eq. (16):

(2) If u >, vabw, then for every factorization of u = u u,, the left factor u; is
above va, or the right factor u, is above bw, and thusu € 1t va © 1 bw.Ifu >, vcw,
where ¢ € X is such that ¢ > a and ¢ > b, then in every factorization of u as uu;, ¢
appears either in the left factor u; or in the right factor u,, and this suffices to show
that either u >, va oru >, bw.

(©) Let u € (1 va) © (1 bw). From the factorizations u =u -€ and u =€ -u
we get va <, u and bw <, u. Consider the shortest prefix of u above va and
the shortest suffix above bw. These factors cannot have an overlap of length > 2,
otherwise splitting # in the middle of the overlap would provide a shorter factor
above va or one above bw, contradicting our assumption. If the factors do not
overlap, we get u >, vabw. If they overlap, necessarily over a single letter ¢ € X,
we write # = ujcu,. Then u; >, v, c > a, c > b, and u, >, w, which proves the
statement. ([

Lemma 4.20 (CI) Complementing ideals of (X*, <,) is computable.

Proof Givenanideal P = A, --- A,, its complement is =P = —=A; © --- O —A,.
Using the procedure to complement downwards-closed sets of (X, <), we can write
each —A; as a union of filters. Since © distributes over unions of upwards-closed
sets (from Lemma4.10 by duality), we can write —P as a finite union of sets of the
form F; © F, ® --- O F,, where the F;’s are filters. Finally, Lemma4.19 allows us
to reduce these expressions to a finite union of filters. O

4.4.2 A Proof of Theorem4.11

One direction of the theorem is easy to check: products of atoms are indeed ideals
(downwards-closed and directed) of (X*, <,). For the other direction, consider an
arbitrary ideal I of (X*, <,). Its complement is upwards-closed, hence can be written
=] = Ui<n F; for some filters F1, ..., F,. Therefore,
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1=~Uri=(F.

i<n i<n

Now, since any —F; is a finite union of products of atoms (see Lemma4.14), by
distributing the intersection over the unions, we are left with a finite union of finite
intersections of products of atoms. Since these intersections can be decomposed as
finite unions of products of atoms (see Lemma4.16), we have decomposed the ideal
I into a finite union of products of atoms. Since products of atoms are ideals (cf. first
direction), and since ideals are prime subsets (by Proposition2.10), we obtain that /
is actually equal to one of those products of atoms (by Lemma?2.5).

This proof highlights a general technique for identifying the ideals of some WQO:
if we have some subclass J of the ideals such that the complement of any filter can
be written as a finite union of ideals of 7, and the intersection of any two ideals of
J can be written as a finite union of ideals of 7, then 7 is the class of all ideals.

4.4.3 Uniqueness of Ideal Representation

Writing ideals as products of atoms can be done in several ways. For example D* - D*
and D* coincide. They also coincide with D* - (I 4+ €¢) and D* - D"™* if I, resp. D',
are subsets of D*.

More generally, if A is an atom and D € Down(X) is such that A C D*, then
AD* = D*A = D*. Subsequently, we show that these are the only causes of non-
uniqueness: avoiding such redundancies, every ideal has a unique representation as a
product of atoms. (This was already observed for finite alphabets in [3].) This can be
used to define a canonical representation for ideals of X* (assuming one has defined
a canonical representation for the ideals of X) and then for the downwards-closed
sets. This representation is easy to use (moving from an arbitrary product of atoms
to the canonical representation just requires testing inclusions between atoms) and
can lead to more efficient algorithms.

Below, we use letters such as A, P, etc., to denote sequences of atoms (syntax),
and corresponding letters such as A, P, etc. to denote the ideals obtained by taking
the product (semantics). For example if P = (A1, 2y, --- ,A,),then P = A; - A, -
-+ - A,. Thus it is possible to have P # Q and P = Q.

Definition 4.21 A sequence of atoms Ay, - - - , A, is said to be reduced if for every
i, the following hold:

- A; #0" = {e};
— ifi <nand A;4 is some D*, then A; € A;41;
— ifi > 1 and A;_; is some D*, then A; ¢ A;_;.

Every ideal has a reduced decomposition into atoms, since any decomposition
can be converted to a reduced one by dropping atoms which are redundant as per
Definition4.21. It remains to show that reduced representations are unique:
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Theorem 4.22 [f P and Q are reduced sequences of atoms such that P = Q, then
P=0.

Proof Let us first observe that the claim is obvious for atoms: A = B entails A = B.
We now prove the statement in several steps: let A - P and B - Q be two reduced
sequences of atoms.

First claim: A - P # P:

By induction on P. If P is the empty sequence, then P = {¢} and A - P = A. Now
Definition4.21 guarantees A # {€}. Otherwise, Pis some A" - P'. If A - P C P, the
inclusion test described in Lemma4.13 implies either A € A’, which contradicts
reducedness, or A - A’ - P’ C P’, which entails A’ - P’ C P’ and contradicts the
induction hypothesis. Therefore A - P # P.

Second claim: A - P = B - Q implies A = B:

SinceA- P C B - Q,Lemma4.13 implieseither A € B,or A - P C Q. Thesecond
option, combined with Q € B- Q € A- P,leads to Q = B - Q, which is impos-
sible (first claim). Therefore, A € B, and the reverse inclusion is proved symmetri-
cally.

Third claim: A- P =B - Qand A = Bimply P = Q:

If Q is the empty sequence,then A- P =B - Q = B = A,thus P C A. Butif Pis
some A" - P’ then by Lemma4.13 either A" C A, which is impossible by reducedness
of A-P,or A’ - P’ C {e}, requiring A’ C {€} which is also impossible. Thus P too
is the empty sequence.

If |P| = O the same reasoning applies so we now assume that both products are
non-trivial, writing P = 2’ - P’ and Q = B’ - Q". If now A is I + € for some [, then
so is B and Lemma4.13 implies A" - P’ € B’ - Q'. Otherwise, A is D* for some D,
in which case Lemma4.13 entails first A" - P" € B- B’ - Q',then A’ - P' C B' - Q'
(since A’ g A = B by reducedness of A - P). In other words, we deduce P € Q and
the reverse inclusion is proved symmetrically.

Proof of the Theorem. By induction on |P| + |Q|. If either P or Q is the empty
sequence, the property is trivially verified, otherwise we can write P = A - P’ and
Q=B-Q.From P = Q we deduce A = B (second claim), which in turn implies
P’ = Q' (third claim), hence P’ = Q' by induction hypothesis. We already noted that
A = B implies A = B and combining those gives P = Q. O

4.5 Finitary Powersets

Given a QO (X, <), we write P(X) to denote its powerset, with typical elements
S, T, ... A usual way of extending the quasi-ordering between elements of X into
a quasi-ordering between sets of such elements is the Hoare quasi-ordering (also
called domination quasi-ordering), denoted C y, and defined by

SEHTngGS:EIyeT:xfy.
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A convenient characterization of this ordering is the following: S Eg T iff S C | x T.
Note that (P(X), Cy) is in general not antisymmetric even when (X, <) is. For
example, and writing = to denote =y N Ty, the above characterization implies
that S =y | x S forany S C X. In particular, this shows that the quotient P(X) /=y
is isomorphic to (Down(X), ). While (Down(X), ©) is well-founded if, and only
if, (X, <) is a WQO (cf. Lemma?2.3), this does not guarantee that (Down(X), C)
is a WQO, as famously shown by Rado [50].° In other words, powerset is not a
WQO-preserving construction.

However, the finitary powerset construction is WQO-preserving. Let 7 (X),
sometimes also written [ X]=?, denote the set of all finite subsets of X.

Theorem 4.23 (F:(X), Cg) is WOO if, and only if, (X, <) is WQO.

The if direction is an easy consequence of Higman’s Lemma: the function that maps
each word in X* to its set of letters, in 7 (X), is monotonic and surjective, and the
image of a WQO by any monotonic map is WQO. We shall see another proof in
Sect.5.2.

Proposition 4.24 (Ideals of (X)) Given a WQO (X, <), the ideals of (P (X), Cy)
are exactly the sets J of the form J = P (D) for D € Down(X).

Proof (<): ¥ € (D), so Pr(D) is non-empty. It is downwards-closed, since
it SEy T e P(D),then SC |y T C |x D= D. It is directed, since if S, 7T €
P(D),then SUT € Pr(D),and S, T E SUT.

(=): Let J be an ideal of P(X) and let D = USeJ S, so that 7 C Py (D). Since
J is downwards-closed under T, D is downwards-closed under < and {x} € J
for all x € D. Since 7, being an ideal, is non-empty, ¥ € 7. Finally, if S, T € 7,
then there is some U € J suchthat S, 7 Cy U. Thus SUT Cg U, and therefore
SUT e J. Therefore, J contains the empty set, all the singletons included in D,
is closed under finite unions, and so is equal to B (D). (Il

When (X, <) is ideally effective, finite subsets of X can be represented using any
of the usual data structures and Proposition 4.24 directly leads to a data structure for
IdI(P: (X)) inherited from the representation of X’s ideals and downwards-closed
sets.

Theorem 4.25 With the above representations, the finitary powerset with Hoare’s
ordering is an ideally effective constructor.

Proof Let (X, <) be an ideally effective WQO. In the following we use shorthand
notations such as | y for | p (x), etc., with the obvious meaning.

(OD): The sets we consider being finite, the definition of Ty leads to an obvious
implementation.

(ID):  Testing inclusion in IdI(P; (X)) reduces to testing inclusion in Down(X) by
J1=PFD) €T =P(Dy) < D; C D,.

SIn fact (P(X), Cg) is a WQO iff X is an @2-WQO [34, 48].



The Ideal Approach to Computing Closed Subsets in Well-Quasi-orderings 85

(PI):  Given S a finite subset of X, the principal ideal | 5 Sis Py (| x S) so we just
need to compute the downwards-closed |y S = (J, ¢ | X in X’s represen-
tation.

(CF): Given S e P (X), the complement of 15§ can be given an ideal
decomposition via

RO\t S =R\ tulxt=JB&E \1x).

xes xeS

This can now be computed using (CF) for X.
(ID:  We have Pr(D) NBr(Dy) = B (D1 N Dy).
(IF): Filters may be intersected using + SN4A T =S UT).
(CD: Given an ideal J = (D), P:(X) \ J consists of the sets that contain at
least one element not in D. That is:

=T =t U-- Ul it X\ D=1xx U--- U1ty x,,

which is computable using (CI) for X.

The above proves that the finite powerset constructor is an ideally effective
constructor. Once again, the computability of the presentation described above from
a presentation of (X, <) is clear. For (XI), observe that 7 (X) is its own ideal decom-
position since X € Down(X). For (XF), use B (X) = 15 #. [

5 More Constructions on Ideally Effective WQOs

In this section we describe more constructions that yield new ideally effective WQOs
from previously defined ones. By contrast with the constructors of Sect.4.1, these
constructions take some extra parameters that are not WQOs—for example, an equiv-
alence relation in order to build quotient WQOs (see Sect.5.2). Showing that the
quotient WQO is ideally effective will need some effectiveness assumptions on the
equivalence at hand, in the spirit of what we did with the one-sorted constructors.

5.1 Order Extension

Let (X, <) be a WQO and let <’ be an extension of < (i.e., < C <’). Then (X, <’)
is also a WQO. In this subsection, we investigate the ideals of (X, <’) and present
some sufficient condition for (X, <’) to be ideally effective, assuming (X, <) is. In
the next subsections, we will present natural applications of this framework.

Proposition 5.1 Givena WQO (X, <) and an extension <’ of <, the ideals of (X, <’)
are exactly the downward closures under <’ of the ideals of (X, <). That is,
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(X, <={lo1|1eldX, <)}.

Proof (2) Let I € Idl(X, <). Even though I may not be downwards-closed in
(X, <), it is still directed. It is easy to see that { < I is directed, non-empty, and
downwards-closed for <’. Thus it is an ideal of (X, <').

(©) Let J be an ideal of (X, <’). J may not be directed in (X, <), but it is still
downwards-closed under <. As a consequence, it can be decomposed as a finite union
ofidealsof (X, <):J =L U---UlL,.ThenJ =|_J =L U---U]_. I, Now
applying Lemma2.5 to (X, <), we have J = | I; for some i. (]

Assume that (X, <) is an ideally effective WQO for which we have a presentation
at hand, in particular data structures for X and Idl(X). Let <’ be an extension of <.
To represent elements of (X, <), it is natural to use the same data structure for X
as the one used for (X, <). For ideals, Proposition 5.1 suggests to also use the same
data structure as the one for ideals of X. Thatis, anideal J € IdI(X, <) will actually
be represented by any I € Idl(X) such that J = |/ I.

Using these representations for (X, <’) does not always lend itself to algorithms
that would witness ideal effectiveness, even under the assumptions that (X, <) is
ideally effective and that <’ is decidable. There is even a “natural” counter example:
the lexicographic ordering over X x X (see Sect.6.2). This fact justifies that we
make further assumptions. More precisely, we show that (X, <’) is ideally effective
if we can compute downward closures under <’:

Theorem 5.2 Let (X, <) be an ideally effective WQO and <’ an extension of <.
Then, (X, <') is ideally effective for the aforementioned data structures of X and
Idl(X, <'), whenever the following functions are computable:

1dl(X, <) = Down(X, <)

Fil(X, <) - Up(X, =)
I'— |1 )

Ch T to(hn) = 1ox

Clp

Moreover, under these assumptions, a presentation of (X, <") can be computed uni-
formly from a presentation of (X, <) and algorithms realizing Cly and Clg.

Note that if I € IdI(X, <), then | ., I is also downwards-closed for < and thus
can be represented as a downwards-closed subset of (X, <). This is precisely this
representation that the function Cl/; outputs. Same goes for Clp. Note that using
functions CI; and Clg, it is possible to compute the downward and upward closure
under <’ of arbitrary downwards- and upwards-closed sets for < using the canonical
decompositions: | ([1 U---U L) = HU---U(()andt (Tt x;U---U
1 xn) = TS/XU"'UTS/X,,.

Proof We proceed to show that (X, <’) is ideally effective.

(OD): One can test x < y, since this is equivalent to y € Clg(1< x).
(ID): Ideal inclusion can be decided using Cl/; and the inclusion test for
downwards-closed sets of (X, <): | I, € o I, <= I} € Cli(]»).
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(PI): The principal ideal | . x of (X, <') is represented by | x, since
Joll<x)=]ox.
(CF): For x € X, the filter complement X \ 1., x is X \ C/g(1< x) which

can be computed, using (CF) and (II) for (X, <), as adownwards-closed

set in (X, <). This is represented by an ideal decomposition
D = J;_, I whichis canonical in (X, <) butnot necessarily in (X, <)
since one may have | . I; € | . I; fori # j. However, extracting the
canonical ideal decomposition wrt. <’ can be done using (ID) for
X, <.

(II): Intersection of ideals is computed with | Iy N | L =Ch)N
Cly(I). Here again, this results in an ideal decomposition that is canoni-
cal for < but not for <’ until we process it as done for (CF).

(CI), (IF):  these operations are obtained similarly.

With algorithms for the closure functions Cl; and Clp, the presentation above is
computable from a presentation of (X, <). Regarding (XF) and (XI), we note that
filter and ideal decompositions of X for < are also valid decompositions for <’.
However, these decompositions might not be canonical for <’ even if they are for <,
in which case the canonical decompositions can be obtained using (OD) and (ID),
as usual. O

5.1.1 Sequences Under Stuttering

In this subsection, we apply Theorem5.2 to an extension of Higman’s ordering <,
on finite sequences (from Sect. 4.4).
Given a QO (X, <), we define the stuttering ordering <y over X* by x =

X1 Xy St Y=Y Ym gtherearenindicesl <pi <pr<---<p, <msuch
that x; <y, foralli =1,...,n. Compared with Higman’s ordering, the sequence
of positions (p;);=1,...» in y need not be strictly increasing: repetitions are allowed.
For instance, if X = {a, b} is a finite alphabet, then aabbaa <y aba <y aabbaa
but aabbaa %4 ab. Or with X = N, (1, 1, 1) <4 (2). Note that even when (X, <)
is antisymmetric, (X*, <) need not be.

Remark 5.3 There is another way to define the stuttering ordering: define the stut-
tering equivalence relation ~¢ on X* as the smallest equivalence relation such that
forallx,y € X* and a € X, xay ~y xaay. Informally, this equivalence does not
distinguish between a single and several consecutive occurrences of a same element.
Then, <y = <, o ~, where o denotes the composition of relations. Observe that ~
is not the same as the equivalence relation =y = <y N > induced by the ordering,
even if (X, <) is a partial order <. For instance, if a < b in X, then ab =4 b in X*,
but ab ~¢ b does not hold. However the inclusion ~g C = is always valid. U

Obviously, < is an order extension of <,, thus (X*, <) isa WQO when (X, <)
is, and we can apply Theorem5.2.
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Theorem 5.4 The stuttering extension of a WQO (X, <) is an ideally effective con-
structor.

Proof In the light of Theorems4.12 and 5.2, it suffices to show that the following
closure functions are computable:

Adi(X*, <) — Down(X*, <,)
. I'— 1

o o1, BN ) = Up(X*. <)
' tus te(tu) = tu
Recall from Sect. 5.1 that the ideals of (X*, <,) are the (concatenation) products of
atoms, where atoms are either of the form D* for some D € Down(X) or I + € for
some [ € IdI(X). It is quite immediate to see that Cl{(D*) = D* and Cl;(I 4+ ¢€) =
I*, and that given two products of atoms Py, P,,CI{(Py - P;) = Cli(Py) - Cl1(P>).
From these equations, it is simple to write an inductive algorithm computing CI;.
Function Clg is computable as well, although less straightforward. We provide an
expression for Clg in Lemma5.5 which is clearly computable. (|

Lemma 5.5 Givenu = x;---x, € X* a non-empty sequence,

O<k<n
Clp(u)ZTstMZT* Vi Yk 0=€0<£1<---<€k=n R
Vi=1,....k:y;emin(, . Txx)

where min(A) denotes a finite basis of the upwards-closed subset A. The remaining
case is trivial: Clg(€) = 1, €.

(Intuitively, the set ranges over all ways to cut u in k consecutive pieces, and
embeds all elements of the j-th piece into the same element y ;. It has long sequences,
the longest being u, and shorter ones with potentially larger elements.)

This is the fully generic formula to describe the function Clr for any X. However, in
simple cases, Cl/g(w) takes a much simpler form. For instance, for X = N, we have
Clg(xy -+ x,) = 1, max(xy, -+, x,), and for X = X' a finite alphabet, Clg(w) =
1, v where v is the shortest member of the equivalence class [w]~, (that is, v is
obtained from w by fusing consecutive equal letters).

Proof (Of Lemma 5.5) The “2” direction is obvious.

(©) Given w > x1 - - - X, there exists a decomposition w = wyy;w;y; - - - Y Wy, for
some kK <n, y,..., ¥ € X and wy, ..., w; € X*, and there exists a monotonic
mapping p : [n] — [k] such that x; < y,). For j € [k], define i; to be the largest i
such that p(i) = j (i.e., the index of the right-most symbol of x; - - - x,, to be mapped
to y;), and let ip = 0. It follows that 0 = iy < i} < --- < iy =n, and forall £ € [n]
and j e [k],ij_y <£ <i; = x¢ <Yy,. Then w >, y;--- y which is indeed an
element of the set described in the proposition. ]
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5.2 Quotienting Under a Compatible Equivalence

In this subsection, we apply the results of Sect. 5.1 to the most commonly encountered
case of order-extension: quotient under an equivalence relation.

Let (X, <) be a WQO and let E be an equivalence relation on X which is com-
patible with < in the sense that < o E = E o <, where o denotes the composition
of relations. Define the relation < on X to be < o E. Then <g is clearly reflexive,
and is transitive since

<Eo<g=(£0E)o(S0FE) =<o(Eo<)oE=<o(<o0E)oE=<o0E=<g.

In this subsection, we give sufficient conditions for (X, <g) to be ideally effective,
provided (X, <) is.

Remark 5.6 Note that stuttering from Sect.5.1.1 is not an example: Although
<g = <4 0 ~g, the other condition does not hold: <y # ~ o <,. For instance,
consider X = N? where (1,2)(2, 1) <4 (2, 2). However, if X is a finite alphabet, the
equality <y = ~ o <, holds and (X*, <) can be treated as a quotient. As another
example, the finitary powerset B (X) from Sect.4.5 can be obtained as a quotient of
(X*, <4), and could be shown ideally effective using Theorem 5.7 below. However,
because operations in T (X) are quite simple, and because powerset is a fundamental
constructor, we decided to provide a direct, more concrete, construction. |

Observe that < is an extension of <, and thus results on quotients can be seen as an
application of Sect. 5.1. However, since quotients are of such importance in computer
science (and used more often than mere extensions), we reformulate Theorem 5.2 in
this specific context: functions Cly and Clp take an interesting form. As in the case
of extensions, elements and ideals of (X, <p) will be represented using the data
structures coming from a presentation of (X, <).

Theorem 5.7 Let (X, <) be an ideally effective WQO and E be an equivalence
relation on X compatible with <. Then, (X, <g) is ideally effective for the afore-
mentioned data structures of X and Idl(X, <g), whenever the following functions
are computable:

Fil(X, <) — Up(X, <)

Adl(X, <) — Down(X, <) Cl
: < F %
PxX > X

Ch [T

where, given S C X, S denotes the closure under E of S, i.e., S & {yl|IxeS:x E
y}, and X is a shortcut for {x} which is the equivalence class of x.

Moreover, under these assumptions, we can compute a presentation of (X, <g)
from a presentation of (X, <).

Proof In the light of Theorem 5.2, it suffices to show 1., F=F and |, I =1
for any filter F' and any ideal I of (X, <). The first equality follows from <p =
< o E while the second comes from <p = E o <. This is why we introduced the
compatibility condition < o E = F o <. O



90 J. Goubault-Larrecq et al.

In particular, we see that the ideals of (X, <g) are exactly the closures under E of
the ideals of (X, <). That is, Idl(X, <g) = {7 1 eldl(X, 5)}.

We conclude this section with two results that are specific to WQOs obtained by
quotienting, and which lead to simplifications in several algorithms.

Proposition 5.8 Let J be anideal under <g, and le_t J =1 U---U I bethe canon-
ical ideal decomposition of J under <. Then J = I; for every i.

Proof Recall from the proof of Proposition 5.1 that J = I; for some i. Without loss
of generality, we can assume i = 1. For the sake of contradiction, suppose that there
exists some i such that J # I;. Again without loss of generality, we can assume
i = k. From I, 7+~ Tr, we deduce that there exists x € I; which has no E -equivalent
in Ik.

We will now show that J C I; U - - - U I;_1, which will be a contradiction since we
assumed that we started from a canonical ideal decomposition. Let y € J. Then there
exists a y’ € I, suchthat y E y’. Since I; is an ideal under <, there is a z € I; such
thatx < zand y’ < z. Wehave y E y' < z, thus there exists z' suchthat y < 7' E z.
Since J is closed under E-equivalence, 7 € J, hence 7' € I; for some i. However, 7’
cannot belong to I, since x <g 7’ and the E-equivalence class of x is disjoint from
Ii.Soz7 e [ U---UI_j,andhencey e [ U---UI,_1.ThusJ =L U---UI_,,
and we have a contradiction. (]

Proposition 5.9 ForanytwoidealsI), I, € IdI(X, <), i NL=1N5L =1,N L.
For any two filters Fy, F> € Fil(X, <), FFNF, = FFNF, = F{ N F>.

Proof We show I; NI, = I; N 12, the other equality is symmetric. For the right-
to-left inclusion, we have I; NI, € I; N I, and closing both sides under E gives
the required result. For the left-to-right inclusion, let x € T, N . Then there exist

xy€landx, € L suchthatx; E x E x,. Thenx; € [y N I, and thus x € [, N I.
The same proof applies to filters. (]

Thanks to Proposition 5.9, we can compute intersections of filters (resp., ideals) with
only one invocation of Clg (resp., Cly) instead of the two invocations required by the
algorithm described in the proof of Theorem5.2.

5.2.1 Sequences Under Conjugacy

Consider a WQO (X, <), and define an equivalence relation ~¢ on X* as follows:
w ~ v iff there exist x, y such that w = xy and v = yx. One can imagine an
equivalence class of ~; as a sequence written on an (oriented) circle instead of a

line. We can now define a notion of subwords under conjugacy via < o ~e 0 <y
which is exactly the relation denoted <. in [3, p. 49].

Since ~;j is compatible with <,, that is <, o ~ = ~j o <,, our results over
quotients apply to (X*, <).
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Theorem 5.10 Sequence extension with conjugacy is an ideally effective construc-
tor.

Proof Note that the data structures used for elements and ideals of (X*, <) are
obtained from data structures for (X*, <,) as done with Theorem5.7.

In the light of Theorem 5.7, it suffices to show that we can compute closures under
~; of elements and ideals of (X*, <,). Given w € X*, the equivalence class of w
under ~; is equal to W = {c®(w) | 0 <i < max(l, |w|)}, where ¢ denotes the
i-th iterate of the cycle operator c(w; - - - w,) = w; - - - w, w1, which corresponds to
rotating the sequence i times. This expression is obviously computable.

Computing the closure under ~; of ideals is quite similar. Remember that ideals of
(X*, <,) are products of atoms, where atoms are either of the form D* for some D €
Down(X), or of the form I + €, for some I € IdI(X). Then, given P = Ay --- Ap_;
an ideal of (X*, <,):

k—1

P=JcP)-ean.

i=0

where e(D*) = D* and e(l + €) = €. The presence of the extra e(A;) in the
above expression might become clearer when considering a simple example as
P = {a}*{b}* where P = {a}*{b}*{a}* U {b}*{a}*{b}*. Indeed, abba ~cj baab ~;
aabb € P. O

5.2.2 Multisets Under the Embedding Ordering

Given a WQO (X, <), we consider the set X® of finite multisets over X. Intuitively,
multisets are sets where an element might occur multiple times. Formally, a multiset
M € X® is a function from X to N: M (x) denotes the number of occurrences of x in
M. The support of a multiset M denoted Supp(M) is the set {x € X | M(x) # 0}.
A multiset is said to be finite if its support is.

A natural algorithmic representation for these objects are lists of elements of X,
keeping in mind that a permutation of a list represents the same multiset. Formally,
this means that X® is the quotient of X* by the equivalence relation ~ defined by

U=U| Uy ~V=V] Uy %:e:fn =mAdo € Sy:u =v5 foralli =1,...,n,
where S, denotes the group of permutations over {1, - - - , n}.

Once again, the equivalence relation ~ is compatible with <,. We denote by
<emb the composition ~ o <, = <, o ~, often called multiset embedding. (There
exist other classical quasi-orderings on finite multisets, such as the domination quasi-
ordering, aka the Dershowitz-Manna quasi-ordering [14]: see [32, Theorem 7.2.3]
for a proof that it is an ideally effective constructor.) For this section, we focus on
(X®, <cmp), which is an application of our results on quotients.
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Theorem 5.11 Finite multisets with multiset embedding is an ideally effective con-
structor.

Proof (Sketch) Note that the data structures used for elements and ideals of (X®,
<emb) are obtained from data structures for (X*, <,) as done with Theorem5.7.

In the light of Theorem 5.7, it suffices to show that we can compute closures under
~ of elements and ideals of (X*, <,). Given w = x; - - - x,, € X*, the equivalence
class of w under ~ simply consists of all the possible permutations of the word w:

w= U Xo(1) * " Xo(n) -

€S,

Closures of ideals are a little more complex. Let P = A --- A, be an ideal of
(X*, <4). Define:

D E | J{E € Down(X) | 3i € (1, ,n}: E* = A;}.

In other words, D € Down(X) is obtained from P by picking the atoms A; that are
of the second kind, A; = E*, and taking the union of their generators. Similarly, let
Iy, ..., I, be the ideals of (X, <) that appear as I; + € in P, with repetitions, and in
order of occurrence. Then:

P=]J D I,yD* - D* Iy D* .
oeS, |

5.3 Induced WQOs

Let (X, <) be a WQO. A subset Y of X (not necessarily finite) induces a quasi-
ordering (Y, <) which is also WQO.

Any subset S € X induces a subset Y N S in Y. Obviously, if S is upwards-closed
(or downwards-closed) in X, then it induces an upwards-closed (resp., downwards-
closed) subset in Y. However an ideal I or a filter F in X does not always induce
an ideal or a filter in Y. In the other direction though, if J € IdI(Y), the downward
closure |y J is an ideal of X. Therefore, to describe the ideals of Y, we need to
identify those ideals of X that are of the form | y J for some ideal J of Y. This is
captured by the following notion:

Definition 5.12 Given a WQO (X, <) and a subset ¥ of X, we say that an ideal
I € 1dl(X) is in the adherence of Y if = | x (I NY).

In particular thisimplies that / C |y Y (wesaythat/is“below Y”)and/ NY #
(we say that [ is “crossing Y”’). The converse implication does not hold, as witnessed
by X =N,Y =[1,3]U[5,7]and I = | 4.

We now show that the ideals of Y are exactly the subsets induced by ideals of X
that are in the adherence of Y.
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Theorem 5.13 Let (X, <) be a WQO and Y be a subset of X. A subset J of Y is an
ideal of Y if and only if J = I NY for some I € Idl(X) in the adherence of Y. In
this case, I = | x J, and is thus uniquely determined from J.

Proof (=):IfJ € Idi(Y) then I &f 1 x J isdirected hence is an ideal of X. Clearly,
J =1NY,sol isin the adherence of Y.
(«<=):If I € IdI(X) is in the adherence of Y then J L rnyis non-empty (since /
is crossing Y) and it is directed since for any x, y € J there is z € I above x and y,
and z < 7/ for some 7’ € J since [ is below Y.

Uniqueness is clear since the compatibility assumption “/ = | x(I NY)” com-
pletely determines I from the ideal / = I NY it induces. ]

An earlier definition of adherence can be found in the literature: an ideal I €
1dI(X) is in the adherence of Y if and only if there exists a directed subset A C Y
such that I = | y A [43]. The two definitions are equivalent [27, Lemma 14], so that,
notably, Lemma5.13 extends Lemma 4.6 from [43].

Proof (that the two notions of adherence coincide) (=) : Assume [ = [ x(I NY).
We show that A =1 NY is directed: let x,y € A C I, since [ is directed, there
exists z € I such that z > x, y. But since I = | x A, there exists 7/ € A such that
7' > z > x, y, which proves that A is directed.

(<=): Assume that there exists a directed subset A C Y such that I = |y A. Then
IxUNY)={x(UxANY)=|xANY)=|xA=1. U

Similarly, we can define a notion of adherence for filters. However, in this case,
the condition F = 41y (F N Y) simplifies: writing F as 1 y x, this means that x’ =y x
for some x’ € Y, in which case F = 1y x’. This is not surprising: (¥, <) is a WQO,
hence all its filters are principal.

Assuming that (X, <) is an ideally effective WQO, and given ¥ C X, we can
simply represent elements of Y by restricting the data structure for X to Y. This
requires that ¥ be a recursive set. Alternatively, Theorem 5.13 suggests that we rep-
resent ideals of Y as ideals of X that are in the adherence of Y. This requires that
we can decide membership in the adherence of Y. As in the case of extensions, the
ideal effectiveness of (Y, <) does not always follow from the ideal effectiveness of
(X, <) (see [32, Sect.8.4] for an example). We therefore have to introduce extra
assumptions.

Theorem 5.14 Let (X, <) be a WQO and Y C X. Then (Y, <) is ideally effective
(for the aforementioned representations) provided:

— membership in Y is decidable over (the representation for) X,
— the following functions are computable:

Adl(X, <) = Down(X, <)

s Fil(X, <) — Up(X, <)
T I~ |x(INY)

S : F > tx(FNY)
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Moreover, in this case, a presentation of (Y, <) can be computed from a presentation
of (X, ).

The rest of this subsection is dedicated to the proof of this theorem.

First, let us mention that our first assumption implies that we have a data structure
for elements of Y and that thanks to function S;, we can decide whether an ideal
of X is in the adherence of Y it suffices to check that Sy(7) = 1.

Let us prove that (¥, <) is ideally effective.

(OD): since < is decidable on X, its restriction to Y is still decidable.

(ID): Giventwoideals I}, I, thatare in the adherenceof Y, [ N Y C L, NY <+
I, C I,. The left-to-right implication uses that I; = | x(I; N Y). Therefore,
inclusion for ideals of ¥ can be implemented by relying on (ID) for X.

PD): if y € Y, then | y y is adherent to Y and one relieson |y y = |y yNY.

For the four remaining operations, we need to be able to compute a representation
of DNY and U NY for D € Down(X) and U € Up(X).

Lemma 5.15 Let D € Down(X). The canonical representation of DNY (as a
downwards-closed set of Y ) is exactly the canonical representation of | x(D NY)
(as a downwards-closed set of X ).

Proof Let | J; I; be the canonical decomposition of | x (D N Y). Remember that an
ideal J of Y is represented by the unique ideal / of X which is in the adherence of
Y such that J = I NY. Thus, stating that | J; I; is the canonical representation of
D N Y means that:

. DNnY =,(I;NY);
2. forevery i, I; NY is anideal of ¥;
3. ; NY and I; N'Y are incomparable for inclusion, for i # j.

For the first point, | J,(; NY) = (J, ) NY ={Ux(DNY)NY=DNY.

We now argue that each I; NY is indeed an ideal of Y, i.e., all I;’s are in the
adherence of Y. One inclusion being trivial, we need to show that I; C | x(I; NY),
forany i. Let x; € I;. Since the ideals /; are incomparable for inclusion, there exists
x; € I; such that x; < x/ and for any j # i, x; ¢ I; (I; is directed). Besides, x; €
I; € | x(D NY) and thus there is an element x’ such that x] < x/" € D N Y. As the
sets I; are downwards-closed, x;” cannot belong to any I; with j # 0, hence x;’ is in
I; NY. Therefore, x; € | x(I; NY).

Finally, the ideal decomposition DNY = | ;(;j NY) is canonical since the /;’s
are incomparable in X (recall the above criterion for inclusion of ideals of Y). [J

Observe that if D =, I; then | x(DNY) =, | x( NY) =J; Si({). Thus
the canonical representation of D N Y is indeed computable from D € Down(X).
We now present the dual of the previous lemma:

Lemma 5.16 Given U € Up(X), a canonical representation of UNY (as an
upwards-closed set of Y) can be computed from a canonical representation of
(U NY) (as an upwards-closed set of X).
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Proof Let |J; 1 x; be a canonical filter decomposition (in X) of the upwards-closed
set 1y (U NY). We first prove that for every i, x; is equivalent to some element
of Y. Indeed, since 15 x; € tx(U NY), there exists y € U NY with y < x;. But
then, y must be in some 1y x;. Since the decomposition is canonical, the x;’s are
incomparable, hence we cannot have x; <y < x; for j #i. Thus, x; =y €Y.

Moreover, we can compute a canonical filter decomposition of 1y (U N Y) using
only elements in Y: for each x;, it is decidable whether x; € Y (our first assumption
on Y). If not, we can enumerate elements of ¥ until we find some y; = x;. Such an
element exists, and thus the enumeration terminates.

We thus obtain a canonical filter decomposition |_J; 1 y; of 1x(U NY) with y; €
Y. The rest of the proof is similar to the proof of Lemma5.15. (]

Here also, a canonical representation of 1 (U N Y) is computable from U, using
the function Sg.
We can now describe procedures for the four remaining operations:

(CF): Given y €Y, the complement of 1, y is computed by using Y \ 1y y =
(X \ tx y) NY. Here the downwards-closed set (X \ 1y y) is computable
using (CF) for X, and its intersection with Y is computable using Lemma5.15.

(II):  Giventwoideals I and I’ in the adherence of Y, the intersection of the ideals
they induceis (I NY)N{I'NY) = (I NI')NY, which is computed using
(IT) for X and Lemma5.15.

(IF): Computing the intersection of filters is similar to computing the intersection
ofideals: given y1, y2 € Y, (1y y1) N (1y y2) = (+x y1 N 1x y2) N Y, which
is computed using (IF) for X and Lemma5.16.

(CI): Given an ideal [ in the adherence of Y, Y \ (/I NY) = (X \ I) N Y, which
is computed using (CI) for X and Lemma5.16.

Finally, and as always, the above presentation can be computed from a presen-
tation of (X, <), thanks to the functions S; and Sg. Notably, the ideal decompo-
sition of Y can be computed with Lemma5.15 as the set induced by X, seen as
a downwards-closed subset, while the filter decomposition of ¥ can be computed
using Lemma 5.16, again as the set induced by X seen this time as an upwards-closed
subset.

Remark 5.17 If Y is a downwards-closed subset of X, then [ is adherent to Y if and
only if I C Y, and therefore Idl(Y) = Idi(X) N P(Y). Moreover, S is computable
thanks to (II), and Sg(4 x) = P x if x € Y, Sg(1 x) = @ otherwise. Indeed, if x ¢ Y,
then txNY = 0.

Similarly, if Y is upwards-closed, Sg can be computed with (IT), and S;(7) = 1
if Y NI #@,S1(I) =0 otherwise. Again, Y NI # ¢ if and only if 3x € min(Y) :
x € I.Givensuchanx,thenVy € [ : 3z € [ : 7z > x, y by directedness. Therefore,
rcidntx)cluny). U
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6 Towards a Richer Theory of Ideally Effective WQOs

6.1 A Minimal Definition

As we mentioned in the remarks following Definition 3.1, our definition contains
redundancies: some of the requirements are implied by the others. Here is the same
definition in which we removed redundancies:

Definition 6.1 (Simply effective WQOs) A WQO (X, <) further equipped with data
structures for X and Idl(X) is simply effective if:

(ID): ideal inclusion C is decidable on IdI(X);

(PI):  principal ideals are computable, that is, x — | x is computable;

(CF): complementation of filters, denoted — : Fil(X) — Down(X), is computable;

I1): intersection of ideals, denoted N :Idl(X) x Idl(X) — Down(X), is
computable.

A short presentation of (X, <) isalist of: data structures for X and /d/(X), procedures
for the above operations, the ideal decomposition of X.

Note that a short presentation of (X, <) is obtained from a presentation of (X, <)
by dropping procedures for (OD), (CI), (IF) and by dropping (XF). Surprisingly,
short presentations carry enough information:

Theorem 6.2 There exists an algorithm that given a short presentation of (X, <)
outputs a presentation of (X, <).

Corollary 6.3 A WQO (X, <) (with data structures for X and Idl(X)) is ideally
effective if and only if it is simply effective.

Before we proceed to proving Theorem 6.2, why did we bother to display full
presentations of WQOs in previous sections? Our proofs of ideal effectiveness would
indeed have been shorter.

Our choice is motivated by practical reasons: the algorithms we have given until
now are much more efficient than the ones deduced from Theorem 6.2, which is
simply impractical. (Indeed, most of these algorithms have been implemented, at the
highest level of generality, by the second author.) Theorem 6.2 is more conceptual,
and if one only needs computability results, then Theorem 6.2 provides a simpler
path to this goal.

As practice goes, we will refine the notion of ideally effective WQOs to “efficient”
ideally effective WQOs in Sect. 6.3. Most of the WQOs we have seen earlier are
efficient in that sense. By contrast, the presentation of (X, <) built from Sect. 6.3 is
not polynomial-time (see Sect. 6.3 for a definition).

Proof (of Theorem6.2) We explain how to obtain the missing procedures:

(OD): Givenx,y e X,x <y <= | x C | y.Thelatter can be tested using (PI)
and (ID).
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(CI):  We show a stronger statement, denoted (CD), that complementing an arbi-
trary downwards-closed set is computable. This strengthening is necessary for
{F).

Let D be an arbitrary downwards-closed set. We compute —D as follows:

1. Initialize U := @,

2. While =U ¢ D do
(a) picksomex € ~U N—D;
(b) setU :=UU"x.

Every step of this high-level algorithm is effective. The complement —U is com-
puted using the description above: = J/_, 1 x; = ();_, — 1 x; which is computed
with (CF) and (II) (or with (XI) in case n = 0, i.e., for U = (). Then, inclusion
=U C D is tested with (ID). If this test fails, then we know —U N =D is not
empty, and thus we can enumerate elements x € X by brute force, and test mem-
bership in U and in D. Eventually, we will find some x € =U N —=D.
To prove partial correctness we use the following loop invariant: U is upwards-
closed and U € —D. The invariant holds at initialization and is preserved by the
loop’s body since if 1 x is upwards-closed and since x ¢ D and D downwards-
closed imply 1 X € —D. Thus when/if the loop terminates, one has both—=U < D
and the invariant U € =D, i.e., U = —D.
Finally, the algorithm terminates since it builds a strictly increasing sequence of
upwards-closed sets, which must be finite by Lemma2.3.

(IF): This follows from (CF) and (CD), by expressing intersection in terms of
complement and union.

Lastly, we need to show that we can retrieve the filter decomposition of X. It
suffices to use (CD) to compute X = —{. [l

The algorithm for (CD) computes an upwards-closed set U from an oracle
answering queries of the form “Is U NI empty?” for ideals /. It is an instance
of the generalized Valk-Jantzen Lemma [26], an important tool for showing that
some upwards-closed sets are computable. This algorithm was originally developed
by Valk and Jantzen [59] in the specific case of (NF, <,).

As seen in the above proof, the fact that (ID), (CF), (Il) and (PI) entail (CI) is
non-trivial. The existence of such a non-trivial redundancy in our definition raises
the question of whether there are other hidden redundancies. The following theorem
answers the question in the negative.

Theorem 6.4 For each operation A among (ID), (CF), (1) and (PI), there exists a
WQO (X 4, <a) equipped with data structures for X and I1dl(X) for which operation
A is not computable, while the other three are.

This theorem means that short presentations are the shortest possible to capture the
information we want. Technically, we should also argue that the ideal decomposition
of X cannot be retrieved from procedures for operations (ID), (CF), (II), (PD).

For a full proof of Theorem 6.4, we refer the interested reader to [32, Proposi-
tion 8.1.4]. Here we only illustrate the techniques at hand by dealing with one case.
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Example 6.5 For n € N we write T, for the halting time of M, the n-th Turing
machine (in some fixed recursive enumeration), letting 7,, = oo if 7;, does not halt.
Let now Xcr = N? and define an equivalence relation E over Xcp by

n,mYE(mn',m’)y & n=n'and (T, < min(m, m’) or T, > max(m, m"))

One easily checks that E is compatible with the lexicographic ordering on N? in

the sense of Sect.5.2, and we consider the WQO (Xcf, <cg) with §deéf E o <.
Regarding implementation, we use pairs of natural numbers to represent elements of
Xcr, as well as the corresponding principal ideals. We also use a special symbol to
represent the only non-principal ideal: Xcr itself.

With this representation, (Xcg, <cr) is almost ideally effective: deciding whether
(n, m) <cf (n,m’) only requires simulating M,, for max(m, m’) steps (OD); ideal
inclusion reduces to comparing elements (ID); creating | x from x is trivial (PI); as
is representing Xcr itself as a sum of ideals (XI).

However, Xcr with the chosen representation does not admit an effective way of
computing the complement of filters (CF): indeed the complement of some 1y (n +
1, 0) must be some |, (n, m) withm > T, if M,, halts (any m is correct if M,, does not
halt). Thus a procedure for (CF) could be used to decide the halting problem, which
is impossible. (]

Remark 6.6 (On ideally effective extensions) (X cr, <cr) is obtained as an extension
of (N?, <jex), an ideally effective WQO. This proves that extensions of ideally effec-
tive WQOs are not always ideally effective, even in the special case of a quotient by
an effective compatible equivalence, and justifies the two extra assumptions we used
in Theorem 5.2. More precisely, it justifies that at least one of these assumptions is
necessary, and indeed, one can always compute the closure function Clp from the
closure function CI; (but not the converse!), and this in a uniform manner. The latter
result relies on an algorithm that is very similar to the generalized Valk and Jantzen
Lemma. (]

6.2 On Alternative Effectiveness Assumptions

The set of effectiveness assumptions collected in Definition 3.1 or Definition4.1 is
motivated by the need to perform Boolean operations on (downwards-, upwards-)
closed subsets, as illustrated in our motivating examples from Sect. 2.1. Other choices
are possible, and we illustrate a possible variant here.

6.2.1 A Natural But Not Ideally Effective Constructor

Giventwo QOs (X, <x) and (¥, <y), we can define the lexicographic quasi-ordering
<iex On X X Y by:
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def
{(x1, ¥1) Stex (X2, Y2) & X1 <x X2 V (X1 =x x2 A y1 <y »2),

where classically, =x denotes the equivalence relation <y N >y and <y denotes the
strict ordering associated to X, defined as <y \ =y.

Since <¢ is coarser than the product ordering <, from Sect.4.3, (X x Y, <jx) is
a WQO as soon as <y and <y are. Besides, when (X, <x) and (Y, <y) are ordinals,
the lexicographic product corresponds to the ordinal multiplication Y - X.

This WQO is simple and natural, but it is not always ideally effective in the sense
of Definition 3.1 (at least for the natural representation of elements of X x Y). The
fact that our definition misses such a simple WQO constructor is disturbing and will
be discussed in the next subsection. For now, let us show why lexicographic product
is not an ideally effective constructor.

Proposition 6.7 Lexicographic product is not an ideally effective constructor. In
particular, there exists an ideally effective WQO Xpp such that (Xpp X Az, <iex) IS
not ideally effective for any useful representation.

Proof Recall from Sect.3.1.1 that A, = {a, b} is the two-letter alphabet, where a
and b are incomparable. We use the following property: Let (X, <) be some WQO
and I € IdI(X) be one of its ideals. Then [ is principal if, and only if, I x A, is not
an ideal in the lexicographic product (X x Aj, <i). Indeed, if / = | x for some
x € Xpp, then (x, a) and (x, b) do not have a common upper bound in / x A, with
respect to <iex, hence I x A, is not directed. Conversely, if [ is not principal, then for
any two elements (x, c¢), (y,d) € I X Aj,, there is some z € [ such that z > x and
z > y. The element (z, a) is a suitable common upper bound, showing that I x A,
is directed.

Regarding Xpp, we refer to [32, Sect. 8.3] and do not describe it here: it is an ideally
effective WQO, similar to X¢cr from Example 6.5, and for which it is undecidable
whether an ideal [ is principal. This is enough to prove that (Xpp X Aj, <iex) is nOt
ideally effective. Assume, by way of contradiction, that it is ideally effective. Then
for any I € IdI(X), one can compute the ideal decomposition of D = I x A, and
then see whether this downwards-closed set is an ideal. But deciding whether D is
an ideal amounts to deciding whether / is not principal, which is impossible in Xpp.

Note: the only representation assumption that the proof makes on Xpp X A;
is that the pairing function x, ¢ — (x, c) is effective. With this assumption I x A,
can be built in the following manner: (1) compute Xpp \ I = 1 x; + -+ + 1 x,, in
Xpp; (2) derive (Xpp \ [) X Ay = U = 1 (x1,a) + 1(x1,b) + -+ + 1(x,, b) using
pairings; (3) obtain / x A, by complementing U in Xpp X A, assumed to be ideally
effective. (]

6.2.2 Deciding Principality

In the previous subsection, we have shown that a very natural constructor, the lex-
icographic product, is not ideally effective. However, in practice (X X Y, <ie) is
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usually ideally effective, that is, the lexicographic product of two “actually used”
WQOs (X, <x) and (Y, <y) is ideally effective.

Thus, the problem seems to come from the fact that our definition allows too
many exotic WQOs. Indeed, we can show that the lexicographic product of two
ideally effective WQOs for which we can decide whether an ideal is principal, is
ideally effective [32, Theorem 5.4.2]. All WQOs used in practice trivially meet this
extra condition, to the point that we could argue that we should not accept as ideally
effective any WQO that would not meet this requirement.

If, in the definition of ideally effective WQOs, one now adds the condition that
principality of ideals be decidable, then lexicographic product becomes an ideally
effective constructor, most of the constructors described in this chapter remain ideally
effective, to the notable exception of extensions and quotients: Theorems 5.2 and 5.7
fail with the new definition (see [32, Sect. 8.3] for details).

6.2.3 Directions for Future Work

We would like to mention three directions in which our work can be extended.

The first one was carried out in [19], relying on the topological notion of notion
called Noetherian space to generalize WQOs, in the following sense. Given a
quasi-ordered set (X, <), the Alexandroff topology has as open sets exactly the
upwards-closed sets for the quasi-ordering <. It turns out that the Alexandroff topol-
ogy associated to < is Noetherian if and only if < is a WQO on X. There are
also Noetherian topologies that do not arise as Alexandroff topologies, for example
the cofinite topology on an infinite set, or the Zariski topology on the spectrum of
a Noetherian ring. One advantage of Noetherian spaces is that they are preserved
under more constructors than WQOs, e.g., the full powerset of a Noetherian space
(with the so-called lower Vietoris topology) is again Noetherian. In [19], the authors
define a notion of effectiveness very similar to ours for Noetherian spaces, which
however excludes complements and filters, which do not make sense there. Similarly,
this notion of effectiveness is preserved under many constructors.

A second extension of this work was carried out in [32, Chap. 9]. The motivation
is close to the one above: handling more constructors. As mentioned in Sect.4.5, the
infinite powerset P(X) of a WQO, ordered with the Hoare ordering is not a WQO
in general. However, the class of WQOs for which (P(X), Eg) is a WQO is well-
known: these WQOs are called w?-WQO (e. g., see [34, 48]). The second author [32]
proposes a generalization of our notion of ideal effective WQOs which he calls ideal
effective w?-WQOs (also IdI*-effective WQOs). He then shows that the constructors
presented in this chapter also preserve this stronger notion of Id[*-effectiveness, and
also prove that, e.g., the powerset of an IdI>-effective WQO, ordered with the Hoare
quasi-ordering, is an ideally effective WQO. The notion of »?-WQO can be general-
ized to the notion of «-WQO for any indecomposable ordinal «, eventually leading
to the notion of better quasi-ordering (-WQO for every countable «). In [32], the
author raises the question on how to generalize ideal effectiveness to these classes
of quasi-orderings.
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Finally, one might challenge our own decision of representing upwards- and
downwards-closed sets as their filter/ideal decompositions. Its main advantage is
genericity: as proved in Sect. 2, this decomposition is possible in any WQO. It is also
very convenient. In the simple cases of (NF, <)) and (A*, <,), the representations
and algorithms we illustrated in Sect.2.1 have been used for years by researchers
who were not aware that they were manipulating ideals. This suggests that the idea
is somehow natural.

This does not rule out the existence of better ad-hoc solutions when considering a
specific WQO, notably in terms of efficiency. As will be seen in Sect. 6.3, the proce-
dures we have presented in Sect. 4.4 have an exponential-time worst-case complexity.
This exponential blow-up essentially occurs when one has to distribute the unions
over the products in order to retrieve an actual filter/ideal decomposition. We are
not sure this can be averted, but when one only needs to represent certain particular
closed subsets of (X*, <), better representations do exist: see for instance [23].

6.3 On Computational Complexity

In [32], the second author provides a complexity analysis of the algorithms we have
described in this chapter. Let us briefly summarize the complexity of the WQO
constructors we have considered.

Formally, let us define a polynomial-time ideally effective WQO to be an ideally
effective WQO for which there exist polynomial-time procedures for (OD), (ID),
(CF), dF), (CI), (I), (PI). A presentation of an ideally effective WQO is said to
be polynomial-time if all the procedures it is composed of run in polynomial time.
For instance, N is a polynomial-time ideally effective WQO, and the presentation
we gave for it is polynomial-time. However, a WQO as simple as (A*, <,), where
A = {a, b}, is not polynomial-time, at least for our choice of data structure for A*
and IdI(A*). Indeed, observe that the upwards-closed set U, = 1 a” N 4" has at
least exponentially many (in #) minimal elements: any word with n a’s and n b’s is
a minimal element of U,,. Therefore, the filter decomposition of U, is of exponential
size in n, and thus requires exponential-time to compute.

However, for instance, the Cartesian product (X x Y, <,) of polynomial-time
ideally effective WQOs is polynomial-time. (That would fail if X or ¥ were not
polynomial-time: for instance, if (X, <y) = (A*, <,), then the upwards-closed set
Ta", y1) N 1", y;) has at least exponentially many minimal elements, indepen-
dently of the filter decomposition of 1 y; N 1 y,.) Furthermore, from polynomial-
time presentations of (X, <x) and (Y, <y), the presentation of (X x Y, <) we
compute in Sect. 4.3 is polynomial-time as well. This motivates the following defini-
tion: an ideally effective constructor C is polynomial-time if it is possible to compute a
polynomial-time presentation for C[(X, <;), ..., (X,, <,)] given polynomial-time
presentations of (X1, <;), ..., (X,, <,). Note that we require that the procedures
of the presentation for C[(Xy, <), ..., (X, <,)] are polynomial-time, but we do
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not make any assumption on the complexity of the procedure that builds the new
presentation from presentations for each (X;, <;).
With this definition in mind, here is a summary of the complexity results from [32]:

— Both disjoint sum and lexicographic sum are polynomial-time ideally effective
constructors—this is a trivial analysis of the presentation of Sect.4.2.

— Cartesian product is a polynomial-time ideally effective constructor; that again
follows easily from an analysis of Sect.4.3.

— Higman’s sequence extension QO is not a polynomial-time ideally effective con-
structor. As we have seen above, already in the simple case of finite sequences over
a finite alphabet, some operations require exponential time. It is not difficult to see
that the presentation we gave in Sect. 4.4 consists of exponential time procedures.

— The finite powerset constructor (under the Hoare quasi-ordering) is a polynomial-
time ideally effective constructor. This again follows from an easy analysis of
Sect.4.5. This justifies implementing 7 (X) directly, and not as a quotient of X*.

— The finite multiset constructor, under multiset embedding, is an exponential-time
ideally effective constructor, and already (N2®, <emp) 1S nOt a polynomial-time
ideally effective WQO. However, (A®, <.m,) and (N®, <..;,) are polynomial-
time effective WQOs when A is a finite alphabet under equality.

7 Concluding Remarks

We have proposed a set of effectiveness assumptions that allow one to compute
with upwards-closed and downwards-closed subsets of WQOs, represented as their
canonical filter and ideal decompositions respectively. These effectiveness assump-
tions are fulfilled in the main WQOs that appear in practical computer applications,
which are built using constructors that we have shown to be ideally effective. Our
algorithms unify and generalize some algorithms that have been used for many years
in simple settings, such as N or the set of finite words ordered by embedding.

We have not considered any WQO constructor more complex than sequence exten-
sion, and this is an obvious direction for extending this work. How does one com-
pute with closed subsets of finite labeled trees ordered by Kruskal’s homeomorphic
embedding? Or of some class of finite graphs well-quasi-ordered by some notion of
embedding? The case of finite trees has already been partially tackled by the first
author, see [19, 27]. The technicalities are daunting, well beyond the ambitions of
this chapter, however.
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Strong WQO Tree Theorems )
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Lev Gordeev

Abstract Ordinal (vertex- and/or edge-) labeled finite trees are well-quasi-ordered
by homeomorphic embeddability with sound gap-conditions. Such strong gener-
alizations of Harvey Friedman’s tree theorem (abbr.: FT) on trees whose vertices
are labeled by bounded natural numbers are (a) provable in second-order arith-
metic H}-TRO (also designated ITR; below) that extends ACA( by transfinite
iteration of I1{-comprehension along arbitrary countable ordinals but (b) not prov-
able in a subsystem thereof that arises by weakening H%-transﬁnite recursion axiom
to H}-transﬁnite recursion rule. In particular, 1. KfiZ’s tree theorem (abbr.: Ki'T)
referring to ordinal edge-labeled trees [9] is provable in TT}-TRy (that is weaker
than theory IT}-CA implicitly used in [9]), which is the main result of the paper.
Moreover KiT is proof-theoretically equivalent to the author’s analogous theorem
(abbr.: GT) referring to ordinal vertex-labeled trees under symmetric gap-condition
[6]. Namely, both theorems characterize ITR in the sense of ordinal provability
over ACAy. That is, the supremum of proof-theoretic ordinals provable in ACAq
extended by GT and/or KiT is the proof-theoretic ordinal of ITRy [in symbols:
|IACA) + GT| = |ACAy + KFT| = |TT}-TRo| = 40 (®10) (see [12] for the last
equality)]. By contrast, the restricted GT and KiT referring to ordinal labeled inter-
vals (i.e. non-branching trees) both yield analogous characterizations of a weaker
(predicative) theory ATRy, instead of ITR (cf. [5]).

1 Introduction

Kruskal’s tree theorem (abbr.: KT) states that finite trees are well-quasi-ordered
under the homeomorphic embeddability [10]. Beside for its mathematical trans-
parency, this theorem has applications in computer science (eg. in the theory of
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rewriting,break cf. [1, 3]). However, the most prominent feature of KT is its
proof-theoretic strength that exceeds the one of the predicative analysis ATR,
that is well-known in mathematical logic and foundations of mathematics. In fact
|ACAy + KT| =9Q¥ > I'y = |ATR| [13]. Thus KT is not provable by predicative
means—this fundamental result is due to Harvey Friedman (cf. [14]), who also con-
sidered finite trees labeled by bounded natural numbers under the homeomorphic
embeddability with certain asymmetric gap-condition, and proved that the corre-
sponding well-quasi-ordering (abbr.: wqo) property is true but not provable in the
theory of H}-comprehension axiom with arithmetical induction, H:-CAO, that is
stronger than ATR, (in particular, KT is provable in IT{-CAy). To put it more pre-
cisely, let (T, £) denote any n-bounded labeled tree in question, where T is a finite
tree! with labeling function £ : V(T) — n, while V(T) is the set of nodes (vertices)
inTandn ={0,--- ,n — 1}. Now (11, £1) <, (T, £,) if there is a homeomorphic2
label-preserving embedding f : T} — T, that satisfies the following asymmetric
gap-condition

(a) If (x, y) is an edge in T1 and u € V(T3) any vertex between f (x) and f (y), in
T>, then £, (u) = £y (y)

Theorem 1 ([14]) Let n > 0 be fixed. The set of n-bounded finite labeled trees is
well-quasi-ordered by <,. Moreover, this statement, FT, is a theorem of Hi—CAO.
However, the corresponding universal statement “for every n > 0, the set of n-
bounded finite labeled trees is well-quasi-ordered by <, ” is not provable in T1 % -CAy.

In order to generalize this result, the author considered [5, 6] finite trees labeled
with arbitrary (countable) ordinals, instead of natural numbers, under the homeomor-
phic embeddability (71, £,) <s (T, £,) determined by the existence of f : T} — T,
that does not decrease the labels, i.e. £; (x) < € (f (x)), and satisfies the following
symmetric gap-condition

(s) If (x, y) is an edge in T1 and u € V(T3) any vertex between f (x) and f (y), in
Iy, then min {£; (x), &1 ()} < &2 ().

Theorem 2 ([6]) The set of finite trees with ordinal-labeled vertices is well-quasi-
ordered by <s. Moreover, this statement, GT, is provable in impredicative theory
ITR, (that is defined analogously to its predicative counterpart, ATR, with respect
to Tl-transfinite recursion) but not in a weaker theory that arises by weakening
T1}-transfinite recursion axiom to T1}-transfinite recursion rule.

Actually, it follows that GT characterizes ITRy in the sense of ordinal provability
over ACAg, i.e. JACAg + GT| = [ITRy| = ¢0 (10) > 90, = |1} — CAq| (cf.
Abstract and [11, 12]). Hence, proof-theoretically, GT is much stronger than FT. By
contrast, [5] shows that GT restricted to intervals analogously characterizes ATR
that, in turn, is too weak to prove even (unlabeled) KT (see above).

'We consider upward directed structured rooted trees whose roots are the bottom nodes.
2Homeomorphisms in question preserve branching order.
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Meanwhile, Harvey Friedman conjectured that finite trees with ordinal-labeled
edges (instead of vertices) are well-quasi-ordered by the homeomorphic embed-
dability (T}, £;) <g (T», £») determined by the existence of f : T} — T, satisfying
the following gap-condition

(e) Every edge x in T is mapped by f onto a path in 75 consisting of edges u such
that £, (x) < £, (u).

This conjecture was proved by I. KfiZ [9] at about the same time as the authors’s
Theorem 2, although using different ideas that can be formalized in the theory of
I1}-comprehension, IT}-CA, but certainly not in ITRy.

Theorem 3 (K¥T [9]) The set of finite trees with ordinal-labeled edges is well-
quasi-ordered by <g.

In the present paper we show that [1}-comprehension used in [9] is an “overkill”
and demonstrate by the method used in [6] that KiT is actually provable in ITR.
Hence KiT also characterizes ITRy in the sense of ordinal provability over ACA,.
As compared to analogous proof in [6], here we use somewhat different notions
of open, closed and nopen trees, in order to make the method work in the case of
edge-labeled trees.

By the same token, similar modification of [5] shows that K¥T restricted to inter-
vals analogously characterizes ATR. Loosely speaking this is because in the case
of intervals we can use transfinite iteration of first-order comprehension, instead of
H}-comprehension being enforced by the branching structure of trees proper (we
omit the details).

2 Labeling Trees with Ordinals

2.1 Basic Notations

A finite rooted tree is a finite partial order T = (S, <), 0 # § Cy;, N, with (uniquely
determined) minimal element ry € S satisfying (Vy € S) (rr < y) and such that
for any x € S, {y € §: y < x} is linearly ordered by <. Note that any x,y €
S uniquely determine inf {x, y} € S such that inf {x, y} < x, inf {x, y} <y and
~Vze S ((zdxAzdy) — z Jinf {x, y}).

Let T = (S, <) be fixed. Elements of S are called vertices, or nodes, of T . Vertex
rr is called the root of T. If (Vy € S) (x 4 y) then x is called an end-node, or a
leaf,in T. If x < y, i.e. x <y # x, then x is said to occur below y. If x < y and
(#z € S) (x < z <1 y) then x is called the (uniquely determined) parent of y (abbr.:
x =p(y)). A y € S such that p(y) = ry is called a root-neighbor. Pairs e(y) :=
(p(»), y) are called edges of T. In the sequel we let V(T) := S and denote by E(T)
and L(T') the sets of edges and leaves of T, respectively.
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For any pairoftrees T} = (S, <1), Th = (Sz, <p) letHEM > f : Ty — T, express
that is a homeomorphic embedding of T into T, i.e. a monomorphism preserving
inf {—, —} and the order of every branching. The latter condition means that if x =
p(y) = p()in Ty, f (x) = pu) = p(v)in To,u <y f (y)andv <, f (2),theny < z
implies # < v (in N).

2.2 Vertex-Labeled Trees

Let O = (P, <), P C N, be a fixed (countable) well-order. A vertex-labeled tree
(abbr.: vit) relative to O is a structure V = (T, ¢), T = (S, <) being a tree and
£ :v(T) — P alabeling function. We define the embeddability relations <g and <,
on vit’s.

Definition 4 Let V; = (T1, £1) = (S1, <y, £1) and V, = (T, £1) = (S2, <o, £7) be
any vit’s. Let f : V; <s V, abbreviate the conjunction of the following conditions
1-3, where x, y and u are ranging over S| and S,, respectively, while p;(—) is p(—)
of T (if defined). Let V| <g V, abbreviate 3f : V| <g V>.

I. HEM > f: Ty — Tr and f (L(T))) CL(TR).

2.6 (x) 26 (f ().

3. IF f(pi(y) <2 u <z f(y) then min {€;(p1(y)) , £1(y)} < £2(u).
The embeddability relation <, is defined analogously using conditions 1, 2 and
4, where

4. If f(p1()) <2 u < f(y), then £y (¥) < £ (u).

Conditions 3 and 4 are referred to as symmetric and asymmetric gap-conditions,
respectively.3 Note that <, implies <s.

2.3 [Edge-Labeled Trees

Let O = (P, <) be as above. An edge-labeled tree (abbr.: elt) relative to O is a
structure E = (T, £),T = (S, J)beingatreeand ¢ : E(T) — P alabeling function.
The embeddability relation <g on elf’s is defined as follows (cf. [9]).

Definition 5 Let £, = (T1, £1) = (S1, <1, £1) and Ey = (T2, £1) = (S2, <o, £2) be
any elt’s. Let f : E| <y E, abbreviate the conjunction of the following two condi-
tions, where y and v are ranging over S| and S, respectively, while p; (—) and e; (—)
are p (—) and e (—) of T;, respectively. Let E; <g E; abbreviate 3f : E; <g E».

3This asymmetric gap-condition, due to M. Okada, upgrades Friedman’s asymmetric gap-condition
(a) (see Introduction) that fails in the infinite ordinal domain (cf. [5, 7]).
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1. HEM> f: Ty - T> and f (L(T))) CL(T3).
2. IF f(pi () <2 v s f(y) then £y (e1(y)) = €2 (€2(V)).

Condition 2 is referred to as the edge-gap-condition.

2.4 Complex Edge-Labeled Trees

Let O = (P, <) be as above. A complex edge-labeled tree (abbr.: celt) relative to
O is astructure C = (T, M, £), T = (S, <) being a tree, £ : E(T) — P a labeling
functionand M C § \ {rr} aset of distinguished vertices called marks, provided that
for any x, y € S the following two conditions hold. (Note that elt’s are celt’s with
M=0.)

1. Ifye Mandrr #x < y,then £ (e (y)) < £ (e (x)).
2. fyeM,y <xand (Fz € M) (y <z <dx),then £ (e (y)) <X £ (e(x)).

Below we’ll often rename r7 as r¢. The corresponding reflexive (but not neces-
sarily transitive!) embeddability relation < is defined as follows.

Definition 6 Let Cl = (T], M], El) = <S1, Sl], M], Zl) and Cz = (Tz, Mz, Zl) =
(S2, <u, My, £5) be any celt’s. Let f : C; <. C, abbreviate the conjunction of the
following three conditions, where y and v are ranging over S| and S, respectively,
while p;(—) and e; (—) are p (—) and e (—) of T;, respectively. Let C; <. C, abbre-
viate 3f : C; <¢ C.

I. HEM > f: Ty — Tr and f(L(T1)) SL(T»).
2. If f(p1(y) <2 v L f(y) then £1(e1(y)) < £2(e2(v)).
3. fpi(y)=rp, and Qw € M) (w <y v <y f (¥)), then £; (e1(y)) <X €1 (e2(v)).

2.5 Main Propositions

Definition 7 Let O = (P, <) be as above. Let S = {S(0),---,S(n),---} be an
infinite sequence of vir’s, relative to O. S is called <s-bad if S (i) £s S (j) fails
foralli < j e N={0,1,---}. The <,-bad sequences of vit’s, <g-bad sequences
of elt’s and <c-bad sequences of celt’s, relative to O, are defined analogously.

Let Propositions A, B, C and D express that for any well-order O,
there is no <g -bad sequence of vit’s, no <, -bad sequence of vif’s,
no <g -bad sequence of elt’s and no < -bad sequence of celt’s,
respectively, relative to O.

Propositions A, B and C respectively say that the corresponding orders on vit’s
and elt’s are wqo’s. Recall that A and C are true propositions GT and KiT according
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to [6, 9], respectively (cf. Theorems 2, 3), while B is stronger than A as <, implies
<s. Moreover, by Theorem 2, Proposition A is provable in ITR that extends ACA(
(being a second-order conservative extension of Peano Arithmetic) by the axiom
expressing in the second-order language that for any well-order O, there exists the
hyperjump-hierarchy of sets along O (cf. e.g. [5, 6]; see also [2, 11, 12, 14] for more
information about subsystems of analysis in question).

Main Theorem. Propositions A, B and C are all provable in ITR

In what follows we prove that Proposition C is a theorem of ITR (which is the
paper’s main result), while in the final chapter we’ll show that so is D, too. The
remainder follows from

Lemma 8 Proposition C infers Proposition B, and hence A, provably in ACA,.

Proof Assuming C suppose that S = {S(0),---,S(n),---} is an infinite <,-
bad sequence of vit’s, relative to a given well-order O = (P, <). For any n > 0,
let p(n) € P be the root-label of S (n). Arguing in ACA, there is a strictly
increasing function ¢ : N — N such that (Vi < j) p(S (¢ (i))) =< p(S (¢ ()))).
Let S, = Sop= (S 0) = (To, bo) , -+ , S (p () = (T, &) , - }. Clearly
S, is an infinite <,-bad subsequence of S. Let O be a minimal well-ordered
extension of O and O; = (P, <) := O’ ® O be the corresponding (well-ordered)
disjoint sum. The ordinal of O; is (¢ + 1)+ o, where 0 =sup 0. Let S| =
{S10)=(To. €}), -+, Si (n) = (T, €}), - - - } be an infinite sequence of vir’s rela-
tive to O, that arises by replacing, in every 7T,,, the labels ¢, (x) € P of the root-
neighbors x by the labels ¢! (x) corresponding to o + £, (x) in P;. We claim

that Sy is <,-bad relative to O,. For suppose h : (T}, £}) <, <T_,,E}> holds for
some i < j. Then, by conditions 2, 4 of Definition 4, we conclude that h (rT,.) =
T, while for any root-neighbor x of rr, h(x) is a root neighbor of rr;, as
max {Rng ), Rng (Ej)} <1 0. But this easily implies % : (T}, {;) <4 (Tj, Ej)—a
contradiction to the <,-badness of S,,. Now let S, = {8, (0) = (Tp, €3}, -+ . S» (n)

= (T, £2), - - - } be an infinite sequence of elt’s relative to O; that arises by setting
€2 (e(y)) := ¢ (y) for all n and y € V(T,,) \ {r,}. The <,-badness of S; easily
implies that S, is <g-bad relative to O;—a contradiction to Proposition C. |

Remark 9 Theorem 2, Main Theorem and Lemma 8 reveal that ACA extended by
Proposition C (and/or Proposition B) has the same proof-theoretic strength as ITRy,
since this is the case of Proposition A ([4, 6, 7], see also [9]). Thus Propositions A,
B and C are equivalent modulo ordinal provability over ACAy. In particular, none of
Propositions A, B, C is provable in the weakening of ITR that arises by replacing
I} -transfinite recursion axiom by IT}-transfinite recursion rule.

In the sequel we use Higman theorem in the following “reflexive” form (it has the
same proof-theoretic strength as classical wqo result from [8]).
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Theorem 10 (Higman) Let Q = (S, R), R C S x S, be any reflexive order that
has no infinite R-bad sequence, i.e. no {x, € S},c, such that @i < J)XxiRxj. Let
Q* := (8%, R*), where S* consists of all finite tuples (xq, - - - , X,), x; € S, and R* C
S* x S* is given by

(xg, - - ,xn)R*<x(’), e ,x,’n) o (3A0<C0)<---<C(n)<m) (Vi <m) xiné(i).

Then Q* has no infinite R*-bad sequence.

3 Proof of Proposition C. Part 1

3.1 Basic Definitions and Notations

To begin with we specify complex edge-labeled trees to be used in the proof.

Definition 11 Let O = (P, <) be a fixed well-order. Arbitrary elements of P (9, o,
T, U, etc.) are also called ordinals. A regular celt (abbr.: relt) relativetoc < v € P
is a structure C = (T, M, £), T = (S, <) being a tree and £ : E(T) — P a labeling
function such that for any rr # x, y € S the following five conditions hold.

£e(x)) <.

Ifye Mand x <y, then £ (e (y)) < £ (e (x)).

Ifye M,y < x and (Fz e M) (y <z <x),then £ (e (y)) < £ (e(x)).
If y e M then £ (e (y)) < o.

If (Jz eM) (z < y) then o < £ (e (¥)).

N

Notations 12 Let R [O] denote the set of relt’s relative to o < v. For any celt’s
(relt’s) Ci = (T,, M,', Kl> = (Si, S‘i» Mi, Ei), i € {@, l, 2}, by C1 - C2 we abbrevi-
ate that Cy is a subcelt (subrelt) of Cy, ie. r¢, € S2, 1 = {x €S ire, < x},
4=, [S], b= 4 FE(Tl) and M| = M, N S;. In other words, C; C C, iffrcl IS\
and C| = (Cz),cl, where (C), denotes the subcelt of C rooted in x. The subcelt’s
(subrelt’s) are supposed to be ordered (say, lexicographically) by a linear size-
preserving relation <y (thus C; & C, implies C| < gx C», where as usual & ()
stands for C_y N #). Furthermore:

e C is called open if it has a root-neighbor x ¢ M; otherwise C is called nopen. A
nopen C is closed if it has just one root-neighbor x (hence x € M); in this case,
we denote by ec and p¢ the (uniquely determined) root-edge e (x) = (r¢, x) and
root-ordinal £ (ec), respectively. A closed C is closed below (resp. above) § € P
if £ (ec) < 9 (resp. £ (ec) > 6). Thus any closed C € R” [O] is closed below v.

e y € S occurs in the root-piece of C (abbr.: y ey C)if (Ax € M) x < y. C occurs
in the root-piece of C; (abbr.: Cy Cgp Co) if r¢, €xp C2 and C; C C,.
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e C) is closed in C; (abbr.: C; C¢ Co) if Cy is closed, r¢, €ge Ca, ec, = (rc,, x) €
E(T2), pc, = 2 (ec,) and (Cy), C C,. Relations €3’ and g?f specify C by
adding conditions p¢, < 6 and p¢, = J, respectively.

e T and (T, M) are called the skeletons of C. Relations C, Cgp, & are naturally
adapted to skeletons; we also let r7 1= r¢.

Definition 13 A set S € R” [O] is <¢-wqo if there is no <c-bad sequence g :
N — S. A sequence f : N — R” [O] is <c-odd (resp. <c-flawful) if it is <c-bad,
although &g (resp. S1)is < -wqo, where So = {C: (AneN)(C & f(n))}and S =
{C: (FneN)(C S f(m)}

Let RY [0 := =RV[O]U{0}. A sequence f:N— RY [O]F is normal if
{neN: f (n) ;é @} is infinite. For any normal f : N — R” [OF let f N —
Ry [O] be an infinite subsequence enumerating the nonempty components; it is
deﬁnedby f (n) := f (¢ (n)) where pis givenby ¢ (0) :=min{j > 0: f (j) # @}
and o (i + 1) :=min{j > p (i) : f (j) # 0} Anormal f:N—> RO is <c
bad (<¢-odd, <. -flawful) if so is the corresponding f N— RY [(9] Note that “ f
is <c¢ -flawful” 1mp11es “f is <c -odd” implies “ f is < -bad”.

Definition 14 Let f: N — RY [O]T be normal and <c-bad. Minimal-cofinal
sequence fyc : N — R” [O]" and correlated strictly increasing function o : N — N
are defined by simultaneous recursion, as follows.

1. Letp (0) :=min{i : f (i) # @} and for every j < ¢ (0) let fyc (j) := 0.
2. Suppose @ (i) and fyc (j) are defined for all i <k and j < ¢ (k), where
f (¢ (k)) # @. Then:

(a) Let fyc (¢ (k)) be the minimal (lexicographically) C for which there exists
a strictly increasing v : N — N together with a <.-bad sequence g : N —
RY [O] such that ¢ (0) = ¢ (k), g (0) = C and foralln > O and j < 9 (0)
the following two conditions hold.

LIf fuc () # D then fyc (j) %c g (n).
ii. g (n) Sre f(W(n)).

(b) Lety (k + 1) be the minimum i > ¢ (k) such that f (i) # ¥ and there exist
v and g as in (a) such that ¢ (0) =i and for all n > 0 and j < ¢ (k) the
conditions (a) i. and (a) ii. hold.

(c) Foreverym : p (k) <m < @ (k+ 1) let fyc (m) :=0.

Now let o = § € P. Minimal-limit-above-§ sequence f]\iL :N— RY[O]* and
correlated strictly increasing function ¢ : N — N are defined analogously, while
replacing everywhere fyc and ¢ by fle and ¢°, respectively, and 2 (a) ii. by

2(a)iii. g (n) =f@m)orgm 5 fm).
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3.2 Basic Observations

Lemma 15 Forany f : N — R7[O], if {C: (AneN)C & f(n)}is <c-wqo then
so is { f(n) : f(n) is neither open nor closed}, and if {C: (AneN)C C, f(n)} is
<c-wqo then so is { f (n) : f(n) is nopen}.

Proof This is an easy consequence of the Higman theorem, if we regard nopen celt’s
as tuples of their closed components. |

Lemma 16 Let§ < o <X vand f, fyc, f]\iL :N—> RV [O1 be as in Definition 14.
Then fyc and fh‘jL : N — RY[O]*are both normal and <c-bad. Moreover, if f is
<c-odd then so are fyc and fh‘fm, and if f is <c -flawful then so is fyc. Furthermore,
the following three conditions hold.

1. There is a strictly increasing ¢ : N — N such that for every neN, @ #
Juc (@ (1)) Sre f (@ (n)). Moreover there is no <c-bad g: N — R [O] with a
strictly increasing v : N — N such that for every n € N, g (n) Grp fuc (¥ (n));
equivalently, {C # ¥ : (AneN)C Gyp fuc (1)} is <c -wqo.

2. There is a strictly increasing ¢ : N — N such that for every neN, either
fom)=f () orB# [ (o) S5 f (¢ (n). Moreover there is no <c-
bad g : N — R [O] with a strictly increasing v : N — N such that for everyn eN,

g(n) ggf fh‘jL (¥ (n)); equivalently, {C #0: (@AneN)C g(‘ff f]\‘jL (n)} is <¢-wqo.

3. IfS.s = {C #@:(FneN)C ggf f (n)} is <¢-wqo, then Rng (fl\iL) con-
tains only finite collection of celt’s that are neither open nor closed above §.

Proof That fy, and f;ZL are normal and <.-bad follows by induction from
Definition 14. The <.-odd (<. -flawful) strengthenings in question are obvious.
Note that if £ is <c -odd but not <c -flawful, then f (n) = f (n) holds for almost
all (nonempty) components of Rng ( fl\‘jL).

1. The former assertion follows by induction from Definition 14. To prove the latter
suppose there exists a <c-bad g : N — R” [O] with strictly increasing ¢ : N — N
such that for every n, g (n) is a proper subrelt of fyc (1 (n)) whose root occurs in
the root-piece of f(n). But then g should arise at some step k of the construction of
Juc as a possible infinite <.-bad extension of the previously defined initial segment
Juc (0), - -+, fue (¢ (k) — 1). For to verify the only nontrivial condition 2 (a) i. it will
suffice to observe that the assumption @ # fyc (j) <c g (n) e fuc (¢ (1)) would
infer fyc (j) <c fuc (¥ (n)) (in contradiction to proven <.-badness of fyc), as g (n)
and fyc (¢ (n)) both have the same marks. Thus g would be a legitimate candidate
for an infinite <.-bad extension in question. But g (0) is smaller than fyc (¢ (0))—a
contradiction.

2. The former assertion follows by induction from Definition 14. To prove the
latter suppose there exists a <c-bad g : N — R [O] with strictly increasing v :
N — N such that for every n, g (n) is a proper subrelt of fI\iL (1 (n)) that is closed
above J. But then arguing as above we show that g should arise at some step k
of the construction of fl\iL as a possible infinite <.-bad extension of the previously
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defined initial segment fle 0, -, f]\fL (¢ (k) — 1), although ¢ (0) is smaller than
fl\‘jL (1 (0))—a contradiction.

3. Arguing by contraposition suppose that there exists a strictly increasing
¢ : N — N such that for every n, h (n) := fh‘fm (¢ (n)) € RY[O] is neither open nor
closed above §. Thus for any & (n) = (T,,, M,, £,) = (S,, <., M,,, £,,) and any root-
neighbor y € S, wehave y € M,,. Moreover, since S.5i8 <c-wqo, h : N - R [O]
has no infinite subsequence consisting of closed relt’s (otherwise there would be a
one consisting of those closed below §). So we may just as well assume that every
T, has at least two distinct root-neighbors. Let S C R” [O] be the collection of
all Cy = (Toys My y. €ay) = (Snys Suys My, €ny) G h(n),n € N, where y € S,
are the root-neighbors in 7, and S, , = {r,} U{x € S, : y <, x}, <uy=< s,
M,y =M,NS,yand ¢, = £, [s, . Since h is <c-bad, by an obvious specializa-
tion of the Higman’s theorem (cf. Lemma 15) we conclude that there exists an infinite
<c-bad sequence 4’ : N — &’ such that every &’ (n) is closed, and hence also closed
above 4, since S is <¢-wqo. Now that all 4’ (n) are proper subrelt’s of the corre-
sponding components of #, this contradicts the minimality of f]\fL as in the proof of
1. |

Lemma 17 For any well-order O = (P, <) and v € P, there is no normal <. -
fawful sequence f : N — R"[O]*.

Proof Suppose that a normal f : N — R” [O]" is <. -flawful. By Definition 11
(1) all labels in f (n) = (T,,, M,,, £,,) # B, n € N, are < v. By Definition 11 (5) the
root-piece of 7, is empty, and hence £, (y) € M, holds for every root-neighbor y,
i.e.every f (n) is nopen. Since f is <. -flawful, the set of closed subcelt’s occurring
in Rng (f)is <c-wqo. Hence, by Lemma 15, sois Rng (f) as well—a contradiction
to <c-badness of f. |

4 Proof of Proposition C. Part 2

Denote by £” [O] (C¥ [O]) the set of elt’s (celt’s) relative to O, :={) € P:§ < v}
and let & [O]" := £V [O] U {#} and C” [O]* := C” [O] U {#}. Note that R” [O] C
C"[O] and &” [O] C Ry [O], and hence every infinite <g-bad sequence g : N —
&Y [0] is normal and <c-flawful in R [O]*. In the sequel we consider normal
sequences f, g, h of the types N — C” [O]* and in particular N — R” [O]T,0 < v,
while keeping in mind that <., C_, are relations on C* [O] and R, [O]; thus in par-
ticular C, ﬁc C, if @ € {Cy, C3}. Proposition C now follows from the alleged exis-
tence of a <g-bad sequence g : N — £” [O] by Lemma 17 together with following
theorem (for o := 0 and 7 := v).

Theorem 18 For any well-order O = (P, <X) and 0 <17 <v € P the following
holds. Suppose there exists a normal <c -flawful sequence g : N — RY” [O]*. Then
there exists a normal <c -flawful sequence h : N — RY [O]*.
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4.1 Proof of Theorem 18. Part 1 (Construction)

We define an operator ‘R that for any 0 < 7 < v € P and any normal <. -flawful
sequence g : N — R” [O]" will produce a required normal <. -flawful sequence
R(o,7,9) : N—> RY[O]". Now R (o, 7, g) is defined as follows by transfinite
recursion on 7, where we show only nonempty components of g and leave empty
ones unchanged, i.e. R (o, 7, g) (n) := @ if g (n) = (. Note that all ordinal labels
occurring in ‘R (o, 7, g) (n) already occur in g. For the sake of brevity we’ll adopt
operational formalism to the previously defined minimal cofinal and limit after v
infinite sequences by setting My (f) := fuc and M’ (f) = f .

Transfinite recursion.

Basis. Let R (0, 0, 9) := g.

Successor clause. Suppose 7 = § 4+ 1 in O. Let

Ro.7.9) =93

where g1 — g3 : N — C” [O]" are as follows.

(1) g1 :=%R (0,9, 9).

(2) g2 1= My (91)-

(3) For any n € N with g, (n) =@ let g3 (n) := . For any n € N with @ #
g (n) = (T, M, L), let g3 (n) := (T, M, 6), where M+ D M arises by adding all
lowermost nodes y €gp (T, M) such that ¢, (e (y)) = § (if any exists, otherwise
Mt = M).

Limit clause. Suppose 7 = 21&1 {r} @) in O, {r} : N — P a 7t-fundamental
sequence with (Vi < j) ({7} (i) < {7} (j) < 7) and Vo < 7) i (o < {7} (i)). Let
{r}, be a restriction of {7} that is defined by {7}, (0) := 0 and {7}, (i + 1) :=
{r} (@ +min{j: o < {7} (j)}). Now let

(R0, 7.9) = g5

where go : N — (N — C”[O]*) and g; — g5 : N — C” [O]" are as follows.

(0) go is defined recursively by

go(0):=gand go (i + 1) :==R({7}, (). {7} G + 1), go ().

(1) g1 (being a diagonalization of gp) is defined for any n € N by

g1 (n):=go (s (n)) (n), where s (n):=min {i : (Vj > i) go (i) (n) = go (j) (W)}.*

Now consider two cases:

Case 1. Suppose that the root-labels of closed relt’s g; (n), n € N, are all bounded
by a fixed ( < 7. Then foreveryi =2,---,5weletg; := g;.

Case 2. Otherwise, g, — gs are defined as follows.

(2) g2 := M7, (g0)-

(3) g3 is defined by recursion. Let g3 (0) := g, (0) and for any given k > 0 suppose
that g3 (0), - - - , g3 (k) are already defined, where for any i < k with g3 (i) # ¥ we

“4In the next section we’ll show that s (n) € N holds for every n € N.
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have g3 (i) = (T;, M;, ¢;). Then g3 (k + 1) := g» (k + 1), except that g, (k + 1) is
closed above ¢ and the following condition () :

(Vi =k :g3() #9) (Ve € E(T}) : £i (e) < T)max {{; (e) , {T}, (s (D)} = pgyae+1)

holds for s :N— N as in (1). In the remaining case of g,(k + 1)=(T,M,£) that is
closed above o and satisfies (x), let g3 (k + 1) := <T, M-, Z’) for M~ := M\ {y},
where y is the root-neighbor in T, while for any e = (u, v) € E(T) we let

(o) e max {£(e(v')) <7 : V' € (T, M7)},if  vEge(T, M™) and £(e) <,
© =14, else.

4) g4 := My (93)-

(5) For any n € N with g4 (n) =@ let g5 (n) := @. For any n € N with @ #
ga (n) = (T, M, £) let gs(n) := (T, M, £), where M* 2 M arises by adding all
lowermost nodes y €gp (T, M) such that £ (e (y)) < 7 (if any exists, otherwise
Mt :=M).

This yields R (o, 7, g) = g5 for limit 7 and thereby completes the definition of
R by transfinite recursion on 7 < v.

4.2 Proof of Theorem 18. Part 2 (Soundness)

To complete the proof we must establish the soundness of the construction, i.e. that at
each stage we indeed obtain a normal <. -flawful sequence R (o, 7, g) in R [O]*.
Case o = 7 is trivial. Now assuming o < 7 the soundness is proved below together
with the additional assertion of coherency by simultaneous transfinite induction on
TV

Definition 19 (coherency) Let f° : N — R”[O]* and f7 : N — RY[O]* be nor-
mal. We say that £ and f7 are coherent if for any m, n € N the following conditions
1-5 hold, where fE k) = <T,f, M,f, Z§> = <S,f, ﬂf, M,f, E,i) are the nonempty com-
ponents of f¢, ¢ € {0, T}.

1. If f9 (n) = @then f7 (n) =Y, else T, <, T,7, where C,isachainof Cand C.
If f7 () #D# f7 (n) then (Ve € E(f7 (n))) (3¢’ € E(f (n))) £ (e) = £ (€').

2. Forany x € M, thereis y <7 x with y € M and £;, (e (y)) < £, (e (x)).

3. Suppose M, > x <7 y and £ (e (x)) < 0. Then €] (e (y)) = £7 (e (y)). More-
overy e M iff y e M.

4. Suppose 1y # Yy €re f7 (1) and £] (e (¥)) > 0. Then £ (e (y)) > 7 implies
£ (e (y)) =4 (e (y)),whereas €] (e (y)) < 7implies£] (e (y)) < £, (e (y))and
(3 ew 7)€, (e () = £; (e (V))-

5. If f79(n) # @ and (Vm < n) f7(m) = f° (m), then f7(n) # .
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Theorem 20 Let 0 < v and a normal < -flawful sequence f° : N — R [O]" be
fixed. For any T € [o,v] let 7 :=NR (o, T, f7). Then f" is a normal <. -flawful
sequence of the type N — RY [O]". Moreover f° and fT are coherent.

Proof We argue by simultaneous transfinite induction on 7. Rng (f7) € RY [O]"
and coherency conditions 14 are readily verified by the definition of R (o, 7, f7).
Consider the rest.

Basis. Case 7 := ¢ is trivial, as R (o, 0, f7) = f°.

Successor clause. Suppose 7 = § + 1 and let g; = £, g» = My (f°) and g3 =
%! be as in the definition of R (¢, § + 1, 7). That g and g» are normal <. -flawful
sequences in R [O]™ is readily seen by the induction hypothesis and definition of
Myc along with Lemma 16 (1), respectively. g3 : N — R [O]" is normal and <-
bad, as adding new marks can only destroy the embeddability <.. Consider the <. -
flawfulness of g3. Since closed subrelt’s occurring in Rng (g;) are the ones occurring
in Rng (g91) = Rng (fé), by the induction hypothesis the set of these subrelt’s is a
<c¢-wqo. Hence g3 is < -odd (at least). It remains to show that the set of new closed
subrelt’s in Rng (g3) that arise by adding marks whose edges are labeled with ¢ is a
<c -wqo too. Suppose not and consider an infinite <.-bad sequence 4 : N — RY [O]
and a strictly increasing ) : N — N such that foranyn € N, & (n) C¢ g3 (W (n)) =
(T, My, £,) with pyy = 6. Let h™ (n) be a subrelt of g, (¢ (n)) obtained by deleting
the root mark x and 2~ : N — R} [O] be the corresponding sequence of subrelt’s
h™ (n) Sre g2 (¥ (n)). Note that forany m < n, h™ (m) <c h™ (n) implies h (m) <c
h (n), as ¢ is the minimum ordinal occurring in the root-piece of g, (1 (m)). Since
Rng (h_) is <¢ -wqo (cf. Lemma 16 (1)), we arrive at a contradiction to <.-badness
of h. Thus g3 = f7 is < -flawful in RY [O]7, as required.

Consider coherency condition 5. Suppose f? (n) # ¢ and for every m < n,
£ (m) = £+ (m) = g3 (m) # 9. By the induction hypothesis with respect to con-
ditions 1-4 together with obvious skeleton-monotonicity of g; — g3 we obtain
£7(m) = £ (m) = g; (m) = g (m), which by the induction hypothesis with respect
to condition 5 yields f? (n) = g; (n) # ¥. Furthermore, g, (n) # @ follows from
g1 (n) # Wand (Vm < n) g (m) = g» (m) by the definition of g, = My (g1), while
£t (n) = g3 (n) # ¢ easily follows from g, (n) # @ by the definition of g,.

Limit clause. Suppose 7 = 1}&1 {7} (i) and consider sequences gy — gs as in the

definition of R (o, 7, 7). First we prove the soundness of g; — gs.

(g1) s(m)y=min{i : (Vj >i)go (@) (n) =go(j) ()} is well-defined for every
n € N,where g : N - (N — C”[O]") arises by recursive clauses go (0) := f“ and
g+ :=R{7}, @), {1}, (@ + 1), go (i)). Indeed, by the induction hypothesis,
every go (i) is normal in R{Vﬂn @ [O]". Consider an infinite sequence {go (i) (7)};cn-
By the induction hypothesis with respect to conditions 1-4, the skeletons of g (i) (n)
weakly decrease while their labels and marks weakly increase with regard to i such
that every new ordinal already occursin f? (n). Hence gy (0) (n) , -+, go () (n), - - -
must stabilize after a certain i =: s (n), i.e. (Vj > s (n)) go (j) (n) = go (s (n)) (n).
Hence s (n) and g; (n) := go (s (n)) (n) € RY [O]" are well-defined. We claim that
g1 is normal, i.e. it contains an infinite set of nonempty components g; (m) =
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(T, My, €,), m € N. Suppose not and let

ng :=min{n : (Ym > n) g; (m) = @}, ip := max {s (0),---, s (no)},
np:=min{m>ng : (3 > io) go(i)(m) # ¥}, iy == min{i > io : go(i)(n1) # ¥}.

(The existence of n; and i; follows from the normality of gy (i)’s.) Thus for any j >
i1,m < ngimplies go (j) (m) = go (ip) (m) = g1 (m), whereasng < m < n; implies
g1 (m) = @ together with go (j) (m) = @. Hence for all j, j' > i; and m < n; we
have go (j) (m) = go (j) m) = g1 (m) and in particular go (j) (m) = go (i1) (m).
Having this, by the induction hypothesis with respect to coherency condition 5, we
can pass from go(i;)(n1) # @ to go(j)(ny) # 0, for all j from i; + 1 to s (n;), and
eventually arrive at go(s (n1))(n1) =g, (n;) #¥—a contradiction, as n; >ngy. So g, :
N— R”[O]" is normal and <c-bad, as for any m < n, g; (m) = go (s (m)) (m) <c
g1 (n) = go (s (n)) (n) would infer go (i) (m) <c go (i) (n) for i := max {s (m),
s (n)}, in contradiction to <c-badness of go (i).

We can’t guarantee that g; is <. -flawful. However, we can prove that for every

fixed ( < 7, the set Sf = {C: (3n EN)(C g:f gl(n)>} is a <¢-wqo. Since by
the induction hypothesis every single gg (i) is < -flawful, it will suffice to show
that C g:f g1 (n) implies C C¢ go (ig) (n), and hence C g:f 90 (iC) (n), where i =
min{i <s(n) : ¢ < {7}, ())}.Nowsuppose C = (T, M, £) Ccr. g1 (n) = go (s (n))
(n), while 0 < pc =€ (ec) < ( and ec = (r¢,x), x € M. For any j < s (n) let
90 (j) (n) = (T}, M, £;) € R, (;, [O]. By the coherency conditions 1-4, there
exists jo < s (n) such that x € M; 1 \ M, is a lowermost mark in gy (jo + 1) (n),
and hence ec €gp go (Jo) (). This yields {7}, (jo) < pc < ¢ (cf. Definition 11
(5)). Hence jo 4+ 1 < i¢c < s(n), as ¢ < {7}, (i¢). Moreover C C¢,. go (jo + 1) (n),
while x € M; if jo < j < s (n), which by (iterated) coherency condition 2 yields
C Ca 90 (ig)(n), as desired. Thus S]C is a <. -wqo for every fixed { < 7, and hence
g5 := g1 is < -flawful in the Case 1 of the definition of R (o, 7, f7). Otherwise, in
the corresponding Case 2, consider a more sophisticated sequences g, — gs.

(92) That g :N—RY [O]7 is normal and <.-bad follows by Lemma 16 (2) from
already proven normality and <.-badness of g;. Actually it follows that g, is <. -odd
(although not necessarily <. -flawful, see above).

(g3) Hence g3 is alsonormal and {C: (3n eN)(C G g3(n))}isa <¢-wqo. More-
over, the <.-badness of g, implies that of gs;. Indeed, in the only nontrivial g; -
recursion step case, m < n with g3(m) < g3(n) would imply g, (m) < g»(n), since
Pg»(ny 18 not smaller than any ordinal label < 7 occurring in g3 (m), due to g»(n)’s
condition (x). [However, we can’t guarantee that ordinal labels occurring in the
root-pieces of g3 (n) are > 7; thus Rng (g3) € R [O]" can fail (cf. Definition 11
5.1

(g4) That g4 is normal and < -odd now easily follows by Lemma 16 (1).

(gs) Since adding new marks in g4 (n), n € N, can only destroy <c, gs is still
normal and <.-bad. Moreover Rng (gs5) € R” [O]7. To prove that gs is < -flawful
it will suffice to show that the set of corresponding new lowermost closed (sub)relt’s
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is a <¢-wqo. Suppose not and consider a <.-bad sequence & :N— RY [O] together
with correlated strictly increasing sequence v :N— N such that for every n € N,
h (n) Sq g5 (¢ (n)) and py) < 7. Moreover, since O is well-ordered, we can just
as well assume that pj,,) < pu(y) holds for all m < n. Now let h~ :N—RY [O] be
a sequence of subrelt’s h™ (n) Grp g4 (1 (n)) obtained by deleting the root marks
of h (n). It follows that for any m < n, h™ (m) <¢c h™ (n) implies h (m) <c h (n).
Since Rng (h‘) is a <¢-wqo (cf. Lemma 16 (1)), we arrive at a contradiction to <c-
badness of h. Hence Rng (h) is <. -excellent and gs = f7 is <c -flawful in R” [O] ",
as desired.

Consider coherency condition 5. Suppose f7 (n) # @andforallm < n, f7 (m) =
f7 (m) # @. By the induction hypothesis with respect to coherency conditions 1-4
together with obvious skeleton-monotonicity of g; — gs we get £ (m) = f7 (m) =
go (s (m)) (m) = g1 (m) and f7 (m) = f7 (m) = go (s (m)) (m) = g1 (m) =--- =
gs (m) in the corresponding Case 1 and Case 2, respectively. In both cases, the
induction hypothesis with respect to condition 5 yields ¢; (n) # @ via g; (i) =
go (s (1)) (@) = go (i) (@) for all i < n, where i, := max {s (i) : i < n}. In the Case
1 this already yields f7 (n) = gs (n) # 0, as g; = gs. Furthermore, in the Case 2,
g2 (n) # @ follows from g; (n) # @ and (Vm < n) g; (m) = g, (m) by the definition
of go = M7 (91) = (g1)y,.» While g3 (n) # @ easily follows from g, (n) # ¢ by the
definition of g3. By the same token, we pass from g3 (n) # @ and (Vm < n) g3 (m) =
ga (m) to g4 (n) # @ by the definition of g4 = My (93) = (93)ye» and finally from
ga (n) # P to f7 (n) = gs (n) # O by the definition of gs. This completes the condi-
tion 5 and thereby the inductive proof of Theorem 18 along with the whole proof of
Proposition C (see above). |

In the next section we show that this proof can be formalized in ITR,.

4.3 Formalization

Recall that the Higman’s theorem is provable in ACA (cf. e.g. [5, 15]). Furthermore,
arguing in I1{-CA, (=ACA, plus IT}-comprehension axiom) we’ll assume that any
well-order O = (P, <) under consideration permits standard operations of ordinal
sum « + ( and ordinal exponentiation w®, forall &« € P.Consider operators 91 and
M7, o € P.ltis readily seen that sequences fyc = Myc (f) and f7 = M7 (f),
regarded as second-order objects, are definable by ¥{-formulas with second-order
parameters f and O. Consequently, Myc (f) and M7 (f) are both recursive in
Ui(f, O) := {x : U (x, f, O)} for a fixed universal I1{-predicate U, (x, f, O). Now
consider the first part of the proof of Theorem 18, i.e. the construction of R (o, 7, g)
by transfinite recursion on 7.

Lemma 21 For every o <17 < v, R (o, T, g) is recursive in (w'““'T + 3)th iteration
of \f.U(f, O) starting with f = g (abbr.: X fig1.U1(f, O)).

Proof The initial case 7 = o is trivial as fR (o, 0, g) = g.



122 L. Gordeev

Let 7 = § + 1. By the definition, R (o, 7, g) is recursive in NMyc (R (o, 9, g)),
while by the induction hypothesis R (o, J, g) is recursive in (w“’é + 3 )th iteration
of A fig1-U1(f, O). Hence by the above estimate of Myc (f), R (o, T, g) is recursive
in (W't +3 < W < + 3>th iteration of A fi,1.U1(f, O), as required.

Let 7= }16%1 {7} (i). We note that g; is first-order definable over the collec-

tion {go (i)};e, Where go (0) = gand go (i + 1) = R {7}, (), {7}, (0 + 1), go (D).
{T)g (i4+1)

3o

iteration of A fi4i)-U1(f, O). Having this we conclude that go (i + 1) is recur-

i+1 i+1
sive in ﬁ (w HARR 3) ﬁ (w’“’m”w”“) < w7 < 9 Vi iteration
j=0 j=0
of Afig-Ui(f, O). Consequently, g; is recursive in ((.uw +1<w + 3)th itera-
tion of A fi).U1(f, O), which yields the result in the Case 1. Furthermore, in the
Case 2, g» and g3 are recursive in (w“ﬁ + 2)th iteration of A fi,1.U; (f, O) according
to the above estimate of M7 (f), and hence g4 and gs = R (0, 7, g) are recursive in
(w“"' + S)th iteration of A fi,1.U1(f, O) according to our estimate of My (f). This
completes the proof. ]

By the induction hypothesis, every go (i + 1) is recursive in (w

In the second part of the proof, i.e. in the proof of Theorem 20, we argue in [T1-CA,
extended by IT{-transfinite induction along O up to w*" + 3 (cf. previous lemma).
Since I1 { -comprehension is obviously included in ITRy, this shows that both the
transfinite induction and all nested numerical inductions involved can be replaced by
the corresponding restricted variants whose all second-order parameters are definable

by (wwv + S)th iteration of A fi).U1 (f, O). These restricted inductions are obviously

derivable in ITR(. Hence the whole proof is also derivable in ITR. This shows that
ITR, proves both Theorem 18 and Proposition C. Lemma 8 completes the proof of
Main Theorem.

S Proof of Proposition D

Definition 22 Let QO = (Q, <), @ € N, be any wgo and O = (P, <) a well-order,
as above. Generalized elt (abbr.: gelt) and generalized celt (abbr.: gcelt) relative
to (O, Q) are structures (T, £, o) = (S, <, £, 0) and (T, M, £, 0o) = (S, M, <, £, o)
that extend given elt E = (T, £) and celt C = (T, M, £), respectively, by a new
wqo-labeling function o : Eg (T) — Q, where Ey (T) = {e(x) X € L(T)} is the
set of end-edges in T. The generalized relations f : (Ty, €1, 01) <c& (T2, €2, 02)
and f : (T1, My, £y, 01) <qac (T2, M3, €3, 02) on gelt’s and gcelt’s, respectively, arise
by extending f : (T, €1) <g (T», £») and f : (Ty, My, 1) <c (T», M>, €») by anew
condition

e If x €L(T}) then o) (e(x)) =q 02 (e(f (x))).
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Let E and F abbreviate the generalized propositions about gelt’s and gcelt’s that
are obtained by replacing in C and D, respectively, <; by <g and <¢ by <gc.
Obviously E implies C and F implies D, provably in ACAy.

Theorem 23 ITR, proves E. Hence Proposition E has the same proof-theoretic
strength as each of Propositions A, B and C (namely, that of ITR,).

Proof By straightforward modification of the proof of Main Theorem. ]

Below, additional superscripts @ refer to the <. -counterparts of previous Nota-

tions 12, Definitions 13, 14 and Lemmas 15, 16 (with respect to C” [O]", instead
of RY [OT"). Thus in particular Lemma 16° deals with minimal <¢.-bad sequences
that arise by applying Definitions 13, 149 which, in turn, are obtained by substitut-
ing gcelt’s for relt’s and <gc for <. everywhere in Definitions 13, 14. It is readily
seen that Lemmas 15 and 16° are provable analogously to Lemmas 15 and 16,
respectively.

Theorem 24 ITR, proves F. Hence Proposition F has the same proof-theoretic
strength as each of Propositions A, B, C, D and F.

Proof Denote by G [O, Q] the set of gcelt’s relative to (O, Q) and let G [O, Q] =
GO, Q1U {@}. Suppose f :N — G[O, Q]" is normal and <gc-bad. Let fy :=
flgL :N = G[O, Q]". By Lemma 16°, f; is normal and <g.-bad, whereas Sy =
{C: @neN)C ¢ fo(n)} is <gc-wqo. Moreover by Lemma 15, every infinite
sequence of nopen gcelt’s fp (n) must include an infinite subsequence consisting of
closed gcelt’s fy (n/) A desired contradiction now follows by cases.

Case 1. Assume that f; includes an infinite subsequence f] consisting of open
geelt’s fi (n) = fo (¢(n)) forastrictly increasing ¢ : N — N. Consider awqo Qy =
(S0, <c¢c). Furthermore, with every gcelt f; (n) we associate a gelt g (n) relative to
(O, Qp) that is obtained by replacing, in f; (n), every C & f1 (n) by its root-edge e
supplied with the wqo-label p (¢) := C € S along with the old ordinal-label £ (¢) €
P; thus e is an end-edge in g (n). Note that no mark occurs in g (n) anymore. It is
readily seen that forany i < j € N, g (i) <g g (j) implies fi (i) <gc f1 (j) relative
to (O, Qp) and (O, Q), respectively. Now by Theorem 23, there existi < j € N with
g (i) <ge g (j), and hence f; is not <g--bad—a contradiction.

Case 2. Assume that the assumption of Case 1 fails. Hence by Lemma 159, f
includes an infinite subsequence f; consisting of closed gcelt’s f| (n) = fo (¢ (n))
for a strictly increasing i) : N — N. Moreover, since O is a well-order, we may just
as well assume that the root-ordinals in f; (n), n € N, are weakly increasing. Now
for any n € N let f, (n) arise by deleting the lowermost mark (that is assigned to
the root-neighbor) of f (n); thus f> (n) is open. By the monotonicity of the root-
ordinals, for any i < j € N, f, (i) <gc f2 (j) implies f; (i) <gc f1 (j) relative to
(O, Q), respectively. Hence f is <gc-bad, as so is fi. The rest of the proof follows
by Case 1 with respect to f>, instead of f;. |

Remark 25 1. One can further generalize elt’s by also applying the wgo-labeling
functions p on the whole vertex domain V(7'), while assuming that the corresponding
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generalized homeomorphisms f: (T, My, £1, 01) <gc (T2, M>, €>, 0) also preserve
=g, 1.e. (Vx € V(T1)) 01 (x) =q 02 (f (x)). Denote by G the resulting strengthening
of Proposition F. Then by a slight modification of previous arguments we conclude
that ITR also proves Proposition G. Thus, in the sense of ordinal provability, G is
not stronger that F, and hence not stronger than A.

2. Recall that so far we considered vertex-labeled homeomorphic embeddability
with the symmetric gap-condition

() I f(pi1(y) <2 u <z f(y) then min {€;(p1(y)), £1(y)} < £2(u)

and the asymmetric gap-condition

(al) If f(p1(y) <2 u <2 f(y)thenty (y) <€ (w).

Now consider another asymmetric gap-condition

(@) 1If f(p1(y)) < u < f(y)then £; (p1(y)) < £2 ().

Obviously both (al) and (a2) imply (s). Recall that Propositions A and B deal
with vit-embeddability with gap-conditions (s) and (al), respectively, which by [6]
and Main Theorem are both provable in ITR,. Moreover, a modified Proposition B
dealing gap-condition (a2), instead of (al), is still provable in ITRy. This follows
from Theorem 23 with Q := O and the corresponding modification of Lemma 8
where €2 (e (y)) is £} (p (y)), instead of €! (y). Summing up, all sound variants
of ordinal (vertex- and/or edge-) labeled generalizations of Friedman’s tree theorem
are equivalent to Proposition A modulo ordinal provability over ACA,, while having
proof-theoretic strength of ITRy (cf. [6, 7]).

However, the following “unsound” vertex-labeled symmetric gap-condition

)" I f(Pi(¥) <2 u <1z f(y) then max {€;(pi (), £1(0)} < La(u)

fails to provide a wgo. An easy counter-example is as follows. For any n € N,
letZ(n)=[0<1<---<n+ 2] be an interval (i.e. a non-branching tree) whose
vertices are labeled by £ (0) =€ (n +2):=2,£(2i) :=0and £ (2i + 1) := 1, for
alli < f%n-| +landj < |_% (n+ 1)-|. Thus all labels are ordinals < 3. Obviously
there are no n # m such that Z (n) is embeddable into Z (m) with gap-condition (s)T.
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Well Quasi-orderings and Roots )
of Polynomials in a Hahn Field e

Julia F. Knight and Karen Lange

Abstract Let G be a divisible ordered Abelian group, and let K be a field. The Hahn
field K ((G)) is a field of formal power series, with terms corresponding to elements
in a well ordered subset of G and the coefficients coming from K. Ideas going back
to Newton show that if K is either algebraically closed of characteristic 0, or real
closed, then the same is true for K ((G)). Results of Mourgues and Ressayre [11] led
us to look for bounds on the lengths of roots of a polynomial, in terms of the lengths
of the coefficients [5, 6]. In the present paper, we give an introduction to Hahn fields,
we indicate how well quasi-orderings arise when we try to bound the lengths of sums
and products, and we re-work, in a more general way, a technical theorem from [6]
that gives information on the root-taking process.

1 Introduction

Recall that Th(C, -, 0, 1) is the theory of algebraically closed fields of characteristic
0. Similarly, Th(R, -, 0, 1, <) is the theory of real closed ordered fields. In a real
closed ordered field, the odd-degree polynomials over the field have roots, and,
in addition, the non-negative elements of the field have square roots. A real closed
ordered field R is Archimedean if there are no infinite elements; i.e., for each positive
r € R, there is some positive integer n such that » < n. Equivalently, we may say
that there are no infinitesimal elements; i.e., for each positive r € R, there is some
positive integer n such that % <r.

There are non-Archimedean real closed ordered fields. We can apply Compactness
to produce such fields. There are also natural examples, such as the field of “Puiseux
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series” over R. Puiseux series were introduced by Newton [13], and then studied
by Puiseux [15, 16]. For a given field K, the Puiseux series over K have the form
Y i<sez a:17, where n is a positive integer, and k is an integer.

Theorem 1.1 (Newton-Puiseux) /. If K is an algebraically closed field of charac-
teristic 0, then the set of Puiseux series over K is algebraically closed.

2. If K is a real closed ordered field, then the set of Puiseux series over K is also
real closed.

There are familiar examples showing that the theorem fails for K of positive
characteristic. Hahn fields, introduced by Hahn [4], generalize the fields of Puiseux
series. While Puiseux series have length at most w, the elements of a Hahn field
K ((G)) have more general ordinal lengths. MacLane [9] extended the Newton-
Puiseux Theorem to Hahn fields. Mal’tsev [10] and Neumann [12] generalized Hahn
fields further, allowing coefficients in a division ring rather than a field.

In the present paper, we consider Hahn fields K ((G)), where K is a field, either
algebraically closed of characteristic O, or real closed. Maclane’s work shows that
various polynomials have roots. Our goal is to understand the lengths of these roots in
terms of the lengths of the coefficients. Results on well quasi-orderings let us bound
the lengths of sums and products. In [6], there is a technical theorem, bounding the
lengths of roots of a polynomial over a Hahn field K ((G)), in terms of the lengths
of the coefficients. The technical theorem in [6] applies to all fields K that are real
closed or algebraically closed of characteristic 0. However, we require that the group
G be “Archimedean”, where this means that G is isomorphic to a subgroup of the
additive group of reals. We shall re-work the technical theorem from [6] to give a
more general result, without the requirement that G be Archimedean. We obtain the
result from [6] as a corollary.

Our interest in bounding the lengths of roots of polynomials over a Hahn field
grew out of work of Mourgues and Ressayre on “integer parts” for real closed fields.
For a real closed ordered field R, an integer part is a discrete ordered subring Z that
is appropriate for the range of a floor function; i.e., for each r € R, there is a unique
z € Zsuchthatz <r < z+ 1. Mourgues and Ressayre [11] showed that every real
closed ordered field has an integer part. The construction is quite complicated. It
involves embedding the given real closed field in a Hahn field, following a very
definite procedure. We wanted to measure the complexity of this procedure. To do
so, we needed to bound the lengths of elements in the range of the embedding.

We now indicate what is in each of the remaining sections. In Sect. 2, we say
what is a Hahn field. In Sect. 3, using results on well quasi-orderings, we bound the
lengths of the sum and product of two elements in K ((G)) in terms of their individual
lengths. In Sect. 4, we re-work the result from [6] on roots of polynomials over a
Hahn field. Finally, in Sect. 5, we discuss the Mourgues and Ressayre procedure for
constructing integer parts for real closed fields. We indicate what results on lengths
tell us about the complexity of this procedure.
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2 Hahn Fields

‘We now formally define the Hahn field K ((G)), as in [4].
Definition 2.1 (Hahn) Let G be an ordered Abelian group, and let K be a field.

1. The Hahn field K ((G)) consists of formal sums s = ) ges ayt? in an indetermi-
nate ¢, where S C G is well ordered and a, € K 70, We write 0 for the empty
sum.

2. The support of s, denoted by Supp(s), is S, and the length of s is the order type
of S under the ordering of G.

3. The operations on K ((G)) are as for ordinary power series.

(a) Forthe sums + s’, the coefficient of #7 is the sum of the coefficients of 77 in s
and s’. Hence, Supp(s + s') is the set of elements g € Supp(s) U Supp(s’)
such that the coefficient in the sum is nonzero. So,

Supp(s +s") € Supp(s) U Supp(s’).

(b) For the product s - s/, the coefficient of ¢7 is the sum of the products a;, - by,
where (1, h') € Supp(s) x Supp(s’), a, and by, are the coefficients of ¢” in
s and 1" in s’ respectively, and i + &' = g. So,

Supp(s -s') C{h+h':h € Supp(s) & h' € Supp(s')}.

4. If K is an ordered field, then K ((G)) is also ordered. An element s of K ((G)) is
positive if the coefficient of the leading term is positive.

5. Whether or not K is ordered, the ordering on G provides a valuation on K ((G)).
The natural valuation is the function w : K ((G)) — G U {oo} such that w(s) =
min Supp(s) if s # 0, orcoif s = 0.

Maclane [9] extended the Newton-Puiseux Theorem (Theorem 1.1) to Hahn fields.

Theorem 2.2 (Generalized Newton-Puiseux Theorem) Let G be a divisible ordered
Abelian group, and let K be a field.

1. If K is algebraically closed of characteristic 0, then K ((G)) is algebraically
closed.
2. If K is real closed, then K ((G)) is also real closed.

For the remainder of the paper, we consider Hahn fields K ((G)) where G is
divisible ordered abelian group and K is a real closed ordered field or algebraically
closed field of characteristic 0. We will describe results on the following problem.

Problem 2.3 Let p(x) = Ag+ Ajx + -+ -+ Ayx" be a polynomial over a Hahn
field K((G)), and let r be a root of p(x). Describe the support of r in terms of the
supports of the coefficients A;. In particular, bound the length of r in terms of the
lengths of the A;.
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3 Well Quasi-orderings and Hahn Fields

In this section, we recall some results on well quasi-orderings. We see how these
results can be used to bound the lengths of sums and products in a Hahn field.

3.1 Background on Well Quasi-orderings

We begin with basic definitions.

Definition 3.1 1. A quasi-ordering, or pre-ordering, is a set with a binary relation
that is reflexive and transitive.

2. A well quasi-ordering is a quasi-ordering A = (A, <) in which any infinite

sequence (X;);e. contains an increasing pair x; < x; where i < j.

A partial ordering is a quasi-ordering that is anti-symmetric.

4. A well partial ordering is a well quasi-ordering that is anti-symmetric. This
means that there is no infinite strictly decreasing sequence and there is no infinite
anti-chain.

w

Definition 3.2 A linearization of a well partial-ordering (A, <) is a total ordering
(A, <*) such that <* contains <.

Every partial ordering has a linearization.
Proposition 3.3 Any linearization of a well partial ordering is a well ordering.

Proof Let (A, <) be a well partial ordering, and let (A, <*) be a linearization. We
show that there is no infinite <*-decreasing sequence. Consider a sequence (a,)ncw
of distinct elements. We consider the atomic formulas satisfied by the pairs (a,,, a,,)
in (A, <). By Ramsey’s Theorem, there is an infinite set / C w such that one of the
following holds for all pairs m < n in [.

l. ay <a,and a, £ a,
2. a, < ay and a,, £ ay,
3. a, <a,anda, <a,,
4. a, £ ay and a, £ ap.

We cannot have (3) just since (A, <) is a partial ordering. We cannot have (2) or
(4) since (A, <) is a well partial ordering. Therefore, we must have (1). Then the
sequence (a,) e, 18 Not <*-decreasing. U

Notation For a well partial ordering A = (A, <), we let 0(A) be the supremum of
the ordinals that are the order types of linearizations of A.
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A priori, it might seem possible that o(.A) is the first ordinal greater than the
order types of all linearizations of A. In fact, de Jongh and Parikh [3] and Schmidt
[20] showed that 0(.A) is the maximum of the order types of linearizations (see also
[8, 19, 21]).

Theorem 3.4 If A is a well partial ordering, then o(A) is the order type of some
linearization of A.

Notation For a linear ordering (or even a partial ordering) < on a set A, and for
a € A, we write <-pred(a) for {b € A : b < a}. When there is no possibility of
confusion about the ordering, we may simply write pred(a).

Schmidt asked whether, for a computable well partial ordering .4, the ordinal 0(.A)
is computable. Montalbdn [10] gave a positive answer, giving further information
useful in reverse mathematics. Below, we sketch a quite different, softer, proof.

Theorem 3.5 (Montalban) If A is a computable well partial ordering, then o(A) is
a computable ordinal.

Proof (Proof sketch) We suppose that o(A) is not computable, expecting a contradic-
tion. Since A is computable, it is “hyperarithmetically” saturated. For a discussion of
this notion, see [1]. By results of Ressayre [17, 18], for any I'I} set I" of “computable
infinitary” sentences in an expanded language, with symbols from the language of A
plus finitely many new symbols, if the consequences of I" are true in .4, then there is an
expansion A* of A satisfying I'. Moreover, we can take A* to be hyperarithmetically
saturated.
Let I consist of sentences saying, about a new symbol <*, the following:

1. <*is a linear ordering of the universe,
2. <*extends <,
3. for all computable ordinals «, there is a <*-initial segment of order type c.

Together, the sentences in I' assure that <* is a linearization of < of order type
greater than any computable ordinal. If 0(.A) is not a computable ordinal, then for
any hyperarithmetical set I'" C T, there is an expansion of A satisfying I'". Then
by Ressayre’s result, there is a hyperarithmetically saturated expansion A* = (A, <
, <*) satisfying all of I". Using the fact that A* is hyperarithmetically saturated,
we can show that there is a <*-decreasing sequence (a,),c.. There is a l'[} set
Ao (x) of computable infinitary formulas saying that for all computable ordinals «,
<* —pred(x) has an initial segment of order type «.. Every hyperarithmetical subset
of Ay(x) is satisfied in A*, so by hyperarithmetical saturation, some element ag
satisfies all of Ag(x). There is a I"I} set Aj(ap, x), consisting of the formulas of
Ao(x), plus x < ap. Again, every hyperarithmetical subset is satisfied, so the whole
set is satisfied by some a;. Continuing, we get ap > a; > a, > ... . This means
that our linearization is not well ordered, a contradiction. Therefore, o(A) must be a
computable ordinal. O
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3.2 Sums and Products

There is a natural way to take sums and products of well partial orderings.
Definition 3.6 Let A = (A, <,) and B = (B, <p) be well partial orderings.

1. The sum of A and 3, denoted by A L B, is (A U B, <), where A U B is the union
of universes that have been made disjoint and < is the union of <4 and <p;i.e.,
x < yiffeitherx,y € Aandx <4 yorx,y € Band x <p y.

2. The product of A and BB, denoted by A x B, is (A x B, <), where
(x,y) = (x,y)iff x <4 x’and y <p y'.

Itis easy to see that the sum and product are both well partial orderings. Moreover,
we can bound the maximum order type of the linearizations. For a precise result, we
need the following definitions.

Definition 3.7 (Commutative Sum and Product) 1. For ordinals « and (3, the com-
mutative sum, denoted by o @ /3, is the ordinal whose Cantor normal form is obtained
by expressing « and [ in Cantor normal form and summing the coefficients of like
terms.

2. For ordinals « and 3, the commutative product, denoted by o ® (3, is the ordinal
whose Cantor normal form is obtained by expressing « and 3 in Cantor normal form,
multiplying as for polynomials, using commutative sum in the exponents, and then
combining like terms.

Theorem 3.8 (de Jongh-Parikh, Schmidt) Let A and BB be well partial orderings.
Then

1. o(AuB)=0(A) @ o(B)
2. o(Ax B)=0(A) ® o(B).

De Jongh and Parikh proved the theorem in their 1977 paper [3], and Schmidt
also proved it in work toward her 1979 Habilitation [19, 20]. The special case where
A and B are well-orderings was proved much earlier, in a 1942 paper of Carruth [2].

Theorem 3.9 (Carruth) For well orderings A of type o and B of type 3,

1. o(AuB)=a®p,
2. 0 A®B) =a®pB.

In fact, Carruth was interested, just as we are, in well ordered subsets of an ordered
Abelian group.

Corollary 3.10 (Carruth) Let G be an ordered Abelian group, and let A and B be
well ordered subsets of G.
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1. The order type of AU B is bounded by the commutative sum of the order types
of A and B.

2. The order type of the set A+ B :={a+b:a € A& b € B} is bounded by the
commutative product of the order types of A and B.

Proof Each statement in Corollary 3.10 can be obtained from the corresponding
statement in Theorem 3.9. (]

Carruth also considered the semi-group [A], consisting of finite sums of elements
from a well ordered set A € G=°. Of course, if A contained a negative element, then
[A] would not be well ordered.

Theorem 3.11 (Carruth) Let G be an ordered Abelian group. If A € G=° is well
ordered, then [A] is well ordered. Moreover; if A has order type o + n, where « is
either 0 or a limit ordinal, then [A] has order type at most w*™ @ a®.

‘We now return to Hahn fields. Corollary 3.10 immediately gives bounds on lengths
of sums and products in this setting.

Corollary 3.12 Lets, s’ € K((G)), where s has length o and s’ has length 3. Then

1. s + s’ has length at most o @ 3,
2. s - 8" has length at most a ® .

Proof Welet A = Supp(s), B = Supp(s’) and apply Corollary 3.10. (I

4 Roots of Polynomials

In [6], there is a technical theorem bounding the length of a root of a polynomial over
K ((G)) in terms of the lengths of the coefficients, under the special assumption that
the group G is “Archimedean” (we define this below). In this section, we prove a new
technical theorem. The new theorem has a different form from the one in [6]. It says
that we can pass from the combined support of a polynomial to a set that includes
the support of a root, in finitely many steps of prescribed forms. The new theorem
is more general than the old. In the new theorem, we make no special assumptions
about the group. The old technical theorem follows easily from the new one.

Definition 4.1 (Archimedean ordered Abelian group) We call an ordered Abelian
group G Archimedean if for all a, b € G>9, there exist natural numbers m, n such
that ma > b and nb > a.

We note that if the group G is Archimedean and nontrivial, then the Hahn field
R((G)) is not Archimedean. If g € G>°, then #7 is an infinitesimal in the field.

Definition 4.2 (Indecomposable ordinals) Let o be an ordinal.
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1. «is additively indecomposable if 3 + v < a for any 3, v < a.
2. «is multiplicatively indecomposable if 3 - v < o for any 3, v < «.

The next result is well-known—see, for example [14].

Proposition 4.3 [. The additively indecomposable ordinals, apart from 0, are those
of the form w".

2. The multiplicatively indecomposable ordinals, apart from 0, 1, are those of the
form w*”.
Moreover, the additively and multiplicatively indecomposable ordinals are @-

indecomposable and Q-indecomposable respectively.

Notation 4.4 If p(x) = Ag+ Ajx +---+ A,x", then we write Supp(p) for
U, Supp(Ay).

‘We want to bound the lengths of roots of a polynomial p(x) in terms of the lengths
of the coefficients. In what follows, we will focus on infinitesimal roots. We note that
for an arbitrary polynomial p(x), r is a root of p(x) iff r; = t9r is aroot of g(x) =
p(t79x). Choosing an appropriate negative g, we have ¢ with all roots infinitesimal.
Clearly, r and #9r have the same length. Moreover, g(x) = By + Bjx + - - - + B,x",
where B; = A;179, so A; and B; have the same length.

We will often assume that our polynomials have support in G=°. For an arbitrary
polynomial p(x) = Ag + Ajx + --- + A,x" theng(x) = t7 p(x) has the same roots,
with coefficients B; = t9A;. So, w(B;) = w(A;) + g. For an appropriate positive g,
we have w(B;) > 0 for all i. There is no change in the roots, and the lengths of B;
and A; are the same.

Here is the technical theorem from [6] (it is given there as Theorem 3.2).

Theorem 4.5 Let G be an Archimedean divisible ordered Abelian group, and let
K be a field that is algebraically closed of characteristic 0, or real closed. Let
p(x) be a polynomial over K ((G)), where Supp(p) € G=°, and let r be a root of p,
withw(r) > 0. Let a be an infinite multiplicatively indecomposable ordinal. Finally,
suppose one of the following two conditions holds:

1. the order type of Supp(p) is less than o, or
2. the order type of Supp(p) equals o and Supp(p) is co-final in G=°.

Then r has length at most .

Remark 4.6 1t is enough to prove the result for the case where K is algebraically
closed of characteristic 0. As a corollary, we get the statement for an arbitrary field
of characteristic 0.
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4.1 Support of a Root

Our goal in this subsection is to prove a new technical theorem. This theorem says

that, for a polynomial p(x) over K((G)) and root r, where Supp(p) < G=° and

w(r) > 0, there is a finite sequence of sets that starts with Supp(p) and ends with a

superset of Supp(r), with successive steps obtained by transformations of prescribed

kinds. The group G need not be Archimedean. All of the transformations, when

applied to well-ordered subsets of G=°, yield further well-ordered subsets of G=°.
One kind of transformation is a “shift”.

Definition 4.6 (Shift) Let S € G=° and let g € G. A shift of S is a set of the form
S+g={h+g:heS),whereS C Sand S + g < G=°.

Remark 4.7 Note that we require that §' + g C GZ%. Thus, for certain negative g
and certain §” C S (made up of sufficiently large positive elements), S’ — ¢ is a shift,
even though § — g is not.

Definition 4.7 An allowable sequence from X to Y is a finite sequence (S;);<y of
subsets of GZ° such that Sy = X, Sy = Y, and for each i with 0 < i < M, one of
the following holds:

1. (Semigroup) there is some j < i such that §; = [S;],
2. (Shift) there is some j < i such that S; is a shift of S,
3. (Union) there exist j, k < i such that §; = §; U S;.

‘We can now state the new technical theorem.

Theorem 4.8 (Supports of roots) Let G be a divisible ordered Abelian group, and let
K be afield that is algebraically closed of characteristic 0. Let p(x) be a polynomial
over K ((G)) such that Supp(p) € G=°, and suppose r is a root of p(x) with w(r) >
0. Then there is an allowable sequence from Supp(p) to a superset of Supp(r).

Remark 4.9 The definition of allowable sequence involves the group G. For a given
polynomial p(x) over K ((G)), the elements of Supp(p) generate (as rational linear
combinations) a subgroup H of G. We may, if we like, replace G by H. The sets
leading from Supp(p) to a superset of Supp(r) will all be subsets of H=0.

Below, we gather together some definitions and lemmas needed for the proof of
Theorem 4.8. These are all given in [6]. Our source was some unpublished notes of
Starchenko [22], although there are other proofs available. The terminology that we
use in [6] and here is standard, taken from Starchenko’s notes.

Definition 4.9 Let p(x) = Ag+ Ajx + --- + A,x" be a polynomial over K ((G)),
andletv € G.

1. p(x)isk-semi-regularifforalli < k,w(A;) > w(Ax),andforalli > k,w(A;) >
w(Ag).
2. p(x)is k-regular if p(x) is k-semi-regular and w(A;) = 0.
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The following is Remark 4.6 of [6].
Remark 4.10 If p(x) is O-regular, then p(x) has no infinitesimal roots.
Note that if w(r) > 0, then w(p(r)) = w(Ag), so p(r) # 0.

Definition 4.11 Let p(x) = Ay + A1x + - - - + A, x" beapolynomial over K ((G)),
andletv € G.

1. For A € K((G)), the v-degree of the monomial Ax’, denoted by deg, (Ax'), is
w(A) +iv.

2. The v-degree of p(x),denoted by deg, (p(x)), is the minimum of the v-degrees
of the monomials A;x’ in p(x).

3. The carrier of v in p(x), denoted by A,, is the set of all i <n such that
deg,(Aix") = deg,(p(x)).

The next lemma combines Lemmas 4.2 and 4.16 of [6].

Lemma4.12 Let p(x) = Ao+ A1x + - -+ + A, x" be a nonzero polynomial over
K((G)).

1. The polynomial p(x) is k-semi-regular for some k < n. If g = w(Ay) for this k,
then q(x) =t 9p(x) is k-regular, and q(x) has the same roots as p(x).

2. Suppose p(x) is k-semi-regular. Letv € G, wherev > 0.1fi > k, thendeg,(A;x")
> degV(Akxk). Hence, A, € {0, ..., k}.

The next theorem is Lemma 4.7 and Theorem 4.18 in [6].

Theorem 4.13 Let G be a divisible ordered abelian group, let K be an alge-
braically closed field of characteristic 0, and let p(x) be a nonzero polynomial
over K((G)). If p(x) is k-regular, then p(x) has exactly k roots with positive valu-
ation. Moreover, if p(x) is 1-regular, and r is the unique root with w(r) > 0, then

Supp(r) € [Supp(p)].

Definition 4.14 Let s € K((G)) such that w(s) > 0. Then §, the residue of s, is
defined by cases as follows.

e If w(s) = 0, then § is the coefficient a € K of the monomial ar° in s.
o If w(s) > 0, thens = 0.

NotationIf p(x) = Ag+ Ajx +--- A, x" € K((g))[xlwith Supp(pA) C G29, then
we write p(x) for the element of K [x] given by Ag + Ajx + - -+ + A,x".

Remark 4.14 A polynomial p(x) with Supp(p) € G=° is k-regular if and only if
the degree k monomial in p(x) has a non-zero coefficient and, for all i < k, the
degree i monomial has coefficient 0.

We are ready to prove Theorem 4.8. Recall the statement.
Theorem 4.8. Let G be a divisible ordered Abelian group, and let K be an alge-
braically closed field of characteristic 0. Let p(x) be a polynomial over K ((G)) such
that Supp(p) € G=°, and suppose r is a root of p(x) with w(r) > 0. Then there is
an allowable sequence from Supp(p) to a superset of Supp(r).
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Proof By Lemma 4.12(1), every polynomial over the Hahn field is k-semi-regular
for some k. To prove the theorem, we show by induction on k, that if p(x) is a k-
semi-regular polynomial and r is a root such that w(r) > 0, then there is an allowable
sequence from Supp(p) to a superset of Supp(r). Take a polynomial p(x) and a root
r satisfying the hypotheses of the theorem. If r = 0, then Supp(r) = @ < Supp(p),
so we have an allowable sequence with just the one term Supp(p). We suppose that
r # 0. Let g be the least element of Supp(p). By Lemma 4.12 (1), r is also a root
of the k-regular polynomial ¢(x) = 79 p(x). Note that Supp(q) = Supp(p) — g is
a shift of Supp(p), and Supp(q) € G=°. We put Supp(q) into our sequence right
after Supp(p). Hence, it suffices to find an allowable sequence from Supp(q) to a
superset of Supp(r). Since w(r) > 0, we musthave k > 1,by Remark 4.10.Ifk = 1,
then Supp(r) C [Supp(q)], by Theorem 4.13, so we can complete our sequence with
[Supp(q)].

Now, suppose k > 1.Letg(x) = By + Bix + - - - + B,x". The inductive step will
proceed by cases.

Case A. Suppose By = 0. Then g(x) has the form xqgo(x), where r is a root of
qo(x). Note that Supp(qo) = Supp(q),and go(x) is (k — 1)-regular. By the Induction
Hypothesis, there is an allowable sequence leading from Supp(qo) to a superset of
Supp(r).

Case B. Suppose By # 0. Let w(r) = v. By hypothesis, v > 0. Since r is nonzero
with positive valuation, Supp(g) cannot be {0}. Let § be the v-degree of ¢ (x). Let
A, be the carrier of v in g(x). By Lemma 4.12 (2), A, € {0, ..., k}.

Below, we will transform both the polynomial and the root.

Transformation via v-degree Let p;(x) =t °¢(¢t"x). This means that p;(x) =
Co+Cix+ -+ C,x", where C; = t—°B;#*. Note that w(C;) > 0 for all i, and
w(C;) =0justincasei € A,. Thus, p;(x) is i-regular, where i is the first element
of A,. We have Supp(C;) = Supp(B;) — (6 — iv). Since Supp(B;) € Supp(q),
Supp(C;) is a shift of Supp(q). By definition, Supp(p,) is the union of the sets
Supp(C;). Hence, Supp(p;) is the union of finitely many shifts of Supp(q). Let
ri = t"Yr. Then r; is a root of p;(x) such that Supp(r;) € G=° and w(r;) = 0.
Since Supp(r) = Supp(r1) + v, ashift, it suffices to find an allowable sequence from
Supp(p1) to Supp(r;). There are sub-cases. In the first sub-case, we are lucky—there
is a short sequence.

Case B (1). Suppose Supp(r;) = {0}, or Supp(p;) = {0}. We claim that the
sequence Supp(pi), Supp(r;) suffices. Suppose Supp(r;) = {0}. Taking ¢ €
Supp(p1), we get {0} = {g} — g = {0} as a shift of Supp(p;). Now, suppose
Supp(p1) = {0}. Then p; is a polynomial over K. The root r; must be in K, with
support {0}.

We might not be so lucky.

Case B (2). Suppose Supp(r;) # {0} and Supp(p1) # {0}. We express p;(x) as a
sum g (x) 4 s(x), where g1 (x) = )_;,., Cix' ands(x) = D iea, C;x'.Since A, C
{0, ..., k}, the polynomial ¢; (x) has degree at most k. Note that fori € A,, w(C;) =
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0, while fori ¢ A,, w(C;) > 0. Thus, §(x) = 0 and p;(x) = §;(x), where this is
a polynomial over K. Since w(r;) = 0, we can write r; = a + rp, where a = F| €
K, and 0 < w(ry) < oo. Since p;(r;) = 0, we have that p,(r;) = 0. This means
that a is a root of ¢ (x). Finally, we have Supp(r;) = {0} U Supp(r,). We saw in
Case B (1) that {0} is a shift of any nonempty set. Since Supp(r;) is nonempty,
Supp(rz), {0}, Supp(ry) is an allowable sequence from Supp(r;) to Supp(ry).

Taylor Transformation Let p,(x) = pi(a + x) = gqi1(a + x) + s(a + x). Then r,
is a root of py(x), and Supp(p,) S Supp(p1), since a is a constant. By the lat-
ter fact, and our earlier comments on Supp(r;), it is enough to find an allowable
sequence from Supp(p>) to Supp(r,). We know that a is a root of g;(x). Let m be
the multiplicity. Since ¢ (x) has degree at most k, so does §;. Therefore, m < k. We
have g; (x) = (x — a)™b(x), where b(x) is a polynomial over K with b(a) # 0, and
p1(x) = (x —a)™b(x). Therefore, p,(x) = pi(a + x) = x"b(a + x), and x does
not divide b(a + x). It follows that p,(x) is m-regular. We consider sub-sub-cases.

Case B (2) (i). Suppose m < k. By the Induction Hypothesis, there is an allowable
sequence from Supp(p,) to a superset of Supp(r,).

Case B (2) (ii). Suppose m = k. We have p,(x) = §;(a + x) = bx*, where b is an
element of K.

Perturbation Transformation. We consider the derivative p/(x). Since p,(x) is k-
regular, pj(x) is (k — 1)-regular. Clearly, Supp(p5) < Supp(p>). By Theorem 4.13,
py(x) has a root ¢ with w(c) > 0. We form p3(x) = p2(c + x). By the Induc-
tion Hypothesis, there is an allowable sequence from Supp(p;) to a superset of
Supp(c).Letry = r, — c¢. Thenrzisarootof p3(x) = pa(c + x). Since Supp(p3) C
Supp(p2) U Supp(c) and Supp(ry) € Supp(c) U Supp(rs3), our search is reduced
to finding an allowable sequence from Supp(p3) to a superset of Supp(r;). Since
p2(x) is k-regular and ¢ has positive valuation, ps is also k-regular, by Taylor’s
formula. Since p;(c) = 0, the coefficient of x in p3(x) is 0. Hence, no carrier A,
relative to p3(x) contains the index 1.

We now run the whole argument with the polynomial p3(x) replacing ¢ (x) and
r3 replacing r. Since A, does not contain 1, Case B (2) (ii) cannot occur. In
particular, the root a of polynomial §; in this argument cannot have multiplicity k.
If it did, g (x) would have a nonzero degree 1 term, contradicting the definition of
q1(x). (Recall that w(r;) = 0, and a is the coefficient of the constant term in r, SO
a # 0.) Therefore, we obtain a sequence from Supp(p3) to a superset of Supp(r3),
as required. (]

The referee suggested the following problem.

Problem 4.15 Let G be a divisible ordered Abelian group and let K be an alge-
braically closed field of characteristic 0. For polynomials p(x) over K ((G)), give
a sharp bound (in terms of the degree, or possibly the regularity number) on the
number of semigroup steps needed for an allowable sequence from Supp(p) to a
superset of Supp(r).
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4.2 Lengths of Roots

In this subsection, we apply the new technical theorem, Theorem 4.8, to prove the
old one, Theorem 4.5. In the proof, we use the following definition.

Definition 4.16 Let S € G=°. We say that S is a-good if S is a well ordered subset
of G, and for all b € G*°, pred(b) N S has order type less than .

Recall the statement we want to prove.
Theorem 4.5. Suppose G is Archimedean. Let p(x) be a polynomial over K ((G))
with Supp(p) < GZ%, and let r be a root of p(x) with w(r) > 0. Let o be an infinite
multiplicatively indecomposable ordinal. Finally, suppose that Supp(p) has order
type at most «, and if the order type is «, then it is co-final in G. Then r has length
at most a.

Proof The hypotheses of the theorem say that Supp(p) is a-good. To obtain the
conclusion, it is enough to show that Supp(r) has a superset that is a-good. By
Theorem 4.8, there is an allowable sequence (S;); <y leading from Sy = Supp(p) to
Sw,asuperset of Supp(r).Foralli < M, S; C GZ° and one of the following holds:

1. (Semigroup) there is some j < i such that §; = [S;],
2. (Shift) there is some j < i such that S; is a shift of §;,
3. (Union) there exist j, k < i such that §; = §; U §;.

It is enough to show that all of the sets S; are a-good. We proceed by induction.
The set So = Supp(p) is a-good, by hypothesis. The next lemma is given in [6] (see
Lemma 2.9).

Lemma 4.17 Assuming that G is Archimedean, if S C G20 s a-good, then so is [S].

Proof By Theorem 3.11,[S]is well ordered. Take b € G>°. We show that pred(b) N
[ST has order type less than «. If S has no positive elements, this is trivially true.
So, suppose d is the first positive element of S. Since G is Archimedean, there
is some n such that nd > b. Then any positive element of pred(b) N[S] is the
sum of at most n positive elements of S, all less than b. If D = pred(b) N S, then
pred(b) N [S] € Ug<y Dy. Since S is a-good, D has order type 3 for some 3 < a.
For each k < n, let Dy be the set of sums of k elements of D. We take the empty
sum to be 0, so Dy = {0}. Now, we apply Corollary 3.10. Part 1 of the corrolary
says that Dy has order type at most Gy = F® --- ® 3 (of course, 3y = 1). Part 2
——

k
of the corollary says that U<, Dy has order type at most 3* = 3y @ - - - @ [3,. Since
—_—

« is multiplicatively indecomposable, all 3, are less than «. Since « is additively
indecomposable, 5* < «. This shows that [S] is a-good. U

Lemma 4.18 Suppose A is a shift of S. If S is a-good, then so is A.
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Proof Let A = §' + g, where S’ C S. The group element g may be either positive
or negative, but all elements of ', and of S’ 4 g, are non-negative. We must show
that for b € G*°, pred(b) N A has order type less than a. It is enough to show
this for b > g. For h € §’, we have h + g < b iff h < b — g. Since S is a-good,
pred(b — g) N S has order type less than «, so pred(b — g) N S’ has order type less
than a. The order type of pred(b) N A is the same. This argument works for both
positive and negative g. ]

Lemma 4.19 Suppose S, S’ are a-good. Then S U S’ is also a-good.

Proof Letb € G7°. Say A = pred(b) N S has order type 3 and B = pred(b) N S’
has order type 3. By our hypothesis, both 3 and 3’ are less than «. By Corollary 3.10,
A U B has order type at most 5 @ (3. Since « is additively indecomposable, this is
less than a.

By induction, we conclude that Sj, is a-good. Since Supp(r) C Sy, we see that
Supp(r) has order type at most o, completing the proof of Theorem 4.5.

5 More on Our Original Motivation

There are no new results proved in this section. In the introduction, it was mentioned
that the authors’ interest in lengths of roots of polynomials in Hahn fields grew out of
work on “integer parts” for real closed fields. The authors set out, in [5], to measure
the complexity of a procedure, due to Mourgues and Ressayre [11], for finding integer
parts. In [5], there is a conjecture on lengths of elements of certain subfields of a
Hahn field, which, if true, would yield a bound on the complexity of the procedure
of Mourgues and Ressayre. This conjecture was proved in [6], using Theorem 4.5.
In this section, we further describe our original motivations, for the interested reader.
First, we discuss integer parts and the work of Mourgues and Ressayre. Next, we
state results from [6] bounding lengths of elements. Finally, we state the resulting
bound on the complexity of the Mourgues and Ressayre procedure. Although the
material in this section could all have gone into the introduction, we felt it would
distract the main subject of the paper: finding roots of polynomials over a Hahn field.

5.1 Integer Parts and the Work of Mourgues and Ressayre

Definition 5.1 (Integer part) Let R be a real closed ordered field. An integer part
is a discrete ordered subring [ such that for all » € R, there exists i € I such that
I <r<i+1.

Mourgues and Ressayre [11] proved the following.
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Theorem 5.2 (Mourgues and Ressayre) Every real closed ordered field has an
integer part.

To prove Theorem 5.2, Mourgues and Ressayre provided an explicit construction
that involves embedding the given real closed field R into a Hahn field. Given a well
ordering < and a “residue field section” k of R, the construction yields a unique “value
group section” G, and an embedding d : R — k((G)) whose image is “truncation-
closed”. The authors set out to measure the complexity of the Mourgues and Ressayre
procedure, locating it in the hyperarithmetical hierarchy.

We explain the terminology. Throughout this subsection, R is areal closed ordered
field. The definitions below are standard.

Definition 5.3 (Value group, residue field)

(i) Forx,y e R>0 x ~ y if there exist natural numbers m, n such that mx > y
and ny > x.

(i) The natural value group G is the collection of ~-classes, under the opera-
tion inherited from (R>?, -). The ordering on G is the reverse of the ordering
inherited from R.

(iii) The natural valuation w : R — G U {oo} is the function that takes each r €
R7 to the ~-class of |r|. We let w(0) = oo, which we consider to be greater
than any g € G.

(iv) The residue field k of R is the quotient of the ring of finite elements, R ;, =
{r € R : w(r) > 0}, by the unique maximal ideal of infinitesimals, g := {r €
R:w(r) > 0}.

Remark 5.4 If R is a real closed field, then the natural value group G is a divisi-
ble ordered abelian group. The residue field k is an Archimedean real closed field
representing the real numbers present in R.

Definition 5.5 (Sections) A value group section of R is an ordered subgroup of
(R>9, ., >) that is isomorphic to the value group under the valuation map w. Sim-
ilarly, a residue field section is a subfield of R that is isomorphic to the residue
field under the map that takes each element of R;, to the corresponding element of

k= Ryin/pig.

Definition 5.6 (Truncation-closed) A subset F C k((G)) is truncation-closed if it
is closed under initial segments; i.e., forall s = ) agty € k((G)) and h € G, if
s € F, then

geSs

Sep = Z agt’ € F .

geS&g<h

Mourgues and Ressayre [11] observed that if F is a truncation-closed subfield of
k((G)), then F has a natural integer part

Ir={s+z2"|s e F&Supp(s) c G &z €7},

where G0 = {g € G | g < 0}. They then proved the following.
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Theorem 5.7 (Mourgues and Ressayre) If R is a real closed ordered field, with a
residue field section k, then there is a value group section G and an embedding
d : R — k((G)) such that

e foralla € k,d(a) = at”,
e forall g € G,d(g) =19, and
e d(R) is truncation-closed.

If d is as in Theorem 5.7, and I;(g) is the natural integer part for d(R), then
{r € R | d(r) € Iy} is an integer part for R, completing the proof of Theorem 5.2.

For a givenreal closed ordered field R, aresidue field section k, and a well ordering
< of R, the Mourgues and Ressayre construction of the value group section G and the
embedding d : R — k((G)) is completely determined. The construction produces
a special kind of transcendence basis (r3)s<o for d(R) over k, with an associated
chain of truncation-closed subfields of k((G)), (Rg)s<q such that d(R) = R,.

Suppose R is a countable real closed field with universe w. Fix a residue field
section k. As a well ordering <, we may take the usual ordering on w. Running
the Mourgues and Ressayre construction on these inputs, we obtain a value-group
section G and an embedding d of R into k((G)) such that the special transcendence
basis for d(R) over k has length w. We have the associated chain of truncation-closed
subfields of k((G)) R,, with union d(R). In [5], it was conjectured that for n > 1, the
elements of R, have length at most w“""", so the elements of d(R) all have length
less than w*”.

5.2 Bounds on Lengths of Elements of Special Subfields

In this subsection, K is either algebraically closed of characteristic O or real closed.
The definition below appears in [6], and again in [7].

Definition 5.8 (i) A truncation-closed independent sequence in K((G)) is a
sequence (rg) g<q. algebraically independent over K, such that for each 8 < «,
either 3 has the form t9 for g € G or else rg has limit length, and all proper
initial segments of rg are algebraic over K U {rz : 3’ < [3}.

(i1) For a truncation-closed independent sequence (r3) 3<q, the associated canonical
sequence is the sequence (Rg)jz<, such that for each (3, the set R consists of
the elements of K ((G)) algebraic over K U {r, : v < 3}. We call (r3)g<q
truncation-closed basis for R,,.

The definition of canonical sequence isolates the important properties of the sequence
(Rg)g=<q of subfields of k((G)) from the procedure of Mourgues and Ressayre. A
key part of the proof of Theorem 5.7 is demonstrating that the Rg in any canoni-
cal sequence are truncation-closed subfields of K ((G)). Here are the main results
from [6].
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Theorem 5.9 Let R be a truncation-closed subfield of K ((G)).

1. If R has a truncation-closed basis of length n > 1, then the elements of R have
length at most w*"""

2. If R has a truncation-closed basis of length w, then the elements of R have length
less than w*".

3. If G is Archimedean, and R has a truncation-closed basis of length o > w, then
the elements of R have length at most w*".

Part (2) follows immediately from Part (1). Parts (1) and (3) were proved using
Theorem 5.9. In Part (1), the group G need not be Archimedean. To prove it, in
the case where G is not Archimedean, we think of elements of R both as elements
of K((G)), and as elements of K*((G*)), where G* is Archimedean and K* is a
truncation-closed subfield of K ((G)), with a truncation-closed basis of length less
than n.

In [5, 6], there are examples showing that the bounds in Theorem 5.9 are sharp.

Theorem 5.10 There are examples of canonical sequences (Ry)a< such that for

each finite n > 1, R, has an element of length W and for successor ordinals
a > w, R, has an element of length w*".

In [7], there are results on lengths of elements of R C K ((G)) in the case where
R has a truncation-closed basis of arbitrary countable length.

5.3 Complexity

Finally, we say something about the complexity of the Mourgues and Ressayre con-
struction. In [5], it is shown that for a countable real closed field R with universe
w, there is a residue field section k that is Hg(R). The usual well ordering < of w
is computable. Running the Mourgues and Ressayre construction on the inputs R,
k, and <, we obtain a value-group section G and an embedding d of R into k((G))
such that d(R) has a truncation-closed basis of length at most w. By Theorem 5.9,
the elements of d(R) all have length less than w*". From this, it is possible to show
the following.

Corollary 5.11 The embedding d : R — k((G)) obtained in the Mourgues and
Ressayre construction is A%, (R).



144 J. F. Knight and K. Lange

References

1. Ash, C.J., & Knight, J. F. (2000). Computable structures and the hyperarithmetical hierarchy.
Elsevier.

2. Carruth, P. (1942). Arithmetic of ordinals with application to the theory of ordered abelian
groups. Bulletin of the American Mathematical Society, 48, 262-271.

3. delJongh, D., & Parikh, R. (1977). Well partial orderings and hierarchies. Proceedings Konin-
klijke Nederlandse Akademie Sci. Series A, 80, 195-207.

4. Hahn, H. (1995). Uber die nichtarchimedischen GroBensysteme. Sitzungsberichte der Kaiser-
lichen Akademie der Wissenschaften, Wien, Mathematisch-Naturwissenschaftliche Klasse
(Wien. Ber.) vol. 116(1907), pp. 601-655, reprinted in H. Hahn, Gesammelte Abhandlungen
1. Springer.

5. Knight, J. F,, & Lange, K. (2013). Complexity of structures associated with real closed fields.
Proceedings of the London Mathematical Society, 107, 177-197.

6. Knight, J. F., & Lange, K. (2019). Lengths of developments in K ((G)). Selecta Mathematica,
25.

7. Knight, J. F., & Lange, K., Truncation-closed subfields of a Hahn field. pre-print.

8. Kif§, I., & Thomas, R., Ordinal types in Ramsey Theory and well-partial-ordering theory. In
Mathematics of Ramsey Theory, ed. by J. Nesetfil & V. Rodl, pp. 57-95.

9. MacLane, S. (1939). The universality of formal power series fields. Bulletin of the American
Mathematical Society, 45, 888—890.

10. Mal’tsev, A. L. (1948). On embedding of group algebras in a division algebra. (Russian)
Doklady Akademii Nauk SSSR (N.S.), 60, 1499-1501.

11. Mourgues, M. H., & Ressayre, J.-P. (1993). Every real closed field has an integer part. Journal
of Symbolic Logic, 58, 641-647.

12. Neumann, B. H. (1949). On ordered division rings. Transactions of the American Mathematical
Society, 66, 202-252.

13. Newton, I. (1960). Letter to Oldenburg dated 1676 Oct 24 (pp. 126—127). The Correspondence
of Isaac Newton II: Cambridge University Press.

14. Pohlers, W. (1980). Proof theory: An introduction. Berlin: Springer.

15. Puiseux, V. A. (1850). Recherches sur les fonctions algébriques. Journal de Mathématiques
Pures et Appliquées, 15, 365-480.

16. Puiseux, V. A. (1851). Nouvelles recherches sur les fonctions algébriques. Journal de Mathé-
matiques Pures et Appliquées, 16, 228-240.

17. Ressayre, J.-P. (1973). Boolean models and infinitary first order languages. Annals of Mathe-
matical Logic, 6, 41-92.

18. Ressayre, J.-P. (1977). Models with compactness properties relative to an admissible language.
Annals of Mathematical Logic, 11, 31-55.

19. Schmidt, D. (1978). Associative ordinal functions, well partial orderings, and a problem of
Skolem. Z. Math. Logik Grundlagen Math., 24,297-302.

20. Schmidt, D. (1979). Well partial orderings and their maximal order types. Heidelberg: Habil-
itationsschrift.

21. Schmidt, D. (1981). The relation between the height of a well-founded partial ordering and
the order types of its chains and antichains. Journal of Combinatorial Theory, Series B, 31,
183-189.

22. Starchenko, S., Notes on roots of polynomials.



Upper Bounds on the Graph Minor m
Theorem Greck 2

Martin Krombholz and Michael Rathjen

Abstract Lower bounds on the proof-theoretic strength of the graph minor theorem
were found over 30years ago by Friedman, Robertson and Seymour (Metamathe-
matics of the graph minor theorem, pp 229-261, [4]), but upper bounds have always
been elusive. We present recently found upper bounds on the graph minor theorem
and other theorems appearing in the Graph Minors series. Further, we give some
ideas as to how the lower bounds on some of these theorems might be improved.

1 Introduction

Graph theory supplies many well-quasi-ordering theorems for proof theory to study.
The best known of these is Kruskal’s theorem, which as discovered independently by
Schmidt [13] and Friedman (published by Simpson [14]) possesses an unusually high
proof-theoretic strength that lies above that of ATR. This result was then extended
by Friedman to extended Kruskal’s theorem, a form of Kruskal’s theorem that uses
labelled trees for which the embedding has to obey a certain gap-condition, which
was shown to have proof-theoretic strength just above even the theory of H}—CAO,
the strongest of the five main theories considered in the research program known as
reverse mathematics.

Reverse mathematics (RM) strives to classify the strength of particular theorems,
or bodies of theorems, of “ordinary”” mathematics by means of isolating the essential
set existence principles used to prove them, mainly in the framework of subsystems
of second order arithmetic. The program is often summarized by saying that there are
just five systems, known as the “Big Five”, that are sufficient for this classification.
The picture of RM that we currently see, though, is more complicated:
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1. Those parts of mathematics that have been analyzed in RM, are mostly results
from the 19th century and the early 20th century with rather short proofs (varying
from half a page to a few pages in length). By contrast, e.g., the large edifice of
mathematics that Wiles’ proof of Fermat’s Last Theorem utilizes has not been
analyzed in detail.

2. By now there are quite a number of theorems that do not fit the mold of the
Big Five. For instance, Ramsey’s theorem for pairs, Kruskal’s theorem and the
graph minor theorem do not equate to any of them. For several others, such as
Hindman’s theorem, this is still an open question.

3. There are areas of mathematics where complicated double, triple and more times
nested transfinite inductions play a central role. Such proof strategies are par-
ticularly frequent in set theory (e.g. in fine structure theory and combinatorial
theorems pertaining to L) and in higher proof theory (e.g. in the second predica-
tive cut elimination theorem and the impredicative cut elimination and collapsing
theorems). As RM is usually presented, one might be tempted to conclude that
such transfinite proof modes are absent from or even alien to “ordinary” math-
ematics. However, they are used in the proof of the graph minor theorem. Are
they really necessary for its proof?

In this paper we will be concerned with the proof of the graph minor theorem, which
is a fairly recent result. It has a very complicated and long proof that features intricate
transfinite inductions. In particular, we will be analyzing these inductions and classify
them according to principles that are familiar from proof theory and the foundations
of mathematics. As to the importance attributed to the graph minor theorem, let’s
quote from a book on Graph Theory [2], p. 249.

Our goal [. . .] is a single theorem, one which dwarfs any other result in graph theory and may
doubtless be counted among the deepest theorems that mathematics has to offer: in every
infinite set of graphs there are two such that one is a minor of the other. This graph minor
theorem, inconspicuous though it may look at first glance, has made a fundamental impact
both outside graph theory and within. Its proof, due to Neil Robertson and Paul Seymour,
takes well over 500 pages.

The starting point of this grand proof is the bounded graph minor theorem, i.e. the
graph minor theorem restricted to those graphs of bounded “tree-width”. The bounded
graph minor theorem was connected to Friedman’s extended Kruskal’s theorem by
Friedman et al. [4], and the two were even shown to be equivalent. This provided
a natural example of a theorem of combinatorial mathematics that has extremely
high proof-theoretic strength, and at the same time gave a lower bound on the graph
minor theorem. While the precise proof-theoretic strength of the bounded graph
minor theorem was established by Friedman et al. [4], the same was not the case for
the full graph minor theorem, for which not even an upper bound was found, which
no doubt was due to the fact that the proof spreads over 500 pages of complicated
combinatorial arguments. In the following, we will thus outline how the graph minor
theorem and other important theorems of the Graph Minors series, like the immersion
theorem, can be proved in I1}-CA, with the additional principles of IT}-induction
and Hé—bar induction.
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2  Well-Quasi-ordering Theorems of the Graph Minors
Series

The relations of minor and immersion can be understood as finding a certain expan-
sion of one graph G, in another graph G,. All graphs in this paper are finite and
without loops unless noted otherwise, and we denote the vertex set of a graph G by
V(G) and its edge set by E(G). For the minor relation, define a minor-expansion of
G| to be a function f : G| —> G, so that v € V(G)) gets mapped to a connected
subgraph f(v) € G, so that f(v) N f(u) =@ if u # v, and each edge e € E(G)
gets mapped injectively to an edge f(e) € E(G») so that if the endpoints of e are u
and v, then f (e) connects vertices u’ € f(u) and v’ € f(v).If an expansion of G is
a subgraph of G,, G is said to be a minor of G, denoted G| < G,. An immersion
relation between graphs G| and G, is similarly witnessed by an immersion-expansion
f : Gy —> G, so that vertices of G| are mapped injectively to vertices of G,, and
so that an edge e with endpoints # and v is mapped to a path f(e) in G, between
f(u) and f(v) so that for distinct edges eq, e; € E(G1) the paths f(e;) and f(ey)
are edge-disjoint (but may intersect at vertices), i.e. E(f(e1)) N E(f(ez)) = @. The
graph minor and immersion theorem are then the following theorems.

Theorem 1 (Graph minor theorem, Robertson and Seymour [11]) For every sequence
(G; :i € N) of graphs there are i < j so that G; is a minor of G ;.

Theorem 2 (Immersion theorem, Robertson and Seymour [12]) For every sequence
(G; :i € N) of graphs there are i < j so that there is an immersion of G; into G .

The proof of the graph minor theorem can be divided into two major steps. First, the
excluded minor theorem is proved, which takes up most of the Graph Minors series.
The excluded minor theorem says that if one graph G does not contain another graph
H as aminor, then G has to have a certain structure, namely that it can be decomposed
into parts which are connected in a tree-like shape and can almost be embedded into
a surface into which H can not be embedded. This is then used as follows: In a
proof of the graph minor theorem, for any sequence of graphs (G, G, ...) one
may assume that G is not a minor of any G, j > 1, as otherwise the graph minor
theorem holds. Thus, it suffices to prove the graph minor theorem for any sequence
of graphs possessing the structure obtained by applying the excluded minor theorem
for G|, for any such G,. This means that it is enough to prove the graph minor
theorem for graphs which consist of parts connected in a tree-like shape that are
almost embeddable into some fixed surface, which is the second major step of the
proof of the graph minor theorem.

The proof of the excluded minor theorem is not very complex from a metamathe-
matical point of view. This is due to the fact that surfaces are uniquely determined by
their fundamental polygons, and that graph embeddings on any surface can thus be
represented by a natural number encoding a graph drawing with rational coordinates
in this fundamental polygon. With this approach, the entire proof of the excluded
minor theorem does not feature any infinite objects nor any infinite proof techniques,



148 M. Krombholz and M. Rathjen

and it is straightforward to carry it out in ACAy, which will be our base theory in
the following. The only papers of the Graph Minors series that use more advanced
proof techniques are Graph Minors IV [7], VIII [8], XVIII [9], XIX [10], XX [11]
and XXIII [12].

Graph Minors IV [7] proves in a sense an early version of the graph minor theorem
for graphs with a certain structure as described above, namely the graph minor
theorem for graphs that have bounded tree-width, a property which is defined in
terms of tree-decompositions. A tree-decomposition of a graph G is essentially a
decomposition of G into parts that are connected in a tree-like shape, i.e. a tree-
decomposition of G consists of a tree 7 and for every ¢ € V(T') a subgraph G, of G
so that

® Ucvir G = G, and

e ifanedge e of T has endpoints ¢ and #,, and T and 75 are the two components of 7'
obtained by removing e from 7', then every path in G from some v € |, eviry) Ot
to some u € | J,cy gz, G has to contain a vertex of G, N G,,.

The width of such a tree-decomposition is then defined to be max;cy (r) |V (G;)| — 1.
The tree-width 1w (G) of G is the minimum width of all its tree-decompositions, and
the bounded graph minor theorem can be stated as follows.

Theorem 3 (Bounded graph minor theorem, [7]) Let n be a natural number, then in
any sequence (G; : i € N) of graphs so that tw(G;) < n for everyi € N, there are
G;and G withi < j so that G; is a minor of G ;.

The bounded graph minor theorem has been analyzed from a metamathematical per-
spective by Friedman, Robertson and Seymour [4], who determined that its proof-
theoretic strength lies just above that of TT}—CA,. They observed that the bounded
graph minor theorem can be proved for each individual tree-width in TT}-CA,, and
since the bounded graph minor theorem is a Hi—statement, that an application of
I1}-reflection for IT1}-CA, thus suffices to prove the bounded graph minor theorem.
This approach circumvents a IT}-induction, which is roughly used to show that some
minimal bad sequence always exists under certain circumstances, and Friedman et
al. [4] in turn showed that no theory of lower proof-theoretic strength than H{—CAO
augmented with IT{-reflection for I1}—CAy can prove the bounded graph minor the-
orem. There is however no such proof for some theorems of Graph Minors IV [7]
which are more important for the rest of the Graph Minors series, and for these the-
orems only the upper bound of I1j—-CA( + I13-IND is known. Friedman et al. [4]
further showed that the bounded graph minor theorem is equivalent to the planar
graph minor theorem, i.e. the graph minor theorem for those graphs which can be
drawn (or equivalently, embedded) in the plane.

Graph Minors VIII [8] proves a generalization of the planar graph minor theorem.
Define for every surface ¥ the X-graph minor theorem:

Theorem 4 (X-graph minor theorem) For every sequence (G; : i € N...) of graphs
that can be drawn in X without crossings there are i < j so that G; < G ;.
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If S? denotes the sphere, then the planar graph minor theorem is just the S2-graph
minor theorem, since embeddability in the sphere and drawability in the plane are
equivalent. Denote by VX -GMT the statement that the X-graph minor theorem holds
for every surface X. Itis shown in Graph Minors VIII that the X -graph minor theorem
and VX -GMT are indeed true, and it can further be shown that both of these theorems
are equivalent to the planar and hence also the bounded graph minor theorem. This is
done by extending the proof that each instance of the bounded graph minor theorem
is provable in H}—CAO all the way into Graph Minors VII [8], so that it can be shown
that for each surface ¥, the ¥-graph minor theorem is provable in [1{-CAy. An
application of IT{-reflection for I1}-CA, then establishes the equivalence of VX-
GMT and the planar graph minor theorem, and hence also that of YX-GMT and the
bounded graph minor theorem. The results of [4] can thus be extended as follows,
see [5].

Theorem 5 The following are equivalent over ACAy:

The well-orderedness of the ordinal 1 (2,,),
Friedman’s extended Kruskal’s theorem,

the bounded graph minor theorem,

the planar graph minor theorem,

the X-graph minor theorem, for any surface X, and
VX-GMT.

The next use of strong infinitary proof-techniques is in Graph Minors XVIII [9]
which provides another restricted form of the graph minor theorem that facilitates
the proof of the version of the graph minor theorem necessary for the second major
step of the proof of the graph minor theorem outlined above. The theorem of Graph
Minors XVIII [9] in a sense allows one to focus on the individual pieces of the
graph decomposition obtained by the excluded minor theorem, thereby avoiding the
need to work with tree-decompositions. The theorem that these individual pieces
of the above graph decomposition are well-quasi-ordered by the minor relation is
then proved in Graph Minors XIX [10]. The proof of this version of the graph
minor theorem requires a further very strong proof principle, namely that of I1}-bar
induction. In Graph Minors XX [11] these results are then combined to prove the
full graph minor theorem. Finally, Graph Minors XXIII [12] proves the immersion
theorem and a generalization of the graph minor theorem to hypergraphs in a certain
sense.

This generalization to hypergraphs can be stated as follows. For a vertex set V
denote by Ky the complete graph on V, i.e. the graph with vertex set V in which
every two distinct vertices are connected by an edge. Then a collapse f of G, to
G, is a function mapping vertices of G to disjoint connected subgraphs of Ky g,)
and edges of G injectively to edges of G, so that f(e) is incident with a vertex of
f(v) whenever e is incident with v for all e € E(G1) and v € V(G), and further
that for every vertex v and every edge e, of f(v) with endpoints v; and v,, there
must be an edge of G, that has among its endpoints the vertices v and v,. Further,
if Q is a well-quasi-order and the edges of G, and G, are labelled via functions
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¢1: E(G)) — 0, ¢ : E(Gy) —> Q, then f is also required to respect the edge
labels of G| and G, in the sense that ¢ (e) <o ¢2(f(e)) has to hold for every edge
e € E(Gy). Then Graph Minors XXIII [12] shows that the following generalization
of the graph minor theorem holds.

Theorem 6 Let Q be awell-quasi-order. Then in every infinite sequence (G; : i € N)
of Q-edge-labelled hypergraphs there are j > i so that there is a collapse of G to
G; which respects the labels of G; and G ;.

Further, Graph Minors XXIII [12] also proves that similar labelled versions of
the graph minor and immersion theorem hold. If Q is a well-quasi-order and
¢1: E(G) — Q, ¢, : E(G) —> Q are labelling functions for the edges of G,
and G5, then a minor relation G; < G, via an expansion f is said to respect these
labels if ¢1(e) < ¢2(f(e)) for every edge e € G,. Similarly, for vertex-labelling
functions ¢; : V(G) — Q, ¢, : V(G) —> Q the minor relation is said to respect
the labels if for every v € V(G)) there is a v’ € f(v) so that ¢;(v) <g ¢ (V). If
¢ and ¢, are vertex-labelling functions from a well-quasi-order Q of G| and G,
respectively, say that an immersion f respects this labelling if ¢ (v) <¢g ¢2(f(v))
for every v € V(G). Then the labelled graph minor and immersion theorem are true
as well.

Theorem 7 (Labelled graph minor theorem) Let Q be a well-quasi-order and let
(G; i € N) be a sequence of Q-vertex- and edge-labelled graphs. Then there are
i < j and a minor expansion f : G; —> G that respects the labels of G; and G ;.

Theorem 8 (Labelled immersion theorem) Let Q be a well-quasi-order and let
(G : i € N) be a sequence of Q-vertex-labelled graphs. Then there are i < j and
an immersion expansion [ : G; —> G| that respects the labels of G; and G .

In order to prove these theorems, Graph Minors XXIII [12] requires another I1}-
bar induction similar to that used in Graph Minors XIX [10]. The bar induction
of Graph Minors XIX [10] is used when assuming that a certain class of graph
embeddings is minimal with respect to certain properties, in order to prove that
the above mentioned sequence of graphs embedded in a surface is good. As said
above, the graphs themselves might not actually be completely embeddable in the
surface, and so the non-embeddable parts are coded as labels from a well-quasi-order,
to provide a (now labelled) graph that is completely embeddable into the surface.
When assuming that the set of possible labels is a minimal well-quasi-order so that the
set of corresponding graphs is a counterexample, one essentially performs a I1}-bar
induction on a well-quasi-order.

3 Bar Induction in the Graph Minors Series

More precisely, in Graph Minors XIX [10] two I1-bar inductions and three ordinary
I1}-inductions need to be performed. These inductions take the form of the assump-
tion that there is no minimal bad counterexample to a version of the graph minor
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theorem. This version of the graph minor theorem is for graphs that are embedded
in a fixed surface and have labels from well-quasi-orders on the edges. Further, the
minor relation between these graphs is altered in such a way that edges incident
with a cuff stay fixed on the surface under minor-expansions, and so that it respects
the labels of the well-quasi-order. The minimal counterexample to the graph minor
theorem for such graphs is then required to have as few handles, crosscaps, cuffs
and edges around cuffs as possible, which correspond to the ordinary Hé-inductions
mentioned above, since the well-quasi-orders for the edges are not required to be the
same for “smaller” possible counterexamples.

The T1}-bar inductions then occur when requiring that the well-quasi-orders of
the counterexample are also minimal with respect to the initial ideal ordering and
so-called refinement relation. We present the bar induction corresponding to the
initial ideal relation in greater detail to illustrate that it can deal with the induction
principle actually performed in Graph Minors XIX [10]; the relation corresponding
to refinement can be handled analogously. As already noted, the counterexample to
our version of the graph minor theorem is required to have labels from a well-quasi-
order that is minimal with regard to the initial ideal relation. A well-quasi-order X
is an initial ideal of another well-quasi-order X', denoted X < X', if X C X’ and if
X is closed downward with regard to X, that is if

Vx € XVx' e X'(x' <x x — x' € X).

Assuming that the counterexample has minimal well-quasi-orders with regard to this
relation then corresponds to the induction scheme

VX(WQO(X) - (VX < X(VX" < X' o(X") = (X)) — o(X))).
This is different from the standard bar induction scheme, which postulates that
VX(WF(X) —> Vj(Vi <x jo@i) = ¢©(j)) — Vn € Xp(n)).

Further, itis not clear whether the induction scheme used in Graph Minors XIX [10] is
actually implied by the usual bar-induction scheme, and it does not seem to be the case
that this initial ideal induction scheme has been considered before in the literature of
reverse mathematics. Note also that due to the different kinds of quantifiers present
in second order arithmetic, it may for instance occur that the initial ideal induction
scheme quantifies over uncountably many predecessor objects while the ordinary
bar induction scheme is constrained to only countably many predecessor objects.
Inspecting the proofs of Graph Minors XIX [10] further, it can however be discerned
that a more restricted notion of initial ideal is sufficient to carry out the proofs. In
the proofs of Graph Minors XIX [10], the minimality of the counterexample with
regard to this initial ideal relation is only used when a whole segment above a certain
element is “cut out” of the well-quasi-ordering, that is only the relation <; defined
by
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X' <1 X3, ...,x) e XV e X o x € X AVi <n(x" # x))

is actually used in Graph Minors XIX [10]. Defining a relation <; (in other contexts
known as the Smyth quasi-order) on the finite subsets [ X]=“ of a well-quasi-ordered
set X by

ot sifzn e Vi el oomidi e {1, ndyi < 2,

and setting X% := {x € X : Vi < n(x # z;)} it can be shown that bar induction
for < implies initial ideal induction for <;:

Lemma 9 Assume that for every well-quasi-ordered set X* and every T1}-formula
@' (n) the ordinary bar induction scheme holds with regard to [X*]~% and <y, i.e.
that

Vi(Yi <1 j' (i) = ¢'(j)) = Vn € [X]T79¢ (n).

Then also the initial ideal induction scheme holds for every well-quasi-ordered set
X and every T1}-formula o(Y) with regard to <y, i.e.

VX' < X(VX” <1 X'o(X") = o(X)) = o(X).

Proof Note that if X is well-quasi-ordered then <; is well-founded on [X]=* since
a bad <;-sequence in X would in particular induce a bad <-sequence in X (see e.g.
[3]), which is in contradiction to the well-quasi-orderedness of X.

Now let X be well-quasi-ordered and let T be a new element so that T > x for all
x € X. Define X := X U {T}. The idea for showing that the initial ideal induction
scheme holds given the ordinary induction scheme is to encode the predecessors of
X with regard to < by finite subsets of X, and to perform an ordinary bar induction
on [}A( 1=% instead.

So assume that the usual bar induction scheme for IT}-formulas with regard to
[)A( =% and <; holds. Let ¢(X) be any H%-formula, then we need to show that <;-
initial ideal induction over X holds for ¢. Hence assume ¢ is progressive with respect
to <, i.e. that

VX' < X(VX" <1 X'o(X") — o(X)).

Then we need to show that ¢(X) holds. To do Ehis, we define a formula ¢’ (i) so that
@' ({y1, ..., ya}) essentially emulates o({x € X : Vj <n :x # y;}), as follows:

G =YY ={y1,..., ) > (Vx(x €Y > x € X AVj <n:x #1y) = o).

By Eg-comprehension a set Y satisfying the conditions in the antecedent always
exists, and so ¢’ is in fact the intended statement. Note that ¢'(i) is further still a
I1}-formula, and that we can thus utilize our idea to employ IT-bar induction for ¢’
in order to show that ’({T}) and hence ¢(X) holds. To this end we need to prove
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the progressiveness of ¢’. So assume (letting i, j be codes for finite subsets of X)
that Vi <; j¢/'(i), then we need to show ¢'(j).
For this, we first show that Vi <; j¢/'(i) implies YX” <; X/p(X”). But if

j=1{x1,...,xn}, say, then X” <; X/ means that X" = X% for some
21y -+ Zksand trivially {xy, ..., X, 21, -+ o, 21} <1 {x1, ..., X}, where the inequal-
ity must be strict since X” < X/.Leti = {x1, ..., Xu, 21, . - -, Z}. Then ¢/ (i) holds

since we assumed Vi <| j¢'(i), and since X’ = X” we can infer that ¢(X”) holds
as well.

So we have shown that VX" <; X/¢(X"). Since ¢ was assumed to be progressive
with regard to <, this gives ¢(X/) and therefore ¢'(j). This is what we needed to
show for ¢’ to be progressive. Since ' is progressive we can apply H%—bar induction
on ¢’ to obtain Vx € [X 1°¥¢’(x). This gives us in particular ¢’({T}), which in turn
implies ¢ (X) and thus completes the proof. (]

In the above, finite sets of elements of X are used to code the appropriate subsets
of X. For the bar induction corresponding to the refinement relation, a finite sequence
of such finite sets is needed instead. The critical condition of the refinement relation
says in a sense that the well-quasi-orders from which some of the edges are allowed
to be labelled can be arranged in such a way that some of those well-quasi-orders are
initial ideals of others, and at most identical. More precisely, a sequence (X1, ..., X,)
is a refinement of a sequence (X/] el X;n) if » > m and there is a function f :
{1,...,n} —> {1, ..., m} with the property that X; < X, for all i < n, so that
additionally X;, X; < X whenever f (i) = f(j)fori # j,andsothat X; < X ¢(;
for some i. As in the previous induction, the <-relations are not actually required
in their full form and can be replaced by <, relations, which enables us to perform
a bar-induction in order to simulate the induction corresponding to the refinement
relation. We write (X1, ..., X,) <2 (X1, ..., X},}if (X, ..., X,) is arefinement of
(X e X {n) To perform the bar-induction, we need a relation corresponding to <.
As above, denote the set of finite subsets of a set Y by [Y]=“, and use p and o as
variables for such finite subsets. Define then on ([X]=“)=“ a relation <, by

(P1s-ves pn) <2 (01, ... o) 3f {l,...,n} —{1,...,m}
Vi <n(p; <10p0) AT Snlp; <1 o)A
Vi, ji #JjAf@) = fG) = pi <1056))-

In order to be able to carry out a bar-induction along this relation, we need to show
that it is well-founded. This is done in the next lemma.

Lemma 10 Let X be a well-quasi-ordered set. Then ([ X]=¥)<* is well-founded with
regard to <,.

Proof Because X is well-quasi-ordered, [ X]=“ is well-founded with regard to <; by
the remarks in the proof of the above lemma. Our aim is to employ Konig’s lemma
in order to show that there can be no infinite descending <,-sequence in ([X]=%)=".
Thusif (py, ..., pp) <2 (01, ..., 04) via f,wesay thato; branchesinto p; , . . ., Pin,
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if f71(j) ={i1,....im,} and p;, <| o; (which is immediate if f~'(j) consists of
more than one element).
Now assume that there is a sequence s := <<p’1 ceey pﬁ,’_) 1€ N) so that s(i) >,

s+ 1) foralli,andlet (f; : {1,...,n;} — {1,...,n;_1});~, be the correspond-
ing sequence of functions witnessing the <, relations. In order to avoid confusing
duplicate elements that may appear multiple times in that sequence we interpret each
P} as a term, and identify two such terms transitively if pk =pand fi (k) =1
We now turn toward defining the tree we want to use Konig’s lemma on. Let
S = {p;'< 11 € NAk <n;}, and for p, o € S define o to be a successor of p if at
some step in s an element underlying p branches into an element underlying o. Note
that due to the definition of <, every p can branch only once, and that it can only
branch into finitely many successors. This successor relation thus defines a forest on
S, which is infinite since s is an infinite descending sequence and in which every tree
is finitely branching. Since this forest consists of 7, and hence finitely many trees,
one of these trees must be infinite as well. We can thus apply Konig’s Lemma to
this tree to obtain an infinite, strictly decreasing <;-sequence in [X]=¥, which is a
contradiction since [ X]=* is well-founded by <. U

Similarly to <;-initial ideal induction, we can now prove a lemma that shows that
ordinary bar induction for <; implies the induction scheme corresponding to refine-
ment. This is made precise in the following lemma.

Lemma 11 Assume that for every well-quasi-ordered set X* and every H%—formula
¢/ (n) the bar induction scheme holds with regard to ([X*]=¥)<¥ and <, i.e. that

ViVi <3 jo' (i) — ©'(j)) = ¥n € ([X*]"9) <Y/ (n).

Then for every finite sequence of well-quasi-ordered sets X := (X, ..., X,) and
every Hé-formula ©(Y) the induction scheme corresponding to refinement

(VX" <2 X(VX" <2 X'p(X") = o(X) = ¢(X))

holds as well.
Proof The proof is essentially the same as the one for Lemma 9. O

This shows that the critical parts of Graph Minors XIX [10] can be dealt with by a
I1}-bar induction. A similar induction is performed in the proof of the immersion
theorem in Graph Minors XXIII [12] that can be dealt with by the same techniques. To
give an overview, based on unpublished research we have the following placements
of proof-theoretic strength:

(a) T} —CAo| = ¢o().

(b) [T} —CAg + M}-IND| = ¢ (Q,-w*).

(©) [T} —CA| = 1(Qu-€0).

(d) |TT}—CA + IT}-BI| = (2%). ‘

(e) [TI1—CAg + IT}-BI + TL-IND| = p(24")

(f) ¥0(R,) < ordinal of graph minor and immersion theorems < (%").
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4 Possible Lower Bound Improvements

To narrow down the corridor in which the proof-theoretic strength of the theorems
considered above lies, one might try to increase their lower bounds. The immersion
theorem with well-quasi-ordered labels seems to be particularly suited for such a task,
since it almost imposes an approach similar to that of Friedman’s extended Kruskal’s
theorem EKT [14]. There, a function is used to relate labelled trees ordered by
embedding with gap-condition to ordinals from the ordinal notation system O T (£2,,).
This ordinal notation system is used for the ordinal analysis of I1 }—CAO, which shows
that ’Hi—CAO} = Vy(R2,), and derived from the set Cy(£2,,) from Buchholz [1]. In
Simpson [14] it is then shown that the above approach yields:

Theorem 12 ACAg+ EKT — WO (Wy(2,)). In particular, EK T is not provable
in T1}—CAo.

Similar to EKT, a principle GKT,(Q), denoting generalized Kruskal’s theorem
with labels from w and additional well-quasi-ordered labels from a well-quasi-order
Q, can be defined as follows. First, the objects related to this principle are rooted trees
T that have two labelling functions associated with them, one function/ : V(T) —
w and another function ly : V(T) — Q. They are ordered by embeddings f :
Ty —> T that satisfy the gap-condition

Vx e V(T)Vy e V(I)(y £ fF() A—Fz e V(T <x Ay < f(2)) > 1(y) = 1(x)),
and additionally respect the labels from Q in the sense that

Vx € V(T (g(x) <lo(f(x))).

For any vertex v # root (T) in such a tree, if w is the first vertex on the path from
v to root (T), we define T to be the component of 7' \ w which includes v, and set
root (T") := v. Then one can relate ordinals to a subset of these trees, by decreeing
that the well-quasi-order Q have the form Q = Wy U {4, w’, 9}, where Wy is a
well-order and the elements of {+, w’, ¢} are incomparable to all others, in the
following way. First, we need an ordinal notation system OT (2, - W) from [6]
which relativizes O T (£2,,) by putting sup(W) many copies of 2, above €2,,. Interpret
a well-order W as an ordinal and forw € W setw := Q, - (1 + w). Define then sets
CY(a), m € N, and collapsing functions ¢V (o), m € N by induction on «. Let
CY () be the least set C 2 R, U{Q; :i e NJU{w: w € W} so that:

e C N, isclosed under + and w',
e W+ o€ C wheneverw e Wand o € C N Q,, and
e C N« is closed under v, for alln € N.

Then we can define ¥ (o) by

Yo () :=min{€ : £ ¢ C) ().
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We also write 1), instead of " if no confusion is possible. The proof-theoretic
ordinal of H}—CA in terms of these collapsing functions is then 1y(€2,, - £9). Let
w’ := sup(W). In the following we will always assume that ordinals are in normal
form with regard to the ordinal notation system OT (2, - W) that corresponds to
Co (w’); see [6] for details.

To define the ordinal related to a tree, we additionally assume that W has a special
element wy so that wy < w forall w € W \ {wyp} (normally wy would correspond to
0, but we need it to be “less than” 0). We then define v, (wg) = €2,,, and to simplify
notation, we define further 1, (w + ) := 9,,(w + «) forall w € W \ {wp}. A tree
T can then be assigned an ordinal o(7T") from OT (L2, - W) N Q,, as follows:

o Ifly(root(T)) € W androot (T) has no successor, thenset o(T') := 1, (w), where
n = I(root(T)) and w = Iy (root(T)).

o If [p(root(T)) € W\ {wp} and root(T) has one successor v, then set o(T) :=
Yp(w + o(T")), where n = [(root (T)) and w = [y (root (T)).

o If [p(root(T)) =+ and vy, v, are the successors of root(T) ordered so that
o(T") > o(T™), then set o(T) := o(T") + o(T™).

o If lp(root(T)) = w and v is the successor of root (T), then set o(T) := w

o If [p(root(T)) = 1 and v is the successor of root (T), then set o(T) := 1,0(T"),
where n = [(root (T)).

e If none of these cases can be applied, T is not assigned an ordinal.

o(T").

In the following we will restrict ourselves to trees that can be assigned an ordinal as
above, and well-quasi-orders suitable for labelling those trees. Then it can be shown
that:

Theorem 13 ([5]) Let Q be a well-quasi-order and Ty, T, be trees as above. Then
o(T) < o(T,) whenever Ty < T,.
In particular, GK T, (Q) implies the well-orderedness of OT (2, - Wo).

From which, letting GKT,(VQ) :=VOQ(WQO(Q) - GKT,(Q)), follows
immediately:

Theorem 14 ACAy + GKT,(VQ) — [VX(WO(X) — WO(OT(Q, - X))

Then, observing that |1'I}—CA| = Wy (L2, - €9), we get stronger lower bounds on
GKT,(VQ) (and in fact even GK T, (g¢)).

Corollary 15 T1!-CAy + GKT,(YQ) proves W O (t(S - £0)).
Corollary 16 T11-CA¥F GKT,(YQ).

This idea might possibly be leveraged in the following way, by extending it to
theorems of the Graph Minors series. Recall that an immersion of one graph G
into another graph G, is an injective function f : G; — G, that maps vertices
injectively to vertices and edges to edge-disjoint paths (the paths may intersect
at vertices however). Given a labelled tree T as in the statement GK T,,(Q) with
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0 = Wy U {4, w, ¥}, one can then define a tree-like graph which under immersion
expansion aims to behave like the labelled tree.

Set Q' := Q U {root} where root is incomparable to all other elements of Q’,
and define V(G) := V(T') U {r}, where r is anew vertex. Set further /o (v) 1= lp(v)
if v e V(T) and setlyp (r) := root. Connect then vertices v of G to their immediate
predecessors by [ (v) + 1 parallel edges, and connect root (T) tor by l(root (T)) + 1
parallel edges. We then adopt the notation v < u if when deleting edges in G until no
multiple edges remain (which results in a tree), v lies on the unique path from u to the
vertex labelled with root in G. We also speak of predecessors and successors in G
with regard to this ordering. For v in V (G) define then G to be the induced subgraph
of G with vertex-set {u € V(G) : v < u} U {r'} where r’ is a new vertex labelled with
root, and where r’ is connected to v by as many edges as v was connected to its
immediate predecessor p(v) in G. For vertices v not labelled with root set further
I(v) :=|{e € E(G) : e connects v and p(v)}| — 1 (which is the same as [(v) in T).

One can then relate an ordinal to G in the obvious way, by definining o(G) as
follows:

e If the successor v of r is labelled from W and v has no successors, let 0(G) :=
Yy (g (v)).

e If the successor v of r is labelled from W and v has a successor w, let o(G) :=
Y1y (Lo (v) + 0o(G™)).

e If the successor v of r is labelled with +, set 0(G) := o(G"") + 0o(G™?), where
w, and w, are the successors of v so that o(G™') > o(G™?).

e If the successor v of r is labelled with w’, set 0(G) := w’¢"), where w is the
successor of v.

o If the successor v of 7 is labelled with v, set 0(G) := 1;,y0(G™), where w is the
successor of v.

One could hope that 0(G) < 0(G») whenever G can be immersed into G,, but
sadly this result has not been established yet. When doing the proof for labelled trees,
an induction on the height of the tree with additional induction hypotheses is usually
used. However, aside from mapping the vertex labelled with root in G to the vertex
labelled with root in G,, an immersion from G, into G, does not have to respect
the “tree-structure” of G, as illustrated in Fig. 1.

The induction hypotheses necessary for proving 0(G) < 0(G») can not always
be used in such a case, which makes the proof that this holds (if it should indeed hold)
a lot harder. It should be noted that the immersion relation between two such graphs
corresponds to a root preserving embedding f between edge-labelled trees that is
not order or infimum preserving (i.e. so that f maps vertices injectively to vertices
and edges to paths that do not have to be disjoint), that however satisfies a different
gap-condition, namely that for e € E(G>) it has to hold that I(e) > >, 1 I(e),
where f~!(e) denotes the set of edges e’ so that e is an edge of f(e’).

While it is not clear whether this construction works with immersions due to the
above, it should be noted that it does work when using directed graphs and immer-
sions, i.e. so that edges are directed from u to v if # < v and so that an immersion
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Fig.1 One example where a
valid immersion embedding
does not respect “infima” of
the graphs. The labels of the
vertices are drawn inside the
nodes, with r used instead of
root. The vertex map of the
immersion embedding is
given by the dashed arrows,
with the edge map implied in
the obvious way

expansion maps edges to edge-disjoint directed paths. However, the immersion the-
orem is known to not hold for the class of all directed graphs in general, and it is
currently an ongoing effort in graph theory to establish for which classes of directed
graphs it does hold. Thus, it is an open question whether lower bounds like these can
be established for a more natural class of directed graphs, and further whether these
results can be extended to undirected immersions.
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Recent Progress on Well-Quasi-ordering )
Graphs L

Chun-Hung Liu

Abstract Graphs are arguably the first objects studied in the field of well-quasi-
ordering. Giant successes in research on well-quasi-ordering graphs and fruitful
extensions of them have been obtained since Vazsonyi proposed the conjecture about
well-quasi-ordering trees by the topological minor relation in the 1940’s. In this
article, we survey recent development of well-quasi-ordering on graphs and directed
graphs by various graph containment relations, including the relations of topological
minor, minor, immersion, subgraph, and their variants.

1 Introduction

A quasi-ordering on a set X is areflexive and transitive binary relation on X. A quasi-
ordering < on X is awell-quasi-ordering if for every infinite sequence x|, x, ..., there
exist i < i’ such that x; < x;.. The concept of well-quasi-ordering was discovered
from different aspects. One problem that stimulates the development of this concept
was raised by Vazsonyi in the 1940’s about well-quasi-ordering graphs. Precisely, he
conjectured that any infinite collection of trees contains some pair of trees such that
one is homeomorphically embeddable in the other (see [29]). This conjecture together
with another conjecture of Vazsonyi, which states that subcubic graphs are well-
quasi-ordered by the topological minor relation, motivate the study of well-quasi-
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ordering on graphs. During past decades, giant successes and fruitful extensions were
obtained in this direction.

One benefit of well-quasi-ordering is the existence of finite characterization of
properties closed under well-quasi-orderings. Given a quasi-ordering Q = (V(Q),
=<0), a Q-ideal .7 is a set of graphs such thatif G € .# and H <y G, then H € .Z.
For any graph property that is closed under Q, the set of graphs satisfying this
property is a Q-ideal. Let .# be the family of graphs consisting of the minimal
graphs that do not belong to .# with respect to Q. Then a graph G belongs to .#
if and only if H ﬁQ G for every H € .%. Hence, to describe .7, it is sufficient to
describe .%. Since .% is an antichain with respect to Q, .% must be finite if Q is a
well-quasi-ordering. If for any fixed graph H € .%, one can test whether any input
graph G satisfies H <y G or not in time polynomial in |V (G)|, then .# and hence
the corresponding graph property can be tested in polynomial time.

The purpose of this article is to survey recent development on well-quasi-ordering
on graphs. Though some notions and results mentioned in this article were extended
to other combinatorial objects, such as matroids, permutations or words, we focus
on results about graphs only for the simplicity.

This paper is organized as follows. We will discuss the topological minor rela-
tion, which is the relation stated in Vazsonyi’s conjectures, in Sect. 2. Then we will
discuss minor and immersion relations, which are two graph containments closely
related to the topological minor relation and attract wide attention, in Sects. 3 and 4,
respectively. Finally, we will discuss the subgraph relation, which is the most natural
containment on graphs, in Sect. 5.

We start with some formal definitions about graphs. Graphs are finite and possibly
have parallel edges and loops in this article. That is, an (undirected) graph G consists
of a finite set V (G) of vertices and a finite multiset £ (G) of 2-element multisubsets
of V(G). Each member e of E(G) is called an edge of G, and its two elements
are called the ends of e. Any edge with no two distinct ends is called a loop. Two
distinct edges are parallel if they have the same ends. Loops and parallel edges are
considered as cycles of length 1 and 2, respectively. Two vertices are adjacent if they
are the ends of the same edge. A vertex is incident with an edge if it is an end of this
edge. The degree of a vertex is the number of edges incident with it, where any loop
is counted twice. A graph is subcubic if every vertex has degree at most three.

A graph is simple if it does not contain any loop or parallel edges. A directed
graph is a graph equipped with an orientation of its edges. Formally, a directed
graph consists of a finite set V (G) of vertices and a finite multiset £(G) of ordered
pairs of vertices. If (x, y) € E(G), then we say that x is the fail of (x,y) and y
is the head of (x, y). The in-degree (or out-degree, respectively) of a vertex v is
the number of edges with head (or tail, respectively) v. The underlying graph of a
directed graph D is a graph obtained from D by removing the direction of the edges.
That is, replacing each ordered pair in the edge-set by a 2-element mulitset.

For any positive integer n, [n] denotes the set {1, 2, ..., n}. The complete graph on
n vertices, denoted by K,,, is the simple graph on n vertices with vertices pairwise
adjacent. We also call K3 atriangle. And K,~ denotes the simple graph obtained from
K, by deleting an edge. A stable set of a graph is a subset of pairwise non-adjacent
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vertices. A graph is bipartite if it is simple and its vertex-set can be partitioned into
two stable sets, and we call this partition a bipartition. The complete bipartite graph,
denoted by K, , for some positive integers m, n, is the simple bipartite graph with a
bipartition whose one part has m vertices and the other part has n vertices such that
any pair of vertices belonging to different parts of this bipartition is adjacent. The
4-wheel Wy is the simple graph obtained from the cycle of length four by adding a
new vertex adjacent to all other vertices. The graph W, is the simple graph obtained
from W, by deleting an edge not incident with the vertex of degree four. The path
and cycle on k vertices are denoted by P, and Cy, respectively. Given a simple graph
G, the complement of G is the simple graph with vertex-set V (G) such that any pair
of distinct vertices are adjacent if and only if they are non-adjacent in G. A clique is
a set of pairwise adjacent vertices. A split graph is a simple graph whose vertex-set
can be partitioned into a clique and a stable set. Given a collection 2~ of sets, the
intersection graph of 2" is the simple graph with vertex-set 2", and two distinct
vertices S, T € 2" are adjacent if and only if S N T # @. Given two graphs G, H,
G U H denotes the graph that is a disjoint union of a copy of G and a copy of H.
We refer readers to [12] for other undefined standard terminologies about graphs.

2 Topological Minors

We focus on the topological minor relation in this section. It is the graph contain-
ment that is involved in Vdzsonyi’s conjectures, so it is arguably the oldest graph
containment that is considered for well-quasi-ordering.

Let G be a graph and v a vertex of degree two in G. By suppressing v we mean
deleting v and all its incident edges from G, and then adding an edge with ends
x,y, where the two edges of G incident with v are {x, v} and {y, v}, if v is not
incident with a loop; and we simply delete v, if v is incident with a loop. Note that
suppressing a vertex of degree two is equivalent with contracting an edge incident
with it. (Edge-contraction is an operation that will be defined in Sect. 3.)

A graph G contains another graph H as a topological minor if H can be obtained
from G by repeatedly deleting vertices and edges and suppressing vertices of degree
two.

A equivalent way to define the topological minor relation is through the notion
of homeomorphic embeddings. For graphs G and H, we say that a function 7 with
domain V(H) U E(H) is ahomeomorphic embedding from H into G if the following
hold.

e 7 maps vertices of H injectively to vertices of G.

e For each non-loop e of H with ends x, y, m(e) is a path in G with ends 7(x) and
(y).

For each loop e of H with end v, m(e) is a cycle in G containing 7(v).

If ey, e are distinct edges of H, then m(e;) N7w(ez) C {m(¢) : t € e Ney}.
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It is easy to see that G contains H as a topological minor if and only if there exists
a homeomorphic embedding from H into G.

Vézsonyi in the 1940’s conjectured that trees are well-quasi-ordered by the topo-
logical minor relation. This conjecture was proved by Kruskal [28] and indepen-
dently by Tarkowski [52]. Nash-Williams [41] later introduced the “minimal bad
sequence” argument to provide an elegant proof of this conjecture. The minimal bad
sequence argument has had a profound impact on proving well-quasi-ordering results
since then. Indeed, they proved Vazsonyi’s conjecture is true even when vertices are
labelled by a well-quasi-ordering.

Theorem 1 ([28, 41, 52]) Let Q = (V(Q), =Z¢) be awell-quasi-ordering. For each
positive integer i, let T; be a tree and let ¢; : V(T) — V(Q) be a function. Then
there exist 1 < j < j" and a homeomorphic embedding w from T; into T} such that
6;(v) o & (x(v) for every v € V(T)).

One might expect that Theorem 1 can be generalized in a way that the homeo-
morphic embedding mentioned in Theorem 1 also preserves the ancestor-descendant
relation if we make those trees be rooted trees. But in fact, this stronger version for
rooted trees is equivalent with Theorem 1 as one can add a new incomparable ele-
ment into Q to obtained a new well-quasi-ordering and add this new element into
the labels of the roots of those trees.

Theorem 1 is a generalization of a very useful result of Higman [19], which is
now known as the Higman’s Lemma. Higman’s Lemma states that every well-quasi-
ordering Q on a set V(Q) can be extended to a well-quasi-ordering on the set of
finite sequences over V (Q) by the natural “sequence embedding” relation.

Theorem 2 ([19])If O = (V(Q), <) is awell-quasi-ordering, then the set of finite
sequences over V (Q) is well-quasi-ordered by <, where two finite sequences a =
(a1, az, ...,ayn) and b = (by, by, ..., b,) over V(Q) satisfy a <X b if and only if there
exist 1 <iy <ip <.. <y <nsuchthata; <g b;, forevery j € [m].

Higman’s Lemma is equivalent with the case when every tree 7; is a path in
Theorem 1. In addition, by using Higman’s Lemma, Theorem 1 can be extended to
the case that each T; is a forest.

Theorem 1 was later generalized by Mader [37] and Fellows, Hermelin and Rosa-
mond [17] as follows.

Theorem 3 Let t be a positive integer.

1. Reference [37] Graphs that do not contain t disjoint cycles are well-quasi-ordered
by the topological minor relation.

2. Reference [17] Graphs that have feedback vertex sets with size at most t are
well-quasi-ordered by the topological minor relation.

A feedback vertex set in a graph G is a subset of V (G) intersecting all cycles in
G. In fact, Statement 2 of Theorem 3 can be easily derived from the forest-version
of Theorem 1 by appropriately labelling the vertices; Statement 1 of Theorem 3 is
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equivalent with Statement 2 due to a classical result of Erdds and Pésa [16] stating
that a graph has only a bounded number of disjoint cycles if and only if it has a
feedback vertex set with bounded size. We remark that Statement 1 was proved
much earlier than Statement 2.

Another class of graphs that is known to be well-quasi-ordered by the topological
minor relation is the set of subcubic graphs. It was originally conjectured by Vazsonyi
and proved by Robertson and Seymour [49] via the Graph Minor Theorem. (The
Graph Minor Theorem will be described in Sect. 3.) We remark that the proof of
the Graph Minor Theorem is very difficult, and it remains unknown how to prove
Vazsonyi’s conjecture on subcubic graphs without using the Graph Minor Theorem.

However, the topological minor relation does not well-quasi-order graphs in gen-
eral. For every positive integer k, let R; be the graph obtained from a path of length
k by doubling each edge. The ends of Ry are the ends of the original path. We call Ry
the Robertson chain of length k. Let R; be the graph obtained from Ry by attaching
two leaves to each end of Ry. It is easy to see that {R; : k > 1} is an antichain with
respect to the topological minor relation.

There is another infinite antichain. Let R;’ be the graph obtained from a cycle of
length k by duplicating each edge. Then for any subdivision R} of R/, {R} : k > 1}
is also an antichain with respect to the topological minor relation. More antichains
were known, and all of them contain arbitrarily long Robertson chain as a topological
minor.

Robertson in the 1980’s conjectured that the Robertson chain is the only obstruc-
tion. That is, he conjectured that for every positive integer &, the set of graphs that do
not contain Ry as a topological minor is well-quasi-ordered by the topological minor
relation. We remark that Robertson’s conjecture is strong. Though Ry has quite simple
structures, the class of graphs with no R; topological minor is still broad. In particu-
lar, every subcubic graph does not contain R; as a topological minor. So Robertson’s
conjecture for the case k = 2 contains Vazsonyi’s subcubic graph conjecture.

Ding [14] proved that a weakening of Robertson’s conjecture is true: the set of
graphs that do not contain R; as a minor is well-quasi-ordered by the topological
minor relation.

Robertson’s conjecture was recently completely solved by Liu and Thomas [32,
34], even when vertices are labeled.

Theorem 4 ([32, 34]) For every well-quasi-ordering Q = (V(Q), <o) and for
every positive integer k, if for eachi > 1, G; is a graph with no Ry, topological minor
and f; : V(G) — V(Q) is a function, then there exist 1 < j < j' and a homeomor-
phic embedding m : G; — Gj such that f;(v) <o fj(7(v)) for everyv € V(G)).

Theorem 4 implies all known results about well-quasi-ordering graphs by the
topological minor relation. The case k = 1 of Theorem 4 implies Kruskal’s Tree
Theorem (Theorem 1); the case k = 2¢ — 1 implies Mader’s theorem for graphs with
no ¢ disjoint cycles (Theorem 3) and hence for graphs having feedback vertex sets
of bounded size; the case k = 2 implies Vdzsonyi’s conjecture on subcubic graphs.
Theorem 4 also implies a well-known result about well-quasi-ordering bounded
diamenter graphs by the subgraph relation (see Theorem 24 in Sect. 5).
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The proof of Theorem 4 is long and difficult. The first step is to prove the case
for graphs with bounded treewidth. It turns out to be harder than expected for graphs
with bounded treewidth, which is a case that is not very hard to deal with in the
proofs of the Graph Minor Theorem and several algorithmic results in the literature.
We remark that the bounded treewidth case of Theorem 4 implies Ding’s result,
since graphs that do not contain R; as a minor do not containa 3 x (k + 1) gridas a
minor and hence have bounded treewidth. Though the proof of the bounded treewidth
case is not simple, the proof is self-contained and does not require the Graph Minor
Theorem. One key ingredient is a technique to convert vertex-cuts realized by bags
in the tree-decomposition into edge-cuts.

The second step of the proof of Theorem 4 is to study the structure of graphs with
large treewidth but with no Ry topological minor. Liu and Thomas [32, 34] prove that
such graphs are “nearly subcubic” by extensively applying techniques developed in
Robertson and Seymour’s Graph Minors series and earlier work of Liu and Thomas
[33]. (The formal description of nearly subcubic graphs is complicated, so we skip
the details in this paper.)

The third step for proving Theorem 4 is to prove that nearly subcubic graphs are
well-quasi-ordered by the topological minor relation. This step requires non-trivial
applications of the Graph Minor Theorem, and it is the only step that uses the Graph
Minor Theorem in the entire proof.

We remark that Theorem 4 is best possible as long as the vertices are labelled
by a well-quasi-ordered set Q with |V (Q)| > 2. Let a be a maximal element of Q,
and let b € V(Q) — {a}. If we label the ends of R; by a and label other vertices by
b, then {R; : kK > 1} is an antichain with respect to the topological minor relation
that preserves ordering on the labels of the vertices. This shows that the converse of
Theorem 4 is also true.

However, Robertson’s conjecture can be strengthened if the vertices are unla-
belled (or equivalently, labelled by Q with |V (Q)| = 1), since {R; : k > 1} is not an
antichain if the vertices are unlabelled. Liu and Thomas [34] also provide a complete
characterization for the family of unlabelled graphs that are well-quasi-ordered by
the topological minor relation. Such a characterization involves a notion of Robertson
family that is defined as follows.

For a positive integer k and an end v of Ry, by planting on v we mean the operation
that either adds a new vertex adjacent to v, or adds a new loop incident with v; a
thickening on v is the operation that adds a new edge incident with v and its neighbor; a
strong planting on v is the operation that either applies planting on v twice, or applies
thickening on v once. Let k be a positive integer, the Robertson cycle of length k is
the graph that can be obtained from the cycle of length k by duplicating each edge.

For each positive integer k > 3, the Robertson family of length k is the set of
graphs consisting of the Robertson cycle of length k£ and the graphs that can be
obtained from R; by either

e strong planting on each end of R; once, or
e planting on each end of R; once and adding an edge incident with both ends of
Ry, or
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e planting on one end of R; once, thickening on the other end once, and adding an
edge incident with both ends of Ry.

So for each k > 3, the Robertson family of length k consists of 16 non-isomorphic
graphs. Note that the graph R, mentioned earlier in the infinite antichain {R; : k > 1}
can be obtained from R; by strong planting on each end of Ry. Clearly, the union
of the Robertson families of length k over all integers k can be partitioned into 16
infinite antichains with respect to the topological minor relation.

Liu and Thomas [34] prove that Robertson’s conjecture can be strengthened to
graphs with no topological minor isomorphic to members of Robertson families.

Theorem 5 ([34]) For every positive integer k > 3, if G1, G», ... are graphs that do
not contain any member of the Robertson family of length at least k as a topological
minor, then there exist 1 < j < j' such that G j contains G ; as a topological minor.

Theorem 5 is best possible since to obtain a well-quasi-ordered set, we can only
allow finitely many members in each of the 16 infinite disjoint antichains whose
union is the union of Robertson families of all lengths. This theorem also provides a
characterization of well-quasi-ordered topological minor ideals.

A family .# of graphs is a topological minor ideal if every topological minor of
any member of .# belongs to .#.

Theorem 6 ([34]) Let .# be a topological minor ideal. Let Z be the union of the
Robertson family of length k over all positive integers k > 3. Then % is well-quasi-

ordered by the topological minor relation if and only if & contains only finitely many
members of %.

We remark that Theorems 4 and 6 show a significant difference between well-
quasi-ordered topological minor ideals for labelled graphs and for unlabelled graphs.
Furthermore, if a topological minor ideal is well-quasi-ordered with a set of two
labels, then it cannot contain arbitrarily long Robertson chain, so Theorem 4 shows
that it is also well-quasi-ordered with a set of labels of any cardinality. Hence, the
cardinality of the set of labels does not affect whether a topological minor ideal is
well-quasi-ordered or not, as long as at least two labels are allowed. This fact could
be viewed as a possible support for a conjecture of Pazout (Conjecture 7) about a
similar situation for the induced subgraph relation, though it could also be viewed as
a support for a similar but false conjecture of KiiZ and Thomas [27] on QO-categories
disproved by Kiiz and Sgall [26].

2.1 Directed Graphs

Now we consider topological minors for directed graphs. The notion of homeomor-
phic embedding of undirected graphs naturally extends to directed graphs. A function
7 is a homeomorphic embedding from a directed graph H into a directed graph G if
the following hold.
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e 7 maps vertices of H injectively to vertices of G.

e For each non-loop e of H with tail x and head y, w(e) is a directed path in G from
m(x) to w(y).

e For each loop e of H with end v, 7(e) is a directed cycle in G containing 7 (v).

e If ey, e, are distinct edges of H, then m(e;) Nm(ez) C {m(t) : t € e; Ney}.

We say that a directed graph G contains another directed graph H as a topological
minor if there exists a homeomorphic embedding from H into G.

It is easy to see that the topological minor relation does not well-quasi-order
directed graphs, as any orientation of the graphs in {R; : k > 1} form an infinite
antichain. Indeed, it is still not a well-quasi-ordering even if we restrict the problem
to a specific kind of directed graphs.

A directed graph G is a tournament if its underlying graph is a simple graph, and
for every pair u, v of distinct vertices of G, exactly one of («, v) and (v, u) belongs
to E(G). It seems well-known that tournaments are not well-quasi-ordered by the
topological minor relation, but we were not able to find any example of an infinite
antichain in the literature. So we provide an example of an infinite antichain here.

For any positive integer n, we say a tournament is a transitive tournament on [n] if
its vertex-set is [n] and every edge is of the form (7, j) with 1 <i < j < n. For any
positive integer k, let G be the tournament obtained from the transitive tournament
on [2k + 13] by reversing the direction of the edges in {(1, 2), (3, 4), (5,6), (2,7),
4,7),6,7), 2k +7,2k+8), 2k + 8,2k +9), 2k + 7, 2k + 10), (2k + 10,
2k +11), Rk + 7,2k +12), 2k + 12,2k + 13)} U {(2i +5,2i + 6), (2i +6,2i +
7), 2i +5,2i +7) : i € [k]}. Note that the undirected graph formed by the reversed
edges is the simple graph obtained from R; by attaching three leaves to each end of
Ry and then subdividing all except one edge in each pair of parallel edges once.

Theorem 7 {Gy : k > 1} is an antichain of tournaments with respect to the topo-
logical minor relation.

Proof Suppose to the contrary that there exist 1 <i < j and a homeomorphic
embedding 7 from G, to G;. Letuy, ua, ..., uz;113 be the vertices 1, 2, ..., 2i + 13 of
G, respectively; let v, vo, ..., 2113 be the vertices 1, 2, ..., 2j + 13 of G, respec-
tively.

We first show that 7(u7) = v;. For t € [3], let H; be the directed cycles m((u7,
ug_5)) Um((ug_o, u7-2)) U w((u7-2, u7)) in G ;. Suppose that w(u7) = va,47 for
some r € [j]. Since there exists no edge from {vy : £ > 2r + 7} to{vy : £ < 2r + 7}
in G, at most one of H, H,, H3, say Hj, contains an edge of the form (vy,47, vx)
with x > 2r + 7. Since (v,47, Vor+5) and (v2,47, Var+¢) are the only two edges of
the form (v,47, vy) with y < 2r + 7, one of H,, H3 contains (vy,47, V2,45) and the
other contains (v,47, V2r+6). But then H,, Hz must share v,,15, a contradiction.
A similar argument shows that 7w(u7) ¢ {v, : £ € [6]} U {var46 : £ € [j]}. Since the
out-degree of u7 equals 2i 4 7, which is greater than the out-degree of any vertex in
{ve:2j+8 <€ <2j+ 13}. Hence m(u7) = v;. Similarly, m(u2i47) = v2j47.
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Since u7 hasin-degree five in G;, in order to accommodate H,, H,, H3, m((ug, u7))
and 7((u9, u7)), we have that {m(uy) : £ € [7]} = {v¢ : £ € [7]}. Since uy; 45 has out-
degree six in G;, m(ugit+s) ¢ {ve:2j +8 <€ <2j + 13}. Then we have {m(uy) :
20 4+8<€<2i+ 13} ={v,:2j+8 <€ <2j+ 13}. Then it is easy to show that
m(Une47) = a4y for each £ € [i] U {0} by induction on £. In particular, 7(uy;47) =
V2i+7. S0 j = i, a contradiction. This proves the theorem. (I

3 Minors

Let G be a graph, and e be an edge with ends x, y. By contracting e we mean deleting
x, y from V(G) and adding a new element w into V (G), and deleting e from E(G)
and replacing any appearance of x or y in edges by w. Note that contracting an edge
contained in a triangle will create parallel edges; contracting an edge in a pair of
parallel edges will create loops. We say that G contains a graph H as a minor if H
can be obtained from G by repeatedly deleting vertices and edges and contracting
edges.

Wagner [54] conjectured that the minor relation is a well-quasi-ordering. Note
that Wagner’s conjecture contains Vazsonyi’s conjecture on subcubic graphs since
the minor relation and the topological minor relation are equivalent for subcubic
graphs. Robertson and Seymour [49] proved Wagner’s conjecture and hence Vaz-
sonyi’s conjecture on subcubic graphs. Note that deriving from Wagner’s conjecture
is the only currently known proof of Vazsonyi’s conjecture on subcubic graphs.

Theorem 8 ([49]) Graphs are well-quasi-ordered by the minor relation.

Theorem 8 is now known as the Graph Minor Theorem. The Graph Minor Theo-
rem is one of the most difficult theorems in graph theory. It is proved in the 20th paper
of the famous Graph Minors series by extensively applying the structural theorems
developed in other papers of the same series. Robertson and Seymour’s groundbreak-
ing work in this series of paper not only solves well-quasi-ordering problems but also
opens a new research field in structural graph theory.

Indeed, Robertson and Seymour proved that Theorem 8§ is true even when the
edges of the graphs are labelled. Formal descriptions for the version of labelled
graphs are involved, so we omit the details. We refer interested readers to [49, 50].
A sketch of a proof of Theorem 8 can be found in [12].

A minor ideal .# is a set of graphs such that every minor of a member of .#
belongs to .#. Theorem 8 implies that for every minor ideal .#, there exists a finite
set of graphs .# such that any graph belongs to .# if and only if it does not contain
any member of .% as a minor. In other words, any minor ideal (or any minor closed
property) can be characterized by finitely many graphs. Since minor testing is fixed-
parameter tractable [48], any minor closed property can be tested in polynomial
time.
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3.1 Directed Minors

There are different notions of minors for directed graphs, and it is unclear which one
is the better than others.

One possible way to define minors for directed graphs is the same as for undirected
graphs: just deleting vertices, edges or contracting edges. Robertson and Seymour
[49] also showed that the Graph Minor Theorem is true for this notion of minors for
directed graphs.

Theorem 9 ([49]) Given infinitely many directed graphs G, G, ..., there exist
1 <i < jsuchthat G; can be obtained from G ; by deleting vertices and edges and
contracting edges.

One drawback for allowing contracting any edges in directed graphs is about an
issue of connectivity. Observe that contracting edges in undirected graphs does not
create new connected components. A natural analog of the connectivity for directed
graphs is strong connectivity. A directed graph is strongly connected if for any pair
of vertices u, v, there exist a directed path from u to v and a directed path from v to u.
A strong connected component in a directed graph is a maximal strongly connected
subdigraph. Note that contracting edges in directed graph might create new strongly
connected components. Hence, people seek notions of minors for directed graphs
that preserve strong connectivity. In this subsection we discuss two such notions.

The first one is called the butterfly minor. A directed graph G contains another
directed graph H as a butterfly minor if H can be obtained from a subdigraph of G
by repeatedly contracting edges e satisfying the property that either the tail of e has
out-degree one, or the head of e has in-degree one. Note that contracting such edges
will not create new strongly connected components.

However, the butterfly minor relation is not a well-quasi-ordering on directed
graphs. For any positive integer k, let G, be the directed graph obtained from a
cycle of length 2k by orienting the edges clockwise or counterclockwise alternately.
Hence every vertex of G has either in-degree 0 and out-degree 2, or in-degree 2 and
out degree 0. So no edge of G can be contracted according to the requirement for
butterfly minors. Therefore, {Gy : k > 1} is an antichain with respect to the butterfly
minor relation.

Another antichain with respect to the butterfly minor relation is as follows. For
any positive integer k, let G, be the directed graph obtained by a path of length 2k
by orienting edges alternately such that the ends of the path have in-degree 0, and
attaching two leaves to each end of the original path and direct the edges such that
the ends of the original paths have out-degree 3. Similarly as the previous example,
no edge in Gy, can be contracted. Therefore, {Gy, : k > 1} is an antichain with respect
to the butterfly minor relation.

Each of these two antichains contains arbitrarily long paths with edges oriented
alternately. Chudnovsky, Muzi, Oum, Seymour and Wollan (see [39]) proved that
such long alternating paths are the only obstructions for butterfly minor ideals being
well-quasi-ordered by the butterfly minor relation.
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A set of directed graphs .# is called a butterfly minor ideal if any butterfly minor
of any member of .# belongs to .. An alternating path of length k is a directed
graph that is obtained from a path of length k by orienting edges such that no directed
subpath has length two.

Theorem 10 ([39]) Let .7 be a butterfly minor ideal. If there exists a positive integer
k such that % does not contain any alternating path of length k, then % is well-
quasi-ordered by the butterfly minor relation.

Now we discuss another notion of minors for directed graphs. An equivalent way to
define minors for undirected graphs is by contracting connected subgraphs instead
of contracting edges. Here we consider such an analog for directed graphs. More
precisely, this containment allows vertex-deletions, edge-deletions and contracting
directed cycles. Note that as contracting special edges for butterfly minors, contract-
ing directed cycles does not create new strongly connected components, either. We
are not aware of any formal term in the literature describing this type of minor con-
tainment besides of simply calling it “minors”. But to avoid confusion, we do not
call it minors in this paper.

Note that this new containment is incomparable with the butterfly minor relation.
There exist directed graphs G|, G,, H such that G| contains H as a butterfly minor,
but H cannot be obtained from a subdigraph of G| by contracting directed cycles, and
G, does not contain H as a butterfly minor, but H can be obtained from a subdigraph
of G, by contracting directed cycles.

Clearly, directed graphs are not well-quasi-ordered by this containment relation
since the set of directed cycles is an antichain with respect to this containment. But
Kim and Seymour [22] proved that the set of semi-complete directed graphs are well-
quasi-ordered by this containment. A directed graph D is semi-complete if E(D) is
a set of ordered pairs of distinct vertices, and for any distinct vertices u, v of D, at
least one of (u, v) and (v, u) belongs to E (D).

Theorem 11 ([22])If G, G», ... are semi-complete directed graphs, then there exist
1 <i < j such that G; can be obtained from a subdigraph of G; by repeatedly
contracting directed cycles.

3.2 Induced Minors

In this subsection we consider minors where edge-deletions are not allowed. This
notion is a combination of the minor relation and the induced subgraph relation.
We remark that most of the statements in this subsection address simple graphs.
One reason is that for any graph H, the set {H; : i > 1} is an infinite antichain with
respect to the induced minor relation or the induced subgraph relation, where H; is
the graph obtained from H by duplicating each edge i times. Hence, to keep graphs
simple, we have to delete all resulting loops and parallel edges when we contract an
edge.
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Formally, we say a simple graph G contains another simple graph H as an induced
minorif H can be obtained from G by repeatedly deleting vertices, contracting edges,
and deleting resulting loops and parallel edges.

Several infinite antichains with respect to the induced minor relation are known
in the literature.

Theorem 12 The following sets are antichains with respect to the induced minor
relation.

1. Reference [53] The set of “alternating double wheels” .

2. Reference [38] A specific set of simple graphs of maximum degree at most eight
with no K5 minor.

3. Reference [15] A specific set of interval graphs.

4. Reference [5] The set of anti-holes with length at least six.

5. Reference [31] A specific set of simple graphs that do not contain W4 or K5 as
an induced minor.

An alternating double wheel is the simple graph obtained from a cycle viv;...vy; vy
of even length with k > 6 by adding two non-adjacent vertices x, y and adding the
edges {x, v}, {y, vai—1} fori € [k]. Recall that K, denotes the graph obtained from
K, by deleting an edge, and W, is the simple graph obtained from the cycle of length
four by adding a new vertex adjacent to all other vertices. A graph is an interval graph
if it is the intersection graph of intervals of R. A graph is an anti-hole of length k if
it is the complement of a cycle of length k.

Since simple graphs are not well-quasi-ordered by the induced minor relation,
questions about graphs in more restricted sets were proposed. Thomas [53] first
proved the following.

Theorem 13 ([53]) The set of simple series-parallel graphs are well-quasi-ordered
by the induced minor relation.

A graph is series-parallel if it does not contain K4 as a minor. Note that a simple
graph contains K4 as a minor if and only if it contains K4 as an induced minor.
Thomas [53] also asked whether Theorem 13 can be generalized to the set of simple
graphs with no K5 minor. MatousSek et al. [38] and Lewchalermvongs [31] provided
negative answers of this question as indicated in Statements 2 and 5 of Theorem 12.

Even though Theorem 13 cannot be generalized to graphs with no K5 minor,
people keep looking for specific classes of simple graphs that are well-quasi-ordered
by the induced minor relation.

For any set .% of graphs, define Forb;,,(:#) to be the set of simple graphs that
do not contain any member of % as an induced minor. When the set .# consists
of only one graph, say H, we write Forb], (.%) as Forb!, (H). Well-quasi-ordered
Forb;,,(.#) are characterized by Btasiok, Kamiriski, Raymond and Trunck, when
7| = 1.

Theorem 14 ([5]) Let H be a simple graph. Then Forb;, (H) is well-quasi-ordered
by the induced minor relation if and only if H is K4 or w,.
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Here K, is the simple graph obtained from K4 by adding a new vertex v adjacent
to exactly two vertices of K4; W, is the graph obtained from W, by deleting an edge
not incident with the vertex of degree four.

Furthermore, Lewchalermvongs [31] characterizes all induced minor ideals .&
that are contained in Forb}, ({W,, K5 '}) and well-quasi-ordered by the induced minor
relation. Formal descriptions of this result are involved, so we omit the details.

Another result about induced minors was proved by Ding [15] as follows. (A
graph is chordal if it does not contain any cycle of length at least four as an induced

subgraph.)

Theorem 15 ([15]) If t is a positive integer, then simple chordal graphs with no
clique of size t + 1 are well-quasi-ordered by the induced minor relation.

Other classes of simple graphs are also concerned. Lozin and Mayhill [35] pro-
posed the following conjecture. (A unit interval graph is an intersection graph of a col-
lection of intervals of R of length one; a permutation graph is a simple graph such that
its vertex-set is {vy, vy, ..., v, } for some positive integer n, and there exists a permu-
tation o on [n] such that v; is adjacent to v; if and only if 0 — j)(c (i) — o(j)) < 0.)

Conjecture 1 ([35]) Unit interval graphs and bipartite permutation graphs are well-
quasi-ordered by the induced minor relation.

Note that the set of interval graphs is not well-quasi-ordered by the induced minor
relation by Statement 3 in Theorem 12.

Another positive result about induced minors is proved by Fellows, Hermelin and
Rosamond [17].

Theorem 16 ([17]) If k is a positive integer, then the set of simple graphs with no
cycle of length greater than k is well-quasi-ordered by the induced minor relation.

In the rest of the subsection, we consider containment relations that only allow
edge-contractions. Clearly, graphs with different number of components form an
antichain if only edge-contractions are allowed. Hence one should limit the number
of components when considering this containment.

We say that a simple graph (or loopless graph, respectively) G contains another
simple graph (or loopless graph, respectively) H as a simple-contraction (or loopless-
contraction, respectively) if H can be obtained from G by contracting edges and
deleting resulting loops and parallel edges (or deleting resulting loops, respectively).
For every positive integer k, define @; to be the 2-vertex loopless graph with k
parallel edges. It is easy to see that {&); : k > 1} is an antichain with respect to
loopless-contraction.

For a positive integer p and a family of graphs .%, let Forb,” (%) (or Forbfc’p (%),
respectively) be the set of simple (or loopless, respectively) graphs with at most
p components containing no member of .% as a simple-contraction (or loopless-
contraction, respectively). The following are proved by Kamirski et al. [20, 21].
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Theorem 17 Let k, p be positive integers.

1. Reference [21] Let H be a simple graph. Then Forbj’c1 ({H}) is well-quasi-ordered
by the simple-contraction relation if and only if K, contains H as a simple-
contraction.

2. Reference [20] Forbfc’p ({®; : i = k}) is well-quasi-ordered by the loopless-
contraction relation.

3.3 Vertex-Minors and Pivot-Minors

Let G be a simple graph. The simple graph obtained from G by applying local
complementation on a vertex v of G is the simple graph G * v with vertex-set V (G)
and two distinct vertices x, y are adjacent in G * v if and only if either v is adjacent
in G to both x, y and {x, y} ¢ E(G), or at least one of x, y is not adjacent in G to v
and {x, y} € E(G). A simple graph H is a vertex-minor of G if H can be obtained
from G by repeatedly deleting vertices and applying local complementations.

It is straightforward to verify that for any edge {x, y} of a simple graph G, G * x *
y*x = G %y xx *xy. The simple graph, denoted by G A {u, v}, obtained from G
by applying pivoting an edge {u, v} of G is the graph G * u * v x u. A simple graph
H is a pivot-minor of G if H can be obtained from G by repeatedly deleting vertices
and applying pivotings.

Clearly, if H is a pivot-minor of G, then H is a vertex-minor of G. Oum [44] asks
whether the pivot-minor relation is a well-quasi-ordering on simple graphs or not.

Question 1 Are simple graphs well-quasi-ordered by the pivot-minor relation?

Proving a positive answer of Question 1 is expected to be very difficult, since
even a positive answer of this question on bipartite graphs implies the Graph Minor
Theorem.

Now we discuss the relationship between pivot-minors and minors. Note that if G
isagraphand T is aspanning forestin G, thenforeveryedgee € E(G) — E(T), there
uniquely exists a cycle in T + e containing e. This cycle is called the fundamental
cycle for e with respect to T. For a graph G and a spanning forest T of G, the
Sfundamental graph of G with respect to T, denoted by F(G; T), is a simple bipartite
graph with (ordered) bipartition (E(T), E(G) — E(T)) such that for any e € E(T)
and f € E(G) — E(T), eis adjacent to f in F'(G; T) if and only if e belongs to the
fundamental cycle for f with respectto 7.

Deleting vertices from F(G; T) corresponds to deleting or contracting edges of
G.Lete € V(F(G; T)). It is straightforward to see that if e € E(T), then deleting
e from F(G; T) results in the graph F(G/e; T /e), where G /e and T /e denote the
graphs obtained from G and T by contracting e, respectively; if e ¢ E(T'), then
deleting e from F(G; T) results in the graph F(G —e; T).

Pivoting an edge in F(G; T) corresponds to switching to a new spanning
forest. Let {e, f} € E(F(G; T)), where e € E(T) and f € E(G) — E(T). Then
F(G;T) Ale, f} = F(G; (T —e) + f).
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Therefore, if G, G, are graphs and T}, T, are spanning forests in G, G,, respec-
tively, such that F(Gy; Ty) is a pivot-minor of F(G»; T>), then G is a minor of G».
This shows that if simple bipartite graphs are well-quasi-ordered by the pivot-minor
relation, then graphs are well-quasi-ordered by the minor relation, which is what the
Graph Minor Theorem states.

Oum [43] proved that Question 1 has a positive answer for simple graphs with
bounded “rank-width”. Rank-width is a graph parameter that does not increase by
taking vertex-minors or pivot-minors, which is an analog of the relationship between
treewidth and the minor containment. Oum’s theorem can be viewed as a step toward
a potential answer of Question 1 as proving the bounded treewidth case serves the
first step of the proofs of the Graph Minor Theorem and Robertson’s conjecture. We
omit the formal definition of rank-width in this article.

Theorem 18 ([43]) For every positive integer k, simple graphs with rank-width at
most k are well-quasi-ordered by the pivot-minor relation.

One can ask whether a weakening of Question 1 for the vertex-minor relation
holds.

Conjecture 2 Simple graphs are well-quasi-ordered by the vertex-minor relation.

The vertex-minor relation is a weakening of the induced topological minor rela-
tion. We say that a simple graph H is an induced topological minor of another simple
graph G if H can be obtained from G by repeatedly deleting vertices and suppressing
vertices of degree two not contained in triangles. Note that we only allow suppressing
vertices not contained in triangles since we focus on simple graphs here. Furthermore,
one can also define induced topological minors that allow suppressing any vertex of
degree two and deleting parallel edges. It is equivalent with the earlier definition
since suppressing a vertex of degree two contained in a triangle and deleting result-
ing parallel edges is equivalent with the operation that simply deletes this degree two
vertex. It is easy to see that the simple graph obtained from a simple graph G by
suppressing a vertex v of degree two not contained in a triangle can be obtained from
G x v by deleting v. Therefore, if a simple graph G contains another simple graph H
as an induced topological minor, then G contains H as a vertex-minor. It is easy to
see that the topological minor relation and the induced topological minor relation are
the same for trees. Hence Theorem 1 indeed shows that trees are well-quasi-ordered
by the induced topological minor relation.

Conjecture 2 is known to be true for circle graphs. A simple graph is a circle
graph if it is the intersection graph of a set of chords of a circle. Bouchet [6] proved
that the following theorem follows from Theorem 20 on 4-regular graphs.

Theorem 19 ([6]) Circle graphs are well-quasi-ordered by the vertex-minor rela-
tion.
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4 Immersions

Immersions are graph containments that are closely related to the topological minor
relation. A weak immersion of a graph H in another graph G is a function 7 with
domain V(H) U E(H) such that the following hold.

e 7 maps vertices of H to vertices of G injectively.

e For each non-loop e of H with ends x, y, m(e) is a path in G with ends 7(x) and
7(y).

e For each loop e of H with end v, 7(e) is a cycle in G containing 7 (v).

e If ey, e, are distinct edges of H, then E(mw(ey) Nw(ez)) = .

A strong immersion of H in G is a weak immersion 7 of H in G such that for every
e € E(H) and vertex v of H not incident with e, m(v) ¢ V(7m(e)). We say that G
contains H as a weak immersion (or strong immersion, respectively) if there exists a
weak (or strong, respectively) immersion of H in G.

Clearly, any homeomorphic embedding from H into G is a strong immersion of
H in G, and every strong immersion of H in G is a weak immersion of H in G. Hence
if G contains H as a topological minor, then G contains H as a strong immersion
and a weak immersion. However, the immersion relations and minor relation are
incomparable. There exist graphs G, H such that G contains H as a minor, but G
does not contain H as a weak immersion; there exist graphs G’, H' such that G’
contains H' as a strong immersion, but G’ does not contain H’ as a minor. It is
worthwhile mentioning that the minor relation, topological minor relation and weak
and strong immersion relations are equivalent for subcubic graphs.

Nash-Williams in the 1960’s conjectured that the weak immersion relation [40]
and the strong immersion relation [42] are well-quasi-ordering. The weak immersion
conjecture was proved by Robertson and Seymour [50] in the currently last paper in
their Graph Minors Series. Indeed, they proved that it is true even when graphs are
labelled.

Theorem 20 ([50]) Let Q = (V(Q), <¢) be a well-quasi-ordering. For each pos-
itive integer i, let G; be a graph and ¢; : V(G;) — V(Q) be a function. Then there
exist1 < j < j' and a weak immersion 7 of G ; in G j: such that ¢;(v) =g ¢ (m(v))
foreveryv € V(G)).

The strong immersion conjecture remains open. Robertson and Seymour believe
that they had a proof of the strong immersion conjecture at one time, but even if it
was correct, it was very complicated, and it is unlikely that they will write it down
(see [50]).

Conjecture 3 ([42]) Graphs are well-quasi-ordered by the strong immersion rela-
tion.

It is not hard to prove Conjecture 3 for graphs with bounded maximum degree by
using Theorem 20.
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Theorem 21 Let k be a nonnegative integer, and let Q = (V(Q), <¢) be a well-
quasi-ordering. For each positive integer i, let G; be a graph with maximum degree
at most k, and let ¢; : V(G;) — V(Q). Then there exist 1 < j < j' and a strong
immersion ™ of G in G j: such that ¢;(v) <¢g ¢/ (m(v)) for everyv € V(G;).

Proof Define Q' to be the well-quasi-ordering (V (Q) x ([k] U {0}), <), where for
any (x1, y1), (x2, y2) € V(Q) x ([k]U{0}), (x1, y1) =< (x2, y2) if and only if x; <o
x3 and y; = y,. Foreach i > 1, define f; : V(G;) — V(Q) x ([k] U {0}) to be the
function such that f; (v) = (¢;(v), d(v)) foreachv € V (G;), where d (v) is the degree
of v in G;. By Theorem 20, there exist 1 < j < j’ and a weak immersion 7 of G
in G such that f;(v) < fj(mw(v)) for every v € V(G’j). In particular, for every
v € V(Gj), the degree of 7(v) in G equals the degree of v in G;. So for each
v € V(G)), all edges of G incident with 7(v) are contained in | 7(e), where the
union is over all edges e of G incident with v. Hence 7 is a strong immersion of G ;
in G . This proves the theorem. O

Andreae [2] made some progress on Conjecture 3.

Theorem 22 ([2]) The following classes of simple graphs are well-quasi-ordered
by the strong immersion relation.

1. Simple graphs that do not contain K, 3 as a strong immersion.
2. Simple graphs whose blocks are either complete graphs, cycles, or balanced
complete bipartite graphs.

4.1 Directed Graphs

The notion of weak immersion and strong immersion naturally extend to directed
graphs. A weak immersion of a directed graph H in another directed graph G is a
function 7 with domain V (H) U E(H) such that the following hold.

e 7 maps vertices of H to vertices of G injectively.

e For each non-loop e of H with head x and tail y, 7(e) is a directed path in G with
from 7(x) to w(y).

e For each loop e of H with end v, (e) is a directed cycle in G containing 7 (v).

e If ey, e, are distinct edges of H, then E(m(e;) N7(ey)) = 0.

A strong immersion of H in G is a weak immersion 7 of H in G such that for every
e € E(H) and vertex v of H not incident with e, w(v) ¢ V(7 (e)).

Directed graphs are not well-quasi-ordered by the immersion relations, even for
weak immersion. Consider the cycles of length 2k with edges oriented clockwise
and counterclockwise alternately. It is easy to see that these orientated cycles form
an infinite antichain with respect to weak immersion.

But Chudnovsky and Seymour [7] proved that tournaments are well-quasi-ordered
by the strong immersion relation. Recall that tournaments are not well-quasi-ordered
by the topological minor relation (Theorem 7).
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Theorem 23 ([7]) Tournaments are well-quasi-ordered by the strong immersion
relation.

5 Subgraphs

In this section we discuss the subgraph relation. A graph H is a subgraph of another
graph G if H can be obtained from G by deleting vertices and edges. Asubgraph
embedding from H into G is an injective function f : V(H)U E(H) - E(H) U
E(G) such that f(V(H)) € V(G), f(E(H)) C E(G), and for any edge {x, y} of
H, f(e) ={f(x), f(y)}. Clearly, H is a subgraph of G if and only if there exists a
subgraph embedding from H into G.

The subgraph relation does not well-quasi-order graphs. The set of all cycles is an
infinite antichain with respect to the subgraph relation. There is another antichain.
For every positive integer k, the fork of length k, denoted by Fy, is the simple graph
obtained from a path of length k by attaching two leaves to each end of the original
path. Clearly, the set of all forks is an infinite antichain with respect to the subgraph
relation. This situation is similar with the topological minor case. Indeed, Ding [13]
proved an analog of Robertson’s conjecture with respect to the subgraph relation.

Theorem 24 ([13]) Let k be a positive integer, and let Q = (V(Q), <) be a well-
quasi-ordering. For any positive integer i, let G; be a graph that does not contain a
path of length k as a subgraph, and let ¢; : V(G;) — V(Q). Then there exist 1 <
j < j' and a subgraph embedding ¢ from G into G j such that ¢;(v) < ¢ (m(v))
foreveryv € V(G)).

Ding’s proof of Theorem 24 is nice and short based on the simple fact that every
connected graph that does not contain a path of length & as a subgraph can be modified
into a graph that does not contain a path of length k£ — 1 as a subgraph by deleting at
most k vertices. Theorem 24 can also be derived from Theorem 4. Let G/ be the graph
obtained from G; by subdividing every edge once and then duplicating all edges.
Define a new well-quasi-ordering Q' by adding a new element into Q incomparable
to all other elements of Q. Further label all vertices of G; obtained by subdividing
edges of G; by this new element. Then G/j, contains G/j as a topological minor with
respect to the labelling if and only if G contains G ; as a subgraph with respect to
the labelling. And it is easy to see that if G; does not contain a path of length k as
a subgraph, then G does not contain Ry, as a topological minor. So Theorem 24
follows from Theorem 4.

A set . of graphs is a subgraph ideal if every subgraph of a member of .#
belongs to .#. Ding [13] characterized all well-quasi-ordered subgraph ideals of
simple graphs.

Theorem 25 ([13]) Let .¥ be a subgraph ideal of simple graphs. Then the following
are equivalent.
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1. 7 is well-quasi-ordered by the subgraph relation.

2. 7 is well-quasi-ordered by the induced subgraph relation.

3. There exists a positive integer k such that % does not contain any cycle or fork
of length at least k.

5.1 Subdigraphs

Now we discuss the subdigraph relation on directed graphs. As shown in Sect. 3,
there exists an infinite antichain of directed graphs with respect to the butterfly minor
relation. This antichain is also an antichain with respect to the subdigraph relation.
Note that directed graphs in this antichain do not contain a directed path of length at
least two. So Theorem 24 does not extend to directed graphs with no long directed
paths. But Ding [13] points out that his proof of Theorem 24 can be easily modified
to prove that directed graphs whose underlying graphs do not contain a path of length
k are well-quasi-ordered by the subdigraph relation.

Recall that Theorem 7 shows that there exists an infinite antichain of tourna-
ments with respect to the topological minor relation. So tournaments are not well-
quasi-ordered by the subdigraph relation. More examples of infinite antichains
of tournaments were proved by Latka [30]. For any positive integer n > 9, let
A, be the tournament obtained from the transitive tournament on [n] by revers-
ing the edges in {(i,i +1),(1,3),(n —2,n) : 1 <i <n — 1}. For any positive
integer n > 4, let B, be the tournament with V(B,) = Z/((2n + 1)Z) such that
with E(B,) ={(, j):j—i€{l,2,..,n—1,n+ 1}}, where the computation is
inZ/((2n + 1)Z).

Theorem 26 ([30]) {A, :n > 9} and {B, : n > 4} are infinite antichains with
respect to the subdigraph relation.

5.2 [Induced Subgraphs

A graph H is an induced subgraph of G if H can be obtained from G by deleting
vertices. It is required to focus on simple graphs only when considering well-quasi-
ordering by induced subgraph relation, since for any graph G, the set {G; : i > 1}
is an infinite antichain with respect to the induced subgraph relation, where G; is
obtained from G by duplicating each edge i times. So we only focus on simple graphs
in this subsection.

Let .# be a set of graphs. Define Forb](.#) (and Forb; (%), respectively) to be
the set of simple graphs that do not contain any member of .% as a subgraph (and
an induced subgraph, respectively). When .# consists of one graph H, we write
Forb ({H}) and Forb; ({H}) as Forb(H) and Forb] (H), respectively, for short.
Theorem 24 can be restated as: Forb}(P,) is well-quasi-ordered by the subgraph
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relation. However, Damaschke [11] showed that Forb{, (P,) is not well-quasi-ordered
by the induced subgraph relation for n > 5, though it is true if n < 4.

For every positive integer k, the k-sun, denoted by S, is the simple graph
obtained from a complete graph with vertex-set {x; : 1 <i < k} by adding k vertices
Y1, ¥2, -, Y& such that y; is adjacent to x;_; and x; for each i with 1 < i < k, where
xo = xi. Define 2K to be the graph that consists of a disjoint union of two copies
of K. Clearly, for every k > 4, S; does not contain 2K, as an induced subgraph,
and hence does not contain Ps as an induced subgraph. Damaschke [11] showed that
{82k : k > 2} is an antichain with respect to the induced subgraph relation.

Theorem 27 ([11]) The following statements are true.

1. Let H be a simple graph. Then Forb] (H) is well-quasi-ordered by the induced
subgraph relation if and only if H is an induced subgraph of P,.

2. {Sx : k = 2} is aninfinite antichain with respect to the induced subgraph relation.
Inparticular, for every k > 5, Forb}  (Py) is not well-quasi-ordered by the induced
subgraph relation.

3. Forb} ({K3, Ps}) and Forb} ({K3, K, U2K,}) are well-quasi-ordered by the
induced subgraph relation.

Answering a question of Damaschke, Ding [13] showed that Forb}, ({2K>, C4, Cs,
S4}) is not well-quasi-ordered by the induced subgraph relation. Ding also proved that
several other families .# in which Forb} (.#) are well-quasi-ordered by the induced
subgraph relation. We refer interested readers to [13]. In the same paper, Ding [13]
proposed the following conjecture about permutation graphs.

Conjecture 4 ([13]) For every positive integer kK > 5, permutation graphs that do
not contain Py or the complement of Py as ainduced subgraph are well-quasi-ordered
by the induced subgraph relation.

Note that Conjecture 4 concerns special classes of graphs. This special class is
actually an induced subgraph ideal. There are more results concerning special classes
of graphs. For example, Atminas et al. [4] determined whether permutation graphs
in Forbj, (%) for some families .7 with small size are well-quasi-ordered or not.

Another special class of graphs is the set of k-letter graphs introduced by PetkovSek
[45]. For a positive integer k, a simple graph G is a k-letter graph if V(G) can be
partitioned into Vi, V>, ..., V, for some p < k, where each V; is a clique or a stable
set, such that there exists a linear ordering o of V(G) such that for each pair of
distinct indices i, j € [p], either every vertex in V; is adjacent to every vertex in V;,
or every vertex in V; is non-adjacent to every vertex in V;, or for every vertex x in
V;, its neighbors in V; are the veritces y in V; with o(x) < o(y), or for every vertex
x in V;, its neighbors in V; are the vertices y in V; with o(x) > o(y).

Theorem 28 ([45]) For every positive integer k, the set of k-letter graphs is well-
quasi-ordered by the induced subgraph relation.
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Using Theorem 28, Lozin and Mayhill [35] proved results related to unit interval
graphs and bipartite permutation graphs. Note that the class of unit interval graphs
and the class of bipartite permutation graphs are induced subgraph ideals. Recall that
Fy is the fork of length k. Every F is a bipartite permutation graph, but {F; : k > 1}
is an antichain with respect to the induced subgraph relation. The graph F;" is defined
to be the simple graph obtained from Fj by adding an edge to each pair of leaves
sharing a common neighbor. Every Fk+ is a unit interval graph, but {F;" : k > 1} is
an antichain with respect to the induced subgraph relation.

Theorem 29 ([35]) The following are true.

1. Let .7 be an induced subgraph ideal of unit interval graphs. Then . is well-
quasi-ordered by the induced subgraph relation if and only if .7 contains finitely
many members of {F" : k > 1}.

2. Let .Z be an induced subgraph ideal of bipartite permutation graphs. Then %
is well-quasi-ordered by the induced subgraph relation if and only if .7 contains
finitely many members of {Fy, : k > 1}.

Now let us consider Forb] (%) in terms of the size of .%. As mentioned in The-
orem 27, the family .% with size one in which Forb; (%) is well-quasi-ordered by
the induced subgraph relation is characterized in [11]. For families .% with |.%| > 2,
the complete characterization for .# such that Forb? (.#) is well-quasi-ordered by
the induced subgraph relation is not known. But numerous families with size two
were studied. For example, see [3, 4, 23, 24].

Following this direction, people study what the minimal non-well-quasi-ordered
sets . of simple graphs such that .7 = Forb;,,(:#) for some family .%# of simple
graphs with |.%| < k are. For every positive integer k, we say that a set .% of simple
graphs is k-bad if .7 = Forb; (%) for some |.%| = k, .7 is not well-quasi-ordered
by the induced subgraph relation, and .# is minimal among the sets satisfying the pre-
vious two properties. Korpelainen and Lozin [23] conjectured that for every positive
integer k, there are only finitely many k-bad sets. Using Theorem 27, Korpelainen
et al. [25] showed that it is true when k = 1. Korpelainen and Lozin [23] proved the
case k = 2. However, the case k > 3 was disproved by Korpelainen et al. [25].

Theorem 30 The following are true.

1. Reference [25] The 1-bad sets are Forbi (C3), Forbi (C4), Forbj (Cs), Forb}
(3K) and Forb; (2K>).

2. Reference [23] There are only finitely many 2-bad sets.

3. Reference [25] There are infinitely many k-bad sets for any k > 3. In particular,
for any positive integer t witht > k, Forb! ({K1 3, Ci, C; : 3 <i < k})isak-bad
set.

Whether Forb! (%) is well-quasi-ordered by the induced subgraph relation has
been determined for almost all families .# with |.% | = 2. A summary can be founded
in [9]. The remaining undetermined classes are the following.
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Question 2 ([9]) Let .# = {H,, H,} for some simple graphs H;, H,. Determine
whether Forb}, (%) is well-quasi-ordered by the induced subgraph relation for the
following cases.

1. H1=K3 annge{PIUZPz, P1UP5,P2UP4}.
2. H1=K47 andee{PIUZPZ,P1UP4}.
3. H1=W4_ andee{PlUP4,2P2,P2UP3,P5}.

“Clique width” is a well-known graph parameter that is used for measuring how
“homogenous” its vertices are. So graphs with smaller clique width are less compli-
cated. Moreover, any induced subgraph H of a graph G has clique width no more
than G. Hence, for any positive integer k, the set of simple graphs of clique width at
most k is an induced subgraph ideal. However, every cycle has clique width at most
four, so the set of simple graphs of bounded clique width is not well-quasi-ordered by
the induced subgraph relation, even when the bound is four. On the other hand, intu-
itively, graphs in any induced subgraph ideal that can be well-quasi-ordered by the
induced subgraph relation are expected not to be too “complicated”. Daligault et al.
[10] asked whether it is true that every induced subgraph ideal containing graphs with
arbitrarily large clique width cannot be well-quasi-ordered by the induced subgraph
relation. However, Lozin et al. [36] provide a negative answer of this question.

For every positive integer k, define D;, to be the simple graph with V (Dy) = [k]
and where two vertices i, j are adjacent if and only if either |i — j| =1, or ¢(i) =
q(j), where for any x € [k], g(x) is the largest number of the form 2" (for some
positive integer n) dividing x.

Theorem 31 ([36]) Let .# be the set of simple graphs consisting of {Dy : k > 1}
and all induced subgraphs of Dy for some k. Then % is well-quasi-ordered by the
induced subgraph relation, but for every number n, there exists n’ such that the clique
width of D,y is greater than n.

As indicated in [9], the ideal .# mentioned in Theorem 31 cannot be written
as Forb} (%) for some finite family .%. Dabrowski et al. [9] conjecture that the
finiteness of .# can ensure a positive answer of the question of Daligault, Rao and
Thomassé mentioned above. In fact, the question of Daligault, Rao and Thomassé is
motivated by another weaker conjecture of theirs (see Conjecture 9 below), and the
finiteness is ensured in the setting of that weaker conjecture.

Conjecture 5 ([9]) If .Z is a finite set of simple graphs, and Forb} (%) is well-
quasi-ordered by the induced subgraph relation, then there exists a number N such
that every graph in Forb] (.#) has clique width at most N.

Conjecture 5 is true when |.#| = 1. It follows from the fact that { P4} is the only
family .# with size one with Forb{ (.#) well-quasi-ordered, and the fact that every
graph in Forb{(P4) has clique width at most three. Almost all cases for .# with
|| = 2 are verified (see [9]), except the following.
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Question 3 ([9]) Let .# = {H;, H,} for some simple graphs H;, H,. Determine
whether % satisfies Conjecture 5 or not for the following cases.

1. H1=K3andH2=P2UP4.
2. H1=W473.IldH2=P2UP3.

In addition, some sets that were proved to be well-quasi-ordered by the induced
subgraph relation are also well-quasi-ordered even when the vertices are labelled by
a well-quasi-ordering [3]. A induced subgraph embedding 7 from a graph H into a
graph G is a subgraph embedding such that the image of 7 is an induced subgraph
of G. When the vertices of G and H are labelled by a quasi-ordering O, we say that
G contains H as a Q-labelled induced subgraph if there exists an induced subgraph
embedding 7 from H into G such that the label of v is less than or equal to the label
of w(v) with respect to Q, for every v € V (H). We say that a set of simple graphs is
well-quasi-order by the labelled induced subgraph relation if for every well-quasi-
ordering Q and any infinite sequence G, G», ... of Q-labelled graphs in this set, there
exist 1 <i < jsuchthat G; contains G; as a Q-labelled-induced subgraph. Inspired
by the known examples of ideals that are well-quasi-ordered by the labelled induced
subgraph relation in the literature, Atminas and Lozin conjectured the following.

Conjecture 6 ([3]) Let .# be an induced subgraph ideal that is well-quasi-ordered
by the induced subgraph relation. Then .# is well-quasi-ordered by the labelled
induced subgraph relation if and only if .# = Forb; (%) for some finite set .%.

Conjecture 6 implies a long-standing conjecture of Pouzet [46], which we describe
as follows.

Let n be a positive integer, and let Q be the quasi-ordering ([n], =). Let G, H be
simple graphs and let f, fy be functions with f; : V(G) — [r]and fy : V(H) —
[n]. We say that (G, f) contains (H, fy) as an n-induced subgraph if there exists
an induced subgraph embedding 7 from H into G such that fy(v) = fg(w(v)) for
everyv € V(H). A set . of simple graphs is n-well-quasi-ordered if for any infinite
sequence of simple graphs G, G», ... in . and for all functions f; : V(G;) — [n]
for all i > 1, there exist 1 < j < j’ such that (G, f;) contains (G, f;) as an
n-induced subgraph.

Clearly, being 1-well-quasi-ordered is equivalent to being well-quasi-ordered by
the induced subgraph relation. But 2-well-quasi-ordering is very different from 1-
well-quasi-ordering. One evidence is that any 2-well-quasi-ordered induced subgraph
ideal of simple graphs cannot contain arbitrarily long paths, but some 1-well-quasi-
ordered induced subgraph ideals can. Another evidence is shown by Daligault, Rao
and Thomassé [10], that every 2-well-quasi-ordered induced subgraph ideal of sim-
ple graphs can be expressed as Forb; (%) for some finite family .% . However, having
more than two labels seems not different from simply having two labels. The fol-
lowing is conjectured by Pazout [46] and Fraissé [18].

Conjecture 7 ([18, 46]) Let .# be an induced subgraph ideal of simple graphs.
Then & is 2-well-quasi-ordered if and only if .# is n-well-quasi-ordered for all
positive integers n.
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We remark that Conjecture 6 implies Conjecture 7. Since any 2-well-quasi-ordered
idealis a 1-well-quasi-ordered induced ideal which is of the form Forb;, (.:#) for some
finite .%, Conjecture 6 implies that it is well-quasi-ordered by the labelled induced
subgraph relation, so it is n-well-quasi-ordered for all n.

When Daligault, Rao and Thomassé [10] tried to solve Conjecture 7, they found
a special kind of induced subgraph ideal, denoted by NLC’,? , in which 1-well-quasi-
ordering is equivalent with n-well-quasi-ordering for any n. Roughly speaking, given
a positive integer k and a family of functions .# from [k] to [k], the class NLCfZ
consists of the simple graphs that can be generated by using k symbols and relabelling
functions in .%. When .% is the family that consists of all functions from [k] to [k],
any graph in NLC',fz has “NLC-width” at most k. The NLC-width is equivalent with
the clique width in terms of boundedness. Namely, a class of graphs has bounded
NLC-width if and only if it has bounded clique width. We refer readers to [10] for
formal definitions of NLC{ and the NLC-width.

Theorem 32 ([10]) Let k be a positive integer and let F be a family of functions
from [k] to [k]. Then the following are equivalent.

1. Forany f, g € F, either the image of f o g equals the image of f, or the image
of g o f equals the image of g.

2. NLC{ is well-quasi-ordered.

3. NLC’Z is n-well-quasi-ordered for all positive integers n.

4. There exists M such that Py, ¢ NLC{ .

Daligault et al. [10] proposed the following conjecture, which implies Conjecture
7 by using Theorem 32.

Conjecture 8 ([10]) If .# is a 2-well-quasi-ordered induced subgraph ideal of
simple graphs, then there exist a positive integer k and a family of functions from [k]
to [k] such that .¢ C NLC',? and NLC',;’D’T is n-well-quasi-ordered for every positive
integer n.

As a potential step to prove Conjecture 8, Daligault, Rao and Thomassé proposed
a weaker conjecture in which the restriction for the relabelling functions is not con-
cerned. (Recall that having bounded NLC-width is equivalent with having bounded
clique width.)

Conjecture 9 ([10]) Let .# be an induced subgraph ideal of simple graphs. If .#
is 2-well-quasi-ordered, then there exists M such that every graph in .# has clique
width at most M.

Recall that any 2-well-quasi-ordered induced subgraph ideal can be written as
Forb}, (%) for some finite set of simple graphs .#. Hence Conjecture 5 implies
Conjecture 9.
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5.3 Rao-Containments

Recall that the induced subgraph relation does not well-quasi-order simple graphs.
Rao proposed a way to tweak this relation to be possibly a well-quasi-ordering.

Let n be a positive integer. We say a finite sequence (ay, az, ..., @,) over nonneg-
ative integers is graphic if there exists a simple graph G with V(G) = [n] such that
for each i € [n], the degree of i in G equals a;. We call such a simple graph G a
realization of (ay, ay, ..., a,). Rao [47] proposed the following conjecture.

Conjecture 10 ([47]) Given infinitely many graphic sequences sy, s2, ..., there exist
1 < j < j such that some realization of s, contains some realization of s; as an
induced subgraph.

Conjecture 10 was completely solved by Chudnovsky and Seymour [8] in a
stronger sense (Theorem 33 below). Their proof is complicated. Altomare [1] and
Sivaraman [51] gave short proofs of Conjecture 10 when there exists a number M
such that every entry of every sequence is at most M.

We say that a simple graph G is degree equivalent with another simple graph
G’ if V(G) = V(G’) and for every vertex, its degree in G equals its degree in G’.
We say that a simple graph G Rao-contains another simple graph H if H is an
induced subgraph of a simple graph G’ that is degree equivalent to G. Chudnovsky
and Seymour [8] proved the following.

Theorem 33 ([8]) If G, G2, ... are simple graphs, then there exist 1 < j < j' such
that G j; Rao-contains G ;.

Itis clear that Theorem 33 implies that Conjecture 10. The concept of Rao contain-
ment can be extended to directed graphs. In fact, this extension to directed graphs
plays an important role in the proof of Theorem 33. In the proof of Theorem 33,
Chudnovsky and Seymour [8] reduced the problem to split graphs, and then fur-
ther reduced the problem to “complete bipartite directed graphs” with respect to the
directed version of Rao-containment.

We say that two directed graphs G and G’ are degree-equivalent if their underlying
graphs are the same, and every vertex has the same out-degree in G and in G’
A directed graph G switching-contains another directed graph H if there exists
a directed graph G’ degree-equivalent to G, and H is isomorphic to an induced
subdigraph of G'.

The switching-containment is not a well-quasi-ordering on directed graphs. For
example, the set of directed cycles is an infinite antichain with respect to the
switching-containment relation. However, Chudnovsky and Seymour [7, 8] proved
that switching-containment well-quasi-orders tournaments. It follows from Theo-
rem 23 and the observation that if a tournament G contains another tournament H
as a strong immersion, then G switching-contains H. Chunnovsky and Seymour
[8] also proved this for the directed graphs whose underlying graphs are complete
bipartite graphs, and used this fact to prove Theorem 33.



186 C.-H. Liu

Theorem 34 ([8]) Tournaments and directed graphs whose underlying graphs are
complete bipartite graphs are well-quasi-ordered by the switching-containment rela-
tion.
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Abstract In this paper we survey wqo and bqo theory from the reverse mathematics
perspective. We consider both elementary results (such as the equivalence of dif-
ferent definitions of the concepts, and basic closure properties) and more advanced
theorems. The classification from the reverse mathematics viewpoint of both kinds of
results provides interesting challenges, and we cover also recent advances on some
long standing open problems.
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This paper is an update of [39], which was written in 2000 and documented the state
of the research about the reverse mathematics of statements dealing with wqos and
bqos at the turn of the century. Since then, new work on the subject has been carried
out and we describe it here. We however include also the results already covered
by [39], attempting to cover exhaustively the topic. We also highlight some open
problems in the area.

In Sect. 1 we give a brief introduction to reverse mathematics for the reader whose
interestin wqos and bqos originates elsewhere. The readers familiar with this research
program can safely skip this section. In Sect. 2 we compare different characterizations
of wqos and study their closure under basic operations, such as subset, product and
intersection. Here even seemingly trivial properties provide interesting challenges for
the reverse mathematician. The study of characterizations and closure under simple
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operations is repeated in Sect. 3 for bqos: the strength of some statements go all the
way up to ATR( and apparently simple statements such as “3 is bqo” have escaped
classification so far. In Sect. 4 we consider the minimality arguments which are one
of the main proof techniques of the subject. Section 5 looks at structural results,
such as the theorem by de Jongh and Parikh asserting the existence of a maximal
linear extension of a wqo. Section 6 deals with what we might call the major results
of wqo and bqo theory, such as Higman’s, Kruskal’s and Nash-Williams’ theorems,
the minor graph theorem and Fraissé’s conjecture. We end the paper with a section
dealing with results about a topological version of wqos.

1 Reverse Mathematics

Reverse mathematics is a wide ranging research program in the foundations of math-
ematics. The main goal of the program is to give mathematical support to statements
such as “Theorem A is stronger than Theorem B” or “Theorems C and D are equiv-
alent”. If taken literally the first statement does not make sense: since A and B are
both true, they are logically equivalent. By the same token, the second statement is
trivially true, and thus carries no useful information. However a clarification of these
statements is possible by finding out precisely the minimal axioms needed to prove
B and showing that they do not suffice to prove A, and by showing that these min-
imal axioms coincide for C and D. We are thus interested in proving equivalences
between theorems and axioms, yielding equivalences and nonequivalences between
different theorems, over a weak base theory.

Although we can label “reverse mathematics” any study of this kind (including
the study of different forms of the axiom of choice over the base theory ZF), the
term is usually restricted to the setting of subsystems of second order arithmetic.
The language £, of second order arithmetic has variables for natural numbers and
variables for sets of natural numbers, constant symbols 0 and 1, binary function
symbols for addition and product of natural numbers, symbols for equality and the
order relation on the natural numbers and for membership between a natural number
and a set. A model for £, consists of a first order part (an interpretation for the
natural numbers 91 equipped with 4, - and <) and a second order part consisting of
a collection of subsets of 9. When the first order part is standard we speak of an
w-model and we can identify the model with the subset of P(w) that constitutes its
second order part.

Second order arithmetic is the £,-theory with classical logic consisting of the
axioms stating that the natural numbers are a commutative ordered semiring with
identity, the induction scheme for arbitrary formulas, and the comprehension scheme
for sets of natural numbers defined by arbitrary formulas.

Weyl [66] and Hilbert and Bernays [23, 24] already noticed in their work on
the foundations of mathematics that £, is rich enough to express, using appropriate
codings, significant parts of mathematical practice, and that many mathematical the-
orems are provable in (fragments of) second order arithmetic. Actually Weyl used a



The Reverse Mathematics of wqos and bqos 191

theory similar to what we now denote by ACA{ (a slight strengthening of ACA, to
be described below). Recently Dean and Walsh [5] traced the history of subsystems
of second order arithmetic leading to [12], where Harvey Friedman started the sys-
tematic search for the axioms that are sufficient and necessary to prove theorems of
ordinary, not set-theoretic, mathematics. One of Friedman’s main early discoveries
was that (in his words) “When the theorem is proved from the right axioms, the
axioms can be proved from the theorem”. Friedman also highlighted the role of set-
existence axioms, and this soon led to restricting the induction principles allowed
in the various systems. The base system RCA( and the now well-known WKLy,
ACA,, ATRy, and H{-CAO, were introduced in [13]. Today, most of reverse math-
ematics research compares the strength of mathematical theorems by establishing
equivalences, implications and nonimplications over RCA,.

To describe RCA and the other systems used in reverse mathematics let us
also recall that formulas of £, are classified in the usual hierarchies: those with
no set quantifiers and only bounded number quantifiers are Ag, while counting the
number of alternating unbounded number quantifiers we obtain the classification of
all arithmetical (= without set quantifiers) formulas as X? and M° formulas (one
uses X or IT depending on the type of the first quantifier in the formula, existential
in the former, universal in the latter). Formulas with set quantifiers in front of an
arithmetical formula are classified by counting their alternations as X} and TI}. A
formula is AZ in a given theory if it is equivalent in that theory both to a X! formula
and to a I, formula.

In RCA, the induction scheme and the comprehension scheme of second order
arithmetic are restricted respectively to E(l) and A? formulas. RCA is strong enough
to prove some basic results about many mathematical structures, but too weak for
many others. The w-models of RCAy are the Turing ideals: subsets of P(w) closed
under join and Turing reducibility. The minimal w-model of RCAy consists of the
computable sets and is usually denoted by REC.

If a theorem T is expressible in £, but unprovable in RCA, the reverse math-
ematician asks the question: what is the weakest axiom we can add to RCA to
obtain a theory that proves T'? In principle, we could expect that this question has a
different answer for each T, but already Friedman noticed that this is not the case. In
fact, most theorems of ordinary mathematics expressible in £, are either provable in
RCA, or equivalent over RCA to one of the following four subsystems of second
order arithmetic, listed in order of increasing strength: WKLy, ACA,, ATRy, and
I1;-CA,. This is witnessed in Steve Simpson’s monograph [62] and summarized by
the Big Five terminology. We thus obtain a neat picture where theorems belonging
to quite different areas of mathematics are classified in five levels, roughly corre-
sponding to the mathematical principles used in their proofs. RCA, corresponds
to “computable mathematics”, WKL, embodies a compactness principle, ACA is
linked to sequential compactness, ATR allows for transfinite arguments, IT{-CA,
includes impredicative principles.

To obtain WKL, we add to RCA, the statement of Weak Konig’s Lemma, i.e.,
every infinite binary tree has a path, which is essentially the compactness of Cantor
space. An equivalent statement, intuitively showing that WKL, is stronger than RCA,
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(a rigorous proof needs simple arguments from model theory and computability
theory), is E?-separation: if po(n) and ¥ (n) are Z?-formulas such that Vn —(p(n) A
1(n)) then there exists a set X suchthat p(n) = n € Xandy(n) = n ¢ X for
all n. WKLy and RCA, have the same consistency strength of Primitive Recursive
Arithmetic, and are thus proof-theoretically fairly weak. Nevertheless, WKL proves
(and often turns out to be equivalent to) a substantial amount of classical mathematical
theorems, including many results about real-valued functions and countable rings and
fields, basic Banach space facts, etc. The w-models of WKL, are the Scott ideals,
and their intersection consists of the computable sets.

ACA, is obtained from RCA( by extending the comprehension scheme to all arith-
metical formulas. The statements without set variables provable in ACA coincide
exactly with the theorems of Peano Arithmetic, so that in particular the consistency
strength of the two theories is the same. Within ACA, one can develop a fairly exten-
sive theory of continuous functions, using the completeness of the real line as an
important tool. ACAq proves (and often turns out to be equivalent to) also many
basic theorems about countable fields, rings, and vector spaces. For example, ACAq
is equivalent, over RCA,, to the Bolzano-Weierstrass theorem on the real line. The
w-models of ACA, are the Turing ideals closed under jumps, so that the minimal
w-model of ACA, consists of all arithmetical sets.

ATR; is the strengthening of RCA, (and ACA) obtained by allowing to iterate
arithmetical comprehension along any well-order. It can be shown [62, Theorem
V.5.1] that, over RCA,, ATRy is equivalent to Z}—separation, which is exactly as
%"-separation but with | formulas allowed. This is a theory at the outer limits
of predicativism and proves (and often turns out to be equivalent to) many basic
statements of descriptive set theory but also some results from advanced algebra,
such as Ulm’s theorem.

I}-CA, is the strongest of the big five systems, and is obtained from RCA,
by extending the comprehension scheme to H{ formulas. Also this axiom scheme is
equivalent to many results, including some from descriptive set theory, Banach space
theory and advanced algebra, such as the structure theorem for countable Abelian
groups.

In recent years there has been a change in the reverse mathematics main focus:
following Seetapun’s breakthrough result that Ramsey theorem for pairs is not equiv-
alent to any of the Big Five systems [57], a plethora of statements, mostly in countable
combinatorics, have been shown to form a rich and complex web of implications and
nonimplications. The first paper featuring complex and non-linear diagrams repre-
senting the relationships between statements of second order arithmetics appears to
be [26]. Nowadays diagrams of this kind are a common feature of reverse mathe-
matics papers. This leads to the zoo of reverse mathematics, a terminology coined
by Damir Dzhafarov when he designed “a program to help organize relations among
various mathematical principles, particularly those that fail to be equivalent to any of
the big five subsystems of second-order arithmetic”. Hirschfeldt’s monograph [25]
highlights this new focus of the reverse mathematics program.
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Many elements of the zoo are connected to Ramsey theorem. By RT]E we denote
Ramsey theorem for sets of size k and £ colors: for every coloring ¢ : [N]¥ — ¢
(here [X]F is the set of all subsets of X with exactly k elements, and £ is the set
{0, , ..., € — 1}) there exists an infinite homogenous set H, i.e., such that for some
i < £ wehave c(s) =i forevery s € [H]*. RT"«X3 is Ve RT'Z. A classic result is that
RT’E is equivalent to ACA( over RCA( when k > 3 and £ > 2 (see [62, Sect. IT1.7]).
On the other hand, building on Seetapun’s result with the essential new step provided
by Liu [36], we now know that RT3 and RTZ, are both incomparable with WKL,
(see [25, Sect. 6.2 and Appendix]). For any fixed ¢ the infinite pigeonhole principle
for £ colors RT} is provable in RCA,. On the other hand the full infinite pigeonhole
principle RT.__ is not provable in RCAq and not even in WKL; in fact it is equivalent
over RCA to the principle known as X)-bounding, which is intermediate in strength
between X’-induction and X-induction.

Two of the earliest examples of the zoo phenomenon play a significant role with
respect to statements dealing with wqos. Both statements are fairly simple conse-
quences of RT%. CAC is the statement that any infinite partial order contains either an
infinite antichain or an infinite chain, while ADS asserts that every infinite linear order
has either an infinite ascending chain or an infinite descending chain. Hirschfeldt and
Shore [26] showed that RT% is properly stronger than CAC, which in turn implies
ADS. They also showed that none of these principles imply WKLy over RCA,. The
fact that CAC is properly stronger than ADS was first proved by Lerman et al. [35],
and then given a simpler proof by Patey [52]. These results support the idea that RT%,
in contrast to the big five, is not robust (Montalbén [46] informally defined a theory
to be robust “if it is equivalent to small perturbations of itself”).

Wqo and bqo theory represents an area of combinatorics which has always inter-
ested logicians. From the viewpoint of reverse mathematics, one of the reasons for
this interest stems from the fact that some important results about wqos and bqos
appear to use axioms that are within the realm of second order arithmetic, yet are
much stronger than those necessary to develop other areas of ordinary mathematics
(as defined in the introduction of [62]). We will see that results about wqo and bqo
belong to both facets of reverse mathematics: some statements fit neatly in the big
five picture, while some others provide examples of the zoo.

When dealing with wqo and bqo theory, at first sight the limitations of the expres-
sive power of second-order arithmetic compel us to consider only quasi-orders
defined on countable sets. This is actually not a big restriction because a quasi-
order is wqo (resp. bqo) if and only if each of its restrictions to a countable subset of
its domain is wqo (resp. bqo). The limitation mentioned above must be adhered to
when we quantify over the collection of all wqos (or bqos), typically in statements
of the form “for every wqo ...”. However we can also consider specific quasi-orders
defined on uncountable sets (such as the powerset of a countable set, the collection
of infinite sequences of elements of a countable set, or the set of all countable linear
orders); statements about these (with a fixed quasi-order) being wqo or bqo can be
expressed in a natural way in second-order arithmetic (see Definition 6.3).

We often use <y for the order relation given by the symbol < in the language of
second order arithmetic. This notation helps to emphasize when we are comparing
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elements of a quasi-order via the quasi-order relation and when we are compar-
ing them via the underlying structure of arithmetic. We use this notation when the
distinction between these orders is not immediately clear from the context.

As usual in the reverse mathematics literature, whenever we begin a definition or
statement with the name of a subsystem of second order arithmetic in parenthesis
we mean that the definition is given, or the statement proved, within that subsystem.

2 Characterizations and Basic Properties of wqos

Definition 2.1 (RCA,) A quasi-order is a pair (Q, <) such that Q is a set and < is
a transitive reflexive relation on Q.

When there is no danger of confusion we assume that Q is always equipped with
the quasi-order < and that < is always a quasi-order on the set Q. Thus in our
statements we often mention only < or only Q.

Partial orders are natural examples of quasi-orders: a partial order is a quasi-order
which also satisfies antisymmetry. We can transform a quasi-order Q into a partial
order using the equivalence relation defined by x ~ yifandonlyifx < yandy < x.
The quotient structure Q /~ is naturally equipped with a partial order which can be
formed using A? comprehension in RCA, (it suffices to identify an equivalence class
with its least member with respect to <).

Much of the standard terminology and notation for partial orders is used also
when dealing with quasi-orders. For example, we write x _L y to indicate that x and
y are incomparable under < and we write x < y if x < y and y £ x.

Definition 2.2 (RCA() A set A C Q is an antichainif x L yforallx #y € A. A
set C C Qisachainifx <yory <xforallx,y e C.

A set I C Q is an initial interval if y € I whenever y < x for some x € I. The
definition of final interval is symmetric, with x < y for some x € I.

Definition 2.3 (RCA,) A quasi-order (Q, <) is linear if Q is a chain.

If < is a quasi-order on Q and < is a linear quasi-order on Q, then we say < is
alinear extension of X ifforallx, y € Q,x < yimpliesx <; y andx ~ y implies
X~ y.

Notice that (provably in RCAy) if Q is a linear quasi-order then Q /~ is a linear
order. Moreover, if < is a linear extension of < thenx ~ yifandonlyifx ~; y and
therefore the linear extensions of a quasi-order Q correspond exactly to the linear
extensions of the partial order Q /~.

We can now give the official definition of wqo within RCA,.

Definition 2.4 (RCA,) Let < be a quasi-order on Q. (Q, <) is wqo if for every map
f N — Q there exist m <y n such that f(m) < f(n).
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Definition 2.5 (RCA,) An infinite sequence of elements of Q is a function f : A —
QO where A C N is infinite.

f is ascending if f(n) < f(m) for all n,m € A with n <y m. Similarly, f is
descending if f(m) < f(n) whenever n, m € A are such thatn <y m.

A well-order is a linear quasi-order with no infinite descending sequences.

We say that f is a good sequence (with respect to <) if there exist m, n € A such
that m <y n and f(m) < f(n); if this does not happen we say that f is bad.

The following characterization of wqo is immediate, and easy to prove within
RCA using the existence of the enumeration of the elements of an infinite subset of
N in increasing order:

Fact 2.6 (RCA,) Let (Q, <) be a quasi-order. The following are equivalent:

(i) Q is wqo;
(ii) every sequence of elements of Q is good with respect to <.

Wqos can be characterized by several other statements about quasi-orders. The
systematic investigation of the axioms needed to prove the equivalences between
these characterizations was started by Cholak et al. [3].

Let us begin with the characterizations which are provable in RCA.

Lemma 2.7 (RCAy) Let (Q, <) be a quasi-order. The following are equivalent:

(i) Q iswqo;
(ii) Q has the finite basis property, i.e., for every X C Q there exists afinite F C X
suchthatVx € X3y e Fy < x;
(iii) there is no infinite sequence of initial segments of Q which is strictly decreasing
with respect to inclusion;
(iv) there is no infinite sequence of final segments of Q which is strictly increasing
with respect to inclusion.

The equivalence between (i) and (ii) was already noticed by Simpson (see [61,
Lemma 3.2], where the finite basis property is stated in terms of partial orders rather
than quasi-orders: full details with the current definition are provided in [39, Lemma
4.8]). The equivalence between (iii) and (iv) is immediate by taking complements
with respect to Q. To show that (i) implies (iii) start from an infinite sequences
{1, : n € N} of initial segments of Q which is strictly decreasing with respect to
inclusion and for every n let f(n) be the <y minimum element of I, \ I,4+1: f is
a bad sequence. To prove that (iii) implies (i) let f be a bad sequence with domain
Nandset I, ={x € Q : Vi <n f(i) #x}: {1, : n € N} is an infinite strictly
decreasing sequence of initial segments of Q.

We now consider the characterizations of the notion of wqo which turn out to be
more interesting from the reverse mathematics viewpoint.

Definition 2.8 (RCA,) Let (Q, <) be a quasi-order:

e O is wqo(set) if for every f : N — Q there is an infinite set A such that for all
n,meA,n<ym— f(n) < f(m);
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e (iswgo(anti)if it has no infinite descending sequences and no infinite antichains;
e (O is wqgo(ext) if every linear extension of < is a well-order.

RCA, proves quite easily some implications: every wqo(set) is wqo, and every
wqo is both wqo(anti) and wqo(ext). Cholak, Marcone, and Solomon showed that
all other implications between these notions are not true in the w-model REC, and
hence are not provable within RCA,.

Theorem 2.9 The implications between the notions of wqo, wqo(set), wqo(anti) and
wqo(ext) which are provable in RCAq are exactly the ones in the transitive closure
of the diagram:

wqo(anti)

e

wqo(set) — wqo

I

wqo(ext)

In fact the above diagram depicts the implications which hold in REC, and thus
adding induction axioms to RCA yields no other implications.

To show that every wqo implies wqo(set) fails in REC, it suffices to recall a
classical construction (due to Denisov and Tennenbaum independently: see [8]) of
a computable linear order of order type w + w* which does not have any infinite
computable ascending or descending sequences.

Similarly, showing that REC does not satisfy that every wqo(ext) is wqo means
building a computable partial order (Q, <) such that all its computable linear exten-
sions are computably well-ordered (i.e., do not have infinite computable descending
sequences) but there is a computable f : N — Q such that f(m) ﬁ f(n) for all
m <y n.Infact the partial order constructed in [3, Theorem 3.21] using a finite injury
construction is such that f(m) L f(n) for all m # n, thus obtaining the stronger
result that REC does not satisfy that every wqo(ext) is wqo(anti).

To show that wqo(anti) implies wqo does not hold in REC one needs to find
a computable partial order (Q, <) with no computable infinite antichains and no
computable infinite descending sequences but such that there exists a computable
f N — Q such that f(m) £ f(n) for all m <y n. The partial order built in [3,
Theorem 3.9] has the additional property of having a computable linear extension
with a computable infinite descending sequence (see [3, Corollary 3.10]). Hence
REC does not satisfy that every wqo(anti) is wqo(ext).

One can improve the latter construction obtaining even more information. In
fact, [3, Theorem 3.11] shows that if (X;);cn is a sequence of uniformly Ag, uni-
formly low sets there exists a computable partial order (Q, <), such that for all
i no X;-computable function lists an infinite antichain or an infinite descending
sequence in Q, but there exists a computable f : N — Q such that f(m) £ f(n)
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for all m <y n. Since for an appropriate choice of (X;);cn we have that the w-model
{Y : (Y <r X;)} satisfies WKL, we obtain that WKL does not prove that every
wqo(anti) is wqo.

Further exploring the provability of the other implications in WKL, we notice
that it is fairly easy to prove in RCA, that the statement that every wqo is wqo(set)
implies F%Tl<OO ([3, Lemma 3.20]), and hence is not provable in WKL,.

On the other hand, [3, Theorem 3.17] shows that WKL, proves (using the fact,
equivalent to WKL, that every acyclic relation is contained in a partial order) that
every wqo(ext) is wqo. Putting the information mentioned above together we obtain
the following picture regarding provability in WKL,.

Theorem 2.10 The implications between the notions of wqo, wqo(set), wqo(anti)
and wqo(ext) which are provable in WKLy are exactly the ones in the transitive
closure of the diagram:

wqo

e

wgqo(set) wqo(anti)

~ 7

wqo(ext)

This leads to the following natural question, which has resisted any attempt so
far.

Question 2.11 Consider the statements “every wqo(ext) is wqo’” and “every wqo(ext)
is wqo(anti)”. Are they equivalent to WKL, over RCA?

On the other hand, the statement “every wqo(anti) is wqo(set)” turns out to be
equivalent to CAC over RCA ([3, Lemma 3.3]). It follows that the statements “every
wqo(anti) is wqo” and “every wqo is wqo(set)” are both provable from CAC.

Theorem 2.12 RCA, + CAC proves the implications between the notions of wqo,
wqo(set), wgo(anti) and wqo(ext) which are in the transitive closure of the diagram:

wgqo(set) wqo wqo(anti)
wqo(ext)

The diagram of Theorem 2.12 is different from the ones of Theorems 2.9 and 2.10
in that it is unknown whether the missing implications can be proved in RCA +

CAC.
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Question 2.13 Does RCA, + CAC proves “every wqo(ext) is wqo”?

Notice that a positive answer to Question 2.11 implies, since RCAq + CAC does
not prove WKL, a negative answer to Question 2.13.

RCA, easily proves that all well-orders and all finite quasi-orders are wqo (indeed
for the latter fact the finite pigeonhole principle suffices). By Theorem 2.9 the same
happens for wqo(anti) and wqo(ext). Regarding wqo(set) we have that, using the
appropriate RTEI, for any specific finite quasi-order RCA, proves that the quasi-
order is wgo(set). On the other hand, it is not difficult to see that, over RCA,, “every
finite quasi-order is wqo(set)” is equivalent to RTLOO, while “every well-order is
wqo(set)” is equivalent to ADS.

Wqos enjoy several basic closure properties. The study of these from the viewpoint
of reverse mathematics was started in [3, 39].

We first consider the basic property of closure under taking subsets. The proof of
the following lemma is immediate.

Lemma 2.14 (RCAy) Let P be any of the properties wqo, wqo(anti) or wqo(set). If
(Q, X) satisfies P and R C Q then the restriction of < to R satisfies P as well.

If P is wqo(ext) then the statement of Lemma 2.14 is slightly more difficult to
prove, since the obvious proof of the reversal is based on the following fact: if (Q, <)
is a partial order, R € Q, < is a linear extension of the restriction of < to R, then
there exists a linear extension of the whole < which extends also <; . WKL, suffices
to prove this statement, because we can consider < U <, whichis an acyclic relation,
extend it to a partial order (here is the step using WKL, see [3, Lemma 3.16]), and
then to a linear order (RCA, suffices for this last step).

Question 2.15 Does RCA, suffice to prove that if (Q, <) is wqo(ext) and R C Q
then the restriction of < to R is also wqo(ext)? Is this implication equivalent to
WKL?

Let us now consider basic closure operations that involve two quasi-orders.

Definition 2.16 (RCA,)If <; and <, are quasi-orders on Q| and O, we may assume
that O, N Q, = @ (or replace each Q; by its isomorphic copy on Q; x {i}). We can
define the sum quasi-order and the disjoint union quasi-order on Q1 U Q, (denoted
by Q) + O, and by Q; U Q; respectively) by

XZ24py = x€QIAYED)V X, yEQIAXZ1Y)V(X,y € Q2 AX X2 V);
X=2yy &= (x,ye Q1 Ax =21V, ye 02 Ax X2Y).

The product quasi-order on Q| x Q» is defined by
(1, x2) 2 (1, 32) = x1 2101 A X2 2o M.

Moreover if <; and <, are quasi-orders on the same set Q then the intersection
quasi-order on Q is defined by
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X320y = X1 YAX =2 ).

The following lemma follows easily from the provability in RCA¢ of RT;.

Lemma 2.17 (RCAy) Let P be any of the properties wqo, wqo(ext), wqo(anti) or
wqo(set). If Q1 and Q» satisfy P then Q1 + Q» and QU Q5 satisfy P with respect

to the sum and disjoint union quasi-orders.

The next lemma was first noticed in [39] for wqos, and then extended to the other
notions in [3].

Lemma 2.18 (RCAy) Let P be any of the properties wqo, wqo(anti) or wqo(set).
The following are equivalent:

(i) if Q satisfies P with respect to the quasi-orders <| and =<, then Q satisfies P
with respect to the intersection quasi-order;

(ii) if Q1 and Q, satisfy P then Q x Q» satisfies P with respect to the product
quasi-order.

The proof of (i) implies (ii) is based on the fact that products can be realized
as intersections and works for wqo(ext) as well. The proof of (ii) implies (i) uses
the fact that intersections can be viewed as subsets of products, and thus employs
Lemma 2.14. In [3] it is claimed that Lemma 2.18 holds also when P is wqo(ext),
but it seems that this might depend on the answer to Question 2.15.

Question 2.19 Let P be wqo(ext). Does RCA( suffice to prove that (ii) of
Lemma 2.18 implies (i)? Is this implication equivalent to WKL?

The following results are from [3].

Lemma 2.20 (RCAy) Let P be any of the properties wqo, wqo(ext), wqo(anti) or
wqo(set).

e If Q is wqo(set) with respect to the quasi-orders <i and =<, then Q satisfies P
with respect to the intersection quasi-order;

e if Oy and Q; are wqo(set) then Q| X Q- satisfies P with respect to the product
quasi-order.

Theorem 2.21 Let P, be any of the properties wqo, wqo(ext) and wqo(anti). Let P,
be any of the properties wqo, wqo(set), wqo(ext) and wqo(anti).

e WKL, does not prove that if Q satisfies Py with respect to the quasi-orders <,
and =<, then Q satisfies P, with respect to the intersection quasi-order;

e WKL, does not prove that if Q| and Q satisfy P\ then Q x Q» satisfies P, with
respect to the product quasi-order.

All instances of Theorem 2.21 follow easily (using Lemma 2.18 and Theorem
2.10) from Theorem 4.3 of [3]. To state this theorem fix an w-model M of WKL,
which consists of the sets Turing reducible to a member of a sequence of uniformly
Ag, uniformly low sets. The theorem asserts the existence of computable partial
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orders <( and =<; which are wqo in M (i.e., M contains no bad sequence with
respect to either <( or <) and such that <y N < is an infinite antichain (so that the
intersection is not wqo(anti)). The construction of <y and <; is by a finite injury
argument.

Theorem 2.12 and Lemma 2.20 imply that RCAq + CAC proves the closure
of wqos under product. On the other hand Frittaion, Marcone, and Shafer pointed
out that this statement implies ADS and asked for a classification. Recently, Henry
Towsner [65] gave a typical zoo answer to this question by proving the following
theorem.

Theorem 2.22 WKL, does not prove that the closure of wqos under product implies
CAGC, nor that ADS implies the closure of wqos under product.

Towsner starts by translating the statement in Ramsey-theoretic terms. Given
the coloring ¢ : [N]? = ¢ we say that color i is transitive if c(kgy, k) = i whenever
c(ko, k1) = c(ky, kp) = i for some k; satisfying kg < k; < k,. Hirschfeldt and Shore
[26] noticed that ADS is equivalent to the restriction of RT% to colorings such that both
colors are transitive, while CAC is equivalent to the restriction of RT% to colorings
with one transitive color. Towsner notices that the closure of wqos under product
is equivalent to the following intermediate statement: if ¢ : [N]> — 3 is such that
colors 0 and 1 are transitive then there exists an infinite set H such that for some
i <2wehavec(s) # i foreverys € [H]* (i.e., H avoids one of the transitive colors).
Then he proceeds to construct Scott ideals with the appropriate properties: the first
satisfies the above transitive color avoiding statement but not the restriction of RT3
to colorings with one transitive color; the second satisfies for all £ the restriction of
RT% to colorings such that all color are transitive, but fails to satisfy the statement
equivalent to the closure of wqos under product.

Special instances of the closure of wqos under product have been studied by
Simpson [61].

Theorem 2.23 (RCA) Let w denote the order (N, <y). Then

1. the product of two copies of w is wqo with respect to the product quasi-order.
2. the following are equivalent:

(i) w* is well-ordered;
(ii) for every k € N the product of k copies of w is wgo with respect to the
(obvious generalization of the) product quasi-order.

Since w* is the proof theoretic ordinal of RCA, it follows that RCA( does not
prove the statement (i) above.

Recently Hatzikiriakou and Simpson [21] proved that another statement dealing
with wqos is equivalent to the fact that w* is well-ordered. A Young diagram is a
sequence of natural numbers (my, ..., my) such that m; > m;;; and m; > 0. We

denote by D the set of all Young diagrams, and set (my, ..., my) <p (ng, ..., ny)
ifand only if k < h and m; < n; foralli <k.

Theorem 2.24 (RCA) The following are equivalent:
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(i) w“ is well-ordered;
(ii) (D, Zp) is wqo.

Theorems 2.23 and 2.24 are both motivated by the study of results about the
non-existence of infinite ascending sequences of ideals in rings.

3 Characterizations and Basic Properties of bqos

To give the definition of bqo we need some terminology and notation for sequences
and sets (here we follow [38]). All the definitions are given in RCA,. Let N<N be the
set of finite sequences of natural numbers. If s € N<N we denote by lhs its length
and, for every i < lhs, by s(i) its (i + 1)-th element. Then we write this sequence
ass = (s(0),...,s(lhs — 1)).If s, ¢t € N<N we write s C ¢ if s is an initial segment
oft,i.e.,iflhs <lhtandVi <lhss@i) =1(i). We write s C ¢ if the range of s is a
subset of the range of ¢, i.e.,if Vi < lhs3j < lhrs(i) =¢(j). s C tand s C ¢ have
the obvious meanings. We write s ¢ for the concatenation of s and ¢, i.e., the sequence
u such thatlhu =1lhs 4+ 1ht, u(i) = s(i) forevery i < lhs, and u(lhs 4+ i) = 7(i)
for every i < lht. These notations are extended to infinite sequences (i.e., functions
with domain N) as well.

If X € N is infinite we denote by [X 1=N the set of all finite subsets of X. We
identify an element of [N]< with the unique element of N<N which enumerates
it in increasing order, so that we can use the notation introduced above. If k € N,
[X7¥ is the subset of [X]<N consisting of the sets with exactly k elements. Similarly
[X ]N stands for the collection of all infinite subsets of X. Note that [ X ]N does not
formally exist in second order arithmetic, and is only used in expressions of the
form Y e [X]"; here again we identify ¥ with the unique sequence enumerating it
in increasing order (notice that in RCAq an element of [X 1V exists as a set if and
only if it exists as an increasing sequence, so that this identification is harmless). For
X e [N]N let X~ = X \ {min X}, i.e., X with its least element removed. Similarly if
s € [N]<N is nonempty we set s~ = s \ {mins}.

If B € [N]<N then base(B) is the set

{n:3seB3i <lhss(@i)=n}.

RCA, does not prove the existence of base(B) for arbitrary B C [N]=Y; indeed in
[39, Lemma 1.4] it is shown that, over RCA(, ACA, is equivalent to the assertion
that base(B) exists as a set for every B C [N]<N. However this does not affect the
possibility of defining blocks and barriers within RCAy: e.g., “base(B) is infinite”
(which is condition (1) in the definition of block below) can be expressed by Vm In >
m3ds € Bn € s. Similarly, when we say X is a subset of base(B) (for example in
condition (2) of the definition of block), we mean Vx € X 35 € B x € s. After giving
the definitions, Lemma 3.2 will show that in fact RCA, proves that base(B) exists
whenever B is a block (and, a fortiori, a barrier).
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Definition 3.1 (RCA() A set B C [N]<" is a block if:

(1) base(B) is infinite;
(2) VX € [base(B)|N Is € Bs C X;
(3) Vs,te BsiZt.

B is a barrier if it satisfies (1), (2) and
(3’) Vs,teBs ¢t.

Within RCA, it is immediate that every barrier is a block and
we can check that [N]* (for k>0), {se[N]" :lhs=s(0)+1} and
{s € [NI" : Ihs = 5(s(0)) + 1 } are barriers.

Notice that if B is a block and Y € [base(B)]" then RCA, proves that there
existsaunique block B" C B suchthatbase(B’) = Y:infactB' ={s € B : s C Y }.
Moreover if B is a barrier then B’ is also a barrier and we say that B’ is a subbarrier
of B.

The following result is Lemma 5.5 of [3].

Lemma 3.2 (RCAy) If B is a block then base(B) exists as a set and B is isomorphic
to a block B’ with base(B’) = N.

Definition 3.3 (RCA,) Let s, ¢ € [N]=": we write s <  if there exists u € [N]"
suchthats Cuandt C u™.

Notice that (2,4,9) < (4,9, 10, 14) < (9, 10, 14,21) and (2,4,9) £ (9, 10,
14, 21), so that <1 is not transitive.

Definition 3.4 (RCA,) Let (Q, <) be a quasi-order, B be ablock and f : B — Q.
We say that f is good (with respect to <) if there exist s, t € B such that s <1 ¢ and
f(s) = f(@). If f is not good then we say that it is bad. f is perfect if for every
s,t € B suchthats <1t we have f(s) < f(z).

We can now give the definition of bqo:

Definition 3.5 (RCA,) Let (Q, <) be a quasi-order.

e Q is bqo if for every barrier B every f : B — Q is good with respect to <;
e (O is bgo(block) if for every block B every f : B — Q is good with respect to <.

An alternative definition of bqo was given by Simpson in [59]. A block B repre-
sents an infinite partition of [base(B)]" into clopen sets with respect to the topology
that [base(B)]" inherits from NN, Thus any f : B — Q represents a continuous
function F : [base(B)]N — O where Q has the discrete topology; f is good if for
some X € [base(B)]" we have F(X) < F(X ™). Therefore (Q, <) is bqo if and only
if for every continuous function F : [base(B)]" — Q there exists X € [base(B)]"
such that F(X) < F(X ™). Moreover if we replace continuous with Borel we are still
defining the same notion (this follows from the fact, originally proved by Mathias,
that for every Borel function F : [base(B)]N — Q thereexists X € [base(B)]N such
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that the restriction of F to [X]" is continuous). We are not discussing these alterna-
tive characterizations of bqo here, but they have been exploited by Montalban in his
proof of Theorem 6.28.

It is easy to see (using the barrier [N]' and the fact that (m) <1 (n) if and only if
m < n) that RCAq proves that every bqo is wqo.

Lemma 3.2 shows that within RCA( we can restrict the definition of bqo and
bgo(block) to functions with domain barriers or blocks with base N. It is also imme-
diate that every bqo(block) is also a bqo. For the opposite implication, we have the
following result [3, Theorem 5.12].

Lemma 3.6 (WKL) Every bqo is bgo(block).

The natural proof that every bqo is bqo(block) uses the clopen Ramsey theorem,
which is equivalent to ATRy, to show that every block contains a barrier. The proof
of Lemma 3.6 instead exploits a construction originally appeared in [37] and builds
a barrier which is connected to, but in general not included in, the original block.

Lemma 3.6 leads to the following question:

Question 3.7 Is “every bqo is bqo(block)” equivalent to WKL, over RCAy?

Another characterization of bqos corresponds to the wqo(set) characterization of
W(qos.

Definition 3.8 A quasi-order (Q, <) is bqgo(set) if for every barrier B and every
f : B — Q there exists a subbarrier B* C B such that f restricted to B’ is perfect
with respect to <.

RCA, trivially proves that every bgo(set) is bqo, while the reverse implication
is known to be much stronger (see [39, Theorem 4.9], which revisits [62, Lemma
V.9.5)).

Theorem 3.9 (RCA,) The following are equivalent:

(i) ATRy,
(ii) every bqo is bqo(set).

It is easy to realize that RCA suffices to prove that every well-order is bqo, and
even bqo(block) (see [39, Lemma 3.1]). Dealing with finite quasi-orders is however
more problematic. Let n denote the partial order consisting of n mutually incom-
parable elements, and notice that if n is bqo, or bqo(block), or bqo(set), then every
quasi-order with the same number of elements has the same property. The following
results are from [39, Lemma 3.2, Theorem 5.11 and Theorem 4.9].

Theorem 3.10 I. RCA( proves that 2 is bqo and bqo(block);

2. ATRy proves that 3 is bqo;

3. for any fixed n > 3, RCA proves that 3 is bqo is equivalent to n is bqo;
4. for any fixed n > 2, RCA proves that n is bqo(set) is equivalent to ATR,.
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Item (3) above leads to the following question, which was already stated as Prob-
lem 3.3 in [39].

Question 3.11 What is the strength of the statement “3 is bqo”?

Over the years, the author has involved several colleagues in trying to attack
this problem, but no progress has been made. We devote some time to explain the
situation. The < relation can be viewed as defining a graph with the elements of [N]"
as vertices. The assertion that n is bqo amounts to state that the subgraph whose set of
vertices is a barrier is not n-colorable. Indeed, the proof of item (/) of Theorem 3.10
amounts to the definition within RCA, of a cycle of odd length inside any barrier
or block. It is much more difficult to show that a graph is not 3-colorable, and this
accounts for the increased difficulty in showing that 3 is bqo. A first step in beginning
to answer Question 3.11 would be showing that the w-model REC does not satisfy
that every barrier is 3-colorable. To this end one cannot use a computable barrier B:
in fact being 3-colorable is an arithmetic property, and hence surely false for B in
REC. What is needed is some B C [N]" which looks like a barrier in REC (i.e.,
which satisfies (/) and (3’) of Definition 3.1 and is such that for every computable
X € [base(B)]N there exists s € B with s C X), but is 3-colorable.

Moving now to the basic closure properties of bqos, we start by noticing the
following obvious fact, which mirrors the results of Lemma 2.14 about wqos.

Lemma 3.12 (RCAy) Let P be any of the properties bqo, bqo(block) or bgo(set). If
(Q, X) satisfies P and R C Q then the restriction of < to R satisfies P as well.

Only part of Lemma 2.17 has an analogous for bqos.

Lemma 3.13 (RCAy) Let P be any of the properties bqo, bqo(block) or bgo(set). If
Q1 and Q; satisfy P then Q| + Q satisfies P with respect to the sum quasi-order.

When P is bqo this is [39, Lemma 5.14]. The proof shows that for any f : B —
Q1 + Q5 there is a subbarrier B’ such that the restriction of f to B’ has range in Q;
for some i: this yields the result also when P is bqo(set). Moreover the proof works
also for blocks, thus taking care of the case when P is bgo(block).

The closure under disjoint unions of bqos is much stronger than the corresponding
property for wqos. In fact we have

Lemma 3.14 (RCAy) Let P be any of the properties bqo, bqo(block) or bqo(set).
The following are equivalent:

(i) if Q1 and Q, satisfy P then Q1 U Q, satisfies P with respect to the disjoint
union quasi-order;
(ii) if Q satisfies P with respect to the quasi-orders < and <, then Q satisfies P
with respect to the intersection quasi-order;
(iii) if Q1 and Q, satisfy P then Q| X Q- satisfies P with respect to the product
quasi-order.
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All these statements are provable in ATR(. When P is bgo or bqo(block) they imply
ACA, when P is bqo(set) they are equivalent to ATRy.

The equivalence between the three statements for bqo is Lemma 5.16 of [39]:
the implication from (i) to (iii) uses Theorem 6.6. The same proof works also for
bgo(block) and bqo(set). Provability in ATR, follows easily from the clopen Ramsey
theorem. The implication towards ACA( is Lemma 5.17 of [39] (which uses the proof
of Theorem 6.5) when we are dealing with bqos, and works also for bqo(block). The
implication towards ATRy is immediate from item (4) of Theorem 3.10 because (i)
for bqo(set) implies that 2 is bqo(set).

Question 3.15 What is the strength of statements (i)—(iii) of Lemma 3.14 when P
is bqo or bqo(block)?

Since the statements imply ACA,, by Lemma 3.6 there is a single answer for bqo
and bqo(block). Since (i) for bqo implies that 3 is bqo, Questions 3.11 and 3.15 are
connected.

4 Minimality Arguments

One of the main tools of wqo theory is the minimal bad sequence lemma (apparently
isolated for the first time in [49]). The idea is to prove that a quasi-order is wqo
by showing that if there exists a bad sequence then there is one with a minimality
property, and eventually reaching a contradiction from the latter assumption. To state
the lemma in its general form we need the following definitions.

Definition 4.1 (RCA,) Let (Q, <) be a quasi-order. A transitive binary relation <’
on Q is compatible with < if for every x, y € Q we have that x <’ y implies x < y.
We write x <" y for x <’ y V x = y. In this situation, if A, A" € [N]N, f:A— Q,
and f': A — Qwewrite f <’ f'if AC A'andVn € A f(n) <’ f'(n); we write
f< fiff< ffand3n e A f(n) < f'(n). f is minimal bad with respect to <’
if it is bad with respect to < and there is no f’ <’ f which is bad with respect to <.

Statement 4.2 (minimal bad sequence lemma) Let (Q, <) be a quasi-order and <’
a well-founded relation which is compatible with <:if A’ € [N]V and f': A’ — Q
is bad with respect to < then there exists f : A — Q such that f <’ f" and f is
minimal bad with respect to <’.

The generalization of the minimal bad sequence lemma to bqos is known as the
minimal bad array lemma (the maps of Definition 3.4 are sometimes called arrays) or
the forerunning technique (this method was explicitly isolated and clarified in [34]).
Again, we need some preliminary definitions.

Definition 4.3 (RCA;) Let (Q, <) be a quasi-order and <’ be compatible with < in
the sense of Definition 4.1. If B and B’ are barriers, f : B — Q,and f': B — Q
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we write f <’ f’ if base(B) C base(B’), and for every s € B there exists s’ € B’
suchthats’ C sand f(s) < f'(s"). Wewrite f <" f’if f <’ f’ and forsomes € B,
s’ € B’ with s’ C s we have f(s) <’ f'(s'). f is minimal bad with respect to <’ if it
is bad with respect to < and there is no f’ <’ f which is bad with respect to <.

Statement 4.4 (minimal bad array lemma) Let (Q, <) be a quasi-order and <’ a
well-founded relation which is compatible with <. If B’ isabarrierand f' : B — Q
is bad with respect to < then there exist abarrier Band f : B — Q suchthat f <" f’
and f is minimal bad with respect to <’.

A milder generalization of the minimal bad sequence lemma is also useful: it
was actually the first version of the minimal bad array lemma proved for a specific
quasi-order by Nash-Williams in [50] and was isolated in [37].

Definition 4.5 (RCA,) Let (Q, <) be a quasi-order and <’ be compatible with < in
the sense of Definition 4.1. If B and B’ are barriers, f : B — Q,and f': B — Q
wewrite f <, f'if B C B'andVs € B f(s) <' f'(s). Wewrite f <, f'if f <, f’
and ds € B f(s) <’ f'(s). f is locally minimal bad with respect to <’ if it is bad
with respect to < and there is no f’ <|, f which is bad with respect to <.

Statement 4.6 (locally minimal bad array lemma) Let (Q, <) be a quasi-order and
<’ a well-founded relation which is compatible with <: if B’ is a barrier and f’ :
B’ — Q is bad with respect to < then there exist a barrier B and f : B — Q such
that f <), f" and f is locally minimal bad with respect to <’.

The minimal bad sequence lemma and the locally minimal bad array lemma have
been shown to be equivalent to the strongest of the big five by Simpson and Marcone
in [38, Theorem 6.5].

Theorem 4.7 (RCAy) The following are equivalent:
(i) T;-CA;

(ii) the minimal bad sequence lemma;
(iii) the locally minimal bad array lemma.

On the other hand, the proofs of the minimal bad array lemma use very strong
set-existence axioms: a crude analysis shows that they can be carried out within
)-CA,.

Question 4.8 What is the axiomatic strength of the minimal bad array lemma?

5 Structural Results

In this section we consider theorems showing that wqos satisfy specific properties
as partial orders.
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The better known of these theorems is due to de Jongh and Parikh [28] (an expo-
sition of essentially the original proof appears in [20, Sect. 8.4]; a proof based on the
study of the partial order of the initial segments of the wqo is included in [11, Sect.
4.11]; proofs with a strong set-theoretic flavor appear as [29, Theorem 4.7] and [1,
Proposition 52]).

Statement 5.1 (maximal linear extension theorem) If (Q, <) is wqo, then there exist
a linear extension <; of Q which is maximal, meaning that every linear extension
of O embeds in an order-preserving way into <.

A less known result is due to Wolk ([67, Theorem 9], actually Wolk’s statement
is slightly stronger) and also appears as [29, Theorem 4.9] and [20, Theorem 8.1.7].

Statement 5.2 (maximal chain theorem) If (Q, <) is wqo, then there exist a chain
C C @ which is maximal, meaning that every chain contained in Q embeds in an
order-preserving way into C.

Marcone and Shore [42] studied the strength of the maximal linear extension
theorem and of the maximal chain theorem.

Theorem 5.3 (RCA) The following are equivalent:
(i) ATRy;

(ii) the maximal linear extension theorem;
(iii) the maximal chain theorem.

The proofs of the two theorems within ATRy differ from the proofs found in the
literature: to avoid using more induction than available in ATR, one fixes a wqo Q
and looks respectively at the tree of finite bad sequences in Q

Bad(Q) ={s e QN : Vi, j <lhs(i < j— s(i) £s()}
and at the tree of descending sequences in Q
Desc(Q) ={s € Q" : Vi, j <lhs(i < j — s(j) <s()}.

(Here Q<N is the set of finite sequences of elements of Q.) Since Q is wqo both
these trees are well-founded and ATR( can compute their rank functions. Focusing
on the maximal linear extension theorem (the other proof follows the same strategy),
by recursion on the rank of s € Bad(Q) we assign to s a maximal linear extension of
the restriction of < to {x € Q : s7(x) € Bad(Q) }; when s is the empty sequence
we have the maximal linear extension of Q.

The two reversals contained in Theorem 5.3 have quite different proofs. The proof
that the maximal chain theorem implies ATRy is very simple (using the well-known
equivalence between ATR( and comparability of well-orders), while the proof that the
maximal linear extension theorem implies ATRy is more involved. In fact there is first
a bootstrapping, showing that the maximal linear extension theorem implies ACA,.
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To this end it is useful a partial order Q such that the existence of any bad sequence
in Q implies ACAy: thus if ACA, fails then Q is wqo, we can apply the theorem and
reach a contradiction from the existence of a maximal linear extension. We can now
argue within ACA, and, assuming the failure of ATR( and using Theorem 6.23, build
awqo Q' which cannot have a maximal linear extension. The difference of the two
proofsis no accident. In fact a theorem of Montalban [45] states that every computable
wqo has a computable maximal linear extension (this implies that in showing that
the maximal linear extension theorem implies anything unprovable in RCA the use
of partial orders that are not really wqos is unavoidable), while Marcone, Montalban
and Shore [43, Theorem 3.3] showed that for every hyperarithmetic set X there is a
computable wqo Q with no X-computable maximal chain.

Another kind of structural theorems about quasi-orders concerns the decompos-
ability of the quasi-order in finite pieces which are simple.

Definition 5.4 (RCA,) Let (Q, <) be a quasi-order. I C Q is an ideal if

eVx,yeQxelAny=<x—>yel);
eVx,yeldzel(x XzAy =<2).

Bonnet [2, Lemma 2] (see also [11, Sect. 4.7.2]) proved that a partial order has no
infinite antichains if and only if every initial interval is a finite union of ideals (this
result follows also from [9, Theorem 1]). In [15, Theorem 4.5] Frittaion and Marcone
studied the left to right direction of Bonnet’s result and proved, among other things,
the following equivalence.

Theorem 5.5 (RCAy) The following are equivalent:
(i) ACA;

(ii) every wqo is a finite union of ideals.

6 Major Theorems About wqos and bqos

In this section we consider the major theorems about wqos and bqos, starting with
Higman’s basic result, first proved in [22] and then rediscovered many times.

Definition 6.1 (RCA,) If (Q, <) is a quasi-order we define a quasi-order on o<N
by setting s <* ¢ if and only if there exists an embedding of s into ¢, i.e., a strictly
increasing f : lhs — lht suchthats(i) < #(f(i)) foreveryi < lhs (herelhs is the
length of the sequence ).

Statement 6.2 (Higman’s theorem) If Q is wqo then (Q<N, <*) is wqo.

Before analyzing Higman’s theorem from the reverse mathematics viewpoint, let
us introduce other constructions of new quasi-orders starting from the one on Q.

We denote by P(X) and Pr(X) the powerset of X and the set of all finite subsets
of X. If X is infinite P(X) does not exists as a set in second order arithmetic, but we
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can define and study relations between elements of P(X). A quasi-order on P(X)
is just a formula ¢ with two distinguished set variables such that (Y, Y) holds and
p(Y, Z) and p(Z, W) imply @(Y, W) whenever ¥, Z, W € X. We use symbols like
=< and infix notation to denote quasi-orders on P(X).

Definition 6.3 (RCA,) If < is a quasi-order on P(X), a sequence (X,),en of ele-
ments of P(X) is good (with respect to <) if there exist m <y n such that X, < X,,.
If every such sequence is good we say that < is wqo.

Analogously, a sequence (X;),cp of elements of P(X) indexed by a barrier B is
good (with respect to <) if there exist s, # € B such thats < ¢ and X; < X,. If every
such sequence is good we say that < is bgo.

The following two quasi-orders are called the Hoare quasi-order and the Smyth
quasi-order in the computer science literature. (Here we follow the computer science
notation: in [39] <" was written as 53 and <" as jg.)

Definition 6.4 (RCA,) Let (Q, <) be a quasi-order. If X, Y € P(Q) let

X<"Y & VxeX3dyeYx=<y and
X<'Y < VyeYaxreXx<y.

Theorem 6.5 (RCA) The following are equivalent:
(i) ACA(),‘

(ii) Higman’s theorem;
(iii) if Q is wqo then (P;(Q), <) is wqo.

Most proofs of Higman’s theorem are based on the minimal bad sequence lemma.
Theorem 4.7 implies that such a proof cannot be carried out in ACAy. In fact, the
provability of Higman’s theorem in ACA is based on the technique of reification of
wqos by well-orders ([28, 55], see also [29]) and follows from the results in Sect. 4 of
[61] (see [4, Theorem 3] for details). A reification of Q by the linear order (X, <yx)
is a map p from Bad(Q) to X such that p(t) <x p(s) whenever s  ¢. Thus, if X is
a well-order then p is an approximation to the rank function on B(Q), and suffices
to witness that Bad(7') is well-founded and hence Q is wqo.

ACA, is used twice in this proof: first to show that every wqo admits a reification
by a well-order and then to show that w“"™" is a well-order when « is a well-order
(closure of well-orders under exponentiation is equivalent to ACA, over RCA( by
[17], see [27]). This suffices, because RCA( proves that if Q has a reification of order
type o then Q<N has a reification of order type w“"™" ([61, Sublemma 4.8], which
is Lemma 5.2 of [56]) and that if a quasi-order admits a reification by a well-order
then it is wqo.

RCA, clearly suffices to prove that (ii) implies (iii) of Theorem 6.5, while the
implication from (iii) to ACA( was proved in [39] using RT% (but in fact only closure
of wqo under product was necessary); the provability of this implication in RCA
was shown in [16, Theorem 2.5].
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If Q is wqo then in general neither P( Q) with respect to <" nor P; (Q) with respect
to <* are wqo. However if we strengthen the hypothesis to Q bqo we obtain some
true statements which have been studied from the reverse mathematics viewpoint.
The following theorems summarize Theorems 5.4 and 5.6 in [39].

Theorem 6.6 (RCA,) If Q is bgo then (P;(Q), <°) and (P(Q), <*) (and hence, a
fortiori, also (P:(Q), <*)) are bqo.

Theorem 6.7 (ACA) If Q is bgo then (P(Q), <°) is bgo.

Question 6.8 Is the statements “if Q is bqo then (P(Q), <) is bqo” equivalent to
ACA, over RCA?

Trying to answer affirmatively the previous question, one is faced with the problem
of applying the statement to a quasi-order Q which is proved to be bqo within RCA,.
Such a Q must be infinite (otherwise P(Q) = P;(Q) and Theorem 6.6 applies) and,
unless the answer to Question 3.11 is RCA,, with antichains of size at most 2.

More results about the Hoare and Smyth quasi-orders (obtained by weakening
the conclusion) will be discussed in Sect. 7.

Another important result about wqos is Kruskal’s theorem [32], establishing a
conjecture of Vazsonyi from the 1930’s popularized by ErdSs. This theorem deals
with trees viewed as partial orders: for our purposes we can represent them in second-
order arithmetic as subsets of N<I closed under initial segments.

Definition 6.9 (RCA,) Let 7 be the set of all finite trees. If Ty, T} € 7 let Ty <7 T
if and only if there exists a homeomorphic embedding of Ty in 77, that is, an injective
f : Ty — Tysuchthat f(s At) = f(s) A f(¢) foreverys,t € Tp (where s A ¢ is the
greatest lower bound of s and ¢, which is the longest common initial segment of the
two sequences).

If Q is a set let 7€ be the set of finite trees labelled with elements of Q, that is,
pairs (7T, £) such that T € 7 and ¢ is a function from T to Q.

If (Q, <) is a quasi-order and (Ty, £o), (Ty, £1) € T2 let (Ty, o) <7o (Ty, £;)
if and only if there exists a homeomorphic embedding f of 7y in 7} such that
Lo(s) < L1(f(s)) forevery s € Ty.

RCA easily shows that <7 and <7¢ are quasi-orders.
Statement 6.10 (Kruskal’s theorem) If Q is wqo then (72, <o) is wqo.

The usual proof of Kruskal’s theorem uses the minimal bad sequence lemma and
can be carried out in H}-CAO using Theorem 4.7. On the other hand, this statement
is l'[é and hence cannot imply H}—CAQ (see [38, Corollary 1.10]).

Harvey Friedman proved the following striking result (see [60]).

Theorem 6.11 ATR( does not prove that (T, <) is wqo. A fortiori Kruskal’s the-
orem is not provable in ATR.
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To prove this theorem we build a map ) between 7 and a certain primitive
recursive notation system for the ordinals less than 'y, and show that ACA, proves
that ¢ (Ty) <, ¥(T1) (where <, is the order on the ordinal notation system) whenever
To =7 Ti. Thus ACA, proves that if (7, <7) is wqo then the system of ordinal
notations is a well-order. Since I'y is the proof-theoretic ordinal of ATRy, it follows
that ATR does not prove that (7, <7) is wqo.

A lower bound for Kruskal’s theorem is provided by the following theorem, that
apparently has never been explicitly stated.

Theorem 6.12 (RCA() Kruskal’s theorem implies ATRy.

Sketch of proof. We use the fact that ATR is equivalent, over RCA,, to the statement
that if X is a well-order then (X, 0) is a well-order, where ¢ is the formaliza-
tion of the Veblen function on the ordinals. This theorem was originally proved
by H. Friedman (unpublished) and then given a proof-theoretic proof in [54] and a
computability-theoretic proof in [41]. We follow the notation of the latter paper.

To prove our theorem first notice that Kruskal’s theorem generalizes Higman’s
theorem, so that we can argue in ACA,. Given a well-order X we can mimic the
construction of the proof of Theorem 6.11 using X as the set of labels for the finite
trees. In this way we define a map v between 7% and the ordinals less than the first
fixed point for the Veblen function strictly larger than X. We then show that ACA
proves that ¢(Tp) <, v (T1) whenever Ty <7x T}. Since our hypothesis implies that
(T%, <7x) is wqo we obtain that ((X, 0), <,) is a well-order, as needed. U

Thus Kruskal’s theorem is properly stronger than ATR, and provable in, but not
equivalent to, TI}-CAy. In an attempt to classify statements of this kind, Henry
Towsner [64] introduced a sequence of intermediate systems based on weakening
the leftmost path principle (which is equivalent to H}—CAO). Towsner tested his
approach by looking at various statements and, by analyzing Nash-Williams’ proof
of Kruskal’s theorem, obtained the following result.

Theorem 6.13 Kruskal’s theorem is provable in Towsner’s system Y,-LPP,,.

Unfortunately no reversal to Towsner’s systems are known, so we do not know
whether the upper bound for the strength of Kruskal’s theorem provided by the
previous theorem is optimal.

Rathjen and Weiermann [53] carried out a detailed proof-theoretic analysis of
the statement “(7, <7) is wqo” (beware that Rathjen and Weiermann call Kruskal’s
theorem this statement) showing that it is equivalent over ACA to the uniform l'[%
reflection principle of the theory obtained by adding transfinite induction for 1'[%
formulas to ACA,.

Harvey Friedman, inspired by ordinal notation systems, introduced a refinement
of <7 (obtained by requiring that the homeomorphic embedding satisfies a “gap
condition”) and proved that it still yields a wqo on 7. Friedman himself [60] showed,
generalizing the technique of Theorem 6.11 to larger ordinals, that this wqo statement
is not provable in TT}-CA,.
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The most striking instance of this unprovability phenomenon is provided by the
graph minor theorem, proved by Robertson and Seymour in a long series of papers
(see [63, Chap. 5] or [6, Chap. 12] for overviews).

Definition 6.14 (RCA,) If G is the set of all finite directed graphs (allowing loops
and multiple edges) define a quasi-order on G by setting Gy <,, G if and only if G
is isomorphic to a minor of G (recall that a minor is obtained by deleting edges and
vertices and contracting edges).

Statement 6.15 (graph minor theorem) <,, is wqo on G.

Friedman’s generalization of Kruskal’s theorem mentioned above plays a signifi-
cant role in some steps of the proof of the graph minor theorem, which uses iterated
applications of the minimal bad sequence lemma. This proof cannot be carried out in
H{-CAO and the following theorem (proved by Friedman, Robertson and Seymour
[14] well before the completion of the proof of the graph minor theorem) shows that
there is no simpler proof.

Theorem 6.16 The graph minor theorem (and even special cases where <, is
restricted to some subset of G) is not provable in H}-CAO.

This theorem is proved once more generalizing the technique of Theorem 6.11
to larger ordinals. Notice also that the graph minor theorem is a IT} statement, and
therefore does not imply any set-existence axiom (in fact it holds in every w-model).
More recently Rathjen and Krombholz [30, 31] analyzed more in detail the proof by
Robertson and Seymour in search of upper bounds for the proof-theoretic strength
of this statement, showing that it can be carried out in the system obtained by adding
transfinite induction for IT) formulas to IT;-CA,.

It is well-known that Higman’s theorem does not extend to infinite sequences,
and the canonical counterexample is Rado’s partial order. The notion of bqo was
developed by Nash-Williams as a way of ruling out Rado’s example and its gen-
eralizations. Indeed, one of the first theorems of the subject is a generalization of
Higman’s theorem [51].

Definition 6.17 (RCA,) If (Q, <) is a quasi-order we can extend the quasi-order
<* of Definition 6.1 from Q<N to Q, the set of all countable sequences of elements
of Q (i.e., the set of all functions from a countable well-order to Q).

Statement 6.18 (Nash-Williams’ theorem) If Q is bqo then (0, <*)is bqo.

Notice that Q is uncountable, and hence we express “(Q, =<*) is bqo” in a way
similar to Definition 6.3.
The following theorem is [38, Theorem 4.5].

Theorem 6.19 T1;-CA, proves Nash-Williams’ theorem.

The most natural proof of Nash-Williams’ theorem uses the minimal bad array
lemma, and therefore to prove Theorem 6.19 a new argument is needed. This is
obtained by using the locally minimal bad array lemma (provable in I{-CA, by
Theorem 4.7) to establish the following weak version of Nash-Williams’ theorem.
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Statement 6.20 (Generalized Higman’s theorem) If Q is bqo then (O<N, <) is
bqo.

Assuming the generalized Higman’s theorem, we can prove Nash-Williams’ the-
orem in ATRy. Thus the proof of Theorem 6.19 yields the following result.

Theorem 6.21 (ATRy) The following are equivalent:

(i) Nash-Williams’ theorem;
(ii) the generalized Higman's theorem.

Nash-Williams’ theorem cannot imply H}-CAO, even over ATR; [38, Theo-
rem 5.7]. In fact, the proof of Theorem 6.19 actually establishes a Hé statement
that, over ATRy, implies Nash-Williams’ theorem. The argument mentioned before
Theorem 6.11 then establishes the assertion. (Both Nash-Williams’ theorem and the
generalized Higman’s theorem are 1'[; statements, so we cannot apply the argument
directly.) Towsner [64] looked also at the proof of the locally minimal bad array
lemma.

Theorem 6.22 The generalized Higman’s theorem, and therefore also Nash-
Williams’ theorem, is provable in Towsner’s system TLPP.

TLPPy is much stronger than the system X,-LPP, appearing in Theorem 6.13.
Unfortunately, as already mentioned, no reversal to Towsner’s systems are known,
so Theorem 6.22 provides just an upper bound for the strength of Nash-Williams’
theorem. Regarding lower bounds, Shore [58] proved the following important result.

Theorem 6.23 (RCA() The following are equivalent:
(i) ATRy

(ii) every infinite sequence of countable well-orders contains two distinct elements
which are comparable with respect to embeddability (as defined in Definition
6.25).

It is immediate that Nash-Williams’ theorem implies (i), and hence ATR, within
RCA,.

Question 6.24 Is Nash-Williams’ theorem equivalent to ATRy?

A positive answer to this question was conjectured in [38, 39].

Connected to Nash-Williams’ theorem is one of the most famous achievements
of bqo theory, Laver’s proof [33] of Fraissé’s conjecture [10]. Laver actually proved
a stronger result (even stronger than the one we state below) and we keep the two
statements distinct.

Definition 6.25 (RCA,) If L is the set of countable linear orderings define the
quasi-order of embeddability on £ by setting Ly <. L, if and only if there exists
an order-preserving embedding of Ly in Ly, i.e., an injective f : Ly — L; such that
x <, yimplies f(x) <z, f(y) forevery x, y € Lo.
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Statement 6.26 (Fraissé’s conjecture) (£, <) is wqo.
Statement 6.27 (Laver’s theorem) (£, <) is bqo.

Again, L is uncountable, and hence we express “(L, <) is wqo (bqo)” by imi-
tating Definition 6.3.

The strength of Fraissé’s conjecture is one of the most important open problems
about the reverse mathematics of wqo and bqo theory. All known proofs of Fraissé’s
conjecture actually establish Laver’s theorem. Basically only one proof was known
until 2016: this proof uses the minimal bad array lemma and can be carried out in
H;—CAO. Recently Montalbdn [47] made a major breakthrough by finding a new
proof, which avoids any form of “minimal bad” arguments. This proof is based
on Montalban’s earlier analysis of Fraissé’s conjecture [44] and uses the Ramsey
property for subsets of [N]" and determinacy, yielding the following result.

Theorem 6.28 H%-CAO proves Fraissé’s conjecture and Laver’s theorem.

Montalban defines Ag-bqo by using Ag functions in Simpson’s definition of bqo
given after Definition 3.5. Using the fact that Zg sets are Ramsey (which is known to
be equivalent to TT}-CA,), he then shows that this notion is equivalent to bqo. Within
ATR,, using AY-determinacy (which is equivalent to ATRy) Montalban proves that
if 3 is AJ-bgo then Laver’s theorem holds. Since 3 is bqo is provable in ATR, by
item (2) of Theorem 3.10 the proof of Theorem 6.28 in TT{-CA is then complete.

Theorem 6.23 entails that Fraissé’s conjecture (and a fortiori Laver’s theorem)
implies ATR. Moreover Fraissé’s conjecture is a IT} statement and the usual con-
siderations yield that ATR, plus Fraissé’s conjecture cannot imply TT}-CA,. Mon-
talban’s proof shows that to prove Fraissé’s conjecture in any theory weaker than
I;-CA, it suffices to prove that 3 is Ag-bqo. Thus an unexpected connection with
Question 3.11 comes up. Indeed, Montalban shows that by mimicking the proof of
item (1) of Theorem 3.10 it is easy to see that ATR proves that 2 is Ag—bqo.

Question 6.29 Is Fraissé’s conjecture equivalent to ATR(?Is “3 is Ag—bqo” provable
in ATR(?

A couple more results about Fraissé’s conjecture are worth mentioning. First,
Montalbén [44] showed that Fraissé’s conjecture is equivalent, over RCA, plus
Ei-induction, to a result about countable linear orders known as Jullien’s theo-
rem. Therefore if the answer to Question 6.29 is negative then Fraissé’s conjecture
defines a system intermediate between ATR, and II}-CA, which is equivalent to
other mathematical theorems.

On the other hand, Marcone and Montalban [40] studied the restriction of Fraissé’s
conjecture to linear orders of finite Hausdorff rank. To state the result recall that
ACA/ and ACA are obtained by adding to RCA, respectively “for every X, X
(the arithmetic jump of X) exists” and “for every X and k, X exists”. ACA{ is
strictly weaker than ATR but strictly stronger than ACA;, which in turn is strictly
stronger than ACAq. The ordinal ¢, (0) is the first fixed point of the ¢ function: in
RCA( we can define a linear order representing this ordinal, but showing that it is a
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well-order requires much stronger theories, since this is the proof-theoretic ordinal
of ACA;.

Theorem 6.30 ACA plus “,(0) is awell-order” proves the restriction of Fraissé’s
conjecture to linear orders of finite Hausdorff rank, which in turn implies, over RCA,,
ACA plus “©2(0) is a well-order”.

7 A Topological Version of wqos

Recall that Q wqo does not imply that P(Q) with respect to <” or Ps(Q) with respect
to <* is wqo. However we can still draw some conclusions about these partial orders
if we weaken the conclusion, using a topological notion.

If (Q, <) is quasi-order we can use < to define a number of different topologies
on Q. These include the Alexandroff topology (whose closed sets are the initial
intervals of Q) and the upper topology (whose basic closed sets are of the form
{xe Q:3ye Fx <y} for F C Q finite). The topological notion that turns out
to be relevant is the following: a topological space is Noetherian if it contains no
infinite strictly descending sequences of closed sets. It turns out that Q is wqo if and
only if the Alexandroff topology on Q is Noetherian, and that Q wqo implies that
the upper topology on Q is Noetherian. Goubault-Larrecq [18] proved that Q wqo
does imply that the upper topologies of P(Q) with respect to both <” and <* are
Noetherian. Frittaion, Hendtlass, Marcone, Shafer, and Van der Meeren [16] studied
these results from the viewpoint of reverse mathematics, providing along the way
proofs that have a completely different flavor from the category-theoretic arguments
used by Goubault-Larrecq.

Before describing the results from [16] we need to explain the set-up, which in this
case is not obvious because it is necessary to formalize statements about topological
spaces which do not fitin the frameworks usually considered in subsystems of second-
order arithmetic. (If Q is not an antichain then the Alexandroff and upper topologies
are not 7} and are thus very different from complete separable metric spaces.) First
notice that if the quasi-order Q is countable the Alexandroff and upper topology
can be defined in RCA within the framework of countable second-countable spaces
introduced by Dorais [7]. Expressing the fact that a countable second-countable space
is Noetherian, as well as the connection mentioned above between Q wqo and the
fact that these topologies are Noetherian are also straightforward in RCAy. However
this still does not suffice to tackle all of Goubault-Larrecq’s results, because some
of them deal with topologies defined on the uncountable space P(Q). To express
that the upper topology of P(Q) with respect to either <" or <* is Noetherian, the
authors of [16] devise a way of representing these topological spaces. This represen-
tation shares some features with other well-established representations of topological
spaces, including the familiar separable complete metric spaces and the countably
based MF spaces introduced by Mummert [48]. In this set-up the main results are
the following ([16, Theorem 4.7]).
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Theorem 7.1 (RCAy) The following are equivalent:

(i) ACA(),‘
(ii) if Q is wqo, then the Alexandroff topology of Pr(Q) with respect to <’ is

Noetherian;

(iii) if Q is wqo, then the upper topology of P;(Q) with respect to < is Noetherian;
(iv) if Q is wqo, then the upper topology of P;(Q) with respect to <* is Noetherian;

(v) if Q is wqo, then the upper topology of P(Q) with respect to <" is Noetherian;
(vi) if Q is wqo, then the upper topology of P(Q) with respect to <* is Noetherian.

In [19, Sect. 9.7] Goubault-Larrecq supports his claim that Noetherian spaces
can be thought of as topological versions of wqos, by proving the following results.
Starting from a topological space X he introduces topologies on X <N and 7% and
proves the topological versions of Higman’s and Kruskal’s theorems, stating that if X
is Noetherian then X <N and 7% are Noetherian. If X is a countable second-countable
space then so are X<V and 7, which leads to the following so far unexplored
question.

Question 7.2 What is the strength of the topological versions of Higman’s and
Kruskal’s theorems restricted to countable second-countable spaces?
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Well Quasi-orders and the Functional )
Interpretation i

Thomas Powell

Abstract The purpose of this article is to study the role of Godel’s functional inter-
pretation in the extraction of programs from proofs in well quasi-order theory. The
main focus is on the interpretation of Nash—Williams’ famous minimal bad sequence
construction, and the exploration of a number of much broader problems which are
related to this, particularly the question of the constructive meaning of Zorn’s lemma
and the notion of recursion over the non-wellfounded lexicographic ordering on
infinite sequences.

1 Introduction

In this article, my goal is to write something that reflects the extraordinary richness
of the theory of well quasi-orders. The reader familiar with the well quasi-order
will have observed first hand how this rather innocent looking mathematical object
plays a crucial role in many seemingly disparate areas, ranging from proof theory,
computability theory and reverse mathematics on the one hand to to term rewriting,
program verification and the world of automata and formal languages on the other.
While I could never do justice to such diversity in one paper, my aim is to at least
explore a variety of interesting problems in my own field which arise from the study
of well quasi-orders, and to present some new research in this direction.

The basis of this article is Godel’s functional interpretation, and the role it plays in
making constructive sense of well quasi-orders. I have chosen to organise what fol-
lows around a somewhat superficial challenge, namely the development of a program
which realizes Higman’s lemma for boolean alphabets:
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PROBLEM. Write a program & which takes as input an infinite sequence u of words over a
two letter alphabet, and returns a pair of indices i < j € IN such that u; is embedded in .

Of course, as long as one has proven that two such indices must exist one could simply
write a program which carries out a blind search until they are found! However, 1
am interested in the question of how one can formally construct a subrecursive
program which constitutes a computational analogue of Nash—Williams’ famous
minimal bad sequence construction—an elegant combinatorial idea which appears
throughout well quasi-order theory.

It is important to stress that this relatively simple problem provides merely a
narrative framework: My ulterior motive is to explore a number of much more elusive
problems which lurk underneath. So while on the surface we will work towards the
construction of our program @, the real contribution of the work is to address several
deeper questions, chief among them being:

1. What is the computational meaning of Zorn’s lemma?

2. Is it possible to sensibly define recursive functionals on chain-complete partial
orders?

3. How can one describe formally extracted programs so that they can be easily
understood by a human?

Each of these questions has significance far beyond Higman’s lemma, and yet the
fact that they are all naturally prompted by our elementary problem is, I believe,
testament to the richness inherent to the theory of well quasi-orders.

1.1 Proof Interpretations and Well Quasi-Orders:
A Brief History

In 1958, Godel published a landmark paper [10] which introduced his functional, or
‘Dialectica’ interpretation, which he had already conceived in the 1930s as aresponse
to Hilbert’s program and his own incompleteness theorems. Initially, the functional
interpretation translated Peano arithmetic to a calculus of primitive recursive func-
tionals in all finite types known as System T, thereby reducing the consistency of the
former theory to the latter. In modern day parlance, System T is nothing more than a
simple functional programming language which permits the construction of higher-
type primitive recursive functionals. The soundness of the functional interpretation
guarantees that, whenever some statement A is provable in Peano arithmetic, we can
extract a total functional program in T which witnesses its translation A’.

The functional interpretation was just one of a number of techniques designed
during the mid 20th century to establish relative consistency proofs. Kreisel soon
observed that these techniques could be flipped on their head and viewed from a
different perspective: namely as tools for extracting computational information from
non-constructive proofs [14, 15]. While the significance of this idea was not fully
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appreciated at the time, in recent decades the application of proof theoretic meth-
ods to extract programs from proofs has flourished, and now proof interpretations
are primarily used for this purpose. Variants of Godel’s functional interpretation
in particular are central to the highly successful ‘proof mining’ program pioneered
by Kohlenbach [13], which has led to new quantitative results in several areas of
mathematics. At the same time, the arrival of the computer has meant that the extrac-
tion of programs from proofs can be automated, and there are now proof assistants
such as MINLOG [1] which are dedicated to this, and which implement sophisticated
refinements of the traditional proof theoretic techniques.

So where do well quasi-orders feature in all of this?

The vast majority of proofs in ‘normal’ mathematics use only a very small amount
of set theory. Often, proofs of existential theorems in mathematics analysis which
officially require choice or comprehension, use it in such a limited way that it doesn’t
really contribute to the complexity of extracted programs. However, the theory of
well quasi-orders contains a number of key theorems which do use choice in a crucial
way, the most notorious being those such Kruskal’s theorem which historically rely
on variant of Nash—Williams’ minimal bad sequence construction.

As a result, these theorems have become something of a focal point for research
in program extraction, as canonical existential statements which come with con-
cise, elegant, but proof theoretically non-trivial classical proofs. The question of the
computational meaning of such proofs is so deep that entire doctoral theses have
been dedicated to it (such as [18, 26]). By now, even comparatively simple results
like Higman’s lemma have an extensive body of research devoted to them. Thus the
theory of well quasi-orders has firmly established a foothold in the world of proof
theory, and it is from this perspective that I study them here.

1.2 The Origins and Purpose of This Chapter

Given the popularity of Higman’s lemma among researchers in proof theory, it’s
perhaps important to outline my own motivation in adding yet another paper to this
menagerie.

My interest in well quasi-orders began when I was a doctoral student studying
Godel’s functional interpretation. Paulo Oliva suggested to me that Higman’s lemma
might prove a useful exercise in program extraction via the functional interpretation,
as up to that point this had never been done: The majority of attempts at giving a
constructive proof of the lemma had utilised some form of realizability instead. So
I undertook this challenge and published my work as [21].

While this indeed turned out to be a valuable exercise, improving my own under-
standing of the functional interpretation and providing me with a welcome excuse to
learn about well quasi-orders, in most other respects I found my work rather unsatis-
factory. In order to give a computational interpretation of the instance of dependent
choice used in the proof of the theorem, I resorted to the standard technique at one’s
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disposal—a higher-type form of bar recursion. But due to the subtlety of Nash—
Williams’ construction, the resulting instance of bar recursion is extremely complex,
leading to an extracted term whose operational behaviour as a program is some-
what obscure, to say the least! While after a certain amount of effort I began to
see what the underlying program did, this was still very difficult to describe, and I
doubt that anyone who has read [21] will have gained any meaningful insight into
the computational meaning of Higman’s lemma!

I believe that the shortcomings of this paper were partly due to my own inexpe-
rience at the time, and partly due to the fact that the basic technology for extracting
programs from proofs is largely unchanged since its introduction over half a century
ago. While admittedly a range of refinements have been developed, and proof min-
ing in particular has produced a number of extremely powerful metatheorems which
guarantee the extractability of low-complexity programs from proofs in specific areas
of analysis, these do not really help us when comes to non-constructive proofs in
well quasi-order theory which rely in an essential way on dependent choice.

In the years that followed I ended up thinking about much more general problems
which were prompted from my analysis of Higman’s lemma. In particular, I studied
forms of higher-order recursion closely related to Nash—Williams’ construction [22],
and tried to develop notation systems which allow one to describe extracted programs
in a more intuitive way [23]. In this article, I take the opportunity to expand my
original work in light of these developments, and present some new results in this
direction.

As I have already emphasised, the ‘official’ goal of building a program ® which
witnesses Higman’s lemma over boolean alphabets is nothing more than an organi-
sational device. Indeed, this is by no means the first place in which such a program
has been presented, and I reiterate that real content of this essay lies in the methods
which we use to obtain it, and the series of theoretical results presented in Sects. 7
and 8, particularly Theorems 7.8 and 8.3, which I publish here for the first time.

Much of the technical groundwork I will present here has been done elsewhere,
and this allows me to adopt a lighter style of presentation, in which my priority will be
to stress the key points and skim over the heavier details. I have nevertheless tried to
keep everything as self-contained as possible. So, for example, the reader not familiar
with Godel’s functional interpretation will be given the main definition and plenty
of intuition on what it means, and should be able to follow later sections without
too much confusion, although whenever a key concept is introduced I take care to
include references to introductory material in which a more extensive presentation
is given.

On the other hand, the expert reader may wish to skip straight ahead to later sec-
tions in which the main technical contributions are presented, and so I have indicated
whenever a section is comprised mostly of background material.

In the area of program extraction, it is not uncommon to see technical achievements
presented with few examples to illustrate them, and concrete case studies which give
little insight into the underlying techniques on which they are based (and I have
certainly been guilty of both of these at one point or another!). But my aim here is
to endeavour to strike a balance between both theory and practice, and as a result I
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hope that this article will form a pleasant read for both specialists in proof theory as
well as those with a more general interest in well quasi-orders.

2  Well Quasi-orders and Zorn’s Lemma

We begin with the definition of a well quasi-order. There are numerous equivalent
formulations of this concept—one of the simplest and most widely seen being the
following:

Definition 2.1 A quasi-order (X, <) is a set X equipped with a binary relation <
which is reflexive and transitive. It is a well quasi-order (or WQO) if it satisfies the
additional property that for any infinite sequence of elements xg, x1, X», ... there
exists some i < j such that x; < x;.

It is not difficult to see that a quasi-order is a WQO iff it contains no infinite strictly
decreasing chains and no infinite sequences of pairwise incomparable elements.
Therefore being a WQO is a strictly stronger property than being well-founded.
For example, the quasi-order (IN, | ) of natural numbers ordered by divisibility is
well-founded, but not a WQO. The following is perhaps slightly less obvious:

Lemma 2.2 A quasi-order (X, <) is a WQO iff any infinite sequence xg, x1, X2, . . .
contains an infinite increasing subsequence X,y X Xg1) X Xg2) X ... (where
g(0) < g(1) <...)

Proof For the non-trivial direction, let (X, <) be a WQO, and take some infinite
sequence xg, X, ....Define T CINby T :={i e N | (Vj > i)=(x; < x;)}. Then T
must be finite, otherwise we would be able to construct a sequence contradicting
the assumption that X is a WQO. Therefore there is some N € IN such that for all
i > N there exists some j > i withx; < x;, which allows us to construct our infinite
increasing subsequence. (]

Given some mathematical property, such as being well quasi-ordered, we are often
interested in identifying constructions which preserve that property. WQO theory is
particularly rich in such results. A simple example is the following:

Proposition 2.3 If (X, <x) and (Y, <y) are WQOs, then so is their cartesian prod-
uct (X x Y, <xxy) under the pointwise ordering.

Proof Given an infinite sequence (xg, yo), (X1, Y1), . . ., consider the first component
X0, X1, . ... Since X is a WQO, by Lemma 2.2 there exists an infinite increasing
sequence X40) =<x Xq(1) <x - ... Now consider the sequence y), Y¢(1), - - .- Since ¥
is a WQO, there exists some i < j with y,;) <y Yy(j). But by transitivity we also
have x4 < xg(j), and therefore (x4, ygi)) <xxv (Xg(j)» Yo(j))- O

A far more subtle result, which forms the basis of this article, is the following
theorem, widely known as Higman'’s lemma:
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Theorem 2.4 (Higman’s lemma [11]) If (X, X) is a WQO, then so is (X*, X,),
the set of finite sequences over X ordered under the embeddability relation, where
[x0, -y Xm—1] =4« [Yo, - - - » Yn_1] Whenever there is a strictly increasing map f with
X X yray foralli < m.

A short and extremely elegant proof of Higman’s lemma was given by Nash—
Williams, using the so-called minimal bad sequence construction, which is a central
topic of our paper.

Proof of Higman’s lemma [19]. Suppose for contradiction that X is a WQO but
that there exists an infinite sequence of words ug, #1, . .. such that —=(u; =<, u ;) forall
i < j.Wecall such a sequence a ‘bad sequence’. Now, using the axiom of dependent
choice, pick a minimal bad sequence vy, vy, ... as follows:

Given that we have already constructed [vp, . . ., vk—1], define vk tobe such that [v, . . ., vk—1, Vk]
extends to some infinite bad sequence, but [vy, . . ., vk—1, a] does notforany a < v, by which
mean any strict prefix a of vy.

Note that such a v, exists by the minimum principle over the wellfounded prefix rela-
tion <, together with the fact that [v, .. ., v,—;] must extend to some bad sequence:
For k = 0 this follows from our assumption that least one bad sequence exists, while
for k > 0 it is true by construction.

Now, the crucial point is that this minimal sequence must itself be bad: If instead
there were some i < j with v; <, v;, then [vy, ..., v;] could not extend to a bad
sequence, contradicting our construction. Therefore in particular each v, must be
non-empty, otherwise we would trivially have v, = [] < v,+;. This means that
each v, must be a concatenation of the form v, x v, where v, € X* and v, € X.

By Lemma 2.2 the sequence vy, vy, . . . contains some increasing subsequence vy <
Vg1 < ..., s0 let’s now consider the sequence
W = Vg, ..., Vg0-1, ﬁyO’ 5,{10-&-17 ﬁ{]0+27 cee

Since Vg9 <1 vg9, by minimality of v the sequence w must be good, which means
that w; <, w; for some i < j. There are three possibilities: First j < g0 and so
v =w; X, w; =v;,secondi < g0and j = gj' and so v; <, vy;» which implies
that v; <, v, since U,;; < vy, and finally i, j = gi’, gj’ and so U, <, U, which
implies that vy;» <, vy since vy;» < v, ;. In all cases we have v; <, v;, contradicting
the fact that v is bad. Hence our original assumption was false, and we can conclude
that there are no bad sequence, or equivalently that X* is a WQO. ]

As an immediate consequence of Higman’s lemma, we see that our main problem
can, in theory, be solved:

Corollary 2.5 Given an infinite sequence u of words over a two letter alphabet
{0, 1}, there exists a pair of indices i < j such that u; is embedded in u .

Proof The set ({0, 1}, =) trivially a WQO, therefore by Higman’s lemma so is
(0, 1}, =). U
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2.1 The Minimal Bad Sequence Construction and Zorn’s
Lemma

The existence of a minimal bad sequence in Nash—Williams’ proof of Higman’s
lemma can be viewed in a much broader context as a particular instance of Zorn’s
lemma, or equivalently, as an inductive principle over chain-complete partial orders.
This was first observed by Raoult [24], and since it informs our approach to program
extraction, we will explain in a little more detail what is meant by this.

Suppose that (¥, 3) is a chain-complete partial order, where for each non-empty
chain « in Y we fix some lower bound /\ +, which is usually taken to be the greatest
lower bound if it exists (note that the fact that we talk about lower rather than upper
bounds is purely cosmetic, as it sounds slightly more natural when generalising
the notion of a minimal bad sequence). The following result is essentially just the
contrapositive of the principle of open induction discussed in [24]:

Proposition 2.6 Let B be a predicate on Y which satisfies the property that for any
non-empty chain v,

(Vx e v)B(x) > B (/\’y) . @9)

Then whenever B(x) holds for some x € Y, there is some minimal y such that B(y)
holds, but y 1z — —B(2).

Proof Define S := {x € Y | B(x)}. Then whenever B(x) holds for some x, the set
S is chain complete: For the empty chain we just take x as a lower bound, while any
non-empty chain + in S we have that /\ v € S by (1). Therefore by Zorn’s lemma S
has some minimal element y. ([

Now, consider some set X which comes equipped with a given strict partial order
< on X which is wellfounded. Define the lexicographic extension <ljex of <1 by

u <liex v iff (3n) ([u](n) = [v]() A up < vy)

where u and v are infinite sequences of type X Nand[u](n) := [uo, ..., u,_]denotes
the initial segment of u of length n. It is easy to show that <1je is also (strict) a partial
order. Note that <J;x is not wellfounded - for example, setting X := 0, 1 and defining
0 < 1 we would have

L1, 1,...01ex 0, 1,1, ... 0,0, 1, ... Dojex - -

However, <ix is chain-complete. In fact, given a chain ~ in (X N >ex), We can
construct its greatest lower bound by defining vy € X to be the minimum with respect
to > of the first components of the elements of v, then v; € X to be the minimum
of the second components of all elements x € v with xy = vg, then v, to be the
minimum of the third components of all elements x € v with x¢, x; = vp, v; and so
on, and it is not difficult to show that /\ v := v is a greatest lower bound of ~.
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Moreover, this greatest lower bound v has the property that for any n € IN, there
is some x, € v which agrees with v on the first #n elements i.e. [v](n) = [x,](n). This
motivates the following definition:

Definition 2.7 A formula B(u) on infinite sequences u € X™ is piecewise definable,
or just piecewise, if it can be expressed in the form (Vr) P ([u](n)) for some formula
P (s) on finite sequences s € X*.

Theorem 2.8 Let B(u) = (Yn) P([u]l(n)) be a piecewise formula, and suppose that
B(u) holds for some u. Then there exists some minimal ‘bad’ sequence v such that
B(v) holds, but =B (w) for any w <lje v.

Proof Take any non-empty chain v such that (Vx € v) B(x), and let v := A\ 7. We
want to show that B(v) holds i.e. P([v](n)) holds for all n € IN. But as observed
above, for any n there exists some x, € v with [v](rn) = [x,](n), and P([x,](n))
follows from B(x,). Therefore the existence of a minimal bad sequence v follows
directly from Proposition 2.6. (]

Theorem 2.8 is nothing more than a generalisation of the minimal-bad-sequence
construction in Nash—Williams’ proof of Higman’s lemma: The predicate ‘u is bad’
can be expressed as B(u) := (Yn)(Vi < j < n)—(u; =<, u;) whichis clearly a piece-
wise formula, and so the existence of a minimal bad sequence follows as a special
case of the instance of Zorn’s lemma given in Proposition 2.6, where ¥ := (X*)N
and T is taken to be ¢ over the lexicographic extension of the prefix order.

2.2 Zorn’s Lemma as an Axiom

The reason for the short digression above is to encourage the reader to think of
the minimal bad sequence construction, not as a derived result which follows from
dependent choice, but as an axiomatic minimum principle over the chain-complete
partial order ((X*)™, t>1.,) which can be considered a weak form of Zorn’s lemma,
namely

Fu)Bw) — (3v)(B(v) A (Yw <iex V) B(w)), (2)

where B(u) ranges over piecewise formulas. Note that in this case, the premise of
Zorn’s lemma, namely chain-completeness of S = {u € (X*)™ | B(u)}, is encoded
by both the premise (Ju) B(«) and the assumption that B is piecewise.

While this slight shift of emphasis from dependent choice to Zorn’s lemma might
not seem significant from an ordinary mathematical perspective, it completely alters
the way in which we give a computational interpretation to Nash—Williams’ proof
of Higman’s lemma, as this depends entirely on the manner in which we choose to
formalise that proof. We will discuss proof interpretations and program extraction in
much more detail in Sect. 4, but since the difference between dependent choice and
above formulation of Zorn’s lemma motivates our formal proof in the next section,
it is important to at least roughly explain why this distinction matters to us here.
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The extraction of programs from proofs typically works by assigning basic pro-
grams to the axioms and rules of some mathematical theory, and then constructing
general programs recursively over the structure of formal proofs. Thus the programs
which interpret the axioms of our theory form our basic building blocks, and the
overall size and complexity of an extracted program in terms of these blocks reflects
the size and complexity of the formal proof from which it was obtained.

In the early days of proof theory, when proof interpretations were primarily used
to obtain relative consistency proofs, ‘extracted programs’ were nothing more than
hypothetical objects which gave a computational interpretation to falsity, whose
existence within some formal calculus was necessary but whose structure as programs
was uninteresting and irrelevant. As such, it was sensible to work in a minimal
axiomatic theory which was easy to reason about on a meta-level, but not necessarily
convenient for extracting programs in practice. This was the approach taken by
Spector [27], who extended Godel’s consistency proof to full mathematical analysis
by showing that countable dependent choice could be interpreted by the scheme of
bar recursion in all finite types, a form of recursion which, while elegant, can be
rather abstruse when it comes to understanding its operational semantics as part of a
real program.

For us, on the other hand, a proof interpretation is a tool for extracting an actual
program from the proof of Higman’s lemma whose algorithmic behaviour can be
understood to some extent, as opposed to some obscure syntactical object which
essentially acts as a black box. As a result, we want to work in a axiomatic system
in which Nash—Williams’ minimal bad sequence construction can be cleanly and
concisely formalised. So it is natural to ask whether, to this end, we can give a
more direct proof of Nash—Williams’ construction which circumvents the use of bar
recursion, and leads to a more intuitive extracted program.

Our idea will be the following: Instead of taking dependent choice as a basic
axiom and using this to prove the existence of a minimal-bad-sequence, we will
instead take (2) as a basic axiom, from which the existence of minimal-bad-sequences
follows trivially. As a result, though, we will no longer be able to rely on Spector’s
computational interpretation of dependent choice, and will have to instead construct
a new realizer for (2).

It is now perhaps becoming clear to the reader why the three deeper questions
outlined in the introduction emerge naturally from Higman’s lemma! The construc-
tion of our direct realizer for the principle (2) carried out in Sects. 6—8 offers a partial
solution to Question 1 for the particular instance of Zorn’s lemma used here. Section
7 will focus specifically on the special variant of recursion over >x that will be
required in order to do all this, and will therefore in turn address Question 2. Ques-
tion 3 is something that will be on our minds throughout the paper, and in particular
influences our description of the realizing term in terms of learning procedures.
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Before we go on, it is important to observe that the idea of replacing dependent
choice with some variant of Zorn’s lemma has already been considered by Berger in
the setting of modified realizability, in which a variant of Raoult’s principle of open
induction was given a direct realizability interpretation by a form of open recursion
[4]. Here we will give an analogous interpretation for the functional interpretation
of a principle classically equivalent open induction, and our work here differs con-
siderably from the realizability setting in a number of crucial respects, all of which
we make clear later.

3 A Formal Proof of Higman’s Lemma

As T highlighted above, in order to apply a proof interpretation to a proof, we first
need to have some kind of formal representation of this proof in mind. The route from
‘textbook’ to formal proof is no mere preprocessing step—the structure and hence
usefulness of our extracted program is entirely dependent on the way in which we
make precise the logical steps encoded by our textbook proof. The power of applied
proof theory is due to the fact that the careful analysis of logical subtleties in formal
proofs can reveal quantitative information that is not apparent from an ordinary
mathematical perspective, hence the frequent characterisation of this information as
being ‘hidden’ in the proof. In our case, as emphasised already, the fact that we will
formalise Nash—Williams’ proof of Higman’s lemma using an axiomatic form of
Zorn’s lemma is absolutely crucial to our approach.

When it comes to the application of proof interpretations, one encounters two
rather distinct styles in the literature. In proof mining as conceived by Kohlenbach
[13], the formal analysis of a proof is typically done ‘by hand’. Here, a proof inter-
pretation is simply a means to an end (typically a numerical bound on e.g. a rate of
convergence), and as such plays the role of a tool to be wielded by a mathematician.
In contrast, for automated program extraction in proof assistants such as MINLOG
[1], a proof interpretation forms a high level description of a procedure which has
to be implemented, and programs are then extracted synthetically at the push of a
button. In this case it goes without saying that the user must provide as input a full
machine checkable formal proof, written within the confines of some predetermined
logical system.
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In this article, we take a somewhat mixed approach. On the one hand, this is not
a paper on the formalisation of mathematics: We are interested in a range of rather
broad theoretical issues which we intend to present through focusing on the key
features of Nash—Williams’ proof, and in this sense our construction of a realizing
term is based on the pen-and-paper style familiar in proof mining. On the other hand,
the novelties of our approach are useful partially because they could be automated
within a proof assistant, and so throughout we present our construction in a semi-
formal manner in the hope that the reader clearly sees that the main ideas could be
implemented at some point.

3.1 The Logical System

The main logical theory in which we work will be the theory PA“ of Peano arithmetic
in all finite types. Here, we define the finite types to include the base types B and IN
for booleans and natural numbers respectively, and allow the construction of product
X x Y, finite sequence X* and function types X — Y. The theory PA® is just the
usual theory of Peano arithmetic, but with variables and quantifiers for objects of any
type. We write x : X or x¥ to denote that x has type X. Equality symbols =g and
=y for base types are taken as primitive, whereas equality for other types is defined
inductively terms of these, so for example s =y_.y t := (Vx)(sx =y tx). There are
various ways of treating extensionality: for reasons which we will not go into here,
the functional interpretation does not interpret the axiom of extensionality—only a
weak rule form—and so if the reader prefers they can take PA“ to be the weakly-
extensional variant WE-PA® defined in e.g. [13, 29], although it should be stressed
that extensionality is only an issue for the interpreted theory, and when it comes
to verifying our extracted programs in later sections we freely make use of full
extensionality. In any case, the exact details of the logical system are not important
in this paper, as our extraction of a program is not fully formal.

What is important is the way in which we extend our base theory in order to deal
with the minimal bad sequence argument. First note that when reasoning in higher
types it is essential to be able to add to our base theory the very weak axiom of choice
for quantifier-free formulas:

QF-AC : (Vx")@y")Ao(x, y) = AF*7)(¥x) Ao(x, f(x)).

which as we will see is completely harmless from a computational point of view.
In contrast, the crucial additional axiom we choose in order to formalise Nash—
Williams’ argument is the following syntactic variant of Theorem 2.8 already stated
as (2), which we interpret as an axiom schema labelled ZL ¢y,

ZLiex © Qu™7*)B(u) — Qu)(B() A (Yw <jex v)=B(w))
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where B(u) is understood to range over all piecewise formulas of the form
(Vn) P([ul(n)), and < is some primitive recursive relation on X, transfinite induction
over which is provable in PA“. Of course, technically we should include this addi-
tional wellfounded assumption as a premise so that ZL ., becomes a proper axiom
schema, but we will omit it for simplicity and if the reader prefers they can just
imagine that ZL, is defined relative to some arbitrary but fixed (X, >>). Both here
and in this chapter, X will actually be of the form X* and > will be nothing more
than the prefix relation on finite sequences which is trivially wellfounded.

Note that the contrapositive of ZL.x can be identified with open induction over
the lexicographic ordering as treated in [4]:

Oliex : (VO)(Vw <liex )U () — U(v)) = Vu)U (u)

where now U (#) must be an open formula of the form (3n) P([u](n)) (and so in
our terminology, being piecewise is the negation of being open). In the realizability
setting of [4], there is a genuine difference between ZLx and Olj: the latter is
an intuitionistic principle which can be given a direct computational interpretation
via open recursion, whereas the former is a non-constructive principle which cannot
be realized without the use of e.g. the A-translation. On the other hand, for the
functional interpretation combined with the negative translation, both of ZL.x and
Ol are interpreted by exactly the same term (informally, this is due to the fact
that the functional interpretation of implication is much more intricate than that
of realizability), so they are essentially interchangeable here. We choose ZLx as
primitive, because in our opinion the realizing term is a little more intuitive when
viewed as an approximation to a minimal element v. In any case we will discuss
these nuances later. For now, we proceed straight to the formal proof.

3.2 The Formal Proof

Suppose that X is some arbitrary finite type which comes equipped with some quasi-
order <, which we take to mean some primitive recursive function ¢ : X x X —
B for which reflexivity and transitivity are provable in PA“. We now introduce
two predicates which represent the two equivalent definitions of a WQO which we
required in Sect. 2:

WQO(x) := (va"=")@Ei < j)(xi < x))
WQO,q(=) = () EgN ) (Vi < )(9(D) < 9() A xgay = Xg)-
Now, given < we can formally define the embeddability relation <, as a primitive

recursive function in =<, as in order to check that a <, b we simply need to carry out
a bounded search over all increasing functions {0, ..., |a| — 1} - {0, ..., |b| — 1},
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where |a| denotes the length of a. Note that reflexivity and transitivity of <, is easily
provable from that of < in PA“. The main result of this section is the following:

Theorem 3.1 For any fixed quasi-order < on X we have PAY 4+ QF-AC + ZL,,, -
WQO,(2) > WQO(=.)

The basic strategy of Nash—Williams’ proof is first to construct a hypothetical
minimal bad sequence, then to deal with a number of simple but quite fiddly cases
in order to derive a contradiction. It will be greatly helpful to us in later sections if
we separate these two parts here, and prove the following numerically explicit form
of the latter:

Lemma 3.2 Given a sequence v : (X*)N, define two sequences v : (X*)™ and v :
XN from v as follows:

_ __{um if v, =[]
Uy, Uy 1=

[, -kt xe if v, =[x, .00, Xz

where Ox denotes some canonical element of type X. Given in addition some function
g :IN — NN, define the sequence w : (X*)™ by

b N i< g(0)
T B ifn=9(0) +i.

Suppose that there exists some k : IN such that

W) DVgo) = Gl < j <k)(w; 2 wj) 3)
where <1 denotes the strict prefix relation on words, and that g satisfies

(Vi < j =k)(gl) < g(j) A Vgi) = Vg(j)- “4)

Then there exists a pair of indices i < j < g(k) + 2 such that v; <, v;.

Proof This is a simple case distinction that we prove in excruciating detail. First of
all, we note that by induction on (4) it follows that i < g(i) for all i < k, which we
use below. There are two main cases: A degenerate one where v ) = [], in which
case Vy(0) =<« Vg)+1 andsowecanseti, j = g(0), g(0) +1 < g(0) +2 < g(k) + 2.
For the non-degenerate case where vy, 7# [] then we have wyg) = Vg0) < vy(0) and
hence w; <, w; for some i < j < k by (3). There are three further possibilities:

(1) i <j<g:Thenv; =w; X, w; =v;and j < k < g(k) < g(k) + 2.

(i) i <g¢(0) <j: Then v; = w; <, w; = Vgjy where j = g(0)+ j’. Either
vein = [1 and so trivially vy < vg(in+1, With j* < j and hence g(j") +
1 <g(j)+1 < g(k)+2, or Vyjy < vy(j,y and therefore v; <, vy with i <
9(0) < g(j') < g(k).
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(iii) g(0) <i < j: Then 17!](,") =w; X, w; = ﬁg(j/) withi = g(0) + i/,j = g(0) +
Jj'. If either U4y = [] or Uy(j = [] then the result follows exactly as in part (ii),
and otherwise we have vy(r) = Ugiry * Vgry and vg(jry = Vg(jr) * Vg(j7) and since
i’ < j' < j < kitfollows by (4) that g(i") < g(j') and vg1y < Dg(;y and hence
Vg(in) = Vg(jr), and since g(j’) < g(j) < g(k) we’re done.

In all cases we have found some i” < j” < g(k) + 2 with v;» <, vjr. O

Proof of Theorem3.1 First of all, let < denote the strict prefix relation on words,
so that a < b iff |a| < |b| and (Vi < |a|)(a; = b;). This is clearly wellfounded, and
we can assume for argument’s sake that it is decidable, which is automatically the
case when X is a base type. Now, define the piecewise predicate B(u) on infinite
sequences of words by B(u) := (Vn) P([u](n)), where

P(s) = (Vi < j < [sD(si Zs 5)).
Suppose that (Ju) B(u). Then by ZL e« there exists some v : (X *)N such that
(%) B(w) A (Yw <iex V) B(w).
Now let v, v and w be defined as in Lemma 3.2, where ¢ is the function satisfying
(Vi < Hg@) < g(j) A vguy < Vgj))

which exists by WQORq(j). Then (3) holds for some k by minimality of v, since if
Wy(0) < Vg(0) then w <jex v, and (4) holds for any k, therefore by Lemma 3.2 there
exists i < j such that v; <, v;, contradicting B(v). Therefore (Ju)B(u) is false,
which implies that for all u there exists some i < j such that u; <, u;, which is
WQO(=). Hence we have shown that WQO,, (<) = WQO(=.). O

While the derivation above is not fully formal in the sense that would be expected
were we to formally extract a program using a proof assistant, in contrast to the
textbook proof given in Sect. 1 it makes explicit important quantitative information
which will guide us in constructing a realizing term, as we will see later.

Now to our main problem, which is to prove that ({0, 1}, =,) is a WQO. From
now on we will equate the two letter alphabet {0, 1} with our type B. Suppose that
< is now just =g, which is clearly a WQO. In order to be able to apply Higman’s
lemma, we need to establish WQO,., (=), either by formalising Lemma 2.2 or by
a direct argument. We choose the latter, since for the simple case of =p a single
instance of the law of excluded-middle suffices, whereas the general case given as
Lemma 2.2 would require some form of comprehension.

Theorem 3.3 PA“ + QF-AC - WQO,,,(=p).

Proof We will first show that

(VxN XY @bB) (Yn) 3k > n) (i = b). (5)
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Fix some sequence x : BYN. By the law of excluded middle we have
@An)Vk = n)(xx =0) vV (Vn)(Fk = n)(x; = 1).

If the left hand side of the disjunction holds we set b := 0. We have that there is
some N such that x; = 0 for all kK > N, and so for an arbitrary number n, setting
k := max{N, n} yields k > n and x; = 0. If the right hand side holds, we set b := 1
and we are done by definition.

So we have proved (5). To establish WQO,.(=p), take some x and let b be such
that (Vn)(3k > n)(x; = b). By QF-AC there exists some f : N — IN satisfying

Vn)(f(n) = n Axppu =D).

Now, define g : IN — IN via primitive recursion as
g(0) := f(0)and g(n + 1) := f(g(n) + 1).
Then it is clear that g(n) < g(n + 1) and x,(,) = b, and therefore
(Vi < j)(g@) < g(j) A xgay = b = xy5))
and we’re done. |
Now, putting together Theorems 3.1 and 3.3, we have:
Corollary 3.4 PA“ + QF-AC + ZL,,, F WQO(=p ).

We summarise the main structure of our proof of WQO(=g ) in Figure 1. There
are three main parts to the proof, each of which will be treated somewhat separately
in what follows, namely:

(1) A proof of WQO(=p) given as Theorem 3.3, which uses an instance of the
law of excluded middle for l'[g formulas.

(2) A single instance of ZLjex applied to the piecewise formula (Vi < j)(u; s u;),
set out in the main proof of Theorem 3.1.

(3) The derivation of a contradiction from WQO,, (<) combined with the existence
of a minimal bad sequence, which is Lemma 3.2.

Having now introduced the theory of WQOs and given a formal proof of our main
result, the remainder of the paper will be dedicated to constructing a program which
finds an embedded pair of words in an arbitrary input sequence. We will introduce our
main tool - Godel’s functional interpretation—in the next section, then each of the
three main components will be analysed in turn in Sects. 5, 6-8 and 9, respectively.
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Fig.1 A map of the formal Theorem 3.3
proof : (Ju)B(u) L
WQOuq(=5)  (F0)(B() A (Vw <iex 0)=B(w))
T Lemma 3.2
“WQO(=g,)

4 Godel’s Functional Interpretation

We now put well quasi-orders aside for a moment, and introduce the second main
topic of this paper: Godel’s functional (or ‘Dialectica’) interpretation. The reader
already familiar with this may wish to skip ahead to Sect. 6, which continues with
the computational interpretation of ZL.

Presenting the functional interpretation is something of a challenge for an author:
The interpretation is one of those syntactical objects—particularly common in proof
theory—whose basic definition can be given in a few lines and whose characterising
theorem (in this case soundness) can be set up in a couple of pages, and yet none of
this is necessarily remotely helpful in giving the unacquainted reader any real insight
into what it actually does! In reality, the functional interpretation is an extraordinarily
subtle idea which continues to be studied from a range of perspectives, and the fact
that it forms one of the central techniques of the highly successful proof mining
program is testament to its power. For a comprehensive treatment of the functional
interpretation and its role in program extraction, the reader is encouraged to consult
the standard textbook [13], or alternatively the shorter chapter [3].

Nevertheless, in an effort to make this essay as accessible as possible it is important
that I say something about the interpretation here. So my plan is as follows: in Sects.
4.1-4.3 1 will begin by defining the interpretation, and will state without proof the
main results on program extraction. This will all be standard material. Then in Sect.
4.4 T will employ the slightly unconventional tactic of explaining on a high level how
the functional interpretation treats a series of formulas of a specific logical shape,
which appear several times in the remainder of this work. Finally, in Sect. 5, T will
present in quite some detail the extraction of a simple program from the proof of
Theorem 3.3, which will conveniently serve simultaneously as a illustration of the
functional interpretation in action and the first step in our main challenge!

4.1 The Basics

In one sentence, Godel’s functional interpretation is a syntactic translation which
takes as input a formula A in some logical theory £ and returns a new formula
A= (FAx)(Vy)|A |, where x and y are sequences of potentially higher type variables,
and | A[] is in some sense computationally neutral, which in this article will just mean
quantifier-free and hence decidable (since characteristic functions for all quantifier-
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free formulas can be constructed in PA“). The idea behind the translation is that
A < A’ over some reasonable higher-type theory, but the latter can be witnessed by
some term in a calculus 7. We say that the functional interpretation soundly interprets
L in T, if for any formula in the language of £ we have

L+ A = there exists some closed term ¢ of T such that 7 |A|’y

where 7 represents some verifying theory which allows us to reason about terms
in our calculus 7. Crucially, the soundness proof comes equipped with a method
of constructing such a realizer ¢ from the proof of A. The direct approach above
typically works for intuitionistic theories £ extended with some weak semi-classical
axioms (for example Markov’s principle), but for theories £, based on full classical
logic, we need to precompose the functional interpretation with a negative translation
A +— A7". Therefore from now on, soundness of the functional interpretation for
classical theories refers to the following:

L.+ A = there exists some closed term ¢ of T such that 7 + |Aﬁﬁ|’y.

In this article, our £, will be PA* + QF-AC, later extended with ZL,.,. But before
we go further, we need to introduce our functional calculus 7.

4.2 The Programming Language

Our interpreting calculus will be a standard variant of Godel’s system T, extended
with product and finite sequence types as with our variant of PA¥. System T is well-
known enough that we feel no need to give a proper definition here: in any case full
details can be found in many places, including the aforementioned sources [3, 13,
29]. In a sentence: System 7T is a simply typed lambda calculus which allows the
definition of functionals via primitive recursion in all higher types. We summarise
the basic constructions of the calculus below, if only to allow the reader to become
familiar with our notational conventions. We take the types of T to be the same as
those in our logical system PA“, namely those build from B and IN via product,
sequence and arrow types. Terms of the calculus include the following:

e Functions. We allow the construction of terms via lambda abstraction and appli-
cation: if x : X and ¢ : Y then Ax.t : X — Y, whileifr : X — Y and s : X then
ts : Y, and these satisfy the usual axioms, e.g. (Ax.t[x])(s) = f[s\x].

e Canonical objects. For each type X we define a canonical ‘zero object’ Ox : X in
the standard manner, with Oy = 0, Og = 0, 01 = (), Oxxy = (Ox, Oy), Ox~ =[]
and OX*)y = )\X.Oy.

e Products. Given z : X x Y we often write just zg, z; for the projections myz : X,
w1z € Y. This will also be the case for sequences, where forz : (X x Y)N, zo : X¥
is defined by (zp), := mpz, and so on. For x : X and y : Y we have a pairing
operator (x,y) : X x Y.
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e Sequences. As before, given s : X* we denote by |s| the length of s, for x : X we
define s * x : X* by [so, ..., Sx—1, x] i.e. the concatenation of s with x, and use
this also for the concatenation of s with another finite sequence s * ¢ : X or an
infinite sequence s * o : X™. For o : X™ we let [a](n) := [, ..., @p_1].

e Recursors. For each type we have arecursor Recy which has the defining equations

Rec%" (0) =x a and Rec’" (n + 1) =y hn(Rec™" (n)).

for parametersa : X and 2 : IN - X — X.

Note that having access to recursors of arbitrary finite type means that along with
all normal primitive recursive functions we can define e.g. the Ackermann function
(using Recy_.1v). Indeed, the closed terms of type IN — IN definable in T are the
provably recursive functions of Peano arithmetic, a fact which follows from the
soundness of the functional interpretation.

There are a couple of further remarks to be made. First, we have presented system
T as a equational calculus, but of course we could have instead used a conversion
rule — 7, in which case system T can be viewed as a fragment of PCF consisting
only of total objects. More concretely, any term of system 7" can be straightforwardly
written as a functional program, and we encourage the reader to think of system T
in this manner, as a high level means of describing real programs.

Finally, in the previous section we wrote 7 |A|’, which implies that T also
comes equipped with a logic 7 for verifying programs. There are various ways of
defining the underlying logic of system 7—traditionally it is presented as a minimal
quantifier-free calculus with an induction axiom, although alternatively we can just
identify 7~ with the fully extensional variant of PA“, extended with additional axioms
whenever we need them. Such distinctions are more relevant for foundational issues
such as relative consistency proofs, where it was the goal to make 7 as weak as
possible. Here we have no such concerns, and so we reason about the correctness of
our extracted programs in a fairly free manner.

4.3 The Interpretation

The functional interpretation |A[} of a formula A in the language of PA* is defined
inductively over the logical structure of A as follows:

(i) |A| := Aif A is prime

(i) 1A A Bl == Al; A |BIY
(iii) 1AV BI2 ;5" := |A[X vy |BJ
(iv) |A —> B[S == |AF,, — [BI{*

v) IHIXA(t)Ii"‘ =A@y
i) VXA, =A@
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where in clause (iii) we define
Pv,Q=b=0—->P)A(b=1— Q).

At first glance, the functional interpretation looks very much like a standard BHK
interpretation, with the exception of the treatment of implication (iv), which is in
many ways the characterising feature of the interpretation. Though (iv) may appear
to be a little mysterious, it should be viewed as the ‘least non-constructive’ Skolem-
ization of the formula

@x)(YVIALy = Qu) (V)| B,

which goes via
(Vx)@Fu) (Vo) @A) (AL}, — [BI})

as an intermediate step. In the original 1958 paper [10], Godel proved that the usual
first order theory of Heyting arithmetic could be soundly interpreted in System 7. It
follows directly that Peano arithmetic can also be interpreted in 7 when precomposed
with the negative translation, and in fact it is not difficult at all to extend these results
to the higher-order extensions of arithmetic with quantifier-free choice:

Theorem 4.1 Let A(a) be a formula in the language of (weakly-extensional) PA”
containing only a free. Then

PAY + QF-AC F A(a) = T F |A(@) ™|

where t is a closed term of T which can be formally extracted from the proof of A(a).

A modern presentation and proof of this result can be found in [13], which also
discusses the various theories 7~ in which soundness can be formalised. As simple
as Theorem 4.1 appears, understanding how the combination of negative translation
and functional interpretation treats even simple logical formulas is far from straight-
forward, and is often a stumbling block when one first encounters the ideas of applied
proof theory. We now try to provide some insight into this.

4.4 The Meaning of the Interpretation

In order that the reader not familiar with the functional interpretation and program
extraction can follow the main part of the paper, it is important that we highlight how
the functional interpretation combined with the negative translation treats a handful
of key formulas. Note that we have not yet stated which negative translation we use.
Unless one wants to formalise the translation this is not so important: Typically what
we do is take some arbitrary choice of A™" and use a range of semi-intuitionistic
laws which are admitted by the functional interpretation to rearrange it into a simpler
formula which is easier to interpret.
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44.1 II, Formulas A := (Vx)(3y)B(x, y)

We begin with one of the key properties of the functional interpretation, which
makes it so useful for program extraction. The negative translation of a I, formula
is equivalent to (Vx)——(3y)B(x, y). However, it is not difficult to see that the func-
tional interpretation translates ——(3y) B(x, y) to (3y)B(x, y), and so in particular
the functional interpretation admits Markov’s principle. Therefore

(Vx)——=(3y)B(x, y) is translated to (1) (Vx) B(x, fx)

and therefore in theory we can extract a program directly witnessing a I, formula,
even when that formula is proven classically. Note that the statement WQO(=X) is a
[T, formula, and so even though we use a number of non-constructive principles in
its proof, we can still hope to extract a program & witnessing it!

442 %, Formulas A := (3x)(Vy)B(x, y)

In contrast to I1, formulas, ¥, formulas are more problematic, as there provable 3,
formulas which cannot in general be directly witnessed by a computable function.
Here, the negative translation is equivalent to ——(3x)(Vy)B(x, y), and functional
interpretation acts as follows

—=@x)(Vy)B(x, y) = =) (¥x)=B(x, fx)
= (V)(3Ex)==B(x, fx)
= (V)Ex)B(x, fx) (%)
= AP)(V)B(DS, f(PS)).

Note that we can omit double negations in front of B(x, y) as this is a quantifier-
free formula. Nevertheless, the interpretation of our original formula gives us
something ‘indirect’, which in this case coincides with Kreisel’s well-known ‘no-
counterexample’ interpretation (although in general the functional interpretation is
different). The intuitive idea is that f is a function which attempts to witness falsity
of Ai.e. (Vx)(3y)—B(x, fx). Then the functional ® takes any proposed ‘counterex-
ample function’ and shows that it must fail. Over classical logic, the existence of
such a functional ® is equivalent to the existence of some x satisfying (Vy)B(x, y),
but unlike x it can be directly constructed.

Another way of understanding the meaning of @ is as a program which constructs
an approximation to the non-constructive object x. In general, we cannot compute an
x which satisfies B(x, y) for all y, but given some f we can find an x which satisfies
B(x, fx). In this setting, f should be seen as a function which calibrates how good
the approximation should be. We make extensive use of this intuition later, where we
explain how the functional interpretation of the minimal bad sequence construction
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can be viewed as the statement that arbitrarily good ‘approximate’ minimal bad
sequences exist.

We also note that throughout this paper, we will often express the interpretation
of I, formulas in its penultimate form (V f)(3x) B(x, fx) indicated by () above.
This is for no other reason than that it is much easier to talk about x instead of ®f,
and so we avoid a lot of rather messy notation!

4.4.3 Implication A := 3Ax)(Vy)B(x, y) > (Qu)(Vv)C(u, v)

Finally, it is important to sketch what happens when we want to infer the existence
of a non-constructive object u from the existence of another non-constructive object
x. In this case, the negative translation of A is intuitionistically equivalent to

@Ax)Vy)B(x, y) — == (Fu)(Vv)C (u, v),
Now, by the previous section, the functional interpretation of the conclusion yields

@A) (V) B(x,y) = (VH@EuW)C(u, fu).

and so interpreting the implication as a whole following clause (iv) we get

@F, G)(Vx, f)(B(x, Gfx) — C(Fxf, f(Fx[))).

In terms of our discussion above, F and G can be read as follows: For any given x, Fx
is a functional which computes an approximation to the conclusion of the implication
ie. (Vf)@Qu)C(u, fu), where now it uses that (Vy) B(x, y) holds. The functional G
tells us, in a certain sense, how good the approximation of the premise has to be in
order to build an approximation of the conclusion: this is given by Gf. Note that
whenever we have a functional ® which builds an approximation to the premise in
this way i.e. B(®(Gf), Gf(P(Gf))) we can use it to construct an approximation
to the conclusion.

While all this may sound extremely intricate, it will hopefully become clearer
when we see some concrete examples in the sequel.

5 Interpreting the Proof of WQO,,(=p)

We now give our first illustration of the functional interpretation in action. In
Theorem 3.3 we showed that the proof of WQO,,(=g) could be formalised in
PA“ + QF-AC, and hence by Theorem 4.1 we know for sure that we can construct a
program in 7 which witnesses its functional interpretation. However, actually doing
s0, and ending up with a program whose behaviour can be comprehended is another
matter, and in what follows we outline the philosophy emphasised later in the paper
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of combining formal program extraction with intuition. Note that nothing in this
section is new, and if the reader prefers they can simply glance at the program we
obtain in Sect. 5.3 and move straight on to Sect. 6.

The proof of Theorem 3.3 has three main components. The first is an obviously
non-constructive axiom, namely the law of excluded middle for ¥, formulas applied
to (In) (Vk > n)(x; = 0). The second is the derivation of the auxiliary statement (5)
from this instance of the law of excluded-middle, and the final is the derivation of
WQOy(=g) from (5) by constructing the necessary primitive recursive function.
We will treat each of these in turn. Before we do so, it is worth spelling out explicitly
what our goal is. First note that WQO,.,(=p) can be equivalently formulated as the
15 formula

(Vx)E9)(Vn) (Vi < j = n)(g(i) < g(J) A Xgi) = Xg(j))-

Note that we have merged the two quantifiers Vi, j into a single ‘real’ quantifier Vn
so that they are now bounded and hence decidable. In particular, this means they
are now ignored by the functional interpretation. The negative translation of this
formulas is equivalent to

(Vx)==@g)(Vn) (Vi < j = n)(g9(i) < g(J) A Xgi) = X))

Therefore, referring back to Sect. 4.4.2 our challenge is to produce a program & which
takes as input x together with some ‘counterexample functional’ w : (IN — IN) — IN
and witnesses (3¢) in the formula

(Vx, w) 39 (Vi < j =wg)(g(i) < g(j) A Xg) = Xg(j))- (6)

In other words, while we cannot hope to effectively construct a monotone subse-
quence g in general, we can always do the next best thing and construct an approxima-
tion to it which works foralli < j < wg. Then when it comes to using WQO,., (=)
as a lemma in the proof of WQO(=p ,) we will need to calibrate exactly how big
this approximation needs to be, in other words construct some concrete w such that
WQO(=g,,) follows from (6).

5.1 The Law of Excluded-Middle for X Formulas

Our first step when interpreting a classical proof is to interpret the main non-
constructive axioms which are needed. When interpreting WQO,., (%) - WQO(<)
later, our focus will be on ZL.x. Here we must deal with the somewhat simpler law
of excluded-middle for £9 formulas:

@n)(YK)P(n, k) v (Ym)@E)—P(m, ).
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The functional interpretation Skolemizes this as the X formula
(3b, n, h)(Vk, m)[P(n, k) vy =P (m, hm)]

and following Sect. 4.4.2 the interpretation of the double negation of this formula is
given by
Vo, v)(3b, n, W)[P(n, pbnh) v, =P (pbnh, h(pbnh))]. (7

This already looks rather complex thanks to all the function dependencies, but the
way to think of ¢ and v is again as counterexample functionals which represent the
quantifiers (Vk) and (Vm) respectively. Now, we have two options in front of us: We
can either carefully analyse the formal derivation of the negative translation of the
law of excluded-middle in intuitionistic logic in order to produce a realizer for (7), or
we can try to do this directly using our intuition. We choose the latter—and it is this
kind of thing that characterizes our ‘semi-formal’ approach to program extraction.

Let’s look more closely at (7). Our boolean b is just a marker which tells us which
side of the conjunction holds, so essentially what we must do is find a pair n, ng and
hy, hg which satisfy either P(ny, 9Onphy) or =P (lnghg, hg(Y1nghg)). In the
first case we can then define b, n, htobe O, nz, h;, and in the secondtobe 1, ng, hg.
In order to do this, we want to define these so that

P(ng, 90nphy) < P(Ylnghg, hg(Ylnghg))

sothat P(ny, @Onphp) vV =P (Ylnghg, hg(11nghg)) follows directly from the law
of excluded-middle for quantifier-free formulas. Note that we can force this equiva-
lence to hold if

nr =w1nRhR and ¢OnLhL ZhR(’(/)lnth).

So can we solve these equations? Well, the first thing we notice is that ng and &,
do not depend on anything and so can be freely chosen, so we just set these to
be canonical elements ng, h; := On, Oy (note that this makes sense intuitively,
since n only plays a role in the left disjunct, and 4 only in the right). We can then
define ny := 1 10hg. It remains to find some %z which satisfies

hr(10hg) = ¢0n 0 = ¢0(1)10h )0,

where the latter equality follows by substituting in our definition for n; . But this is
easily achieved if we set hg := Ai.¢0i0. So we’re done, and to summarise, (7) is
solved by setting

0,110hg,0 if P(x10hg, $0(xp10hg)0)

b,n,h:= .
1,0, hg otherwise
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The reader can now easily check that this is indeed a solution by substituting it back
into (7). Note that while we use the law of excluded-middle in a very specific way
in our proof, the above would work for any instance of Eg law of excluded middle
(in fact we don’t even need the quantifiers to be of lowest type).

5.2 Interpreting (Vx)(Ab)(Vn)(3k > n)(x; = b)

‘We now use the realizing term given above to witness the functional interpretation of
our intermediate result (Vx)(3b)(Vn)(Ik > n)(xx = b). In order to distinguish this b
from that of the previous section, we relabel it as c. Taking into account the negative
translation, what we mean is to interpret is

(Vx)==@Cc, H¥)(fn=nAxpm =c)

and hence

(Vx, ) (Fe, FH(fEcf) = Ecf A Xpeer) = ©).
Again, this looks somewhat intricate, but the term {c f simply represents the quantifier
(Vn). Now, in order to prove this statement we used the law of excluded-middle for
the formula P (n, k) := (k > n — x; = 0) given some fixed sequence x. What we

need to do is work out exactly how this was used, and following our discussion in
Sect. 4.4.3 this means realizing the implication

@b, n, L)(Vk, m)(P(n, k) Vp P(m, hm)) — (V) 3c, f)(f (Ecf) = Ecf Axpger) =€)
and therefore (
Vb, n, h, )3k, m, c, f)[P(n, k) vy P(m, hm) — f(&cf) = Ecf AN Xpeer) = cl.
To this end, let us fix b, n, h, £. There are two possibilities. If b = 0 then we must

find some k, ¢, f (we can set m = 0) such that the conclusion follows from P (n, k).
It’s sensible to choose ¢ := 0, then it remains to find k, f satisfying

(k=n—x=0)— f(0f) =&0f Axypeop) =0.
Following our formal proof, let’s define f (i) := max{n, i} and
k= f(&0f) = max{n, £0f} = max{n, E0(Ai.max{n, i}))}.

Then clearly f(£0f) > n, {0 f and x (o) = O follows from the premise.
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In the second case b = 1, setting ¢ := 1 (and this time k = 0) we must establish
the conclusion from —P (m, hm), i.e. find m, f satisfying

hm=mAxpy =1— fELf) = E1f Axperp) = 1.

But this is more straightforward: f := h and m := £1h work, so we’re done. In other
words, defining

¢¢Onh := max{n, 0(\i.max{n,i}))} and ¢lnh :=¢E1h

with ¢¢1nh = :Onh = 0, we can eliminate the quantifiers (Vm, k) in (8), and we
have proven that

(Yb,n, h, P (n, pebnh) Vi P(hebnh, h(hebnh)) — f(Ecf) = Ecf N xpecr) = cl

for

7 0, Mi.max{n,i} ifb=0
¢, =
1,h otherwise.
But we know how to find b, n, h which solve the premise for ¢¢ and +¢, so substituting
those solutions in the definition above we have

(VYOS (&cf) = &cf Nxpe) = ©) €))

for
o fim {0, Ai.max{y¢10hg, i} if P(c10hg, ¢:0(1)¢10hg)0) (10)

1, hg otherwise

where ¢¢, ¢¢, P and hy are defined as above.

5.3 Simplifying the Realizing Term

The solution given above for finding ¢ and f in € is perfectly valid, but still somewhat
tricky to understand, as it is couched in terms of the abstruse functionals which arise
from our formal proof. So while an automated extraction may produce something
like this, for a human being it is desirable to simplify everything and see if there is
an underlying pattern.

It is immediately clear by inspecting the definition (10) above, that there are three
key terms which play arole, namely /g, 1)¢ 10k and ¢¢0i0, with substitutions i +> hg
and i — 1¢10hg. So it makes sense to unwind each of these terms. First, notice that
from the definitions of ¢, ¢ we have

hr(i) = ¢¢0i0 = max{i, E0(\j. max{i, j})} and :10h = E1h
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and so in particular

YelOhg = £1(Ai. max{i, E0(\j. max{i, j}D}) =:a
?c0(¥¢10hg)0 = hg(a)

and our solution can already be simplified to

c f — 0, )\i. max{a, i} if xmax{a,{()()\j.max{a,j]))} = 0
T 1, Mi.£0O(\j. max{i, j}) otherwise.

where we use the fact that P (a, max{a, £0(\j. max{a, j}))}) < Xmax{a,c00\j. max{a, j})}

=0.

We now see that, far from being the syntactic mess it appeared, our realizing term
can be expressed in a very natural way. By looking closer, an interesting structure
emerges: Given a function ¢ : IN x IN — IN, and a pair of functions ¢, : (IN —
IN) — IN, define the pair (¢ ® §)(q) := (a, bla]) where

bli] == 0(\j.q(, j))
a:=¢e(Ai.q(i, b[i])).

This is the so-called binary product of selection functions studied by Escardé and
Oliva [7]. Intuitively it gives a optimal play in a two player sequential game, where
q is assigns an outcome to each pair of moves, and ¢, ¢ dictate the strategy of the
first and second players respectively. Using this new notation, our realizer becomes

L 0, . max{a, l} ifxmax{a,b[a]} =0
o= 1, Ai.£0(\j. max{i, j}) otherwise.

where (a, b[a]) = ({1 ® £0)(max). An extension of this idea for nested sequences
of the law of excluded-middle were first considered in [20], and generalisations of the
product of selection functions to so-called ‘unbounded’ games have been used to give
computational interpretations to choice principles, thereby opening up a fascinating
bridge between functional interpretations and game theory [7-9].

5.4 The Final Step

It now remains to compute our realizer g in x and w satisfying (6). For this we need
to define a suitable functional £ such that (6) follows from (9). The key here is the
following trick. Suppose that £ is another functional, and define

Eef = (ui < &cf)=(f() =i Axpp) = o).
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where (ui < n) P (i) denotes the least i < n satisfying P (i), and just O if none exist.
Then

F&ef) = &cf Axpepy =c = (Vi < EH(fG) =i Axp = c).

So, to this end, define g£(0) := f(0) and gy (n + 1) := f(gr(n) + 1), and let

Eewef = (ui < Eucf)(f() =i Axpa) = c).

for ~
Eocf = kma;}c {gr(k) + 1}
=wgy

Then we claim that
FGrwef) = Exwef NXpgper) =¢— (Vi < j <wgp)(gr@) < gr(J) A Xgriy = Xgp(j))-

Take i < wgy. Then g7 (i) + 1 < &,cf and therefore g, (i + 1) = f(gr() + 1) >
gr(@)+ 1> gy(i) and x4, +1) = ¢, from which we can infer that for any i < j we
have g, (i) < gs(j) and xg,¢) = x,4,(j) = c. Therefore, by the previous sections, we
have

Vx, (Vi < j =wg)(g@i) < g(J) A Xgi) = Xg(j))

where g = gy for the f satisfying (9) relative to &, ., defined above.

5.5 Summary

Our aim in this section was to lead the reader through an actual example of program
extraction, from a much simpler classical principle than that about to be considered
below. Rather than just presenting an extracted term, our hope was to illustrate how
by analysing extracted programs and applying a degree of ingenuity, one can devise
descriptions of these programs which are of interest in their own right. Here, the
observation by Escardé and Oliva that the functional interpretation of the law of
excluded-middle concealed a natural game-theoretic construction which could be
extended to encompass much stronger principles led to a large body of research in a
somewhat unexpected direction. Later in this paper, a notion of a learning procedure
will play somewhat analogous role to the product of selection functions above, in
the sense that it will describe a very natural computational pattern that underlies our
realizer, and helps us understand its behaviour.
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6 The Functional Interpretation of ZL,.x—Part 1

The basic soundness proof of the functional interpretation (Theorem 4.1) guarantees
that we are able to extract a program from any proof which can be formalised in
PA“ + QF-AC. However, our formalisation of the minimal bad sequence construc-
tion involves something stronger, namely an instance of ZL,.x. The following three
sections contain the chief novelty of our approach, namely the solution of the func-
tional interpretation of ZLx via a form of open recursion, which will allow us in
Sect. 9 to extract a program witnessing WQO(=gp ).

So what exactly is the functional interpretation of ZL e ? Let’s begin by writing out
the axiom in full, where now replace B(u) with the piecewise formula (Vn) P ([u](n)),
and for the remainder of the paper we now assume that P (s) is quantifier-free, asitis in
the case of Theorem 3.1. In order to avoid nested expressions such as P ([[v](m)](n))
we will use the notation F_’(u, n) := P([u](n)). Then ZLs, becomes

Qu)(Yn) P (u, n) — F)((Yn)P(v,n) A (Yw <iex v)(En)—=P(w, n)).
Now, there is still an additional quantifier implicit in (Yw <lj¢x v), but note that
Yw <ex V)A(w) < (Vm, w)(wo < v, = A([v](m) * w))
and so ZLex can be written out in a fully explicit form as

Au)(Yn)P(u, n) — F)((Y¥n) P(v,n) A (Ym, w)(wo < vy — @n)=P([v](m) * w, n))).
(1)
Of course, we want to apply the functional interpretation to the negative translation
of (11), which is equivalent to

@u)(Yn) P(u, n) — —==@v)((Vr) P(v, n) A (Vm, w)(wo < v — @n)=P([v](m) * w, n))).
(12)

Since this is a rather intricate formula, let’s break its interpretation up into pieces.
Focusing on the conclusion first, and applying the interpretation under the double
negation only, we obtain

H\T—>X1V—>H\T)

——(Jv, v Vn, m, w)(ﬁ(v, n) A (wg < v, —> —-P([v](m) * W, ymw)))

C(v,y,m,w)
(13)
where from now on we will use the abbreviation

C(v,v,m,w) = wy <l v, —> —-}_’([v](m) * W, ymw)

as indicated in (13). Now, applying the functional interpretation to (13) and referring
back to the discussion in Sect. 4.4.2 we arrive at
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(YN, M, W)(3v, 7)(P(v, Nvy) A C(v, v, Mvy, Wo)) (14)

where N, M : XN - (N - XN > N) > NandW : XN > (N - XV -5 IN) -
X™. Substituting (14) back into (12) and referring to Sect. 4.4.3 our challenge is to
witness the following expression:

Yu, N, M, W)@n, v, 7)(P(u,n) — P(v, Nvy) A C(v, vy, Mvy, Wvy))). (15)

So what does the expression (15) intuitively mean? In Sect. 4.4 we characterised the
functional interpretation as a translation which takes fundamentally non-constructive
existence statements and converts them into ‘approximate’ existence statements,
which in theory can be given a direct computational interpretation. In its original
form, ZLx simply states that

if there exists a bad sequence u then there exists a bad sequence v which is minimal with
respect to <ljex,

where we call u bad whenever (Vn) P (u, n) holds. Now, very roughly, we can read
the interpreted statement (15) as saying something like

for any sequence u and counterexample functionals N, M, W, there exists n, v and vy such
that P (u, n) implies that v is approximately bad with respect to N, and ~ witnesses that it is
approximately minimal with respect to M and W.

When using ZL . as alemma in the proof of a I, statement, as we do in Corollary 3.4,
the task of extracting a program from this proof involves calibrating exactly what
kind of approximations we need.

6.1 A Rough Ildea

So how do we go about solving (15)—in other words computing a suitable n, v and
7 in terms of u, N, M and W? A natural idea might be to simply use trial and error,
as follows. Given some initial sequence u, we could first just try v := u. Let’s also
set v := y,, where 7, is some function that we will need to sensibly define later, and
put n := Nu~y,. Now suppose that P(u, Nu~,) holds. There are two possibilities:
Either u is approximately minimal in the sense that C (u, ~,, Mu~,, Wu-~,) holds,
and then we’re done, or —C (u, v,, Mu~,, Wu~,) i.e.

(Wuv)o < thagug, A PQul(Muv,) x Wury,, y(Muy,)(Wury,)).

But in this case, we have found a sequence u; := [u](Mu~,) * Wu~, which is lex-
icographically less that u and approximately bad, so could we just set v := u; and
repeat this process, generating a sequence u D>iex U] Dlex Us Dlex - - - « - - D> lex Uy until
we reach some u; which works? Of course, there are a lot of details to be filled in here,
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in particular a formal definition of v, but the aim of Sect. 8 will be to demonstrate
that this informal idea does actually work.

However, the obvious problem we face is that we seem to be carrying out recursion
over the non-wellfounded ordering >, and so first we must establish a set of
conditions under which this kind of recursion is well-defined. This is the purpose of
Sect. 7 which follows. Before we get into the technical details, though, we want to
pause for a moment and explore the general pattern hinted at above, and introduce
the notion of a learning procedure, which we have alluded to several times earlier.

6.2 Learning Procedures

Our challenge in the next Sections is to take some initial sequence 1 which is ‘approx-
imately bad’ and produce a v which is also approximately bad, but in addition approx-
imately minimal. For simplicity, let’s forget for a moment that we’re working with
infinite sequences and the lexicographic ordering, and just consider a set X which
comes equipped with two decidable predicates Py(x) and Co(x).

Of course, in our case Py(x) represents that x is approximately bad while Cy(x)
represents that it’s approximately minimal, but here everything is greatly simplified
and we do not assume anything about these formulas beyond the following property,
which states that if x is not minimal then there must be some y < x satisfying Py(y):

(Vx)(=Co(x) = By < x)Po(y))- (16)

Therefore on an abstract level, the algorithmic problem we face is the following:
Given some initial x which satisfies Py(x), to find some y which satisfies both Py(y)
and Cy(y), where the failure of Cy(x) always leads to a ‘better’ guess y—this is
captured by (16). In other words, using (16) we want to produce a y satisfying

(Vx)(Po(x) — @3y)(Po(y) A Co(¥)))- a7

It is not too hard to come up with an algorithm which takes us from a realizer of (16)
to a realizer of (17).

Lemma 6.1 Suppose that € : X — X is a function which satisfies
(Vx)(=Co(x) — x > £(x) A Po(§(x))). (18)

For any x : X, the learning procedure L¢ ¢ [x] starting at x denotes the sequence
(xi)iew given by
xi  if Colx)

Xo:=x and Xjy = )
' {ﬁ(xi) otherwise.



Well Quasi-orders and the Functional Interpretation 251

Whenever > is wellfounded, there exists some k such that Cy(xy) holds, and we call
the minimal such xy. the limit of L¢ c,[x], which we denote by

lim Lf,Co [x]

Then the functional Ax.lim L¢ c,[x] is definable using wellfounded recursion over
>, and realizes (17) in the sense that

(Vx)(Po(x) — Po(lim Le ¢ [x]) A Co(lim L ¢, [x])). 19)

Proof To formally construct the limit, given Cy and & define the function L¢ ¢, :
X — X* by
Lec(x) = [x] if Co(x.)
[x]* L¢,c,(§(x)) otherwise,

which is definable via wellfounded recursion over > since the recursive call
L¢,c,(&(x)) is only made in the event that =Co(x) and so x > £(x) by (18). A
simple induction over the length of L¢ ¢, (x) then establishes that lim L¢ ¢, [x] is the
last element of L¢ ¢, (x).

That the limit satisfies (19) essentially follows from the definition. If Py(x;) but
—Co(x;) then we have x; 1 = &(x;) withx; > x;41 and Py(x;41). So it follows that if
Py(x) then Py(x;) for all i € IN. Then by the existence of a limit x; satisfying Co(xy)
we’re done, since we then have Py(x;) A Co(xy). O

Algorithms of the above kind can be characterised as ‘learning procedures’
because we start with some initial attempt xo for our minimal element, and either this
works or it fails, in which case we replace x, with some ‘improved’ guess xo < x|
which we have learned from the failure of x¢ and continue in this way until we have
produced an attempt x; which works and satisfies Py(xx) A Co(x).

The next two sections involve adapting this basic idea to the more complex situ-
ation of constructing a realizer for the functional interpretation of ZL,x, where the
predicates Py and Cy will need to take into account the counterexample functionals
which determine precisely what an approximation constitutes. Moreover, we will
need to adapt Lemma 6.1 so that it applies to the non-wellfounded ordering > jex.

Learning procedures as described above form the main subject of the author’s
paper [23], which in particular contains a solution to the functional interpretation
of the least element principle for wellfounded > that essentially forms a simple
version of the realizer we construct here. Moreover, learning procedures even for
certain non-wellfounded orderings are discussed in [23, Sect. 5], although none of
this encompasses the variant of recursion over >x wWhich we require below. Note
that these learning procedures should not be confused with the learning realizability
of Aschieri and Berardi (e.g. [2]), which although based on a similar idea, takes place
in a very different setting.
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7 Recursion over >jex in the Continuous Functionals

In order to give a functional interpretation of ZL ., it is necessary that we extend
system T with some form of recursion over the relation [>1x. Since >jx is not
wellfounded, it is clear that naively introducing a general recursor over >jx will lead
to problems. However, just as ZL . is equivalent to an induction principle Oljx over
D>1ex, Which comes with the caveat that formulas must be open (cf. Sect. 3.1), we will
show that we can define a recursor over >, Which exists in continuous models of
higher-type functionals, provided that we introduce an analogous restriction for the
recursor.

The notion of recursion over > is not new: In particular this forms the main topic
of Berger’s analysis of open induction in the framework of modified realizability [4].
However, the functional interpretation requires a non-trivial adaptation of these ideas,
which is the main purpose of this section.

7.1 The Problem with Recursion over >,y

We begin by highlighting why a naive lexicographic recursor does not behave in
the same way as Godel’s wellfounded recursors Rec, as identifying the problems
provides some insight into how we can potentially circumvent them. Suppose that
given some pair (X, >>) where X is a type and > a wellfounded decidable relation
on X, together with output type Y, we add to our programming language T an open
recursor ORec(x ) y which has the defining equation

ORec(y ) y(u) =y Hu(An, v . ORec” ([u](n) * v) if vo <1 u,)

where ‘if vg < u,’ is short for ‘if vy < u,, else Oy’. Does our recursor give rise to
well-defined functionals?

Let’s consider the very simple case X = B where by > b; only holds in the case
1 >0, and set the output type ¥ := IN. Define the closed functional & : (BN —
(N - BN - IN) - IN) - N by

®H := ORecf; ., y(Ak.1).

Then we can show that the type structure of all set-theoretic functionals is no longer a
model of T 4+ (ORec(p ). ). To see this, consider the functional H : BN - (N —»
BY — IN) — IN defined by

1+ fn(0,1,1,...) fortheleastn withu, =1

Huf =
f 0 if no such n exists.
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Suppose that ®H = N for some natural number N. Then unwinding the defining
equation of ORecﬁ’B,D)JN we get

N =®H =1+O0Rec?(0,1,1,...) =2+ ORec”(0,0,1,1,...)
=...=N+1+O0Rec”,...,0,1,1,..)>N+1,
e ——’

N+1 times

a contradiction. Here it is not necessarily surprising that we run into problems. But
suppose that we demand that H be continuous, in the sense that we can determine
the value of Hu f based on a finite initial segment of # and f. Unfortunately, it turns
out that if we increase the output type to ¥ := IN — IN then not even continuity (or
indeed even computability) can save us: Let G : BN — (IN — BN — NV) — INN
be defined by

Gufn:=1+4 fn(0,1,1,..)(n + 1),

andlet N : INbe givenby N := ORec® (\k.0)(0). Then similarly to before, we have

N =140Rec®(0,1,1,...)(1) =2+ ORec%(0,0, 1, 1,...)(2)
=...=N+4+14+0Rec0,...,0,1,1,..)(N+1) > N+1,
———

N+1 times

which is again inconsistent with the axioms of Peano arithmetic. So even though N
isaclosed termin T 4 (ORecp ) ) of base type, there is no natural interpretation
of N in even in continuous models. So what does it take to ensure that recursion over
D>1ex does have an interpretation in continuous models? To this end we will discuss
two possible restrictions, namely:

e Leave the defining equation of the recursor unchanged but restrict Y to being a
base type.

e Allow Y to be an arbitrary type but introduce an explicit ‘control functional’ into
the defining equation.

The former is the approach taken by Berger [4] and works well in the setting of
modified realizability. However, for the functional interpretation we need a recursor
whose output type Y can be arbitrary, and so we appeal to the second strategy which
we will describe in detail in Sect. 7.3. However, to put our solution in context, first
we will quickly sketch Berger’s solution.

7.2 The Continuous Functionals and Berger’s Open
Recursor

In order to extend functional interpretations to subsystems of mathematical analysis,
it is traditionally necessary to extend the usual interpreting calculus of functionals
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with a strong form of recursion, which is typically only satisfiable the continuous
models. This was originally the case with Spector’s bar recursion, and also here with
our variants of open recursion.

In this section we assume a basic knowledge of the type structures of partial and
total continuous functionals, as a full presentation here is beyond the scope of our
paper. Continuous type structures of functionals were formally constructed from the
1960s onwards: The total continuous functionals being conceived simultaneously
by Kleene [12] and Kreisel [16] and the partial model, developed independently by
Scott [25] and Ershov [6]. Variants of the latter play an important role in domain
theory, where in particular they are used to give a denotational semantics to abstract
functional programming languages such as PCF. For an up-to-date presentation of
these things and much more in this direction, the reader is encouraged to consult [17].

Very roughly, the continuous functionals C%_, , of type X — Y consist of func-
tionals F from X to Y which satisfy the property that

in order to determine a finite amount of information about F(x) one only needs a finite
amount of information about x,

where the notion of finiteness is made precise by introducing a suitable topology for
each type. Note that continuity is a strictly weaker property than being computable:
In particular any function f : IN — IN is continuous by definition, since f(n) only
depends on a natural number 7, and natural numbers are here considered to be
finite pieces of information. On the other hand, not all functionals F : NN — INare
continuous, in fact the continuous functionals C_, 1y Of type 2 are precisely those
such that for any o : IN™ there exists some N such that for all 3, if [a](N) = [B](N)
then F(«) = F(3). Both of the aforementioned properties can be generalised in the
following way:

(i) The continuous functionals C}_, yx consist of all sequences N — C%, and so in
particular the type structure of continuous functionals is a model of countable
dependent choice.

(i) Any F € Cy satisfies the following property:

NN
CONT : (Vo) @N)(VB)([al(N) =x+ [BI(N) — F(a) = F(B)).

Note that for X = IN this property is equivalent to F being continuous, whereas for
X ahigher type, it is strictly weaker (since F' could depend on an infinite amount of
information from «(0) but still satisfy CONT, for example).

The partial continuous functionals C* are similar to the total continuous func-
tionals described above, with the crucial difference that they allow functionals which
are undefined in places, and so the 6’3“( are represented by a domains which in par-
ticular come equipped with a bottom element L denoting an undefined value. The
partial continuous functionals have the key property that every continuous functional
X — X has a continuous fixed point, which means in particular that any recursively
defined functional has a natural interpretation in C¥ (although this need not be total).
The partial continuous functionals are related to the total continuous functionals in
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that C* is the extensional collapse of the total elements of c [6]. What this means
in practice is that in order to show that a recursively defined functional has an inter-
pretation in C*, it is enough to show that its interpretation in C* as a fixpoint is
total.

Theorem 7.1 (Berger [4]) Let I> be a well-founded, decidable relation on X. Then
any fixpoint of the defining equation of ORec(x 1) v is total, and hence ORecx 1) N
exists in the total continuous functionals C“.

Proof While in [4, Proposition 5.1] this is proven using a variant of open induction,
we appeal to the classical minimal bad sequence construction, to emphasise already
the deep connection with Nash—Williams’ proof of Higman’s lemma. Suppose for
contradiction that there are total arguments H and u such that ORec? (1) is not total.
Using dependent choice, which is valid for total objects of sequence type, construct
the minimal bad sequence v of total elements of type X as follows:

If [vo,..., vg—1] has already been constructed, define vt to be a total element of é‘j(
such that ORec?” ([vo, ..., vk—1, V] * w) is not total for some total extension w, but
ORec ([vo, ..., vk—1, a] * w) is total for all total w whenever a < vg.

Now consider ORec” (v) = Hv(\n, w . ORec” ([v](n) * w) if wy < v,) = Ha
where
ay, = (v, Aw.ORec” ([v](n) * w) if wo < ),

and note that we use a slight abuse of types here, informally identifying the type
XN > (N - XN - IN) - INof H with (X x (X™ — IN))V — IN. But by mini-
mality of v, the sequence «, is total, and hence H « is total and then by CONT applied
to the total objects H and « there exists some N such that whenever [« ](N) = [S](N)
then Ha = H 3. But now consider the sequence [v](N). By construction there exists
some w such that ORec” ([v](N) * w) is not total. But ORec” ([v](N) * w) = Hf
for

B = ((WIN) 5 w),, Aw.ORec™ ([W](N) 5 wl(n) % w') if wg < (WI(N) * w),)

and we have «, = 3, for all n < N and hence H(3 = H« which is total, a contra-
diction. Hence our original assumption was wrong and ORec’? () must be total, and
since H and u were arbitrary we have that ORec is total. (]

We have given this proof in great detail as we want to compare it to the corre-
sponding totality proof of our explicit open recursor given in the next section. We
now conclude our overview of Berger’s open recursion by stating the main result of
[4], namely:

Theorem 7.2 (Berger [4]) There is a functional definable in T + (ORec(x ) )
such that ® satisfies the modified realizability interpretation of the axiom of open
induction Oly,, for Z?—piecewise formulas, provably in PA* + CONT + Ol +
(OReC(X,D),]N).

Theorem 8.3 below forms an analogue of this for the functional interpretation.
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7.3 The Explicitly Controlled Open Recursor

Berger’s variant of open recursion uses in an essential way the fact that total contin-
uous functions of type ZN — IN (where Z is arbitrary) only consider a finite initial
segment of their input. In this way we avoid the problems encountered earlier in the
chapter. However, as we will see, having open recursive functionals whose output
type Y is arbitrary is essential for the functional interpretation of ZL ., and Berger’s
variant is no longer total in this case as we cannot rely on continuity to ‘implicitly’
control the recursion. Therefore we require some other way of ensuring that the
recursor only depends on a finite initial segment of its input. We accomplish this by
adding an additional parameter F' to the recursor which is responsible for ‘explicitly’
controlling the recursion, in a sense that will be made clear below. We start with some
definitions.

Definition 7.3 Suppose that « : Z™ and m : IN. Then the infinite sequence [a],, :
ZN is defined by
o, ifn<m

[ady, == An. {

0z otherwise.

Now suppose in addition that F : ZIN — IN. Then the infinite sequence {a}f : ZN
is defined by

0z if @m < n)(F([adn) < m)

«,, otherwise.

{a}F := An. {

Note that both [a],, and {a}r are primitive recursively definable.

Note that the sequence {a} uses the well-known stopping condition F ([a],,) <
m due to Spector [27], which ensures that his variant of bar recursion is well-founded.

Lemma 7.4 Given some F : ZXN — N and o : Z¥N, whenever there exists some
m : IN such that F ([a],,) < m then

{a}F = [a]mg

where my is the least such m. If no such m exists then {a}r = a.

Proof This follows directly from the definition: For the first case, by minimality of
mo we have {a}r(n) = «, for all n < my, and {a}r(n) = 0z otherwise, which is
exactly the definition of [at],,. U

Lemma 7.5 For any functional F : ZN — N satisfying CONT, then for each o :
ZN there exists some m such that F ([a],) < m.

Proof Suppose that N is the point of continuity of F which exists by CONT, and
define m := max{N, Fa + 1}. Then [[a],,](N) = [a](m) since N < m, and there-
fore F([a],) = Fa < m. [l
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Theorem 7.6 Given F : ZN — IN and o : ZV, the following facts are provable
assuming CONT:

(i) {a}r = [adm, where mg satisfies F([adm,) < mo and is the least such number;
(ii) for any 3 satisfying [a](mg) = [B](mo) we have {a}r = {B}r;
(iii) {{a}rtr = {a}r.

Proof Part (i) follows directly from Lemma 7.4 together with Lemma 7.5. For part
(ii), we observe that for all n < mg we have [«], = [(],, from which it follows that
the first m satisfying F([3],,,) < m is just mo. Therefore by part (i) again we have
{BYr = [Blm, = [&]m, = {a}F. Part (iii) now follows easily, since by part (i) we
have {{a}r}F = {[aln,}r, and since [[a]n,](mo) = [a](mo) then {[a]n,}F = {a}F
by part (ii). O

Now we are ready to define our ‘explicit’ recursor. Given H : (X x (XN —
YHN > Yand F: (X x (XN - Y)N - N, we define

EORec(y' ) () =y H({a}p) for a =iy, yyn M . (g, v . BORec " ([u)(n) # v) if vo <1 ).

This is a form of lexicographic recursion just as before, but with the crucial difference
that the recursor now comes equipped with some additional functional F : ZN — IN
which determines how much of the sequence « is ‘relevant’. As soon as we have
found some m satisfying the condition F'([a],,) < m then we declare that we are not
interested in o, for n > m. Our introduction of this ‘control’ functional F' allows us
to provide an analogue of CONT for H, even though the output type of H is arbitrary.

Lemma 7.7 Suppose that H : ZN — Y and that F : ZN — N satisfies CONT.
Then H satisfies the following property:

CONT" : (Va)@AN)(VB)([a](N) = [BI(N) — H{a}r) =y H{B}F)).

Proof Letmg be the least number satisfying F ([a],,) < mo, which exists by CONT,
and define N := mg. Thenif [a](mo) = [B](mg) then {a}p = {3} by part (ii) above,
and therefore H({a}r) = H({B}F). O

We can use this result to show, analogously to Theorem 7.1, that EORec(x ),y
exists in the total continuous functionals for any Y.

Theorem 7.8 Let > be a well-founded, decidable relation on X. Then the fixpoint
of the defining equation of EORec(x 1~y is total, and hence EORecx 1) y exists in
the total continuous functionals C*.

Proof This follows analogously to the proof of Theorem 7.1. Suppose for contradic-
tion that there are total arguments H, F' and u such that EORec”F () is not total.
Using dependent choice, construct a minimal bad sequence v as follows:

If [vo, ..., vk—1] has already been constructed, define vy to be a total element of C‘j(

such that EORec”¥ ([, . .., Vk—1, Uk ] * w) is not total for some total extension w, but
EORec” ¥ ([vy, ..., vk_1, a] % w) is total for all total w whenever a < vy.
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Now consider EORec’" (v) = H ({a}F) for
a = . (v,, \w . EORec”"F ([v](n) * w) if wy < v,).

Then by construction of v, « and hence H ({a}r) must be total, and by CONT*
applied to the total objects o, F and H hence there exists some N such that for
any total 3 : (X x (XN — Y)N, if [a](N) = [BI(N) then H({o}r) = H{B}r).
Now consider the sequence [v](NN). By construction there exists some w such that
EORec™  ([v](N) * w) is not total. But EORec”-F ([v](N) * w) = H({3}r) where

B = M {([WI(N)  w)p, Aw’ . EORec T ([[v](N) % w](n) * w) if w)y < ([WI(N) % w)n)

and we have 8(n) = a(n) for all n < N and hence by CONT* we have EORecF
(vl(N) * w) = H{B}r) = H({a}r) which is total, a contradiction. Therefore
EORec/* (1) must be total, and since H, F and u were arbitrary total objects then
EORec is total. O

8 The Functional Interpretation of ZL;.x—Part 2

We will now make formal the intuitive idea presented in Sect. 6. We begin by setting
up an analogue of Lemma 6.1, but this time the objects x of our learning procedures
are sequences u : X N (and so Py(u) and Cy(u) are decidable predicates over X Ny
and u; is defined as £({u;},) for some ¢ : X™¥ — IN. As a result, we end up with
a sequence of the form

ug > {Uglp Dlex U1 > {U1}g Dlex U2 > ...

and so in order to guarantee that Py(u;) holds for all i we will require an additional
condition, namely that the property P is preserved under the map {-}, : X — X,
We will now just state and prove the result, but the reader is strongly encouraged to
simultaneously refer back to the much simpler Lemma 6.1 and its proof, not only
so that it is easier to grasp what is going on here, but because the differences in the
formulation of the two lemmas are extremely informative.

Remark 8.1 For the remainder of the paper, we request that the canonical element
Ox of type X is minimal with respect to >>. This condition is not essential and could
be circumvented by other means, but it makes what follows a little easier and allows
us to avoid some additional syntax. In practice this assumption is completely benign,
and in particular in this chapter where our type X will actually be a type X* of finite
words and <1 will denote the prefix relation, then the normal choice of Ox+ = [] is
also minimal.
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Lemma 8.2 Suppose that &€ : XN — XN is defined by
§@u) == [u](§o(u)) * &1 (u)
where & : XN — Nand & : XN — XN, and that € satisfies
(Vi) (=Cou) = g,y > &1 o A Po(§w))). (20)

Moreover, suppose that ¢ : X™ — N is an additional functional which satisfies
(Yu)(Po(u) — Po(fu}y)). (21

For any u : X%, the controlled learning procedure LC?»CO[M] starting at u denotes
the sequence (u;);eN given by

{uily if Co({ui}e)

= d uj. =
o=t And i &({ui}y) otherwise.

Then provably from CONT, firstly there always exists some k such that Co({uy}g)

holds, and we call {uy}¢ for the minimal such uy the limit of .EC?CU [ul, which we
denote by ‘
lim .ECZ c[ul,

secondly the functional Au.lim .EC?,CO [u] is definable in T + (EORecx 1)), and
finally we have

(Yu) (Po(u) — Po(lim LC ¢ [u]) A Co(lim LCE ¢, [u])). (22)

Proof We first formally construct the limit functional, which the reader can skip if
they like since this is nothing more that a somewhat intricate unwinding of definitions.

First, we define L?Co XN - (XNy* by L?}CO (n) = EORecg(”FD),(X,N)*(u) where
Fa:= ¢(ap)
Ho - (o] if Co(ayg)
o= .
[ao] * a1€o(g)éi(ag) otherwise.

Here we denote by o« the sequence Mn.mpa(n) and similarly for
). Then unwinding the definition, we have L?CO (u) = H{a}p) for a=
n.(uy,, )\v.L?’Co([u](n) *v) if vg < u,). But since Fa depends only on the first
component o = u, we have (by Lemma 7.6) {a}r = [a],, Where my is the least
number satisfying F([a]n,) = ¢([u]lm,) < mo. This means that {u}s = [u],, and
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so (fa}r)o = ([almy)o = [ulm, = {u}y and ({a}r)r =M < mo, v.L{ ¢, ([ul(n) *
v) if vg < u,, and so

H((aly = | 1] if Collulo)

Hu}sl * {atr)i§o({uls)i({uly) otherwise.
But now by (20), if =Co({u}4) then ({u})e, ), > §1({u}g)o, and since Ox was
chosen to be minimal with respect to > (cf. Remark 8.1) this can only mean that

Eo({ulg) < myo (else ({u}g)e(tu),) = Ox) and therefore ({u}g)e,(quys) = Uey((u),)- Sub-
stituting all this information into the ({a}r); we have

({atri&oUula)é (ude) = LY o, (HulslGolude)) * &1 ({u)e)) = LE ¢, (E({uly)).

So to summarise, the functional L? c, satisfies (repressing subscripts)

e LN if Co(fu})
Co [ulol % LY ¢, (€(u))) otherwise,

and so by induction on the length of L?.co (u) one establishes that lim LC?,CO [u]

exists and is the last element of L? Co (u).

To verify (22) is similar to the proof of Lemma 6.1. We first show by induction
that if Py(u) holds then Py({u;}4) holds for all i € IN. For i = 0 this follows by (21)
applied to u = uo, and otherwise if Py({u;}4) is true then either {u; 1}y = ({u;i}o}y =
{ui}s by Lemma 7.6 or =C({u;}4) and then by (20) we have Py(u;41) and hence
Py({uit1}e) by (21). Therefore, if {u;}4 is the limit of the learning procedure, then
Po({ur}e) A Co({ur}y) holds, and we’re done. O

Our final step is now to produce a realizer for the functional interpretation of
ZLiex. Let’s briefly recall from Sect.6 what this means: We are given as input a
sequence u (we use this new notation as we want u to denote a separate variable
below), a pair of functionals M, N : XN 5> (IN—> XV 5 IN) > NN, together with
W xN - (N — XN N) —» XY and we must produce some n : IN, v : xN
and v : (XN — IN)N satisfying

P(it,n) — P(v, Nvy) A C(v, v, Mvy, W), (23)

where as before C(v, vy, m, w) := wy < v, — =P ([v](m) * w, ymw). We first
need some definitions. Define the functional ¥V : X — IN by

W (u) := EORecy /L) (1)

where Na := Napay. Using W, for each u : XN define Yy : IN —> XN W by
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Yo = A, v W ([u](n) * v) if v < u,.

Finally, define parameters ¢ : X — IN,& : XN — INand ¢, : XN — XN, together
with predicates Py and Cy, by

P(u) := Nu,
50(14) = Mury,
§1(u) == Wury,

Po(u) := P@a, VN (@) > Pu, ¥V )
Co(u) := C(u, vy, Mury,, Wuy,).

Now it is perhaps becoming clear to the reader what will come next: We will set
up a controlled learning procedure ‘EC?,CO[ﬁ] on these parameters exactly as in
Lemma 8.2, and the limit v := {uy}, of LC?CO[L?] will satisfy Py(v) A Co(v), or
in other words, P(ii, ¥V (ii)) — P (v, ¥"N (v)) and C(v, vy, Mv,, Wv7y,), from
which we will be able to construct our realizer of ZL,. Let’s make this
formal.

Theorem 8.3 Let n, v and -y be defined in terms of u, N, M and W by

n:=w"@)
v = lim £C{  [i]
Y=Y

Then (provably in CONT) these satisfy (23) and therefore solve the functional inter-
pretation of ZL .

Proof We use Lemma 8.2, which means that we must check that each of (20) and
(21) hold for our choice of Py and Cy, i.e. we must prove

V) [=C (u, Yur, Mury, Wury) = tgoquy > &1 w)o A (Pit, WN (i) — P(Eu), wN<5<u)))>2]4
(24)

and

Vw[(P @@, WY @) — P, ¥ W) — (P, WY (@) — P{uly, ¥ {ulp))].
(25)
For the first condition, note that —=C (u, ~,,, Mu~,, Wuy,) is just =C(u, vy, & (u),

€1(u)), which implies both &; (u)g < gy and P ([u](€o(w)) * & (), Yubo)&r ().
But since

[u](€o()) * &1 (u) = &) and o ()& (u) = WY (Ew))

we have established P (&(u), UV (€(u)), and hence the conclusion of (24).
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The second condition is more subtle: Either =P (ii, W (i1)) and we’re done, or it
suffices to prove P (u, ¥ (1)) — P({u}s, ¥V ({u}4)). We now need to unwind the
definition of W¥ (u): First note that we have

W) = N({aly)
where (using the definition of ~,)
a = My, A . WY (u]l(n) * v) if vo < u,) = M. (u, Yin)-
and so in particular we have (by the definitions of N and ¢)

N(alw) = N ([dn) (dn) = N () Otu,) = ¢([1eln) (26)

where for the central equality we use the assumption that Oy is minimal with respect
to I> and so

Vit = A1, 0. ([ ] (1) 5 v) i v < ([l

“ MUY ([u](n) xv)ifvg <u, ifn<m

B MW ([u](n) % v) if vg < 0x  otherwise
Av.ynv ifn <m

=An. .
Av.0 otherwise

= [7u]m~

Let m( be the least number such that N ([adm) < mo (which exists since we

are assuming CONT), and therefore by (26) the also the least number such that
¢([u]m,) < mo. Then by Lemma 7.6 we have that for all u:

W) = N(falg) 20 Nadn) E ol © EY d({us) = N{uds i, -
27)
In particular, by Lemma 7.6 (iii) we have
UV {ude) D otiudots) T2 ptu)e) B WV () (28)
and .
UV w) D N([admy) < mo (29)

and therefore

(28)

[} ] (9N (1)) B [luds 1Y () &

II\’

(29

O [l )WY ) Z [ (W ()

and thus P ([u](¥" (1))) implies P([{u}¢](‘~IIN({u}¢))), which establishes (25).
It now follows from Lemma 8.2 that
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Po(u) — Py(v) A Co(v)
and since Py(u) is trivially true we have established
P, ¥V (@) — P, ¥V (v)) and C(v,7,, Mvy,, Woy,).

We can now prove (23). Su_ppose that P (u, n) holds. Then since n = W™ (i7) from
the left hand side we have P (v, ¥V (v)). Now, since v = {u}y for some element in

the learning procedure .EC‘?_ c,[u], by (28) we have

UV () = WY {uidy) = o({urte) = N}V, = Nvyw = Noy

and so we have established 13(v, Nwv~). Then, since C (v, v, Mvy, Wvvy) is given to
us automatically, we have proven

P(u,n) —» P(v, Nvy) A C(v, v, Mvy, Woy)

which is exactly (23), and so we’re done. O

The results of this section mark the technical climax of the paper, and in particular
form our broadest and most widely applicable contribution. While the proofs above
are perhaps somewhat difficult to navigate, it is important to emphasise that most of
the technical details are bureaucratic in nature, in the unwinding of all the definitions
and the careful use of Lemma 7.6. The intuition behind our realizer, on the other
hand, should hopefully be clear from the somewhat more informal discussion in
Sect. 6. In any case, now that the hard work is done, a computational interpretation
of Nash—William’s proof of Higman’s lemma follows relatively easily.

9 Interpreting the Proof of WQO(=p, )

We are now finally ready to produce our realizer for the statement that =g« is a WQO.
In fact we do something more general, namely give a computational interpretation
to the proof that WQO,, (%) — WQO(=X.), which is valid for any well quasi-order
<. Recall that the functional interpretation of WQO,,(x) is given by

(vx X", WM Goy(vi < < wg)(g) < 9() A xgi) = Xgiy)- (30)

Lemma 3.2 makes precise exactly how we use the assumption WQO,, (<) to prove
WQO(=,): Namely given a hypothetical minimal bad sequence of words v, we take
the sequence v and require that our monotone subsequence g be valid up to the point
k, where k is such that P (w, k) holds for w = [v](g(0)) * v, as defined in Lemma 3.2.
If minimality of v is witnessed by some functional  then such a k would be given
by v(g0)(vy). This motivates the following:
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Lemma 9.1 Suppose that G is a realizer for (30):
(an W)(Vl < ] < WGx,w)(Gx,w(i) < G.)C,u)(.]) A xG,\-MJ(i) = XGX,W»(j))~ (31)

Then from this we can construct a functional H : X™ — (N — X% — IN) — NN
satisfying

Vo, Vi < j < y(Hyy(0) (g, ) (Hoy () < Hyy () A s, ,6) = UH,, ()
(32)
where vy,  is shorthand for \i.v, ), and U, v are defined as in Lemma 3.2.

Proof Define w, g :=v(g(0))(?,) and then H,, := Gj,, . Then (32) follows
directly from (31). ([l

We will now give a computational version of Lemma 3.2 as a whole:

Lemma 9.2 Suppose that H satisfies (32) and that v and -y satisfy C (v, vy, H, ,(0),
g, . ), which analogously to before abbreviates

U, <VH,,0 — @i < j <7(Hy )0, ) (0I(Hy 5 0) * g, )i 2« (v](Hy5(0)) * 0, ,)j) -

=P ([0](Hy,, (0501, Y (Hy 5 (0)Try )
- 33)
Then we have =P (v, Hy »(v(Hy,,(0))(Vg, ) +2) ie.

Fi<j< Hv,'y('V(Hv,'y(O))(ﬁHv_ﬁ,)) +2)(v; =« vj)~

Proof This follows directly from Lemma 3.2. First of all, we define g := H, ., then
the sequence w in Lemma 3.2 becomes identified with [v](H, ,(0)) * vy, , and so
setting k := y(H,,,(0))(Vy,_ ), the Eq. (33) is just (3), while (32) is just (4), and
so by the lemma there exists some i < j < g(k) + 2 such that v; <, v;. But since
g(k) +2 = H, ,(v(H, ,(0))(Vg,,)) + 2 we're done. O

What we have shown above is that if C(v, v, H, ,(0), f)Hm) then =P (v, H, -
(Y(Hy,,(0))(Dg,,)) + 2), or in other words,

P(v, Hy (7(H, ,(0)(0s,.)) +2) A C(v, 7, Hy 1(0), U,

must be false. But this is just the conclusion of the function interpretation of ZLjex
for Nvy = H, ,(v(H,,(0))(Vy, ) + 2, Mvy = H, ,(0) and Wvy = vy, _, and so
for any v, v and n satisfying (23) we must have — P (u, n), which is exactly what we
want! Let’s make this formal.

Theorem 9.3 Define N, M : (X*)N - (N - (X*)N - IN) - Nand W : (X*)N
- (N - (XN > N) - (XN by
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Nvy = H, ,(v(Hy 4(0)(0n,.)) + 2
Mvy :=H, ,(0)
Wuy := vy,

where H is s_omefunctionalwhich satisfies (32). Define P(s) := (Vi < j < |s|)(s; ﬁ*
s;) so that P(u, k) = (Vi < j < k)(u; A« u;), and let n, v and ~ be such that they
satisfy the functional interpretation of ZL, relative to N, M, W defined above:

P(u,n) — P(v, Nvy) A C(v, v, Mvy, Wovy) (34)
Then we have =P (u, n) and hence
Mu)@Fi < j <n)(u; = uj).

Proof As shovgn above, if H satisfies (32) an_d C(v, vy, Mvy, Wvry), then by Lemma
9.2 we have =P (v, Nv~y), which implies ﬂ({’(v, Nvy) A C(v, v, Mvy, Wvv)),and
so by the contrapositive of (34) we have =P (u, n). [l

Therefore any program which computes v, v and n on any u, N, M and W, in par-
ticular that of Theorem 8.3, can be converted to a program which realizes WQO(<,):

Corollary 9.4 Suppose that H satisfies (32), and define Nvy := H, ,(v(H, (0))
(Vg,.)) + 2. Then provably in CONT the functional ® : (X YN — IN defined by

D) = v
where WV (u) is defined as in Theorem 8.3 witnesses WQO(=,,) i.e.
@i <j<P@)u; Zsuy).

Corollary 9.5 Let H be defined as in Lemma 9.1 for G as defined in Sect. 5. Then
® : (B)N — IN as defined in Corollary 9.4 witnesses WQO(=p ) i.e.

3 < j < PW)(ui =By uj).

Remark 9.6 To construct our realizer for WQO(=<,) we have only used the first com-
ponent n of the full functional interpretation n, v, v of ZLx. This makes sense: We
actually prove via Lemma 9.2 that (v, v) Q (v, v) — L where Q(v, ) abbreviates
the conclusion of (34), and so to realize Higman’s lemma we in fact only need to
produce some functional @ such that P(u, ®u)) - (A, v)Q (v, 7v), and so the full
computational interpretation of ZL.x via learning procedures was not strictly neces-
sary. However, this simply emphasises the fact that we have achieved much more that
a realizer for Higman’s lemma—Theorem 8.3 allows us to extract a program from
any proof which uses ZL, and in general this program may well need a specific v
and + satisfying Q(v, 7y), even though here that was not the case. There is a further
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point to be made in this direction—namely that the concrete witnesses for v and y
enables us to verify our realizer ® (1) in a quantifier-free theory, a fact that is relevant
to those inclined towards foundational issues.

Before we conclude, it is worth pausing for a moment and trying to explain from
an algorithmic point of view what the realizer we get in Corollary 9.4 actually does.
Note that all of the following is essentially just an informal recapitulation of ideas
contained in the preceding results. Roughly speaking, ® (1) encodes a program which
works by recursion on the lexicographic ordering >ex. First, it finds the point m
such that

N([u]mo)(['}/u]mo) < my

where v, := An, w. ®([u](n) * w) if wy < u,, and so in particularly it only looks at
the sequence u at points n < my. For simplicity let’s define «’, v := [t]mgs [Vulmo-
Now, using any program H which realizes WQO,., (=) on the sequence i’ we find
a sufficiently large approximation H,, - to a constant subsequence, which works up
to the point ' (H, (0))(12/11,”, )

Now if ﬁ’HuW(O) < u},u,ﬁ,(o) then we must have H, . (0) < mg (using our assump-
tion that O is chosen to be minimal with respect to <1) and so ' (H, ,(0)) (ﬁ/HLM) =
O ([u'](Hy 4 (0)) * IZ/H“/ q,). Assuming inductively that this returns a bound for
(u'1(Hy 4 (0)) * ft}[ y Being a good sequence, then using reasoning as in Lemma 3.2
this means that u’ becomes a good sequence before point H, (P ([u'1(H, ~(0)) *
IZ’HH/ 7/)) +2 = Nu'y'.Butsince ®(u) = Nu'y’ < mgandu’ = [u],,, then this means
also that u is good before  (u).

To verify that ® ([u']1(H, - (0)) * l:i/,_,”/ ) returns a bound, we can repeat this argu-
ment foru; := [u'](H, (0)) ity and we end up with a learning procedure as in
Sect. 8. Eventually, this learning prudbedure will terminate with a minimal sequence
v such that ®(v) is guaranteed to witnesses that v is good.

10 Conclusion

I will conclude by tying up everything that we’ve done and outlining some directions
for future work. On the route to Corollary 9.5 we took what I hope was a pleasant
and instructive detour through many different areas which connect proof theory and
well quasi-order theory, the most important of which I will now summarise.

Right at the start, in Chaps. 2 and 3, we discussed various nuances that arise when
giving an axiomatic formalisation of results in WQO theory, in particular how the
distinction between dependent choice or Zorn’s lemma plays an important role in the
context of program extraction. The full formalisation of Nash—Williams’ minimal
bad sequence argument has already been studied in e.g. [26] (in MINLOG) and [28]
(in Isabelle/HOL), and we hope that our formal proof sketched in Chap. 3 may prove
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informative to those working in a more hands-on manner on the formalisation of
WQO theory in proof assistants.

In Chaps. 4 and 5 we took the opportunity to present Godel’s functional inter-
pretation in a way that would appeal to readers not already familiar with it. In Sect.
4.4 we placed particular emphasis on explaining how the interpretation behaves in
practice, and in this vein we gave a carefully worked out case study in Sect. 5, which
also formed a key Lemma in our proof of WQO(=p ,). It is my sincere hope that
these chapters will be a general help to those interested in how proof interpretations
work, independently of the rest of the paper.

Chapters 6 and 8 contain our main technical contribution, namely the solution of
the functional interpretation of ZL,.x. While as a direct consequence this enables us
to extract a program witnessing WQO(=gp ), our work in these chapters is much
broader, and provides us with a method of giving a computational interpretation to
any proof that can be formalised in PA“ + QF-AC + ZLx, where moreover ZL e,
can involve any relation (X, >) which is provably wellfounded. In particular, this
paves the way for the extraction of programs from much more complex proofs in
WQO theory, such as Kruskal’s theorem, and we intend to address this in future
work.

Contained in Chaps. 6 and 8 is also an extension of my work on learning pro-
cedures [23]. While in this paper they play the role of making our computational
interpretation of ZL.x more intuitive, Lemma 8.2 is of interest in its own right, as it
demonstrates that we can extend the notion of a learning procedure as introduced in
[23] to the non-wellfounded ordering >1.x. We anticipate that a number of variants
of open induction or Zorn’s lemma over >x could be given computational interpre-
tations by appealing directly to Lemma 8.2 as an intermediate result, and this was
part of our motivation for stating it explicitly here.

Sandwiched between these sections is Chap. 7, which itself forms a small essay
on higher-type computability theory, and the various ways of carrying out recursion
over D> in the continuous functionals. There are a number of interesting questions
to be answered in this direction. Firstly, what is the relationship between EORec,
Berger’s open recursion and the many variants of bar recursion which have been
devised in the context of proof theory? I have already shown that Berger’s open
recursion is primitive recursively equivalent to modified bar recursion [5] and thus
strictly stronger than Spector’s original bar recursion, but I conjecture that in contrast,
EORec is equivalent to Spector’s bar recursion and thus weaker than Berger’s open
recursion. This would also imply that EORec exists in the type structure of M®
strongly majorizable functionals, and so does not necessarily rely on continuity to
be a wellfounded form of recursion. It would be interesting to explore some of these
issues in the future.

Finally, we should not forget that in this chapter we gave a new program which
witnesses Higman’s lemma, that works not just for the =g, but for any WQO for
which a realizer of WQOseq(ﬁ) can be given. Moreover, in contrast to [21], this
realizer encodes a recursive algorithm which seems to do something fundamentally
intuitive. The precise relationship between this algorithm and the many others which
have been offered over the years is a question we leave open for now, although the
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presence of the control functional in the explicit open recursor leads me to conjecture
that it is genuinely different to most of them. But for now we simply hope that, among
other things, we have provided a little more insight into the computational meaning
of Nash—Williams’ elegant classical proof.
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Well-Quasi Orders and Hierarchy )
Theory et

Victor Selivanov

Abstract We discuss some applications of WQOs to several fields were hierarchies
and reducibilities are the principal classification tools, notably to Descriptive Set
Theory, Computability theory and Automata Theory. While the classical hierarchies
of sets usually degenerate to structures very close to ordinals, the extension of them to
functions requires more complicated WQOs, and the same applies to reducibilities.
We survey some results obtained so far and discuss open problems and possible
research directions.

Keywords Well quasiorder - Better quasiorder + Quasi-polish space - Borel
hierarchy - Hausdorff hierarchy -+ Wadge hierarchy * Fine hierarchy -
Reducibility - k-Partition - Labeled tree + h-Quasiorder

1 Introduction

WQO-theory is an important part of combinatorics with deep connections and appli-
cations to several parts of mathematics (proof theory, reverse mathematics, descrip-
tive set theory, graph theory) and computer science (verification of infinite-state
systems, combinatorics on words and formal languages, automata theory).

In this paper we discuss some applications of WQOs to several fields where hier-
archies and reducibilities are the principal classification tools, notably to descriptive
set theory (DST), computability theory and automata theory. The starting point of
our discussion are three important parts of DST:

(1) The classical Borel, Luzin, and Hausdorff hierarchies in Polish spaces, which
are defined using set-theoretic operations.
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(2) The Wadge hierarchy which is non-classical in the sense that it is based on
a notion of reducibility that was not recognized in the classical DST, and on
using ingenious versions of Gale-Stewart games rather than the properties of
set-theoretic operations.

(3) The classification of Borel equivalence relations by means of Borel reducibility,
which uses deep analytical tools.

Addison [2-5] suggested to develop a general hierarchy theory, in order to have
precise notions and tools to study analogies between the classical hierarchies and
some hierarchies that appeared later in logic and computability theory. In particular,
he suggested a general notion of a hierarchy of sets. The hierarchy theory was con-
tinued in a series of the author’s papers (see e.g. [88, 95, 98] and references therein)
where new general notions and techniques of hierarchy theory were suggested, in
particular the notion of a hierarchy of k-partitions and of a reducibility that fits a
given hierarchy.

While the classical hierarchies of sets usually degenerate to structures very close
to ordinals, the attempt to extend them to k-partitions requires more complicated
WQOs (namely, the so called i#-quasiorder on labeled forests), and the same applies
to reducibilities. This was the original author’s motivation for a systematic study of
relationships between WQO-theory and hierarchy theory.

In this paper we survey some results obtained in this direction so far. The gen-
eral theory of hierarchies and reducibilities based on WQO-theory seems already
matured and homogeneous, including the extension to k-partitions. In contrast, sev-
eral attempts to include in the theory more general functions and Borel equivalence
relations is still in the beginning, and the role of WQOs in such further generaliza-
tions is not yet clear. For this reason we mention several open questions which seem
interesting for such generalizations. We decided not to include proofs (which are
sometimes technical and long), instead concentrating on the formulations of basic
results and discussions of the main tools.

In the next section we recall some well-known notions and facts, but we also
mention some less-known facts about the Wadge hierarchy and the extension of
the classical hierarchies to the so called quasi-Polish spaces which are of interest
to computer science. In Sect.3 we recall the basic notions of WQO and BQO and
provide examples which are important for the sequel. In Sect.4 we discuss several
versions and extensions of Wadge reducibility which are based on the 4-quasiorder.
In Sect.5 we discuss some reducibilities on objects more complex than k-partitions,
notably for equivalence relations and functions on the Baire space. In Sect.5 we
recall some notions of the general hierarchy theory needed to unify terminology. In
Sects.7 and 8 we discuss some hierarchies in computability theory and automata
theory respectively, trying to relate this to WQO-theory and the h-quasiorder. We
conclude in Sect.9 with comments on a recent preprint and some open questions.

As is well known, outside the Borel sets in DST or the hyperarithmetical sets in
computability theory, some properties of hierarchies and reducibilities depend on
set-theoretic axioms. Although the axiomatic issues are important and interesting,
we decided to avoid the foundational discussions and to include only results provable
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in the widely accepted axiomatic system ZFC. As a result, we stay mainly within
the Borel sets, although many facts may be extended far beyond the Borel sets under
suitable set-theoretic assumptions.

2 Preliminaries

In this section we recall some notation, notions and results used in the subsequent
sections. We use the standard set-theoretic notation like dom( f) and rng(f) for the
domain and range of a function f, respectively, X x Y for the Cartesian product,
X @Y for the disjoint union of sets X and Y, Y X for the set of functions f:X—>Y,
and P(X) for the set of all subsets of X. For A € X, A denotes the complement
X \ Aof Ain X. The notation f : X — Y means that f is a (total) function from a
set X toaset?Y.

2.1 Ordinals

We assume the reader to be acquainted with the notion of an ordinal (see e.g. [62]).
Ordinals are important for the hierarchy theory because levels of hierarchies of sets
are (almost) well ordered by inclusion. This opens the possibility to estimate the
complexity of sets (and other objects) by ordinals.

Ordinals are denoted by «, 3, 7, .... The successor a + 1 of an ordinal « is
defined by o + 1 = a U {a}. Every ordinal « is the set of all smaller ordinals, in
particulark = {0, 1, ...,k — 1}foreachk < w,andw = {0, 1, 2, ...}. Ordinals may
be considered as the order types of well orders (see the next subsection).

We use some well-known facts about the ordinal arithmetic. As usual, o + (3,
a - 3 and o denote the ordinal addition, multiplication and exponentiation of o and
0, respectively. The context will help to distinguish the ordinal exponentiation from
the set exponentiation denoted in the same way but having a quite different meaning.

Below we will mention the ordinals w, w?, w3, ... and w*. The last ordinal is the
order type of finite sequences (ky, . . ., k,) of natural numbers k; > --- > k,, ordered
lexicographically. Any non-zero ordinal o < w* is uniquely representable in the form
a=uw 4.+ withw > k; > ... >k,. We will also use the bigger ordinal
g0 = suplw, w*, w®), .. .}. Any non-zero ordinal o < ¢ is uniquely representable
inthe form o = w” + - - - 4+ wW* for a finite sequence yy > - - - > 7 of ordinals < a.
The ordinal ¢ is the smallest solution of the ordinal equation w* = s.

All concrete ordinals mentioned above are computable, i.e. they are order types of
computable well orders on computable subsets of w. The first non-computable ordinal
wE&, known as the Church-Kleene ordinal, is important in computability theory. The
first non-countable ordinal w; is important for the hierarchy theory. From this ordinal

. . . . . } ()
one can construct many other interesting ordinals, in particular w}",w,”" ', .. .. Even
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much bigger ordinals (like the Wadge ordinal discussed below) are of interest for the
hierarchy theory.

2.2 Partial Orders and Quasiorders

We use some standard notation and terminology on partially ordered sets (posets),
which may be found e.g. in [21]. Recall that a quasiorder (QO) is a structure
(P; <) satistying the axioms of reflexivity Vx(x < x) and transitivity VxVyVz(x <
YAY <z— x <z). Poset is a QO satisfying the antisymmetry axiom VxVy(x <
YAY <x — x =1Y). Linear order is a partial order satisfying the connectivity
axiom VxVy(x <y VvV y <x). A linearly ordered subset of a poset is sometimes
called a chain.

Any partial order < on P induces the relation of strict order < on P defined by
a <b < a <bAa # b and called the strict order related to <. The relation < can
be restored from <, so we may safely apply the terminology on partial orders also to
the strict orders. A poset (P; <) will be often shorter denoted just by P. Any subset
of a poset P may be considered as a poset with the induced partial order.

It is well known that any QO (P; <) induces the partial order (P*; <*) called
the quotient of P. The set P* is the quotient set of P under the equivalence relation
defined by a =b <> a < b Ab < a; the set P consists of all equivalence classes
[al] = {x | x =a}, a € P. The partial order <* is defined by [a] <* [b] <> a = b.
We will not be cautious when applying notions about posets also to QOs; in such
cases we mean the corresponding quotient-poset of the QO.

A partial order (P; <) is well-founded if it has no infinite descending chains. In this
case there are a unique ordinal 7k(P) and a unique rank function rkp from P onto
rk(P) satisfying a < b — rkp(a) < rkp(b). It is defined by induction rkp(x) =
sup{rkp(y) + 1| y < x}. The ordinal rk(P) is called the rank (or height) of P, and
the ordinal rkp (x) is called the rank of the element x € P in P.

In the sequel we will often deal with semilattices expanded by some additional
operations. In particular the following notions introduced in [84, 93] will often be
mentioned. The abbreviation “dc-semilattice” refers to “semilattice with discrete
closures”.

Definition 2.1 By dc-semilattice we mean a structure (S; <, U, po, ..., px—1) such
that:

(1) (S; V) isanupper semilattice, i.e. it satisfies (x Uy) Uz =x U (yUz),x Uy =
yUxandx Ux =x,forall x,y,z € S.

(2) <isthe partial order on S inducedby U,i.e.x < yiffx Uy = y,forallx, y € S.

(3) Every p;, i <k, is a closure operation on (S; <), i.e. it satisfies x < p;(x),
x <y — pi(x) < pi(y) and p;(pi(x)) < pi(x), forallx, y € S.
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(4) The operations p; have the following discreteness property: for all distincti, j <
k, pi(x) < pj(y) = pi(x) < y,forallx,y e S.

(5) Every p;(x) is join-irreducible, i.e. p;(x) < yUz — (p;(x) <y V p;i(x) < 2),
forallx,y,z € S.

By dco-semilattice we mean a dc-semilattice which is also a o-semilattice (i.e.,
the supremums of countably many elements exist), and the axiom (5) holds also for the
supremums of countable subsets of S, (i.e., p; (x) < j<w Vi implies that p; (x) < y;
for some j < w; we express this by saying that p;(x) is o-join-irreducible).

2.3 Topological Spaces

Here we recall some topological notions and facts relevant to this paper. We assume
the reader to be familiar with the basic notions of topology [25]. For the underlying
set of a topological space X we will write X, in abuse of notation. We will often
abbreviate “topological space” to “space”. A space is zero-dimensional if it has a
basis of clopen sets. Recall that a basis for the topology on X is a set B of open
subsets of X such that for every x € X and open U containing x there is B € B
satisfyingx €e B C U.

Let w be the space of non-negative integers with the discrete topology. Of course,
the spaces w X w = w?, and w LI w are homeomorphic to w, the first homeomorphism
is realized by the Cantor pairing function (-, -). Let N' = w® be the set of all infinite
sequences of natural numbers (i.e., of all functions £: w — w). Let w* be the set of
finite sequences of elements of w, including the empty sequence. For ¢ € w* and
& e N, we write o C £ to denote that o is an initial segment of the sequence &.
By o€ = o - £ we denote the concatenation of o and &, and by o - N the set of all
extensions of ¢ in V. For x € N, we can write x = x(0)x(1) ... where x(i) € w for
eachi <w.Forx e M andn <w,letx | n=x(0)...x(n — 1) denote the initial
segment of x of length n. Notations in the style of regular expressions like 0¥, 0*1
or 01" have the obvious standard meaning.

By endowing A with the product of the discrete topologies on w, we obtain the
so-called Baire space. The product topology coincides with the topology generated
by the collection of sets of the form o - N for 0 € w*. The Baire space is of primary
importance for Descriptive Set Theory and Computable Analysis. The importance
stems from the fact that many countable objects are coded straightforwardly by
elements of A/, and it has very specific topological properties. In particular, it is
a perfect zero-dimensional space such that any countably based zero-dimensional
To-space topologically embeds into it. The subspace C := 2 of A/ formed by the
infinite binary strings (endowed with the relative topology inherited from N) is
known as the Cantor space.

We recall the well-known (see e.g. [65]) relation of closed subsets of AV to trees.
A tree is a non-empty set T C w* which is closed downwards under C. A leaf of
T is a maximal element of (7T; C). A pruned tree is a tree without leafs. A path
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through a tree T is an element x € A such that x | n € T for each n € w. For any
tree T, the set [T] of paths through T is closed in A/. For any non-empty closed
set A € N there is a unique pruned tree T with A = [T'] and, moreover, there is a
continuous surjection ¢ : A" — A which is constant on A (such a surjection is called
aretraction onto A). Therefore, there is a bijection between the pruned trees and the
non-empty closed sets. Note that the well founded trees T (i.e., trees with [T] = )
and non-empty well founded forests of the form F := T \ {¢} will be used below, in
particular in defining the #-quasiorders in Sects.3.1 and 3.2.

The Sierpinski space S is the two-point set {_L, T} where the set {T} is open but
not closed. The space Pw is formed by the set of subsets of w equipped with the
Scott topology [6]. A countable base of the Scott topology is formed by the sets
{A Cw | F C A}, where F ranges over the finite subsets of w.

Recall that a space X is Polish if it is countably based and metrizable with a metric
d such that (X, d) is a complete metric space. Important examples of Polish spaces
are w, N, C, the space of reals R and its Cartesian powers R" (n < w), the closed
unit interval [0, 1], the Hilbert cube [0, 1] and the space R*. Simple examples of
non-Polish spaces are S, Pw and the space Q of rationals.

A quasi-metric on X is a function from X x X to the nonnegative reals such
thatd(x, y) = d(y,x) =0iff x = y,and d(x, y) <d(x, z) + d(z, y). Every quasi-
metric on X induces the topology 7, on X generated by the open balls {y € X |
d(x,y) <e}forx € X and 0 < e. A space X is quasi-metrizable if there is a quasi-
metric on X which generates its topology. If d is a quasi-metric on X, let d be
the metric on X defined by c?(x, y) = max{d(x,y),d(y, x)}. A sequence {x,} is
d-Cauchy if for every € > 0 there is p € w such that d(x,, x,,) < ¢ for all p <
n < m. We say that the quasi-metric d on X is complete if every d-Cauchy sequence
converges with respect to d.AT, space X is called quasi-Polish [17] if it is countably
based and there is a complete quasi-metric which generates its topology.

Note that the spaces S, Pw are quasi-Polish while the space Q is not. A complete
quasi-metric which is compatible with the topology of Pw is given by d(x, y) = 0if
x € yandd(x, y) = 2-¢+D otherwise, where n is the smallest element in x \ y (for
every, x, y € w). As shown in [17], a space is quasi-Polish iff it is homeomorphic
to a Hg—subset of [17] (the well known definition of H‘z)—subset is recalled in the
next subsection). There are some other interesting characterizations of quasi-Polish
spaces. For this paper the following characterization in terms of total admissible
representations is relevant.

A representation of a space X is a surjection of a subspace of the Baire space N/
onto X. A basic notion of Computable Analysis [119] is the notion of admissible
representation. A representation ¢ of X is admissible, if it is continuous and any
continuous functionv : Z — X fromasubset Z C N to X is continuously reducible
to d,1i.e. v = § o g for some continuous function g : Z — N In [17] the following
characterization of quasi-Polish spaces was obtained: A space X is quasi-Polish iff
it has a total admissible representation 6 : N' — X.
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2.4 Classical Hierarchies in Quasi-Polish Spaces

Here we recall some notions and facts on the classical hierarchies in quasi-Polish
spaces [17, 65]. Note that the definitions of Borel and Luzin hierarchies look slightly
different from the well-known definitions for Polish spaces [65], in order to behave
correctly also on non-Hausdorff spaces (for Polish spaces the definitions are equiv-
alent to the usual ones).

A pointclass on X is simply a collection I'(X) of subsets of X. A family of
pointclasses [99] is a family I = {I'(X)} indexed by arbitrary topological spaces X
(or by spaces in a reasonable class) such that each T'(X) is a pointclass on X and I'
is closed under continuous preimages, i.e. f “1(A) e I'(X) for every A € I'(Y) and
every continuous function f: X — Y. A basic example of a family of pointclasses
is given by the family O = {7x} of the topologies of all the spaces X.

We will use some operations on families of pointclasses. First, the usual set-
theoretic operations will be applied to the families of pointclasses pointwise: for
example, the union Ui I'; of the families of pointclasses I'g, I'y, ... is defined by
U; THX) = U, Ti(X).

Second, a large class of such operations is induced by the set-theoretic opera-
tions of Kantorovich and Livenson (see e.g. [99] for the general definition). Among
them are the operation I' +— I',,, where I'(X), is the set of all countable unions
of sets in I'(X), the operation I — I's, where I'(X)s is the set of all countable
intersections of sets in I'(X), the operation T — T, where I'(X), is the set of
all complements of sets in I'(X), the operation I +— I';, where I'(X), is the set
of all differences of sets in I'(X), the operation I' — I'3 defined by I'3(X) :=
(FV(A) | A e TW x X)}, where IV (A) :={x € X | Ip € N.(p, x) € A} is the
projection of A C N x X along the axis A, and finally the operation ' — Ty
defined by I'v(X) := {VN(A) | A€ T(N x X)}, where VN(A) ={xeX|Vpe
N.(p,x) e A}.

The operations on families of pointclasses enable to provide short uniform descrip-
tions of the classical hierarchies in quasi-Polish spaces. E.g., the Borel hierarchy is
the sequence of families of pointclasses {):g}MM defined by induction on « as fol-
lows [17, 92]: Z)(X) := {#}, TV := O (the family of open sets), X3 := ()4,
and ZOQ,(X) = (Uﬂm Z%(X))m for a > 2. The sequence {Eg(X)},Kw, is called
the Borel hierarchy in X. We also let I1%(X) := (£%(X)). and A2 (X) := X (X) N
Hg(X). The classes Eg(X), Hg(X), Ag(X) are called the levels of the Borel hier-
archy in X. The class B(X) of Borel sets in X is defined as the union of all levels of the
Borel hierarchy in X; it coincides with the smallest
o-algebra of subsets of X containing the open sets. We have Zg(X yu Hg(X ) C
A%(X) for all & < 8 < w;. For any uncountable quasi-Polish space X and any
a < wp, Z20(X) ¢ M2(X).

The hyperprojective hierarchy is the sequence of families of pointclasses {Zi}aw]
defined by induction on « as follows: £j = X3, X!, = (Z))3, T} = (ZL s,
where o, A < wy, Ais alimit ordinal, and ZLA(X) =y E}M(X). In this way, we
obtain for any quasi-Polish space X the sequence {X [ly(X )}a<w,» which we call here
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the hyperprojective hierarchy in X. The pointclasses X fx(X ), H}X(X )= i(X e
and AL(X) = Z}V(X) N T} (X) are called levels of the hyperprojective hierarchy
in X. The finite non-zero levels of the hyperprojective hierarchy coincide with the
corresponding levels of the Luzin projective hierarchy. The class of hyperprojective
sets in X is defined as the union of all levels of the hyperprojective hierarchy in
X. We have ! (X) UTI! (X) € A4(X) for all & < 3 < w;. For any uncountable
Polish space X and any o < wy, X (II(X ) ¢ I} (X). For any quasi-Polish space X,
B(X) = A{(X ) (the Suslin theorem [17, 65]). As mentioned in the Introduction,
in this paper we mostly stay within the Borel sets, hence the very important Luzin
hierarchy will not be considered. We recalled its definition mainly to illustrate the
general notions of hierarchy theory.

For any non-zero ordinal 0 < wy, let {Z;“’}a@, be the Hausdorff difference
hierarchy over 22. We recall the definition. An ordinal « is even (resp. odd) if
o = X + n where ) is either zero or a limit ordinal and n < w, and the number 7 is
even (resp., odd). For an ordinal o, let 7 (o)) = O if wis even and r (o) = 1, otherwise.
For any ordinal c, define the operation D, sending sequences of sets {Ag} 3, to sets
by

Doa({Aglp-a) = J1As\ U Ay 1 B < @, r(B) # r(@).

v<pB

For any ordinal o < w; and any pointclass £ in X, let D, (€) be the class of all sets
D,({As}s-0a), Where Ag € £ for all 8 < «. Finally, let £;'%(X) = D,(Z)(X))
for any space X and for all o, 0 < w, 6 > 0. It is well known that E;l’e(X) U
n;M(x) < A;M(X) and | 2 M(X) €AY, (X) for all a < 3 < wy. For
any quasi-Polish space X and any 0 < 0 < wy, |J E;I’H(X) = AgH(X) (the
Hausdorff—Kuratowski theorem [17, 65]).

a<wi

a<wi

2.5 Wadge Hierarchy

Here we briefly discuss the Wadge reducibility in the Baire space. For subsets A, B
of the Baire space \V, A is Wadge reducibleto B (A <y B),if A = f~!'(B) for some
continuous function f on N. The quotient-poset of the QO (P (N); <w) under the
induced equivalence relation =y on the power-set of N is called the structure of
Wadge degrees in N

In [116] Wadge (using the Martin determinacy theorem) proved the following
result: The structure (B(N); <) of the Borel sets in the Baire space is semi-well-
ordered (i.e., it is well-founded and for all A, B € B(N) we have A <y Bor B <y
A). In particular, there is no antichain of size 3 in (B(\); <y ). He has also computed
the rank v of (B(NV); <) which we call the Wadge ordinal. Recall that a set A is
self-dual if A <y A. Wadge has shown that if a Borel set is self-dual (resp. non-self-
dual) then any Borel set of the next Wadge rank is non-self-dual (resp. self-dual), a
Borel set of Wadge rank of countable cofinality is self-dual, and a Borel set of Wadge
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rank of uncountable cofinality is non-self-dual. This characterizes the structure of
Wadge degrees of Borel sets up to isomorphism.

Recall that a pointclass I' € P (N) has the separation property if for all disjoint
sets A, Be T thereis S € T NI, with A € S C B. In [109, 115] the following
deep relation of the Wadge reducibility to the separation property was established:
For any Borel set A which is non-self-dual exactly one of the principal ideals {X |
X <w A}, {X | X <w A} has the separation property. The mentioned results give
rise to the Wadge hierarchy which is, by definition, the sequence {X ., (N)} <, (Where
v is the Wadge ordinal) of all non-self-dual principal ideals of (B(\V); <y ) that do
not have the separation property and satisfy for all « < 3 < v the strict inclusion
T.(N) C Ag(N) where, as usual, Ag(N) = X,(N) NI, (N).

The Wadge hierarchy subsumes the classical hierarchies in the Baire space, in par-
ticular £,(N) = I, (W) for each a < wy, T;(N) = ZIWN), T, (V) = Z)WN),
Zw'f' W) = Zg(}\/ ) and so on. Thus, the sets of finite Borel rank coincide with

wh

the sets of Wadge rank less than A\ = sup{w, wf‘ ,w; ', ...}. Note that )\ is the
smallest solution of the ordinal equation w{* = s. Hence, we warn the reader not to
mistake X, (N) with Zg (NV). To give the reader a first impression about the Wadge
ordinal we note that the rank of the QO (Ag (N); <w) is the w;-st solution of the
ordinal equation w}* = s [116]. As mentioned in the Introduction, Wadge hierar-
chy is non-standard in the sense that it is based on a highly original tool of infinite
games, in contrast to the set-theoretic and topological methods used to investigate
the classical hierarchies. As a result, Wadge hierarchy was originally defined only
for the Baire space and its close relatives, and it is not straightforward to extend it to
non-zero-dimensional spaces.

The Wadge hierarchy was an important development in classical DST not only
as a unifying concept but also as a useful tool to investigate countably based zero-
dimension spaces. We illustrate this with two examples. In [26] a complete classi-
fication (up to homeomorphism) of homogeneous zero-dimensional absolute Borel
sets was achieved, completing a series of earlier results in this direction. In [27] it
was shown that any Borel subspace of the Baire space with more than one point has
a non-trivial auto-homeomorphism.

3 Well and Better Quasiorders

In this section we briefly discuss some notions and facts of WQO-theory relevant to
our main theme. We do not try to be comprehensive in this survey or with references
and from the numerous important concrete WQOs in the literature we choose mainly
those directly relevant.
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3.1 Well Quasiorders

A well quasiorder (WQO) is a QO Q = (Q; <) that has neither infinite descending
chains nor infinite antichains. Note that for this paper WQOs are equivalent to the
associated well partial orders (WPOs) and are only used to simplify some notation.

With any WQO Q we associate its rank and also its width w(P) defined as follows:
if P has antichains with any finite number of elements, then w(Q) = w, otherwise
w(Q) is the greatest natural number n for which Q has an antichain with n elements.
For instance, the structure of Wadge degrees of Borel sets is of width 2. Note that
the notion of width maybe naturally refined in order to stratify the WQOs of infinite
width (in the above “naive” sense) using ordinals.

There are several useful characterizations of WQOs. Some of them are collected
in the following proposition. An infinite sequence {x,} in Q is good if x; < x; for
some | < j < w, and bad otherwise. Let F(Q) be the class of all upward closed
subsets of a QO Q.

Proposition 3.1 For a quasiorder Q = (Q; <) the following are equivalent:

(1) Qis WQO;

(2) every infinite sequence in Q is good;

(3) every infinite sequence in Q contains an increasing subsequence;

(4) any non-empty upward closed set in Q has a finite number of minimal elements;
(5) the poset (F(Q); D) is well-founded;

(6) every linear order on Q which extends < is a well-order.

It is easy to see that if Q is WQO then any QO on Q that extends < is WQO,
as well as any subset of Q with the induced QO. Also, the cartesian product of
two WQOs is WQO, and if P, Q are WQOs which are substructures of some QO,
then P U Q is WQO. There are also many other useful closure properties of WQOs
including the following two examples:

(1) If Q is WQO then (Q*; <*) is WQO where Q* is the set of finite sequences
in Q and (xq,...,x,) <" (y1, ..., y,) means that for some strictly increasing
p:{l,...,m} = {1,...,n} wehavex; < y, foralli (Higman’s lemma [38]).

(2) If Qis WQO then (Tp; <;) is WQO where 7 is the set of finite Q-labeled trees
(T,c),c: T — Q,and <;, is the homomorphism QO (4#-QO for short) defined
as follows: (T, ¢) <;, (S, d) if there is amonotone function ¢ : (T, C) — (§, )
suchthatc(f) < d(p(t)) forallt € T (aconsequence of Kruskal’s theorem [49]).
Recall that our trees are initial segments of (w*; E).

We proceed with some concrete examples of WQOs. In Sect. 8.2 we will consider
the important particular case of Higman’s lemma Q = k = (k; =) for2 < k < w;in
this case (Q*; <*) is the subword relation on the set k* of finite words over k-letter
alphabet {0, ..., k — 1}. The Kruskal’s theorem and Higman’s lemma are close to
optimal in the sense that the sets of finite structures in many natural classes (for
instance, the set of finite distributive lattices of width 2 [86]) are not WQOs under
the embeddability relation.
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Similarly, we will be interested in the 2-QO on the set 7, = F (where Q = k=
(k; =)) of finite k-labeled forests defined in the same manner as for trees; this QO
first appeared in [34]. Also some weaker QOs <, <;, <, on F; are of interest [34,
99]. They are defined as follows: (T, ¢) < (S, d) (resp. (T, c) <, (S, d), (T, c) <,
(S, d)) if there is a monotone function ¢ : (T, E) — (S,C) suchthatc = godo
for some permutation g : k — k (resp. c =godop forsome g : k — k,Vx,y €
T((x EyAc(x) #c(y) — dpx)) #d(p(y))). Obviously, <,S<oC<C=,.

To obtain further interesting examples, we iterate the construction Q +— 7y start-
ing with the antichain k of k elements {0, ..., k — 1} (or with any other WQO P in
place of k). Define the sequence {7 (n)}, <. of QOs by induction on n as follows:
Te(0) =k and Tr(n + 1) = T1.(n)- Note that T (1) = 7. Identifying the elements
i < k of k with the corresponding minimal elements s (i) of 7 (1), we may think that
T (0) is an initial segment of 7;(1). Then T (n) is an initial segment of Ty (n + 1)
for each n < w, and hence Ty (w) = |, _, Tx(n) is WQO. Note that Tz, () = Te(w).
The set 7" (w) of forests generated by the trees in 7x (w) is also WQO. The iterated
h-QOs were first defined and studied in [98].

By aresultin [98], in the case k = 2 the QO (T (w); <) is semi-well-ordered with
the order type €. This indicates a possible relation to the hierarchy theory. We will
see its close relation to the so called fine hierarchy of sets in Sect. 6.1.

Finally, we mention the remarkable example of the QO of finite graphs with the
graph-minor relation (we do not define this relation because do not discuss it in the
sequel). Robertson—Seymour theorem [80] stating that this structure is WQO is one of
the deepest known facts about finite graphs. The above-mentioned Higman’s lemma
and Kruskal’s theorem are certainly much easier to prove than Robertson—Seymour’s
but their proofs are also non-trivial. Robertson—Seymour theorem is important for
computer science because it implies that many graph problems are solvable in poly-
nomial time, although such algorithms are hard to discover because it is hard to
compute the minimal (under the minor relation) elements of a given upward closed
sets of graphs (see e.g. [18] for details).

Along with the rank and width, there are some other important invariants of a
WPO (P; <). The most important is probably the maximal order type o(P) which
is the supremum of the order types of linearizations of < (i.e., linear orders on P
which extend <). By a nice result of De Jongh and Parikh [20], every WPO P has a
linearization of order type o(P). The computation of o(P) for natural WPOs turned
out an interesting and challenging task. Schmidt [82] computed the maximal order
type of the Higman’s WPO (k*; <*) and gave upper bounds on the maximal order
types of some other important WPOs including that of Kruskal’s.

To our knowledge, the maximal order types of the other above-mentioned concrete
WPOs are still unknown. Also the problem of relating rk(P) and o(P) discussed in
[82] seems still to be open. In particular, there is no known characterization of pairs
of ordinals (v, 3) such that « = rk(P) and 3 = o(P) for some WPO P [70].

The structure (7,” (w); <;) may be expanded by natural operations inducing a rich
algebraic structure on the quotient-poset. These operations, introduced and studied
in [97, 98, 100], are important for relating the #-QOs to hierarchy theory.
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The binary operation @ of disjoint union on 7;”(w) is defined in the obvi-
ous way. For any i < k and F € 7" (w), let p;(F) be the tree in 7T;(w) obtained
from F by adjoining the empty string labeled by i. Let i be the singleton tree
{e} labeled by i. Define the binary operation + on 7,”(w) as follows: F + G
is obtained by adjoining a copy of G below any leaf of F. One easily checks
thati+ F =, pi(F),F <3 F+G,G <, F+G,F <, F1 > F+G <, F1 + G,
G<,Gi—>F+G<,F+G,(F+G)+ H =, F+ (G + H).Note thatthe set
7;('-'(n) is closed under the operation + for each 1 < n < w. Define the function s on
T (w) as follows: s(F) is the singleton tree carrying the label F. Note that s(i) = i
foreachi < k,and T <;, S iff s(T') <j, s(S), for all S, T € 7. One easily checks
the following properties:

Proposition 3.2 (/) For each 1 <n <uw, (7;“(;1); D, <p, Pos---» Pk—1) IS a
dc-semilattice.

(2) Forany T € Ti(w), F +> s(T) + F is a closure operator on (T,”(w); <p).

(3) ForallT,T) € Ti(w)and F, Fy € TP (w), ifs(T) + F <, s(Th) + FiandT ﬁh
Ti then s(T) + F <, F.

(4) The QO (T, (w); <p) is semi-well-ordered with order type €.

3.2 Better Quasiorders

As we know, the closure properties of WQOs suffice to obtain nice WQOs using
finitary constructions like forming finite labeled words or trees. But they do not suffice
to establish that similar structures on, say, infinite words and trees are WQOs. A
typical example is the attempt to extend the example (1) from the previous subsection
to the set Q* of infinite Q-labeled sequences. As shown by Rado (see e.g. [66]), there
is WQO Q such that Q“ is not WQO.

Nevertheless, it turns out possible to find a natural subclass of WQOs, called
better quasiorders (BQOs) which contains most of the “natural” WQOs and has
strong closure properties also for many infinitary constructions. In particular, if Q is
BQO then QO is BQO. In this way it is possible to show that many important QOs are
BQOs and hence also WQOs. The notion of BQO is due to C. Nash-Williams [73],
we recall an alternative equivalent definition due to Simpson [103], see also [63].

Let [w]* be the subspace of the Baire space formed by all strictly increasing
functions p on w. Given p € [w]¥, by p~ we denote the result of dropping the first
entry from p (or equivalently, p~ = p \ {minX}, if we think of p as an infinite
subset X = rng(p) of w). A QO Q is called BQO if, for any continuous function
[ [w]® — QO (Q isassumed to carry the discrete topology), there is p € [w]* with
fp) = f(p).

It is easy to see that: any BQO is WQO; if Q is BQO then any QO on Q that
extends <is BQO, as well as any subset of Q with the induced QO. Also, the cartesian
product of two BQOs is BQO, and if P, Q are BQO which are substructures of some



Well-Quasi Orders and Hierarchy Theory 283

QO, then P U Q is BQO. There are also many other useful closure properties of
BQOs including the following:

(1) If Q0 is BQO then (Q“; <¥) is BQO (in fact, this holds for sequences of arbitrary
transfinite length [73, 74])

(2) If Q is BQO then (TQ, <p) is BQO where TQ is the set of well-founded
Q-labeled trees (T,c), c: T — Q, and <; is the homomorphism relation
defined as follows: (7,c¢) <, (S,d) if there is a monotone function
p:(T,E) — (S, C) such that c(r) < d(p(t)) for all t € T (a consequence of
the extension of Kruskal’s theorem to infinite trees [73, 74]).

We proceed with some concrete examples of BQOs. In Sect. 8.2 we will consider
the particular case of (1) for Q = k= (k; =), 2 < k < w; in this case (Q¥; <¥)
is the the subword relation on the set k& of infinite words over k-letter alphabet
{1,...,k—1}

Similarly, we will be interested in the #-QO on the set .7?,{ = ]?Q, 0= k= (k; =~),
of well-founded k-labeled forests. We can also iterate the construction Q — Ty
starting with the antichain k of k elements {0, ...,k — 1}. Define the sequence
{7; (oz)}aw] of QOs by induction on « as follows 77((0) =k, ’77((a +1) = TTk (@>
and 72()0 Uaer TTk (@ for limit A < w;. Note that 77<(1) = 7;. Identifying the
elements i < k gf k with the corresponding minimal elemgnts s(i) of 7~7((1), we
may think that 7;(0) is an initial segment of 7;(1). Then 7 () is an initial seg-
ment of 7;(5) forall o < ﬁ < wq, hence ﬁ(wl) = U(Kw] T (@) is BQO. Note that
Tq—k W) = ﬁ(wl) The set T“(wl) of countable disjoint unions of trees in ﬁ(wl) is
also BQO. Similar iterated h-QOs were first studLed in [100].

By aresult in [100], in the case k = 2 the QO 7 (w) is semi-well-ordered (in fact,
’TE(w]) is also semi-well-ordered). This indicates a possible relation to the Wadge
hierarchy from Sect. 2.5.

We also mention the remarkable example of the QO of countable linear orders
with the embeddability relation. Laver’s theorem [66] (see also [103]) stating that
this structure is WQO (and thus resolving the Fraissé conjecture) is one of the deepest
applications of BQO-theory.

The maximal order types of the concrete BPOs introduced above seem to be
unknown.

We conclude the list of examples of BQOs by a deep fact related to Wadge
reducibility. For any QO Q (equipped with the discrete topology), let (Q*; <*) be
the QO of Borel functions A : N’ — Q with countable range, where A <* B means
that for some continuous function f on N we have A(x) < B(f(x)) forall x € N.
Note that for Q = (2, =) the QO (Q*; <*) coincides with (B(NV); <w). Theorem
3.2 in [27] states the following:

Theorem 3.3 If (Q; <) is BOO then (Q*; <*) is BQO.

Let us briefly recall from [100] some operations on the iterated labeled forests
and collect some of their properties used in the sequel. The w-ary operation P
of disjoint union on 7,”(w;) is defined in the obvious way. For any i < k and
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F € T2(w)), let p;(F) be the tree in 7;(w;) obtained from F by adjoining the
empty string labeled by i. Define the binary operation + on ﬁu(wl) as follows:
F + G is obtained by adjoining a copy of G below any leaf of F. One easily checks
thati+ F =, pi(F),F <3 F+G,G <, F+G,F <, F| > F+G <, F1 + G,
661> F+G=<, F+G,(F+G)+H=, F+(G+ H).Note that the set
E—'(a) is closed under the operation 4 for each 1 < o < wy. Define the function s on
T (wy) as follows: s(F) is the singleton tree carrying the 1abe1~F . Note that s(i) =i
foreachi < k,and T <;, S iff s(T) <j, s(S), for all S, T € 7. One easily checks
the following properties:

Proposition 3.4 (1) For any 1 < a < wj, ('72"(04); B, <n.Po,---»Pk—1) Is a
dco-semilattice. -

(2) Forany T € Te(w), F = s(T) + F is a closure operator on (T (w1); <p)-

(3) For all T, Ty € Ty(wy) and F, Fy € T (wy), if s(T) + F <, s(T1) + Fi and
T ﬁh T thth(T) + F <, Fy.

(4) The QO (T (w); <p) is semi-well-ordered with order type sup{wl,wf',

1
wiw‘ ), .

3.3 Computable Well Partial Orders

Here we briefly discuss computability properties of WQOs. The investigation of
computable structures (see e.g. [7, 29]) is an important direction of computability
theory. Recall that an algebraic structure A = (A; o) of a finite signature o is com-
putable if A is a computable subset of w and all signature relations and functions
are computable. A structure is computably presentable if it is isomorphic to a com-
putable structure. The notions of polynomial-time computable and polynomial-time
computably presentable structure are defined in a similar manner using, say, the set
2* of binary words instead of w.

Itis easy to see that all concrete WQOs from Sect. 3.1, as well as the expansions of
the 7-QOs by functions, are computably presentable (as well as many other natural
countable WQOs). As observed in [70], from results in [20] it follows that if a WPO
is computable then its maximal order type is a computable ordinal. Moreover, the
following result was established in [70]:

Theorem 3.5 (1) Every computable WPO has a computable linearization of max-
imal order type.

(2) There is no computable (even hyperatithmetical) function which, given an index
for a computable WPO, returns an index for a computable maximal linearization
of this WPO.

Which of the concrete WQOs in Sect. 3.1 (and of their functional expansions) are
polynomial-time presentable? By a well-known general fact [16], any computably
presentable structure of a relational signature is in fact polynomial-time presentable.
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Therefore, any of the structures (Fy; <p) and (Fy; <;) for k < w,i <2 (and other
WQOs in Sect. 3.1) is polynomial-time presentable. Since the presentations given by
the proof in [16] are often artificial, one can ask further natural questions related to
feasibility of our structures. We give some examples.

The sets Fi, k < w, may be encoded in a natural way by words over a finite
alphabet [36]. Will the relations <; be polynomial-time computable w.r.t. this coding?
In [36] the following results were obtained:

Theorem 3.6 (1) The relation <, on F, is computable in polynomial time.
(2) The relations <, <, on F; are computable in polynomial time for k < w and
are NP-complete for k = w.

Many natural questions concerning computability properties of WPO remain
open, e.g.:

(1) Characterize the maximal order types of computable WPOs of rank w.

(2) Recall that the degree spectrum of a countable structure A is the set of Turing
degrees a such that A is computably presentable relative to a. What are the degree
spectra of countable WPOs? In particular, is it true that for any given countable
graph there is a countable WPO with the same degree spectrum?

(3) Associate with any WPO P the function fp : rk(P) — wby: fp(«) is the cardi-
nalityof {x € P | rkp(x) = a}.Is fp computable provided that P is computably
presentable? It maybe shown that for several concrete examples of WPOs in from
Sect. 3.1 the answer is positive, though in general we expect the negative answer.

3.4 Definability and Decidability Issues

The study of definability and (un)decidability of first order theories is a central topic
in logic and model theory. Here we briefly discuss such questions for some WQOs
from Sects. 3.1 and 3.2. Along with WQOs, we also mention the infix order < on the
set of words k* where u < v means that v = xuy for some x, y € k* (this relation is
well founded but has infinite antichains).

Let A = (A; o) be a structure of a given finite signature o. As the understanding
of definability in A assumes understanding of its automorphism group Aut(A), we
start with citing some facts following from the results in [S7-60].

Theorem 3.7 (1) Foranyk > 3, the automorphism groups of the quotient-posets of
(Fi; <p) and (Fi; <p) are isomorphic to the symmetric group Sy of permutation
of k elements.

(2) Foranyk > 2, Aut(k*; <*) >~ Aut (k*; <) >~ S x S,.

Recall that a relation R C AX is definable in A if there is a first-order o-formula
O(x1, ..., x) with R = {(x1, ..., xx) € A¥ | A = ¢(x1, ..., xx)}. A function on A
is definable if its graph is definable. An element a € A is definable if the set {a}
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is definable. A structure is definable if its universe and all signature predicates and
functions are definable.

The characterization of definable relations in a structure is quite important for
understanding the structure. In a series of papers by Kudinov and Selivanov [54-60]
a method of characterizing the definable relations was developed which might be
of use for many similar structures on words, trees, graphs and so on (currently, the
method mainly applies to well founded partial orders of rank w). We cite some facts
following from [57-60] which characterize the definable relations in some of the
mentioned structures.

Recall that a structure A equipped with a numbering « (i.e., a surjection from
w onto A) is arithmetical, if the equality predicate and all signature predicates and
functions are arithmetical modulo a.. Obviously, any definable predicate on an arith-
metical structure (A; «) is arithmetical (w.r.t. ) and invariant under the automor-
phisms of A; we say that (A; «) has the maximal definability property if the converse
is also true, i.e., any arithmetical predicate invariant under the automorphisms of A is
definable. The natural numberings of F; and k* (which are not mentioned explicitly
in the next theorem) make the structures (Fy; <p,), (k*; <*) and (k*; <) arithmetical
(even computable).

Theorem 3.8 Let A be one of the structures (k*; <*), (k*; <) for k > 2 or the
quotient-posets of (Fi; <p) for k > 3. Then A has the maximal definability property.

Recall (cf. [40, 75]) that a structure B of a finite relational signature 7 is biinter-
pretable with a structure C of a finite relational signature p if B is definable in C
(in particular, there is a bijection f : B — Bj on a definable set B; € C™ for some
m > 1 which induces an isomorphism on the 7-structure B; definable in C), C is
definable in B (in particular, there is a similar bijection g : C — C; on a definable set
C, C B" for some n > 1), the function g” o f : B — B"" is definable in B and the
function f" o g : C — C™" is definable in C. Though the notion of biinterpretability
looks sophisticated, its role in model theory is increasing because it gives a natural
and strong equivalence relations on structures.

Theorem 3.9 The expansions of the structures (k*; <*) and (k*; <), k > 2, by the
constants for words of lengths 1 and 2, and the expansion of the quotient-posets of
(Fi; <n), k = 3, by the constants0, . . ., k — 1forsingleton trees, are biinterpretable
with N = (w; +, ).

The closely related definability issues for embeddability relations on graphs and
different classes of finite structures are now actively studied (note that most of these
QOs have infinite antichains), see e.g. [44-48, 81, 120, 121]. Nevertheless, there are
still many interesting open questions, including those for some structures mentioned
in Sects. 3.1 and 3.2.

Recall that the first-order theory F O (A) of a structure A of signature o is the set
of o-sentences true in A. The investigation of algorithmic complexity of first-order
theories of natural structures is a big chapter of logic, model theory and computability
theory (see e.g. [29, 30, 114]). The proof of Theorem 3.8 implies that FO(A) is
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m-equivalent to first order arithmetic F O (N) for any structure mentioned in that
theorem.

Theorem 3.10 (/) Let k > 3 and A be the quotient-poset of some of (Fi; <),
(TEW); <p), or (TE(n); <p), 2 < n < w. Then FO(A) =, FONN).

(2) Let A be the quotient-poset of some of (Fes <n)s (’7'LI (w1); <p), or of (’T‘-' (a);
<p) for some 2 < a < wy. Then FO(N) <,, FO(A)

Note that in item (2) we have only the lower bound. The natural upper bound is
second-order arithmetic, the precise estimation is an interesting open problem. For
many other interesting WPOs we do not know so comprehensive results as above,
but for many first-order theories undecidability is known. By interpreting the finite
structures of two equivalence relations [30] the following result about some other
structures from Sect. 3.1 was established in [60, 99]. Recall that a structure of a finite
signature is hereditarily undecidable if any its subtheory of the same signature is
undecidable.

Theorem 3.11 For any k > 3, the first-order theories of the quotient-posets of
(Fi; <0), (Fi; <1), and (Fy; <) are hereditarily undecidable.

Itis easy to see that the first-order theories of (k*; <*), (k*; <) fork = 1 and of the
quotient-poset of (F;; <;) are decidable. For most of the non-countable structures
in Sect. 3.2 the complexity of first-order theories seem to be open.

Since the first-order theories of most of the mentioned structures are undecidable,
it is natural to look for their decidable fragments. Such questions are interesting
because they often originate from the computer science community, have many
applications and, unlike most structures originated in mathematics, were consid-
ered relatively recently and many natural questions remain open (see e.g. [61] and
references therein).

We illustrate this by the subword order on words. The study of subword order
is important in many areas of computer science, e.g., in pattern matching, coding
theory, theorem proving, algorithmics, automatic verification of unreliable channel
systems [1, 52]. The reasoning about subwords involves ad hoc techniques quite
unlike the standard tools that work well with prefixes and suffixes [50].

The study of F O (A*; <*) was started by Comon and Treinen who showed unde-
cidability for an expanded signature where A has at least three letters. Kuske [61]
showed that the 3-quantifier fragment of F O(A*; <*) is undecidable. Karandikar
and Schnoebelen showed that already the 2-quantifier theory is undecidable [52]
and this is tight since the 1-quantifier fragment is decidable, in fact NP-complete
[51, 61]. Karandikar and Schnoebelen also showed that the two-variable fragment is
decidable [51] and that it has an elementary complexity upper bound [53]. Recently,
it was shown [50] that, when constants are allowed, the 1-quantifier fragment is actu-
ally undecidable. This holds as soon as A contains two distinct letters and exhibits a
strong dependence on the presence of constants in the signature. To our knowledge,
a similar detailed study for most of the above-mentioned structures is still to be done.
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4 Wadge-Like Reducibilities in Quasi-Polish Spaces

As we know from Sect. 2.5, the structure of Wadge degrees in the Baire space refines
the structure of levels of several popular hierarchies and serves as a tool to measure
the topological complexity of some problems of interest in set-theoretic topology.
There are several reasons and several ways to generalize the Wadge reducibility on
the Baire space. For example, one can consider

(1) more complicated topological spaces instead of A (the notion of Wadge
reducibility makes sense for arbitrary topological spaces);

(2) other natural classes of reducing functions in place of the continuous functions;

(3) reducibilities between functions rather than reducibilities between sets (the sets
may be identified with their characteristic functions).

In any of the mentioned directions a certain progress has been achieved, although
in many cases the situation typically becomes more complicated than in the classical
case. In this section we mention some results in this direction.

4.1 Wadge-Like Reducibilities in the Baire Space

For any family of pointclasses I' and for any spaces X, Y, let I'(X,Y) be the
class of functions f : X — Y such that f~'(A) € T'(X) for each A € T'(Y), and
let I'(X) = I'(X, X). Clearly, I'(X) is closed under composition and contains the
identity function, hence it induces a reducibility <r on subsets of X similar to the
Wadge reducibility. For any 1 < a < wy, let D, (X, Y) denote Eg(X ,Y)andlet <,
abbreviate <yo. Then <, is a QO on P(X). In particular <; coincides with the
Wadge reducil:;ility.

For any o < w; and any spaces X, Y, let DZYV (X,Y) be the class of functions
f : X — Y such that there is a partition {D,} of X to Eg—sets and a sequence
fa @ Dy = Y of continuous functions with f = J,__ f.. Note that DXV (X,Y) C
D, (X, Y). We again set DY (X) = D (X, X). Clearly, DY (X) is closed under
composition and contains the identity function, hence it induces a reducibility <"
on subsets of X.

The study of the reducibility by Borel functions on the Baire space was initiated by
Andretta and Martin in [ 10], the reducibility <, was studied by Andretta [9], the other
of just defined reducibilities (as well as many other so called amenable reducibilities)
were comprehensively investigated by Motto-Ross [71]. The next result, which is
a very particular case of the results in [71], shows that these reducibilities behave
similarly to the Wadge reducibility:

Theorem 4.1 Forany 1 < o < wy, the quotient-posets of B(N); <,) and BWN);
52’) are isomorphic to that of B(N); <w).
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4.2 Wadge Reducibility of k-Partitions in the Baire Space

Let2 < k < w. By ak-partition of N wemeanafunction A : N — k ={0, ...,k —
1} often identified with the sequence (Ao, ..., Ax_1) where A; = A~'(i) are the
components of A. Obviously, 2-partitions of A/ can be identified with the subsets of
N using the characteristic functions. The set of all k-partitions of A/ is denoted KN,
thus 2 = P(N). The Wadge reducibility on subsets of A is naturally extended to
k-partitions: for A, B € N , A <w B means that A = B o f for some continuous
function f on A. In this way, we obtain the QO (kN ; <w). For any pointclass
I € P(N), let T(k"V) be the set of k-partitions of A" with components in T.

In contrast with the Wadge degrees of sets, the structure (B (kN ); <w) fork > 2
has antichains of any finite size. Nevertheless, a basic property of the Wadge degrees
of sets may be lifted to k-partitions, as the following very particular case of Theorem
3.2'in [27] (see Theorem 3.2 in Sect. 3.2) shows:

Theorem 4.2 For any 2 < k < w, the structure (B(kN ); <w) is WQO.

Although this result gives an important information about the Wadge degrees of
Borel k-partitions, it is far from a characterization. Here we briefly discuss some steps
to such a characterization made in [34, 94, 100, 101]). The approach of [94, 101]
is to characterize the initial segments (Ag (kN ); <w) for bigger and bigger ordinals
2 < a < wy. In [94] this was done for o = 2, in [101] for o = 3 where also a way
to the general characterization was sketched. This characterization uses the iterated
h-QO from Sect. 3.2. The main idea is to expand the structure by suitable operations
whose properties are similar to those on the labeled forests and use the similarity to
prove isomorphism. Some of these operations extend the corresponding operations
on sets from [116] to k-partitions.

Let €, A; be the disjoint union of a sequence of elements Ay, A, ... of V. Let
Nt :={1,2,..}¥ and for x e Nt let x~ := X\i.x(i) — 1, so x~ € N. Define the
binary operation + on KV as follows: (A + B)(x) := A(x™) if x € N't, otherwise
(A + B)(x) := B(y) where y is the unique element of N such that x = ¢0y for a
unique finite sequence o of positive integers. For any i < k, define a unary operation
pi on KV by pi(A) := i+ A wherei := \x.i are the constant k-partitions (which are
precisely the distinct minimal elements of (kV; <y )). For any i < k, define a unary
operation g; on kY (fork = 2, go and ¢; coincide with the Wadge’s operations # and b
from Section ITILLE of [116]) as follows: g; (A)(x) := i if x has infinitely many zeroes,
qi(A)(x) := A(x7) if x has no zeroes, and g; (A) (x) := A(y~) otherwise where y is
the unique element of A" such that x = o0y for a string o of non-negative integers.
The introduced operations are correctly defined on Wadge degrees.

The result next from [101] characterizes some subalgebras of the Wadge degrees
generated from the minimal degrees {0}, ..., {k — 1}. The proof uses Theorem 4.2.

Theorem 4.3 The quotient-poset of (Ag(kN ); <w) is generated from the degrees
{0}, ..., {k — 1} by the operations @, po, - .., px—1- The quotient—posetof(Ag(kN);
<w) is generated from {0}, ..., {k — 1} by the operations B, +, qo, - - - , Gx—1-
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The next result from [101] characterizes the structures above using Proposi-
tion 3.4.

Theorem 4.4 (1) The quotient-posets of (Ag(kN); <w) and of (j-:k; <p) are iso-
morphic.

(2) The quotient-posets of(AO(kN) <,) and of (]—"k, <p) are isomorphic.

(3) The quotient-posets of (AO(kN ); <w) and of (’TU (2); <p) are isomorphic.

We describe functions that induce the isomorphisms of the quotient-posets. For
(1),1et(T; c¢) € Ty. Associate withany node o € T the k-partition 7 (o) by induction
on the rank rk(o) of ¢ in (T; 3) as follows: if rk(c) = 0, i.e. o is a leaf of T then
ur (o) :=iwherei = c(0); otherw1se pr (o) = pi(@{ur(on) |n <w,on € T})
Now, define a function y : 77< — kN by u(T) := pr(e). Next extend p to ]—'k by
w(F) := Plur(r) |n <w, (n) € T}. Then pu — }'k induces the isomorphism in
(D).

The isomorphism v in (2) is constructed just as 4 but with g; instead of p;.

Towards the isomorphism in (3), let (T'; ¢) € T;(2). Relate to any node o € T
the k-partition pr (o) by induction on the rank rk(g) of o in (7; 2) as follows: if
rk(o) = Othen pr (o) := v(Q) where Q = c(0) € ﬁ, otherwise, pr(0) = v(Q) +
(PB{pr(on) |n <w,on € T}) Now define a function p : ’TT — kN by p(T) :=
pr(¢). Finally, extend p to 7'“(2) by p(F) := Plpr(n) | n < w, (n) € T} where
T := {e} U F. Then p induces the isomorphism in (3).

As conjectured in [101], the results above may be extended to larger segments
(Ag(kN ); <w),4 < a < wy. Using the Kuratowski relativization technique [10, 71,
116], we can define for any 1 < 8 < w; the binary operation +3 on k" such that +
coincides with + and, for any 2 < a < wj, the quotient-poset of (Ag(kN ); <w) is
generated from {0}, . .., {k — 1} by the operations @5 and 45 forall 1 < 8 < . The
extension of Theorem 4.4 could probably be obtained by defining suitable iterated
versions of the h-quasiorder in the spirit of [100]. Since B(kN ) = U(Kw] Ag(kN ),
we obtain the characterization of Wadge degrees of Borel k-partitions. Note that item
(2) suggests that the extension of Theorem 4.1 to k-partitions holds.

4.3 Wadge Reducibility in Quasi-Polish Spaces

A straightforward way to extend the Wadge hierarchy to non-zero-dimensional spaces
would be to show that Wadge reducibility in such spaces behaves similarly to its
behaviour in the Baire space, e.g. it is a semi-well-order. Unfortunately, this is not
the case for many natural spaces: Wadge reducibility is often far from being WQO.

Using the methods of [116] it is easy to check that the structure (B(X); <y) of
Wadge degrees of Borel sets in any zero-dimensional Polish space X remains semi-
well-ordered. In contrast, the structure of Wadge degrees in non-zero-dimensional
spaces is typically more complicated. Hertling demonstrated this in [35] by showing
that there are infinite antichains and infinite descending chains in the structure of
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Wadge degrees of Ag(R)-setS. This result has been strengthened in [43] to the result
that any poset of cardinality w; embeds into (B(R); <y ).

Schlicht showed in [102] that the structure of Wadge degrees on any non zero-
dimensional Polish space must contain infinite antichains. Thus, the class of zero-
dimensional Polish spaces maybe characterized in terms of Wadge reducibility within
the Polish spaces.

Selivanov showed in [91] that the structure of Wadge degrees of finite Boolean
combinations of open sets in many w-algebraic domains is semi-well-ordered, but
already for AJ-sets the structure contains antichains of size 4. Additional information
on the structure of Wadge-degrees in non-zero-dimensional spaces maybe found e.g.
in [42, 43, 91].

The mentioned results show that it is not straightforward to extend Wadge hierar-
chy to quasi-Polish spaces using the Wadge reducibility in those spaces. We return
to this question in Sect. 6.

4.4 Weak Homeomorphisms Between Quasi-Polish Spaces

As the Wadge reducibility in non-zero-dimensional quasi-Polish spaces is often far
from being WQO, one could hope to find natural weaker notions of reducibility that
induce semi-well-ordered degree structures. Good candidates are <, and 53", but
before looking on them we briefly discuss here some properties of the corresponding
classes of functions. All uncredited results in this section are from [72].

It is a classical result of DST that every two uncountable Polish spaces X, Y
are Borel-isomorphic (see e.g. Theorem 15.6 in [65]). The next proposition extends
this result to the context of uncountable quasi-Polish spaces and computes an upper
bound for the complexity of the Borel-isomorphism. We write X ~, Y to denote
that there is a bijection f : X — Y such that f € D,(X,Y) and f’1 € D,(Y, X).
The relation > is defined in the same way.

Proposition 4.5 (1) Let X,Y be two uncountable quasi-Polish spaces. Then
X~ 7.

(2) Every quasi-Polish space is D}’ -isomorphic to an w-algebraic domain.

(3) N>~V wuN.

(4) If X is a o-compact quasi-Polish space then N f_;)v X. In particular, N ;t;V
C, N Y R" for every n < w, and N' Y w=* where w=* is the w-algebraic
domain (w* U w¥, C) endowed with the Scott topology.

(5) N:_XV C ng w=v :_XV R" for every 1 <n < w.

Our next goal is to extend Proposition 4.5 (5) to a wider class of quasi-Polish
spaces (see Theorem 4.10). Such generalization will involve the following definition
of the (inductive) topological dimension of a space X, denoted in this paper by
dim(X) —see e.g. [41, p. 24].
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Definition 4.6 The empty set ¢ is the only space with dimension —1, in symbols
dim(9¥) = —1.

Let o be an ordinal and ¥ # X. We say that X has dimension < o, dim(X) < «
in symbols, if every x € X has arbitrarily small neighborhoods whose boundaries
have dimension < «, i.e. for every x € X and every open set U containing x there
is an open x € V C U such that dim(0V) < § (where OV = cl(V) \ V) for some
8 < a.

We say that a space X has dimension o, dim(X) = « in symbols, if dim(X) < «
and dim(X) £ S forall § < a.

Finally, we say that a space X has dimension oo, dim(X) = oo in symbols, if
dim(X) £ « for every ordinal c.

Itis obvious that the dimension of a space is a topological invariant (i.e. dim(X) =
dim(Y) whenever X and Y are homeomorphic). Moreover, one can easily check that
dim(X) < « (for a an ordinal) if and only if there is a base of the topology of X
consisting of open sets whose boundaries have dimension < «. Therefore, if X is
countably based and dim(X) # oo, then dim(X) = « for some countable ordinal .

Example 4.7 Finite dimension.

(1) dim(W\) = dim(C) = 0.

(2) dim(R") =n forevery 0 #n < w.

(3) Forn < w,let L, be the (finite) quasi-Polish space obtained by endowing (n, <)
with the Scott (equivalently, the Alexandrov) topology: then dim(L,) =n — 1.

Example 4.8 Transfinite dimension.

(1) The disjoint union X = Uo#new [0, 1]" of the n-dimensional cubes [0, 1]" is a
Polish space of dimension w.

2) dim(w=*) = w.

(3) For o < wy, let L, be the quasi-Polish space obtained by endowing the poset
(a + 1, <) with the Scott topology. Then dim(L,+1) = a.

Example 4.9 Dimension oo.

(1) The Hilbertcube [0, 1]*, the space R¥ (both endowed with the product topology),
and the Scott domain Pw all have dimension co.

(2) Let C be the quasi-Polish space obtained by endowing the poset (w, >) with the
Scott (equivalently, the Alexandrov) topology. Then C, is a (scattered) count-
able space with dim(C,) = co. Hence the space UC,, = C, x N, endowed
with the product topology, is an (uncountable) quasi-Polish space of dimen-
sion oo.

We are ready to formulate the extension of Proposition 4.5.
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Theorem 4.10 Let X be an uncountable quasi-Polish space.

(1) Ifdim(X) # oo then N' ~Y X;

(2) Ifdim(X) = oo and X is Polish then N' £ X for every a < wy and N #, X
foreveryn < wy

(3) Pw #¥ N for every a < wy and Pw %, N for every n < w. The same result
holds when replacing Pw with any other quasi-Polish space which is universal
for (compact) Polish spaces;

(4) UCw =Y N. Therefore, UC, %Y X (o < wy)and UCw #, X (n € w) for X
a Polish space of dimension oo (e.g. X =[0,1]* or X =R¥) or X = Pw.

4.5 Weak Reducibilities in Quasi-Polish Spaces

Here we show that most of the reducibilities <,,, S(VYV are in fact semi-well-orders on
the Borel sets in quasi-Polish spaces. The following result from [72] is an immediate
corollary of Theorem 4.10.

Theorem 4.11 Let X be an uncountable quasi-Polish space.

(1) If dim(X) =0and 1 < a <w; then (B(X); <,) and (B(X); §XV) are semi-
well-ordered.

(2) Assume dim(X) =0 and 2 < a < wy. If X is o-compact then the quotient-
posets of (B(X); <,) and (B(X); <V are isomorphic to the quotient-poset of
(B(C); <w), otherwise they are isomorphic to the quotient-poset of B(N); <w).

(3) If dim(X) # oo and 3 < o < w; then the quotient-posets of (B(X); <,) and
B(X); <¥) are isomorphic to the quotient-poset of (B(N); <w).

(4) If X is universal for Polish (respectively, quasi-Polish) spaces and 3 < o < w
then the quotient-posets of (B(X); <,) and (B(X); 52’) are isomorphic to the
quotient-posets of (B([0, 11); <w) and of (B(Pw); <w).

(5) If w < a < wy then the quotient-posets of (B(X); <,) and (B(X); 5(‘3/) are
isomorphic to the quotient-poset of (B(N); <w).

Similar results clearly hold also for k-partitions which means that, for most of «,
the relations <, and <!V on the Borel k-partitions of quasi-Polish spaces are again
intimately related to the iterated #-QO in Sect.3.2.

Theorem 4.11 leaves open the question about the structure of degrees under <.

The next two results from [72] give some information on this.

Theorem 4.12 (1) There are infinite antichains in (B([0, 1]); <»).
(2) The quasiorder (P(w), %) of inclusion modulo finite sets on P(w) embeds into
(ZIR?), <y).
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5 Other Reducibilities and Hierarchies

In this section we discuss some reducibilities and hierarchies on objects more com-
plex than sets and k-partitions (in particular, on equivalence relations or functions
between spaces). They provide useful tools for measuring descriptive complexity
of such objects but, unfortunately, in most interesting cases they are far from being
WQOs.

5.1 Borel Reducibility of Borel Equivalence Relations

In mathematics one often deals with problems of classifying objects up to some
notion of equivalence by invariants. Via suitable encodings, these objects can be
viewed as elements of a standard Borel space X and the equivalence turns out to be a
Borel equivalence relation £ on X. In this and the next subsection we briefly discuss
(following [8, 31]) some reducibilities on Borel equivalence relations which pro-
vide a mathematical framework for measuring the complexity of such classification
problems. The most fundamental is probably Borel reducibility defined as follows.

By standard Borel space we mean a Polish (equivalently, quasi-Polish) space
equipped with its Borel structure. Let E, F be equivalence relations on standard
Borel spaces X, Y, respectively. We say that E is Borel reducible to F (in symbols,
E <p F)ifthereisaBorelmap f : X — Y suchthatx Eyiff f(x)Ff(y). We denote
by (BER :<p) the QO of Borel equivalence relations with the Borel reducibility.

For any standard Borel space X, denote by X also the equality relation on this
space, and let n be any such space of finite cardinality n. Then we clearly have
1 <p2<p- -+ <pw <R Let Ey be the Vitali equivalence relation on R defined
by:xEpyiff x — y € Q. Then we have the following deep result which includes the so
called Silver Dichotomy and General Glimm-Effros Dichotomy (due to Harrington-
Kechris-Louveau):

Theorem 5.1 The chain 1 < 2 <p --- <p w < R <p Ey is an initial segment of
(BER; <p).

The QO (BER; <p) is very rich, in particular it has no maximal elements (by
the Friedman-Stanley jump theorem). In contrast, the set C B E R of countable Borel
equivalence relations (those with countable equivalence classes) has the greatest
element E., which is equivalent to many natural equivalence relations. For instance,
it was recently shown in [68, 69] that the equivalence relations on the Cantor space
induced by some natural reducibilities in computability theory (e.g., polynomial-time
many-one, polynomial-time Turing, and the arithmetical reducibilities) are Borel
equivalent to E.

According to Feldman-Moore theorem, the countable Borel equivalence relations
coincide with the orbit equivalence relations E induced by Borel actions G x X —
X of (discrete) countable groups G where x Egy iff g - x = y for some g € G. This
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suggests that the QO (CBER; <p) is rich. Is it a WQO? Unfortunately, this is far
from being the case, as the following deep result from [8] demonstrates.

Theorem 5.2 The poset of Borel subsets of N under inclusion can be embedded in
the quasiorder (CBER; <p).

The last result shows that WQO-theory is not directly related to the QO (C BER;
<p). To find such a relation, one probably would have to search for natural substruc-
tures of (C BER; <p) which form WQOs.

5.2 Continuous Reducibility of Borel Equivalence Relations

Although the Borel reducibility from the previous section is quite important due to its
deep relation to classical mathematics, it is in a sense too coarse. For instance, it does
not distinguish between Polish and quasi-Polish spaces of the same cardinality. There
are natural finer versions, the most important of which is continuous reducibility.
Though it may be defined for arbitrary quasi-Polish spaces, we briefly discuss it here
only for the Baire space.

For equivalence relations E, F on N, E is continuously reducible to F, in symbols
E <. F, if there is a continuous function f on A such that for all x, y € N, xEy
iff f(x)Ff(y). The QO (ER(N); <.), where ER(N) is the set of all equivalence
relations on N, and its substructure (BE R(N); <.) formed by Borel equivalence
relations, are extremely complicated, as it follows from Theorem 5.2.

Let (ERy; <.) (resp. (BERy; <.)) be the initial segment of (ER(N); <.) (resp.
(BER(N); <.)) formed by the set ER; of equivalence relations which have at
most k equivalence classes. We relate this substructure to the structure (kN 5 <0)
where 1 <¢ v iff u = p o v o f for some continuous function f on A and for some
permutation ¢ of {0, ..., k — 1}. Since <y implies <y, the results of Sect. 4.2 imply
that (BE Ry; <.) is WQO. The following is straightforward:

Proposition 5.3 Forany?2 < k < w, the function v +— E,, where pE,q iff v(p) =
v(q), induces an isomorphism between the quotient-structures of (kN ; <o) and
(ERk; Sc)

Let B, be the subset of k' formed by the k-patitions whose components are
finite Boolean combinations of open sets. By a result in [34], the quotient-posets of
(Bi; <w) and (Fy; <;) are isomorphic. It is not hard to modify the proof in [34] to
show that the quotient-posets of (By; <¢) and (F; <o) are isomorphic.

5.3 Hierarchies and Reducibilities of Functions

k-Partitions are of course very special functions between spaces, and it is natural
to search for natural hierarchies and reducibilities between functions. Some such
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hierarchies induced by the classical hierarchies of sets are known from the beginning
of DST.

For any family I" of pointclasses and any quasi-Polish spaces X, Y, a function
f : X — Y is I'-measurable if f~'(U) € I'(X) for each open set U C Y. For each
1 <a < wi, let By(X) be the class of Zg—measurable functions. The ascending
sequence { B, (X)}, known as the Baire hierarchy in X exhausts all the Borel functions
and is important for DST.

Equally natural is the hierarchy {D,(X)} formed by the classes from Sect.4.1. It
is also ascending and exhausts the Borel functions [71]. A pleasant property of this
hierarchy is that all of its levels are closed under composition. A problem with both
hierarchies is that they are coarse, but it is not clear how to extend the classical hier-
archy theory of sets (and k-partitions) to these hierarchies of functions (in particular,
we are not aware of natural analogues for the Hausdorff—Kuratowski theorem). Also,
there is no clear relation to WQO-theory so far.

The Borel hierarchy also induces a natural QO <z on Borel functions which
we define only for the Baire space. Associate with any Borel function f on A the
monotone function d; on (w;; <) as follows: df(«) is the smallest 3 with VA €
Z2N)(f1(A) € ZY(N)). Now define the QO <p by: f <p g if Ya(ds(a) <
dy(c)). We do not know whether <p is a WQO but we will see this at least for
some reasonable sets of partial functions (note that the definition works for the Borel
partial functions).

In an attempt to measure the discontinuity of functions, Weihrauch [37, 118] intro-
duced some notions of reducibility for functions on topological spaces. In particular,
the following three notions of reducibility between functions f, g : X — Y on topo-
logical spaces were introduced: f <y g (resp. f <1 g, f <2 g) iff f = go H for
some continuous function H : X — X (resp. f = F o g o H for some continuous
functions H : X — Xand F : Y — Y, f(x) = F(x, g(H(x))) for some continuous
functions H : X — X and F : X x Y — Y). In this way we obtain QOs (Y*; <),
i < 2, on the set of all functions from X to Y.

There are many variations of Weihrauch reducibilities (in particular, for multi-
valued functions or with computable reducing functions in place of continuous ones),
some of which turned out to be useful for understanding the non-computability and
non-continuity of interesting decision problems in computable analysis [14, 37] and
constructive mathematics [ 13]. This research is closely related to reverse mathematics
where similar problems (including intersting problems about WQOs) are treated by
proof-theoretic means [39]. This is now a popular research field, but its relation
to WQO-theory is not clear. Nevertheless, some restricted versions of Weihrauch
reducibilities are relevant.

The notions of Wehrauch reducibilities are nontrivial even for the case of discrete
spaces Y =k = {0, ...,k — 1} with kK < w points, which brings us back to the k-
partitions of X. In this case, <( coincides with the Wadge reducibility of k-partitions
already discussed above (for this reason in the next subsection we reserve the notation
<o for the QO from the previous subsection). We again concentrate on the case
X = N because for the non-zero dimensional spaces the degree structures are often
complicated. Let By be the subset of kN formed by the k-patitions whose components
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are finite Boolean combinations of open sets. In [34] Hertling proved the following
combinatorial description of small fragments of Weihrauch degrees:

Theorem 5.4 The quotient-posets of (By; <;) and of (Fi; <;) are isomorphic for
eachi =1, 2.

For the functions with infinite range, some interesting results about the relation
<, on partial functions on the Baire space were obtained in [15]. The relation <, has
the disadvantage that it does not refine the above-defined relation <g. Some natural
easy properties of <; are collected in the next assertion:

Proposition 5.5 (1) For every A, B C N, A <y B implies cy <1 cp; ca <1 Cp
implies that A <w B or A <y B;andc, = cq, where ca(p) = 1% for p € A
and ca(p) = 0¥ otherwise.

(2) Forevery A, B C N, idy < idp iff A is a retract of B, where id, is the identity
on A.

(3) For every pair of Borel partial functions f, gon N, f < g implies f <p g.

Let Co (resp. C, C*) be the set of partial continuous functions on A with closed
domain (resp. with closed domain and countable range, resp. with compact domain).
In [15] the notion of Cantor-Bendixon rank of a function in C was defined in such
a way that C B(idF) coincides with the classical Cantor-Bendixon rank C B(F) of a
closed set F. Let C,, be the set of functions with Cantor-Bendixon rank a.. Although
it is open whether <; is WQO on C, the following theorem (that collects some results
in [15]) shows that it is WQO on some subsets of C.

Theorem 5.6 (1) The quotient-poset of (C* <)) is a well order of rank w;.

(2) Any two functions from C, with uncountable range are equivalent w.r.t. =;.

(3) Let Q be a subset of C, such that (Q N Cy; <1) is BQO for all o < wy. Then
(Q; <1) is BQO.

(4) The relation of being a retract is WQO on I—I?(./\/).

5.4 Definability and Decidability Issues

One may ask why we are interested in characterizing the degrees of k-partitions
and other degree structures above in terms of “‘combinatorial” objects like labeled
forests. First, any such non-obvious characterization gives new information about
the structures under investigation. Second, the combinatorial objects are much easier
to handle and explore than the degree structures. In particular, the definability and
decidability issues are much easier to study for the labeled forests than for the Wadge
degrees. Such issues (e.g. characterizing the automorphism groups or the complexity
of first-order theories) are important and principal for understanding the natural
degree structures in DST, though they remain much unexplored, to our knowledge.
In contrast, this topic for the natural degree structures in computability theory is a
central theme.
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From the results in Sects.4 and 3.4 we immediately obtain many corollaries
on definability and decidability in the initial segments of the Wadge degrees of
k-partitions. In particular, Theorem 3.10 implies the following:

Theorem 5.7 [. Letk > 3, Q be any set of Borel k-partitions of N that contains the
set By from the previous subsection, and let A be the quotient-poset of (Q; <w).
Then FO(N) <,, FO(A).

2. Let A be the quotient-poset of (By; <w). Then FON) =, FO(A) and
(A;0, ...,k — 1) is biinterpretable with N.

In computability theory, people actively discuss several versions of the so called
biinterpretability conjecture stating that some structures of degrees of unsolvability
are biinterpretable (in parameters) with N (see e.g. [75] and references therein). The
conjecture (which seems still open for the most important cases) is considered as in
a sense the best possible definability result about degree structures. Item (2) above
solves a similar question (even without parameters) for a natural object of DST.

The results at the end of Sects. 5.2 and 3.4 imply the following result from [99]:

Proposition 5.8 Let k > 3 and let A be the quotient-poset of any initial segment of
(ER(N); <.) that contains the set of equivalence relations with components in B.
Then the first-order theory of A is hereditarily undecidable.

A similar undecidability result for the segments of Weihruch’s degrees follows
from the results in Sect. 5.3 and Theorem 3.11. Another natural and important ques-
tion is to study definability and decidability in the fragments of the quotient-poset of
(CBER; <p). Unfortunately, we are not aware of any result in this direction.

6 Hierarchies in Quasi-Polish Spaces

In this section we discuss hierarchies of sets and k-partitions in quasi-Polish spaces
mentioned in Sect.4.3. In particular, we provide set-theoretic descriptions of these
hierarchies, which give some new information even for the classical case of the
Wadge hierarchy in Baire space.

6.1 Hierarchies of Sets

Here we briefly discuss some notions of the hierarchy theory mentioned in the Intro-
duction which provide a convenient language to discuss various concrete hierarchies.
The next definition of a hierarchy of sets was first proposed by Addison [5].
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Definition 6.1 Let X be a set and 7 be an ordinal.

(1) Ann-hierarchy of sets in X is a sequence { H}q <y of subsets of P(X) such that
H, € Hz Nco-Hgforalla < 3 < 1, where co-Hj is the class of complements
of sets in Hy.

(2) The classes H, and co-H, \ H, are non-self-dual levels of {H,}, while the
classes (H, Nco-Hy) \ (Uy_,, Hz N co-Hp) are self-dual levels of {H,}.

(3) Theclasses H, \ co-H,,co-H, \ H,,and (H, N co-H,) \ (Ug«y Hg N co-Hp)
are the components of {H,}.

4) {H,} does not collapse if H, gz co-H, for all @ < 7.

(5) {H,} is non-trivial if H, ¢ co-H, for some o < 1.

(6) {H,}fitsaQO <onlJ, H, if every non-self-dual level is downward closed and
has a largest (up to equivalence) element w.r.t. <.

Further definitions in this subsection were suggested in [87, 88]. The next one
introduces some relations between hierarchies.

Definition 6.2 Let {H,} and {Gg} be hierarchies of sets in X.

(1) {H,} is a refinement of {G g} in a level 3 if UK%}(GW Uco-G,) €U, Ha €
(GgNco-Gp). Such a refinement is called exhaustive if |J, Ho = GsN
co-Gg.

(2) {H,} is a (global) refinement of {G 3} if for any 3 there is an o with H, = Gpg,
and |J, Ho = U3 G-

(3) A hierarchy is discrete in a given level if it has no non-trivial refinements in this
level. A hierarchy is (globally) discrete if it is discrete in each level.

(4) {H,} is an extension of {G s} if the sequence {G 3} is an initial segment of the
sequence {H,}.

(5) {H,} is perfect in a level ( if UKﬂ(H,Y U co-H,) = Hg N co-Hp. A hierarchy
is (globally) perfect if it is perfect in all levels.

For instance, the transfinite Borel hierarchy is an extension of the finite Borel
hierarchy, the Borel hierarchy is an exhaustive refinement of the Luzin hierarchy
in the first level (the Suslin theorem), the Hausdorff hierarchy over any non-zero
level of the Borel hierarchy is an exhaustive refinement of the Borel hierarchy in the
next level (the Hausdorff—Kuratowski theorem), all the classical hierarchies in Baire
space fit the Wadge reducibility, the Wadge hierarchy is perfect.

Next we discuss a technical notion of a base hierarchy (or just a base). By a-base
in X (or just a base) we mean an a-hierarchy of sets £ = {£g}3<, in X such that
each level Lg is a lattice of sets containing ¥, X as elements. The 1-base (£) is
identified with £. Note that any (n + 1)-base (Lo, ..., £,) may be extended to the
w-base {L;}r~, (or even to a longer base) by setting L to be the class of Boolean
combinations of sets in £, for all k > n. In the sequel we deal mostly with 1-bases,
2-bases, w-bases and w;-bases. A o-base is a base every level of which is an upper
o-semilattice.

Let £ be a 1-base. Using the difference operators D, from Sect.2.4, we can
define the finitary version {D, (L)}, of the difference hierarchy over £ with the
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usual inclusions of levels. If £ is a o-base, the infinitary version {L,}<,, Will also
have the usual properties. In particular, if £ is an w-o-base (i.e., a o-base which is
an w-hierarchy), we have the inclusion | J D,(L,) € L,4+1 N co-L,4 for each
n<w.

Thus, we have a natural refinement of any w-base £ in any non-zero level. Take for
simplicity only the finitary refinements. We can continue the refinement process by
adjoining new refinements in any non-discrete level obtained so far. This refinement
process, studied in detail in [88], ends (after collecting all the resulting levels together)
with the fine hierarchy over L of length ¢¢. This hierarchy is a finitary abstract version
of the Wadge hierarchy. Several such hierarchies over concrete bases have interesting
properties [88, 95]. We do not give all details here because in the next subsection we
discuss a more general case. The properties of such hierarchies strongly depend on
some structural properties of classes of sets A C P(X) (see e.g. [65]).

a<wi

Definition 6.3 (1) The class A has the separation property if for every two disjoint
sets A, B € Athereisaset C € ANco-Awith A C C C B.

(2) The class A has the reduction property i.e. for all Cy, C; € A there are disjoint
Cy, C; € Asuchthat C! € C; forbothi < 2 and Cy U C; = C, U Cy. The pair
(C}, Cy) is called a reduct for the pair (Cy, C)).

(3) The class A has the o-reduction property if for each countable sequence
Co, Ci, ... in A there is a countable sequence Cj, C1, ... in A (called a reduct
of Co, Cy, ...) such that C; N C;. =@foralli # jand |J,_, C/ = J;_, Ci.

It is well-known that if .4 has the reduction property then the dual class co-A
has the separation property, but not vice versa, and that if .4 has the o-reduction
property then 4 has the reduction property but not vice versa. Nevertheless, if A
has the reduction property then for any finite sequence (Cy, ..., C,) in C there is a
reduct Cy, ..., C,, € C for (Cy, ..., C,) which is defined similarly to the countable
reduct above.

The next properties of an w-base £ imply good properties of the fine hierarchy
over £ (and if £ is a w-base then also of the infinitary version of the fine hierarchy).

Definition 6.4 Let £ be an w-base (resp. o-base) in X.

(1) L is reducible (resp. o-reducible) if for every n the level £, has the reduction
(resp. o-reduction) property.

(2) L is interpolable (resp. o-interpolable) if for each n < w the class co-L,, 4| has
the separation property and £, Nco-L,; coincides with the class of Boolean
combinations of sets in £,, (resp. with | J D, (Ly)).

a<wi

6.2 Hierarchies of k-Partitions

Here we extend hierarchies of sets from the previous subsection to hierarchies of
k-partitions.
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The discussion in Sect.4 suggests that the levels of hierarchies of k-partitions
should be ordered under inclusion in a more complicated way than for the hierar-
chies of sets. Accordingly, it is not natural to use ordinals to notate the levels of
such hierarchies, as in Definition 6.1. In [98] we looked at the most general case
of hierarchies whose levels are notated by an arbitrary poset P, let us call them
P-hierarchies. Simple considerations show that only in the case where P is WPO
do we have reasonable behaviour in the components of a P-hierarchy (they should
at least partition the sets covered by the P-hierarchy). Accordingly, we stick to hier-
archies named by WQOs. For such hierarchies, reasonable extensions of Definitions
6.1 and 6.2 were suggested in [98, 100].

Our experience with classifying k-partitions suggests to use the QO T;(w) and
its initial segments as notation system for the finitary versions of hierarchies of
k-partitions, and the QO ’T“k(wl) and its initial segments as notation system for the
infinitary versions.

First we consider the infinitary version of the difference hierarchy (DH) of
k-partitions (the finitary version is obtained by sticking to the finite trees). The
notation system for this hierarchy is 7y (for the finitary version — 7). Let £ be
a 1-base in X which is a o-base. Let (T'; ¢) € ’7}, so T C w* is a well-founded tree
andc: T — k.

We say that a k-partition A : X — k is defined by a T-family {B;};cr of L-sets
if Aj = U, er, B, foreachi < k where B, = B, \ | J{B, | 0 O 7}and T; = ¢~ (i).
Note that we automatically have | J_ B, = X. This definition is especially clear for
the case when the family {B;},¢r is reduced (i.e., Br; N B;; = ¥ for all distinct i, j
with 7i, 7j € T) because then {ET}TeT is a partition of X. Note that any reduced
family with | J, B = X defines a k-partition but this fails for the general families.

By the difference hierarchy of k-partitions over L£ we mean the family {£(7)} 7.7
were L(T) is the set of k-partitions defined by T'-families of £-sets. We mention some
properties from [100] (see also [98] where the finitary version is considered).

Proposition 6.5 (1) If L has the o-reduction property then any level L(T) of the
DH coincides with the set of k-partitions defined by the reduced T -families of
L-sets.

(2) If T <, S then L(T) C L(S).

(3) Let f be afunctionon X suchthat f ' (A) € Lforeach A € L. Then A € L(T)
implies Ao f € L(T).

(4) The DH of 2-partitions over L coincides with the DH of sets over L, in particular,
{L(T) | T € T2} ={Da(L), co-Do (L) | o < wi}.

If £ is an w-base in X which is a o-base, the considerations above provide some
basic information on the DHs of k-partitions over any level of £. Obviously, for all n
andT e 77( the level £(T) is contained in the set of k-partitions with the components
inL, 1Nco—L,y.

Now we extend these DHs of k-partitions to the fine hierarchy (FH) of k-partitions.
Its levels are notated by the iterated #-QOs. In [100] we used the initial segment 7Ty (w)
as the notation system (for the finitary case 7;(w) was used in [98]). Simplifying
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notation, we stick to the initial segment 7~7((2), this also means sticking to the 2-base
(Lo, L1). ~ ~

Let (T;c) € Tk (2), so T C w* is a well-founded tree and ¢ : T — 7T, hence
for any 7 € T we have a tree (S7; ¢") = ¢(T) with ¢” : ST — k. We say that a
k-partition A : X — k is defined by families {B;};cr and {C]};er ses™ of L -sets
if B, € £o,CT € L1,and A; = (B, NC] | T €T,o € ST} foreachi < k. Again,
the definition is much clearer for the case when the families { B} and {C_ } are reduced
(for the second family this means C7; N C7; = P foralldistincti, j withoi, o/ € ST,

for each 7 € T) because then {B;},cr is a partition of X and {B. N 6;}0657 is a
partition of B, for each 7 € T. Note that any such reduced family with U,B-=X
defines a k-partition but this fails for the general families.

By the fine hierarchy of k-partitions over (Lo, L;) we mean the family
{L(T)}re7.2) were L(T) is the set of k-partitions defined by T-families of £-sets.
We mention some properties from [100] (see also [98] where the finitary version is
considered). Note that these definitions show that the FH of k-partitions is in a sense
an iterated version of the DHs.

Proposition 6.6 (1) If L is o-reducible then any level L(T) of the FH coincides
with the set of k-partitions defined by the reduced T -families of L-sets.

(2) If T <, S then L(T) C L(S).

(3) Let f be afunction on X such that f ' (A) € Lforeach A € L. Then A € L(T)
implies Ao f € L(T).

(4) The FH of 2-partitions over L coincides with the FH of sets over L, in particular,
{L(T) | T € T2(2)} coincides with the set of levels a < w|" of the FH of sets.

6.3 Hierarchies of Sets in Quasi-Polish Spaces

As we noticed in Sect.4.3 it is not straightforward to extend Wadge hierarchy to
quasi-Polish spaces using the Wadge reducibility in those spaces.

A natural way to do this is to apply the refinement process explained in Sect. 6.1 to
the wy-base Lx = {):(1) +o(X)} in arbitrary quasi-Polish space X. Note that this base
is interpolable. It is o-reducible when X is zero-dimensional but it is not reducible in
general because the level £Y(X) often does not have the reduction property (though
the higher levels always have the o-reduction property [99]).

At the first step of the process we obtain the classical Hausdorff hierarchies over
each level. Further refinements may be done by the construction from the end of the
previous subsection for k = 2. In [100] this was done for the initial segment T e
ﬁ(w) which is semi-linear-ordered with order type A\ = sup{w;, wy", wiwl 1), o
By choosing the trees T with the root label 0, we obtain the increasing sequence of
pointclasses {X,(X)},<) Which is a good candidate to be the (initial segment of)
Wadge hierarchy in X.

From results in [67, 116] it is not hard to deduce that for X = N these classes
coincide with the corresponding levels of Wadge hierarchy in Sect.2.5. This gives
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an alternative (to those in [67, 116]) set-theoretical characterization of these levels.
There is no doubt that this definition maybe extended to T € 7~§(w1) (yielding a set-
theoretical characterization of the levels of Wadge hierarchy within AY) and to the
higher levels.

Some nice properties of the introduced classes may be obtained using the
admissible representations from the end of Sect.2.3. Let § be a total admissi-
ble representation of the quasi-Polish space X. According to the results in [17,
105], A € M0(X) iff 61 (A) € £ M(WN) for all , @ < wy, 6 > 1 (in particular,
A e X0(X) iff 5- 'A) e Z0N) for all 1 < a < wy). In [100] this was extended to
the fact that A € X ,(X) iff 51 (A) € T,(W), for all @ < X. We do believe that this
extends to the whole Wadge hierarchy.

As suggested independently in [77, 100], one can also define the Wadge hierarchy
(Zo(X)}aey in X by o (X) ={A C X | 67'(A) € T,(N)}. One easily checks that
the definition of X (X) does not depend on the choice of 4, | J,,_, Za(X) = B(X),
Y,(X) € Ag(X) forall o < 8 < v, and any X, (X) is downward closed under the
Wadge reducibility on X. This definition is short but gives no real understanding of
how the levels look like. Hence, also in this approach the set-theoretic characterization
of levels is of principal interest.

6.4 Hierarchies of k-Partitions in Quasi-Polish Spaces

Here we extend the hierarchies of the previous subsection to k-partitions. Applying
the general definitions of Sect. 6.2 to the wi-base Lx = {Z,  (X)} in a quasi-Polish
space X we obain the DHs of k-partitions {L,(X, T)};.7, @ < wi, and the FH of
k-partitions {L(X, T)}re7. 2)-

As follows from [100], the results from the previous subsection about the FH
extend to k-pagitions in the following sense: A € L(X,T) iff Aod € LW, T),
for each T € T¢(2). Similarly, for the DHs we have: A e€ L, (X, T) iff Ao €
LN, T),foral A< X, <wp,and T € Ty.

The FH of k-partitions {L(N, T)}rc7. o) 1s related to the Wadge reducibilty of k-
partitions as follows. As we know from Sect.4.2, there is a function
W 72(2) — AO(kN ) inducing an isomorphism between the quotient-posets of the
o-join-irreducible elements in (AO(kN ); <w) and of (72 (2); <p).Forany T € 77<(2)
we have LN, T) = {A € AO(kN) | A <w u(F))}.

7 Hierarchies in Computability Theory

In this section we briefly discuss some hierarchies and reducibilities in computability
theory. They are important because they provide tools for classifying many interest-
ing decision problems in logic and theoretical computer science. The idea to use
reducibilities as a classification tool first appeared in computability theory and later
it was borrowed by many other fields.
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7.1 Preliminaries

We assume that the reader is familiar with the main notions of computability theory
and simply recall some notation and not broadly known definitions. For more details
the reader may use any of the many available books on the subject, e.g. [79, 83].

If not specified otherwise, all functions are assumed in this section to be functions
on w, and all sets to be subsets of w. Thus, for an n-ary partial function ¢, we have
dom(¢) C w" and rng(¢) C w. Instead of (x1,...,x,) € dom(¢p) (x1,...,%x,) ¢
dom(¢)) we sometimes write ¢(x1, ..., x,) | (respectively, ¢(xy, ..., x,) 1). We
assume the reader to be familiar with the computable partial (c.p.) functions, com-
putable (total) functions and computably enumerable (c.e.) sets. For any n > 1,
there is a computable bijection Axy, ..., x,.(x], ..., Xx,) (the Cantor coding func-
tion) between w" and w. This fact reduces many considerations to the case of unary
functions and predicates.

By a numbering we mean any function v with dom(v) = w, and by numbering
of a set S — any numbering v with rng(v) = S. A numbering p is reducible to a
numbering v (in symbols p < v),if u = v o f for some computable function f, and
wis equivalent to v (u = v), if p < v and v < . Relate to any numberings i, v and
to any sequence of numberings {vy}x<, the numberings 1 @ v, and @k v, called
respectively the join of u and v and the infinite join of v, (k < w) defined as follows:

(n®v)(2n) = pn, (LOSV)(2n +1) =wvn, (@ Vi) (X, y) = ve(y).
k

Let {¢,} be the standard numbering of (unary) c.p. functions on w. We assume
the reader to be acquainted with the computations relative to a given set A C w or a
function £ € w* (which in this situation are often called oracles). E.g., such compu-
tations may be formally defined using Turing machines with oracles. Enumerating
all programs for such machines we obtain numberings ¢4 (%) of all partial functions
computable in A (in ).

A numbering v : w — S is complete w.r.t. a € S if for every c.p. function ¢ on w
there is a total computable function g such that v(g(x)) = v(¥(x)) in case ¥ (x) |
and v(g(x)) = a otherwise. For any set S and any a € S, define a unary operation p,
on S¥ as follows: [p,(v)]n = a forv(n) 1 and [p,(v)]n = vv(n) forv(n) |, where
v is the universal p.c. function v({(n, x)) = ¢, (x). These completion operations were
introduced in [84] as a variant of similar operations from [28]. They are very relevant
to fine hierarchies, as the following particular case of results in [84] demonstrates.
The notions related to completeness are relativized to a given oracle A in the obvious
way.

Theorem 7.1 Forevery?2 <k < w, (k*; <,®, po, ..., Pk_1) Is a dc-semilattice.

In case k = 2 the QO (k¥; <) coincides with the QO (P (w); <,,), where <,, is
the m-reducibility, which is a popular structure of computability theory. Another
important QO on P(w) is the Turing reducibility. Recall that A is Turing-reducible
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(T -reducible) to B (in symbols, A <7 B) if A is computable in B, i.e. A = @f for
some n. The Turing jump operator A — A’ on P(w) isdefinedby A’ = {n | A (n) |
}. For any n < w, define the n-th jump A®™ of Aby A® = A and A"+D = (A™Y’,

The arithmetical hierarchy £ = {29}, is an w-base in w. It is reducible but
not interpolable, it does not collapse and fits the m-reducibility. Moreover, @'V
is m-complete in E,(,) 41 for each n < w (see [79]). In the next two subsections we
consider the refining process for this base, concentrating for simplicity on the finitary
hierarchies. Let <# (resp. <”) denote the reducibility of numberings by functions

computable in A (resp. in ™).

7.2 Difference Hierarchies of Sets and k-Partitions

Let {X,,""},1<., be the DH over X{_ . These hierarchies and their transfinite exten-
sions over the Kleene ordinal notation system where thoroughly investigated in [28,
85]. We recall here only their characterizations in terms of suitable jump operators.
Since we will consider several such operators, we give a general notion [87].

By a jump operator we mean a unary operation J on P(w) such that A @ A <,
J(A) and J(A) is a complete numbering w.r.t. O uniformly in A (uniformity in,
say, second condition means the existence of a computable sequence {g.} of total
computable functions such that, for all A, e, x we have: v(g.(x)) = u(goﬁ (x)) in
case p.(x) | and v(g(x)) = 0 otherwise, where v = J(A) : w — {0, 1}). From the
properties of complete numberings it follows that actually we have A @ A <,, J(A).
It is clear that for any set A complete w.r.t. 0 the sequence {J"(A)} of iterates of
J starting from the set A is strictly increasing w.r.t. the m-reducibility, and the
corresponding principal ideals form an w-hierarchy denoted as (J, A).

As mentioned above, if T'J is the Turing jump then (7 J, ¥) is the arithmeti-
cal hierarchy. As observed in [28], the operation mJ(A) = v~ (A @ A), where
v(n, x) = @, (x) is the universal c.p. function, is a jump operator called the m-jump.
By [28], (mJ, #) coincides with the Ershov’s hierarchy {10}, _,. Similarly, if we
take in place of mJ the m-jump relativized to @, for each n < w, we obtain the
DH {%,,""},,<., over 9, [85].

Now consider the DH {ES +1(T)}re7; of k-partitions over ES 41+ This hierarchy
can also be characterized in terms of natural operations on k*. Namely, let p?,i < k,
be the relativization of the operation p; from the end of the previous subsection to
@™ Define the function y : Ty — k“ just as in Sect.4.2, only for the finite forests
and the finitary joins of k-partitions. Let ;" be defined similarly but with p} instead
of p;. Then from (the relativization of) Theorem 7.1 we obtain:

Theorem 7.2 For all 2 <k < w and n < w, the function " induces an embed-
ding of the quotient-poset of (Fy; <p) into that of (k¥; <") (as well of their func-
tional expansions to the signature {®, po, . .., px—1}). Moreover, ES_H(T) ={A|
A=<p"(T)y={A| A <" u"(T)} foreach T € Ti.
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7.3 Fine Hierarchies of Sets and k-Partitions

By the preceding subsection, the DHs over £ = {22 +1}n<w May be characterized in
terms of suitable jump operations. Is there a similar characterization for the FHs?
The answer is positive, and actually the FH of sets was first discovered in [85] in this
way.

Since the jump-characterization is non-trivial and yields additional information on
the FH, we provide some details. Which jump operations to use? Of course, at least the
m-jumps J” relativized to #™, forall n < w. By the preceding subsection, (J2, §) is
the difference hierarchy over £, ;. A wider class of w-hierarchies is constructed by
considering the sets generated from the empty set by all the operations J (n < w),
see [85]. It is not hard to check that in this way we obtain a non-collapsing hierarchy
with order type w®. This already shows that these jump operations do not yield the
whole FH but only its small fragment.

In order to find a sufficient class of jump operations, we defined in [85] an oper-
ation r : §¥ x §¥ x k¥ — S (where S is a set and 2 < k < w) that includes the
jump operations above, the Turing jump and many others. We set r(u, v, f) =
D, pf(n)(u). Then r(u, Ax.a, f) = p;{(u) for all a € S, hence r generalizes the
operations of completion from Sect. 7.1. Note that for S = k = 2 the operation r is
a ternary operation on sets satisfying r(w, ¥, A) = A’, hence r generalizes also the
Turing jump. It induces also several other jump operators. Namely, for any sets B
and C, if B is complete w.r.t. 0 then A — r(A @ A, B, C) is a jump operator. This
follows from the definition and the property that if v is f-complete w.r.t. a then so
is also the numbering r (i, v, f). The last property together with other properties of
r generalizing the properties of the completion operations were established in [85].
These properties play a central role in the algebraic proof of the result below that
classifies elements of the subalgebra generated by the operations r, “and @ from ¢
within 2“. As a corollary, we obtain the jump-characterization of the FH of sets over
L. For details and much of additional information see e.g. [88, 98].

We conclude this subsection with the brief discussion of the FH {£(T)}re7 ()
of k-partitions over £. We define by induction on m the sequence {p],}, of func-
tions pf}, : T € Te(m + 1) — k* as follows. Let pjj := p* (where p is defined before
Theorem 7.2) and suppose by induction that p/;,, n > 0, are defined.

Let (T;¢c) € Te(m+2),s0 ¢ : T — Ti(m + 1). Relate to any node o € T the
k-partition pr(c) by induction on the rank rk(o) of o in (T; 3) as follows:
if rk(o) =0 then pr(o) := pﬁfl(Q) where Q = c(0) € Tir(m + 1); otherwise,
pr(@) == r(@{pr(on) | n <w,on € T}, pF1(Q), #™). We set Pt (T) =
pr ().

From the properties of r in [85, 88] and Proposition 3.2 it follows by induction on
m that p}} induces an embedding of the quotient-poset of (7 (m + 1); <;) into that
of (k“; <), and pj, |, extends p};, modulo =", Therefore, p" := | J,, p}, induces an
embedding of the quotient-poset of (7; (w); <p) into that of (k¥; <"). Setp := pO and
extend p to 7 (w) by p(F) := Plor(n) | n < w, (n) € T} where T := {c} U F.
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Theorem 7.3 For each 2 < k < w, the function p induces an embedding of the
quotient-poset of (T (w); <p) into that of (k“; <) (as well as of their functional
expansions). Moreover, L(T) = {A | A < p(T)} foreach T € Ti(w).

7.4 Natural Degrees

As is well known, the degree structures in computability theory are extremely rich
and complicated, including the structures of many-one and Turing degrees. Some of
these degrees (e.g., those obtained by iterating the Turing or the m-jumps starting
from the empty set) are “natural” in the sense that they are equivalent to a lot of
sets appearing in mathematical practice (outside the computability theory). It turns
out that in fact only a small number of degrees are “natural” in this sense (e.g., no
“natural” non-computable set strictly below ¢’ under Turing reducibility is known).

A main idea of [85] was to find in the rich structure of the m-degrees of
(hyper-)arithmetical sets a natural easy substructure that contains m-degrees of all
sets which appear naturally in mathematics. In this search we tried to expand the
structure of m-degrees with natural jump operations and then look at the degrees
generated from the empty set, as explained above. The result was the discovery of
the FH of this section which was later characterized set-theoretically [87, 88] as the
abstract finitary version of the Wadge hierarchy. Moreover, it was described [87]
how to obtain the Wadge hierarchy from the FH using the uniform relativization and
taking the “limit” on the oracles.

In parallel, it was formally proved in [11, 104, 108] (using game-theoretic tech-
niques) that the “natural” Turing degrees are, essentially, the iterates of the Turing
jump through the transfinite.

Recently [63], a similar result was achieved for the “natural” m-degrees, under
a precise notion of “naturalness” based on the uniform relativizations. Namely, a
function f : N — P(w) is uniformly (<7, <,,)-preserving if, for every X, Y € N,
X <7 Y implies f(X) <,, f(Y) uniformly, i.e., there is a computable function « on
w such that, for all X, Y € N and e € w, the condition “X <7 Y via ¢” implies that
f(X) < f(Y) viau(e). The uniformly (=7, =,,)-preserving functions are defined
in the same way. It is easy to see that the m-degrees of sets complete in the levels of
the FH are natural in the sense of [63].

In [63] it was shown that the degree structure of the uniformly (=7, =,,)-order
preserving functions under a natural QO of “many-one reducibility on a cone” is
isomorphic to the structure of Wadge degrees. Moreover, the result holds for Q% in
place of 2% = P(w) in the definition above, where Q is an arbitrary BQO. The proof
heavily uses a generalization of Theorem 3.3. This is another demonstration of the
interplay between computability theory and DST.
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8 Hierarchies in Automata Theory

In this section we discuss some hierarchies and reducibilities arising in automata
theory. Automata theory is an important part of computer science with many deep
applications. In fact, many results of this extensive field became already a part of the
information technology being realized in most of the existing hardware and software
systems. At the same time, automata theory remains an area of active research, with
many open problems. The theory is naturally divided in two parts devoted to the study
of finite and infinite behavior of computing devices. A positive feature of this field
is that many important decision problems concerning deterministic finite automata
(dfa’s) are decidable. Accordingly, much effort is devoted to finding the optimal
decision algorithms and to the complexity issues.

Investigation of the infinite behavior of computing devices is of great interest
for computer science because many hardware and software concurrent systems (like
processors or operating systems) may not terminate. In many cases, the infinite
behavior of a device is captured by the notion of w-language recognized by the device.
The most basic notion of this field is that of regular w-languages, i.e. w-languages
recognized by finite automata. Regular w-languages play an important role in the
theory and technology of specification and verification of finite state systems.

Regular w-languages were introduced by J.R. Biichi in the 1960s and studied by
many people including B.A. Trakhtenbrot, R. McNaughton and M.O. Rabin. The
subject quickly developed into a rich topic with several deep applications. Much
information and references on the subject may be found e.g. in [78, 111-113, 117].
We assume the reader to be familiar with the standard notions and facts of automata
theory which may be found e.g. in [78, 111].

8.1 Preliminaries

If not stated otherwise, A denotes some finite alphabet with at least two letters. Let
A* and AT be the sets of finite (respectively, of finite non-empty) words over A. Sets
of words are called languages. We mainly use the logical approach to the theory of
regular languages. This is the reason why we mostly deal with subsets of A™ (they
correspond to the non-empty structures, the empty structure is excluded because
dealing with it in logic is not usual). With suitable changes analogs of the results
below hold also for the subsets of A*.

By an automaton (over A) we mean a triple M = (Q, A, f) consisting of a
finite non-empty set Q of states, the input alphabet A and a transition function
f: O x A— Q. The transition function is naturally extended to the function f :
0 x A* — Q defined by induction f(g,e) =¢q and f(q,u -x) = f(f(q,u), x),
where ¢ is the empty word, u € A* and x € A. A word acceptoris a triple (M, i, F)
consisting of an automaton M, an initial state i of M and a set of final states F C Q.
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Such an acceptor recognizes the language L(M,i, F) ={u € A* | f(i,u) € F}.
Languages recognized by such acceptors are called regular.

Relate to any alphabet A = {a,...} the signatures o= {<, Q,,...} and
oc={<,04,...,L, T, p,s}, where < is a binary relation symbol, Q, (for any
a € A) is a unary relation symbol, L and T are constant symbols, and p, s are
unary function symbols. A word u = ug...u, € A* may be considered as a struc-
ture u = ({0, ..., n}; <, Qq, ...) of signature o, where < has its usual meaning,
Q,(a € A) are unary predicates on {0, . .., n} defined by Q,(i) <> u; = a, the sym-
bols L and T denote the least and the greatest elements, while p and s are respectively
the predecessor and successor functions on {0, . . ., n} (with p(0) = Oand s(n) = n).

For a sentence ¢ of o, set L, = {u € A" | u = ¢}. Sentences ¢, ¢ are treated
as equivalent when L, = L. A language is F' O,-axiomatizable if it is of the form
L, for some first-order sentence ¢ of signature o. Similar notions apply to other
signatures in place of o. It is well-known (see e.g. [78, 107]) that the class of
F O,-definable languages (as well as the class of F'O,-definable languages) coin-
cides with the important class of regular aperiodic languages which are also known
as star-free languages.

By initial automaton (over A) we mean a tuple (Q, A, f, i) consisting of a dfa
(0, A, f) and an initial state i € Q. Similarly to the function f : O x A* — O, we
may define the function f : Q x AY — Q“ by f(q,&)(n) = f(g,€ | n). Relate to
any initial automaton M the set of cycles Car = {fa(§) | £ € A¥} where faq(E)
is the set of states which occur infinitely often in the sequence f (i, ) € Q“.

A Muller acceptor has the form (M, F) where M is an initial automaton and
F C Cy;itrecognizesthe set L(M, F) = {€ € A¥ | famq(€) € F}. Itis well known
that Muller acceptors recognize exactly the regular w-languages called also just
regular sets. The class R of all regular w-languages is a proper subclass of AJ(A¥).

8.2 Well Quasiorders and Regular Languages

A basic fact of automata theory (Myhill-Nerode theorem) states that a language
L C A*isregular iff it is closed w.r.t. some congruence of finite index on A* (recall
that a congruence is an equivalence relation = such that u = v implies xuy = xvy,
for all x, y € A*). In [24] the following version of Myhill-Nerode theorem was
established:

Theorem 8.1 A language L C A* is regular iff it is upward closed w.r.t. some mono-
tone WQO on A* (where a QO < on A* is monotone if u < v implies xuy < xvy,
forall x,y € A¥).

Note that any congruence = of finite index on A* is a monotone WQO on A* such
that the quotient-poset of (A*; =) is a finite antichain. As observed in Proposition
6.3.1 of [23], an equivalence on A* is a congruence of finite index iff it is a monotone
WQO.
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Associate with any monotone WQO < on A* the class L. of upward closed
sets in (A*; <). Then L< is a lattice of regular sets. Clearly, L< is closed under the
complement iff < is a congruence of finite index. In the literature one can find many
examples of monotone QOs < for which L is a finite lattice not closed under the
complement (in particular, such examples arise from one-sided Ehrenfeucht-Fraissé
games, see e.g. [96]).

Are there other interesting examples of monotone WQOs? An important example
is given by the subword relation <* from Sect.3.1; in this case L« is infinite. As
observed independently in [32] and [90], L.« coincides with X7, hence there is
a relation to the logical approach to automata theory (see the next subsection for
additional details). There are other natural examples, for instance for each k < w
the following relations <; on non-empty words studied e.g. in [32, 90, 106]: u <;
v,ifu=ve A or u,v e A>, pr(m) = pr(v), si(u) = sx(v), and there is a k-
embedding f : u — v. Here p;(u) (resp. sx(u)) is the prefix (resp., suffix) of u of
length k, and the k-embedding f is a monotone injective function from {0. . .., |u| —
1} to {0....,|v] — 1} such that u(i)---u(@ +k) =v(f(@i)) - -v(f@E) + k) for all
i < |u| — k. Note that the relation <, coincides with the subword relation.

It would be of interest to have more examples of natural monotone WQOs or
maybe even a characterization of a wide class of monotone WQOs, in order to
understand which classes of regular languages may be obtained in this way. Theorem
8.1 turned out useful in the study of rewriting systems, serving as a tool to prove
regularity of languages obtained by such systems. Many interesting facts on this
may be found in [23] and references therein. This interesting direction has a strong
semigroup-theoretic flavour.

Another development of Theorem 8.1 was initiated in [76] where some analogues
of this theorem for infinite words were found. A QO < on AY is a periodic extension of
aQO <on A*if Vi < w(u; < v;) implies ugu; --- < vov;--- andVp € A¥Ju, v €
A*(p < uv¥ A uv® < p). Clearly, every periodic extension of a monotone WQO on
A*is WQO on A“. For instance, the subword relation on infinite words is a periodic
extension of the subword relation on finite words and is therefore WQO. A basic fact
in [76] is the following characterization of regular w-languages.

Theorem 8.2 An w-language L C A¥ is regular iff it is upward closed w.r.t. some
periodic extension of a monotone WQO on A*.

Relate to any monotone WQO < on A* the class £% of upward closed sets
in (A¥; <), for some periodic extension < of <. Then _Cﬁ is a class of regular
w-languages. To our knowledge, almost nothing is known on which classes of regular
w-languages are obtained in this way. It seems natural to explore possible relation-
ships of such classes to the “logical” hierarchies of regular w-languages which are
important but are much less understood than the logical hierarchies of languages in
the next subsection. For some information on logical hierarchies of regular languages
see e.g. [19, 78] and references therein.
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8.3 Hierarchies of Regular Languages

We denote by X7 the class of languages that can be axiomatized by a X0-sentence of
signature o. The classes X/, are defined analogously with respect to p. There is a level-
wise correspondence of these classes to the well-known concatenation hierarchies
of automata theory (see e.g. [78, 107, 113]).

The w-bases £7 = {X7} and L” = {Z}} do not collapse, and they are neither
reducible nor interpolable (see e.g. [96] and references therein). In [110] a natu-
ral reducibility <,r, by quantifier-free formulas of signature p was introduced and
studied. This reducibility fits the hierarchy L.

One can of course consider the refinements of the hierarchies £ and £”. Among
these, the difference hierarchies of sets were studied in detail, see e.g. [32, 33, 90,
96, 106]. Note that many variants of the mentioned hierarchies and reducibilities on
regular languages were also considered in the literature (say, for other signatures or
other logics in place of the first-order logic).

The main problems about the mentioned hierarchies concern decidability of the
corresponding classes of languages or relations between languages (if the languages
are given, say, by recognizing automata). Many such decidability problems turn out
to be complicated, in particular the decidability of only lower levels of the mentioned
hierarchies is currently known.

The relation of this theme to WQOs was not investigated systematically, though
the relation to some WQOs was used in proving decidability of levels of the DHs
over X¢ (and also for some other natural bases, see [32, 90, 96]). Such algorithms are
based on the characterization of X7 in terms of the subword partial order mentioned
in the previous subsection. Applicability of WQO-theory to higher levels remains
unclear.

Concerning the quantifier-free reducibilities, some interesting structural results
were obtained in [96, 110]. The relation <, is not WQO on the regular languages
but it is open whether <,, is WQO on the regular aperiodic languages (or at least
on some reasonable subclasses).

The mentioned “logical’ hierarchies of regular languages may be defined a similar
way for the regular w-languages, and it is known that this extension brings many new
aspects, in particular one has to deal with the topological issues (see e.g. [19] and
references therein). The relation to WQO-theory is not clear.

8.4 Hierarchies of w-Regular Languages and k-Partitions

On the class R of regular w-languages there is a natural 2-base £ = (RN XY,
RN 2‘2)). As shown in [89], this base is reducible and interpolable. There is also
a natural reducibility <p, that fits this hierarchy (namely, the reducibility by the so-
called deterministic asynchronous finite transducers [117], i.e., by dfa’s with output
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which may print a word at any step). One can also consider the Wadge reducibility,
which is denoted in [117] by <c¢4; it does not fit this hierarchy.

In [117] K. Wagner gave in a sense the finest possible topological classification
of regular w-languages which subsumes several hierarchies considered before him.
Among his main results are the following:

(1) The QO (R; <ca) is semi-well-ordered with the order type w".

(2) The C A-reducibility coincides on R with the D A-reducibility.

(3) Every level of the hierarchy formed by the principal ideals of (R; <p,) is decid-
able.

In [89] the Wagner hierarchy was related to the Wadge hierarchy and to the author’s
fine hierarchy, namely it is just the FH of sets over L.

Here we briefly discuss the extension of the Wagner hierarchy to the w-regular
k-partitions, the class of which is denoted by R;. Recall from [97] that a Muller
k-acceptor is a pair (A, ¢) where A is an automaton and ¢ : C 4 — k a k-partition
of C 4. Such a k-acceptor recognizes the k-partition L(A, ¢) = co f4 where fy4 :
A¥ — C 4 is the function defined in Sect.8.1 As shown in [97], a k-partition L :
A¥ — k isregular iff it is recognized by a Muller k-acceptor. Below we also use the
2-base M = (Y, Eg). The main results in [97] maybe summarized as follows:

Theorem 8.3 (1) The quotient-posets of (7;“(2); <n), Ry <ca) and (Ri; <pa)
are isomorphic.

(2) The relations <c4 and <p, coincide on Ry.

(3) Every level L(T) of the FH of k-partitions over L is decidable.

(4) Foreach T € T;(2), L(T) = Ry N M(T).

Item (2) is obtained by applying the Biichi-Landweber theorem on infinite regular
games [12]. The proof of item (1) is similar to that in Sect.4.2, but first we have to
define the corresponding operations on k4”, where A = {0, 1, ...} is a finite alphabet.
This needs some coding because here we work with the compact Cantor space A%
while in Sect.4.2 with the Baire space where the coding is easier.

Foralli < kand A € k4", define the k-partition p; (A) as follows: [ p; (A)](€) =i,
if £ ¢ 0"1XY, otherwise [p;(A)](&§) = A(n) where & = 0"17).

Next we define unary operations qo, . . ., gx—; on k4. To simplify notation, we
do this only for the particular case A = {0, 1} (the general case is treated similarly).
Define a DA-function f : 3 — 2¥ by f(xgx;---) = XoX; - - - Where xg, x1... < 3
and 0 = 110000, T = 110100, 2 = 110010 (in the same way we may define f :
3* — 2*). Obviously, f(3“) e RN H?(A”) and there is a D A-function f : 2% —
3“ such that fj o f =ids. For all i <k and k-partitions A of X, define the
k-partition g;(A) as follows: [¢;(A)](§) =i, if £ ¢ f(3¥) vVpIn = p({[n,n+
51=12), [q: (A& = A(f1(§), if § € f(2¥), and [¢;(A)](§) = A(n) in the other
cases, where £ = f(03n) for some o € 3“ and n € 2.

Finally, we define the binary operation + on k4" as follows. Define a D A-function
g: XY — XYby g(xpx;---) =x00x;0--- where xo, x1, ... € X (in the same way
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we may define g : X* — X™). Obviously, g(A¥) e RN H?(A“) and thereisa DA-
function g; : A¥ — X* such that g; o g = idx.. For all k-partitions A, B of X“,
we set: [A 4+ B](§) = A(g,1(§)) if € € g(X*), otherwise [A + B](§) = B(n), where
& =g(o)inforsome o € A¥,i € A\ {0} and n € A“.

The operations p;, g;, + have the same properties as the corresponding opera-
tions in Sect. 4.2 (only this time we have no infinite disjoint union, so we speak e.g.
about dc-semilatices instead of the dco-semilatices). Therefore, defining the func-
tions p, v, p just as in Sect.4.2 (but for finite trees 7') we get that p : 7,7(2) — kA
induces the embedding of the quotient-poset of (7;”(2); <;) into those of (Ry; <ca)
and (Ry; <pa). Moreover, one easily checks that for any 7T € T(2), p(T) is
C A-complete in M(T) and D A-complete in L(T).

That this embedding is in fact an isomorphism, and that items (3), (4) hold, follows
from analysing some invariants of the Muller k-acceptors A based on the QOs <
and <, on the set of cycles C 4 which extends a standard technique in the Wagner
hierarchy.

9 Conclusion

When this paper was under review, Arxiv preprint of [64] appeared which contains
important results on Wadge degrees. It gives a characterization of the quotient-poset
of

(Q*; <*) from Theorem 3.3 for every countable BQO Q. Unifying notation, we
denote (Q*; <*) as (B(QV); <) and call elements of O Q- partltlons of N. In
fact, the authors of [64] also characterize the quotient-poset of (A1 +(}(Q ) <w)
for each @ < w; where AHQ(Q ) consists of all A : A/ — Q such that A™'(g) €

AV (N) forevery g € Q.

As in Sect.4.2, the charactenzanon uses a suitable iteration N T.(0) of the intro-
duced in [100] operator T on the class of all BQOs starting from Q, and an exten-
sion £ : TH(Q) — X +(W(QN ) of our embedding . Using an induction on BQO
(ZHQ(Q ); <w) one can show that for every A € EIM(QN) thereis F € Tu(Q)
with Q (F) =y A; this yields the desired isomorphism of quotient-posets. Thus, the
idea and the scheme of proof is the same as in [100, 101] but the proof of surjectivity
of Q in [64] is quite different from our proof of particular cases. The proof in [64]
uses a nice extension of the notion of conciliatory set [22] to Q-partitions and a deep
relation of this field to some basic facts about Turing degrees.

We conclude this survey with collecting some open questions which seem of
interest to the discussed topic:

(1) What are the maximal order types of the concrete BPOs mentioned in the paper
(except those which are semi-well-ordered or are already known).

(2) Characterize the maximal order types of computable WPOs of rank w (or any
other infinite computable ordinal).
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(3) Characterize the degree spectra of countable WPOs. In particular, is it true that
for any given countable graph there is a countable WPO with the same degree
spectrum?

(4) Associate with any WPO P the function fp : rk(P) — w by: fp(a) is the
cardinality of {x € P | rkp(x) = a}. Is there a computable WPO P such that
fp is not computable?

(5) Characterize the finite posets Q for which the first-order theory of the quotient-
poset of 75 is decidable.

(6) Is there a finite poset Q of width > 3 such that the automorphism groups of Q
and of the quotient-poset of 7"QJ are not isomorphic?

(7) Extend the above-mentioned characterizations of the initial segments of
Q-partitions of Baire space (Q is BQO) beyond the Borel Q-partitions.
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A Combinatorial Bound for a Restricted m
Form of the Termination Theorem Gy

Silvia Steila

Abstract We present acombinatorial bound for the H-bounded version of the Termi-
nation Theorem. As a consequence we improve the result by Solovay and Ketonen
on the relationship between the Paris—Harrington Theorem and the Fast Growing
Hierarchy.

1 Introduction

A transition-based program is a triple P = (S, I, R), where S is the set of states of
P, I C S is the set of initial states and R C S x S is the transition relation of P.
A computation is a maximal R-decreasing sequence of states, which starts in some
initial state. The set of accessible states (in symbols Acc) is the set of all states which
appear in some computation. A program P is ferminating if its transition relation
restricted to the accessible states (R N (Acc x Acc)) is well-founded (i.e., there are
no infinite computations).

In [12] Podelski and Rybalchenko characterized the termination of transition-
based programs via disjunctively well-founded transition invariants. A transition
invariant T for P is a superset of the transitive closure of the transition relation of P
restricted to the accessible states, namely T 2 RTN (Acc x Acc). T is disjunctively
well-founded if it is the finite union of well-founded relations.

The Termination Theorem by Podelski and Rybalchenko states that a transition-
based program P is terminating if and only if there exists a disjunctively well-
founded transition invariant for P, i.e., there exists a natural number k and k-many
well-founded relations, whose union contains the transition relation of P.

The original proof of the Termination Theorem makes use of Ramsey’s Theorem
for pairs [13] which is a purely classical result [15]. Therefore the extraction of
bounds from that proof is a non-trivial task. As Gasarch [4] pointed out, the methods
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described are used by real program checkers. Hence the importance of studying
bounds for termination.

In this paper a bound for a transition-based program P = (S, I, R) is a function
which associates to every input of P, a natural number greater or equal to the number
of steps computed by P. By unfolding definitions, it is a function that associates to
every s € I, a natural number greater or equal to the length of every R-decreasing
sequence from s.

In [2] bounds are extracted by considering an intuitionistic proof of the Termina-
tion Theorem which exploits the definition of inductive well-foundedness. In [18]
there is a different intuitionistic proof of the Termination Theorem. As far as we
know, no bound analysis based on this argument has been conducted.

In [1] bounds are extracted by using Spector’s bar recursion, while in [17] the
termination analysis is investigated from the point of view of Reverse Mathematics.

All these approaches highlighted that the class of functions computable by a pro-
gram for which there exists a disjunctively well-founded transition invariant whose
relations have primitive recursive weight functions is exactly the class of primitive
recursive functions. Where a weight function for a binary relation R C S is a func-
tion f : S — Nsuch that forany x, y € S

xRy = f(x) < f(y).

For short we say that a disjunctively well-founded transition invariant has height
w if it is composed of primitive recursive relations with primitive recursive weight
functions.

As shown in [17], this restricted form of the Termination Theorem can be related to
some corollary of the Paris—Harrington Theorem for pairs [11] over RC A{j, namely
the Weak Paris—Harrington Theorem. Let us denote by F, the A-th class of the Fast
Growing Hierarchy. This connection, together with a result by Solovay and Ketonen
[7, Theorem 6.7] which relates the Fast Growing Hierarchy to the Paris—Harrington
Theorem, yields that if we have k-many relations whose weight functions are in 7,
then R is bounded by a function in Fj,s;,. Hence there is a function f € Fy 544,
such that, for every state s, f(s) is greater or equal of the length of any R-decreasing
sequence which starts in s.

This bound is not optimal, as shown by Figueira et al. [3], who provided instead
an optimal bound in Fjmax(n—1,1; by exploiting their bound for the Dickson Lemma.
Indeed from any computation of a program which has a transition invariant composed
of k-many relations with weight functions, we can extract a “bad”-sequence for the
well-quasi order N¥ (see Sect.3). We conjecture that the bound provided in [3] may
be formalized in RC Aj plus the assumption of the totality of every function in F,
(in symbols Tot(F})). From that we would extract an improved version of the result
by Solovay and Ketonen, but only for the Weak Paris—Harrington Theorem.

This work, extracted from the Phd Thesis of the author [16], provides a com-
binatorial bound for the H-bounded version of the Termination Theorem, which is
proved to be equivalent to the Paris—Harrington Theorem in [17]. This version of
the Termination Theorem is based on the notion of H-well-foundedness. We say
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that a relation is H-well-founded if and only if any infinite transitive sequence of
elements contains an increasing pair. For transitive relations being H-well founded
is equivalent to being well-founded. Note that if R is a well-quasi order then R is
H-well-founded, as R is transitive, while the vice versa does not hold.

As aconsequence of our bound we get a stronger version of Solovay and Ketonen’s
result. Namely, for every natural number k, Tot(Fjs) implies the Paris—Harrington
Theorem (PH,%) for pairs in k-many colors over RC Ajj: for every a € N there exists a
b € Nsuch that for every coloring ¢ : [[a, b]]*> — k there exists a finite homogeneous
set H C [a, b] such that min H < |H|. We prove that Tot(F;) is enough to derive
PH;.

2 Background Material

Starting point of this paper is the relation of some restricted forms of the Termina-
tion Theorem and some restricted forms of the Paris—Harrington Theorem for pairs,
presented in [17].

We work over RC Afj, which is defined for the language of second order arithmetic
enriched with an exponential operation (e.g., [14]). RCA{ consists of the basic
axioms together with the exponentiation axioms (elementary function arithmetic),
AJ induction and AY-comprehension. Since in RC A, there exists the exponential
function, RCAg = RCAj + E?-induction [14, Sect. X.4].

2.1 Fast Growing Hierarchy
We denote with F; the usual k-class of the Fast Growing Hierarchy [9]. Define

Fo(x) =x+1,
Fop(x) = Fn(x_H)(x)-

Then Fj is the closure under limited recursion and substitution of the set of
functions defined by constant, projections, sum and Fj, for all 4 < k. We need also
to recall some results by Lob and Wainer [9].

Proposition1 [. Forallk,k',n,m,x,y € N:

o x <y = F!(x) < F!(y);
em<n = I"(x) < F!'(x),
o k <kl = F/'(x) < F})(x), with equality holding only ifn = x = 0.

2. Forevery k € N and for each f € Fy, there exists n € N such that for every x
F(x) = F(x).
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Due to these results we directly get the following.

Corollary 2 If f € F; and g € Fy, for some k, k' € N, then the function h(x) =
FI(x) is in Fraxtk+1.1)-

Proof Letm,n € Nsuch that f(x) < F;"(x) and g(x) < F};(x). Therefore

hx) < E ) < B B () < Fio mER (D).

2.2 Paris—Harrington Theorem

The Paris—Harrington Theorem [11] is a strengthened version of finite Ramsey’s
Theorem which implies the consistency of Peano Arithmetic.

Given X C N we denote with [X]? the complete graph on X: any subset {x, y} of
X, for x and y distinct, is an edge of the graph. Given k € N, any map ¢ : [N]*> — k
is called a coloring of [X]? in k colors. If c({x, y}) =i < k, then we say that the
edge {x, y} has color i or that x and y are connected in color i.

Given a coloring ¢ : [X]? —> k,asetY C X is homogeneous if there exists i € k
such that for every x,y € Y c({x, y}) = i. The Paris—Harrington Theorem states
that for any coloring ¢ : [X]*> — k over the edges of the complete graph on some
infinite set X € N in k-many colors, there exists a finite homogeneous set H such
that min H < |H|. Following the approach of [17], we can slice this statement with
respect to the complexity of the set X. For every natural number /. and k we define

(PHZ’Z): Given f,g:N — N such that ge F,_; and for all n e N f(n+1) <
g(f(n)), for all coloring c : [ran( f )]> = k, there exists a homogeneous set H for ¢
such that min H < |H|.

The Weak Paris—Harrington Theorem is an immediate corollary of the Paris—
Harrington Theorem which turns out to be important, for the sake of termina-
tion analysis. A set Y € X is weakly homogeneous if its increasing enumeration
Y ={y <y <--- <y, <---}issuch that there exists i € k such that for every n
c({yu, yn+1}) = i. The Weak Paris—Harrington Theorem states that for any coloring
¢ : [X]? — k over the edges of the complete graph on some infinite set X € N in k-
many colors, there exists a finite weakly homogeneous set H such thatmin H < |H|.
Once again we can consider the restricted version for any natural numbers % and k.

(WPH/"?): Given f,g: N — N such that g € Fj,_; and foralln € N f(n + 1) <
g(f (n)), for all coloring c : [ran(f)]> — k, there exists a weakly homogeneous set
H for ¢ such that min H < |H|.

Solovay and Ketonen in [7, Theorem 6.7] proved that for any natural number
k, (k + 5)-LRG" implies PH]"%, where (k + 5)-LRG" is a statement equivalent to
Tot(Fr4n+s) (for more details see for example [17, Sect. 8]). In particular they show
that for every a, b € Nif [a, b]is (k + 5)-LRG then for every c : [[a, b11> — k there
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exists a finite homogeneous set H such that min H < |H|. Due to the relation with
the Fast Growing Hierarchy we get that Tot(F5) implies that for every a € N there
exists a b € N such that for every coloring c : [[a, b]]*? — k there exists a finite
homogeneous set H C [a, b] such that min H < |H|. Solovay and Ketonen’s result
formalizes over RC Aj.

2.3 Restricted Forms of the Termination Theorem

Given a deterministic binary relation R with transition function? : N — N (i.e.,, R =
{(t(x), x) : x €ran(t) U I}), we say that R is the graph of a function' in F;, if there
exists g € Fj suchthatforallx € S, f(x) < g(x). We say that R has control function
in Fy, if there exists g € Fy, such that foralln € Nand any x € S, " (x) < g(n, x).

Remark 3 Note that if R is a graph of a function in F; with witness g, then R has
control function in Fj, ;. Indeed forany n € Nand x € S, t"(x) < ¢"(x).

As already mentioned in the introduction, in this paper we will deal with two
restricted versions of the Termination Theorem. The first one is the Termination
Theorem for weight functions:

(k-TT"): Let R be a deterministic binary relation which is a graph of a function in
Fu—1.If there exists a disjunctively well-founded transition invariant for R composed
of k-many relations with corresponding weight functions f; € 7, then R is well-
founded.

Working in RC A§j + Tot(F},) we can prove that for every natural number , k-TT"
implies WPH’,Z’2 [17, Theorem 7.1]. For the sake of completeness we recall the
argument.

Theorem 4 (RCA{ + Tot(Fy), [17]) For any natural number k,
k-TT" = WPH?.

Proof Assume by contradiction that there exist X and ¢ : [X]*> — k such that, there
is no weakly homogeneous set H for ¢ such that min H < |H|. For any i € k, define
R; as follows:

XRy <= y<xArx,ye X Ac{y,x}) =i.
We claim that R; has height w for any i € k. Indeed, give f, g : N — N such that

X={f@G@):ieN},ge Fy_yandforanyn f(n+ 1) < g(f(n)), we can define a
weight function f; : X — N, by limited recursion in F},:

In our context R is the graph of the function ¢ if R = {(t(x), x) : x € ran(t) U I}.
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fO) ifn=0;
w(n) otherwise;

wn) =min ({f;i(f(m)) —1:m <n A c({f(m), f(n)}) =i} U{f()})
fitf(n) = f(n).

fi(f(n)) =

Note that f € Fy, since for any n we have f(n) < g"(f(0)) and g € Fj,_;. Note
that f; is a weight function, since if xR;y then c¢({y,x}) =i and y < x and so
fi(x) < f;(y). Moreover for any x € X we have f;(x) > 0. Otherwise there should
exist yp > --- > y; such that

YoRiy1...Riy1 = x,

where [ > Yy, due to the definition of f; and since X C N. This is a contradiction
since we assumed that there is no weakly homogeneous sets for c. Then each R; has
weight function f; € Fy,.

Therefore, by applying k-TT", {(f(n+ 1), f(n)) :n e N} C ({R; :i €k}
should be well-founded, but this is a contradiction.

The second version of the Termination Theorem is stronger than the one above and
itis based on the notion of H-bound (where H means homogeneous). A H-bound for a
binary relation R is a function f : S — N such that for every R-decreasing transitive
sequence (aop, ..., a;—1),] < f(ap),i.e, any decreasing transitive R-sequence starting
from a is shorter than f(a).

(k—TTZ): Let R be a deterministic binary relation which is a graph of a function in
Fu—1.If there exists a disjunctively well-founded transition invariant for R composed
of k-many relations with H-bounds f; € F,, R is well-founded.

Over RCAj; + Tot(F},), for every natural number &, k-TT}}{ implies PHZ’2 [17,
Theorem 7.3]. Once again we recall the argument of this implication, for the purpose
of clarification.

Theorem 5 (RCAj + Tot(Fy), [17])
k-TT}, = PH}?.

Proof Assumethatc : [X]*> — khasnohomogeneous set H suchthatmin H < |H|.
Then we define,

XRy <= y<xAx,ye X Ac{y,x}) =i.

Then let f; be the identity function on X. We claim itis a H-bound for any R;. Indeed,
let {x; : j €l) be a decreasing transitive R;-sequence: by unfolding definitions, we
have xog < x; < --- <x;_1 and xpR;x, forany 0 <a < b < . If fi(xo) =x0 <
then we obtain a homogeneous set such that its minimum (i.e., x¢) is smaller than its
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cardinality / and this is a contradiction. Then f; (xg) > x¢ > [ and this shows that the
identity function f; is a H-bound. So, due to k-TT’,’,, {(fn+1), f(n):neN} C
({R; : i €k} should be well-founded, and this is a contradiction. O

2.4 Erdos’ Trees

The main ingredient of the combinatorial argument provided in this paper are Erdés’
trees. Erd6s’ trees associated to a given coloring are inspired by the trees used first
by Erdds then by Jockusch [6] in their proofs of Ramsey’s Theorem for pairs, hence
the name.

Given binary relations R, Ry and R; such that RyU R; D R™, let o be a
(finite or infinite) computation of R, i.e., some decreasing R-sequence. Define
X ={o(@)|ie€|ol}* and c: [X]* — 2 such that c({0(i),0(j)})) =0 < i <
J AN a(j)Roo(i). We say that a finite sequence ¢ is 1-colored ifforalli < j < k < [t]
we have c({t (i), 1(j)}) = c({t (i), t (k)}). Foreach n € |o| we define the finite binary
tree Tr; in two colors, with n 4 1-nodes. Here we represent a tree as a set of finite
sequences which is closed under initial segments. Informally we add o(n + 1) at
the end of the longest sequence in T'r] such that its extension with o(n 4 1) is a
1-coloring. Formally, we define the tree 7 by induction over n:

o Try ={(), (c(0))}.

o Try  =Tr] U{{c(b(0),...,0(b(b| — 1)), c(n + 1))}, where b is the minimal
sequence with respect to the lexicographic order of the set A, € n=* defined as
te A if

— Tr7 hasabranchr along t,i.e., 7 = (0(t(0)), ..., c@(|t| = 1)) € Tr7;

—rx(c(n+1)) =(c@)),...,0@(t| —1)),oc(n + 1)) is a 1-coloring;

— r is a maximal branch satisfying the latter property, i.e., for all z e n + 1 we
have either r * (0(z2)) ¢ Try or

c{o@(r] = 1), o)) # c{o@(|t] = 1)), o(n + D).

Observe that for every n € |o|, () € Tr,_, and (o(n)) is 1-colored, because it
has a unique element. Therefore the set A, is not empty, it is totally ordered lexico-
graphically, and it is finite because it is a subset of 7'r]. Hence there exists a minimal
sequence of A, with respect the lexicographical order. By construction 7'y is binary,
since any node of T'r has at most one descendant for every color.

The Erdés’ tree associated to the (finite or infinite) computation o is the tree
U {Tr,f | n € |o| } By construction any node in the Erdds’ tree is connected with
its descendants in the same color.

The case for k-many relations is analogous and provides a k-branching tree.

2If ¢ is infinite put |o| = N.
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3 Main Result

Due to the equivalence between the Termination Theorem for k-many relations with
bounds and the Weak Paris—Harrington Theorem, and to Solovay and Ketonen’s
result we conclude that if we have (k + 5)-many relations whose weight functions
are in Fj, then R is bounded by a function in ;5. But, as already mentioned, this
bound is not optimal.

In [3], Figueira et al. provided an optimal bound for programs which admit a
disjunctively well-founded transition invariant of height w and which have an expo-
nential control on the ranks by using the Dickson Lemma. More precisely the Dickson
Lemma states that for every natural number k, every infinite sequence o of elements
in N¥ is good, i.e., for every infinite sequence o of elements in NF there exist natu-
ral numbers n < m such that o(n) < o(m) [8, 10] (where < is the componentwise
order). Hence for every k, (<, N¥) is a well-quasi order. In [3] it is shown that given a
control function f : N — Nin F, there exists a function Ly in Fi1j_1, such that
the length of the bad (not good) sequences for which there exists a natural number
t such thatVn e NVi < k (0(n); < f(n +1t))is bounded by Ly r(¢). If h = 1 then
the bound is in Fy.

Now assume given a deterministic program P whose transition relation R is
a graph of a function in j, as in the hypothesis of k-TT"*!. Therefore it has
control function in F,4; by Remark 3. Assume also that there exists a transi-
tion invariant composed by k-many primitive recursive relations Ry, . .., Rr—; with
weight functions fo, ..., fi—1 € Fuy1. By mapping each state s to the k-tuple
o(s) = {fo(s), ..., fr—1(s)), any computation ¢’ of P is mapped in a bad sequence.
Indeed, by definition of weight function and since for m < n there exists i € k
such that o’(n) R;o’(m), we have that for any n < m there exists i € k such that
fi(o'(n)) < fi(c'(m)). Hence o(c’(m)) £ o (o’ (n)). Therefore Figueira et al. pro-
vided a bound in F41)+4k—1 = Fu4k for R.

Since we conjecture that the results above may be formalized in RCA{+
Tot(Fx+1) we would extract a proof of Tot(Fyimax{1.n}) =— WPH’,Z“’z, by using
Theorem 4.

Notice that the argument above does not apply if the functions f; are H-bounds
instead of weight functions. Indeed in this case it is not true that the map o applied
to computations of P produces bad sequences.

Here we study an alternative argument for the H-bounded version of the Ter-
mination Theorem in order to produce a stronger version of Solovay and Keto-
nen’s result. Indeed, as a conseclluence, we get that for every natural number k > 2,
Tot(Firmaxiin) = PHP™™2in RC A,

Theorem 6 (RCA( + Tot(F,)) Let R, Ry, . .., Ri_1, be binary relations on N for
some k > 2 and that h > 1. Assume that:

e R is a graph of a function in Fj,_1;
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(] RQU'~'URk_] - R+,'
e cach R; admits a H-bound in Fy,.

Then Tot(Fy4) implies that R is well-founded.

To the aim of proving Theorem 6, let R be the graph of a function t € F,_;. The
proof is developed in two steps: first of all we provide a bound by induction over &
(with basic case k = 2), then in Sect.3.3 we analyze the complexity of such bound
in order to prove that it belongs to Fyj,.

3.1 Proof of the Two-Relations Case

Assume that we have two relations Ry and R; such that Ry U R; 2 R™ and that f
and f; are their H-bounds. Given a state s we want to find a bound on the number of
steps we can do from s. Define a coloring ¢ : [N]*> — 2such thatc({t' (s), /(s)}) = 0
if and only if i < j and ¢/ (s) Rot' (s).

First of all we want to find a bound on the number of steps we can do before
finding an element which is connected with s in color 0. We build over the proof of
this result by using Erdds’ tree. We use also the following property of binary trees
by observing that if a binary tree has at least 2" nodes, then it has some branch with
n edges (with n 4+ 1 nodes). Given a tree Tr and a node x € Tr, let Tr(x) be the
restriction of Tr with root x.

Lemma 7 Let Tr be the Erdds’ tree which corresponds to the computation which
starts in some state.

1. Assume that x € Tr has ancestors xo, x| in Tr such that there is an edge in
color 0 between xy and x and there is an edge in color 1 between x| and x. Then
|Trx)| < 2 foxo)+f1(x1)

2. As before, assume that x, xo, x1 € Tr are such that xq is an ancestor in color 0
and x1 is an ancestor in color 1 of x. If we have two subsets Iy and I, of nodes
such that xy € Iy and x; € I, then |Tr(x)| < 2max{fo(@z&lo}+max{fi@)zeh}

Proof 1. Assume xg, x1, x € Tr are such that xo and x; are both ancestors of x,
the former in color O and the latter in color 1. Assume by contradiction that
|Tr(x)| = 2/000)+/i&) then since Tr(x) is a binary tree there exists a branch
with (fo(x0) + fi(x1))-many edges. This means that in this branch there are
either fj(xo)-many edges in color O or fj(x;)-many edges in color 1. Without
loss of generality assume that we have f;(xp)-many edges in color 0. Hence if
we consider the first nodes in each of these edges and the last node of the last
edge we obtain a homogeneous sequence in color 0 with fy(xp) + 1-many nodes.
Thus, this is a transitive Ry-sequence from xo such whose length is greater than
fo(xo0). This is a contradiction.

2. It follows by the hypotheses and by point (1). (]
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Let Tr(s) be the Erd6s’ tree whose root is s. For any state s, let r (s) be the branch
of Tr(s) whose elements are all connected in color 1 with the root and between
them. For every n let r,, (s) be the n-th node of r(s), and root, (s) the child in color 0
of r,,(s), if they exist. Let Tr,(s) = Tr(root,(s)) be the subtree of Tr having root
root, (s). The father of Tr,(s) is the n-th element of 7 (s). Then s is the O-th element
of r(s).

rn(8)

Tr,(s)

We want to define a bound for the size of any T'r,(s). In order to do that we shall
apply Lemma 7.1. So for every T'r,(s) we will find two nodes x¢ and x; in Tr(s)
such that they are an ancestor in color 0 and an ancestor in color 1 for any element
of T'r,(s). This will provide the nodes x, and x; we need in order to apply Lemma
7.1. If we assume that any element of T'r(s) is connected with s in color 1 we will
choose x| = s, connected to any element of 7'r,(s) with color 1. The natural choice
for a node x( connected to any element of T'r,(s) with color O is 7, (s). Therefore
we can define a map b%(s) returning an upper bound for | Tr,(s)|. To verify this is a
bound we apply Lemma 7.2.

Definition 8 For any state s, define bg (s) by induction on n:

b(s) =1
B, (s) = pmax|folt! (NI=Y o B | +(5)

o)

Proposition 9 Assume that any element of the Erdds
with s. Then

tree is connected in color 1

1. foreveryn > 1, and for every x € Tr,(s), xR;s;
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2.
3.

foreveryn > 1, bg(s) is a bound for the size of Tr,(s);
for every n>1, r,i1(s) € {ti(s) i < Z;l':o b?(s)}; i.e., after at most
Zl}:o b? (s)-many steps we find r,11(s), the (n + 1)-th element of r (s).

Proof By induction over n. Assume that n = 1.

1.
2.

It follows since any x is connected to s in color 1.
Observe that

ri(s) =t(s) € {t'(s) | i < 1}.

Due to point (1) above we can apply Lemma 7.2 for Ip = {t(s) | i < 1} and
I, = {s}. Hence we get | Tr (s)| < b)(s).

Due to point (2) above, in bg (s) + b(l) (s) many steps we find the second element
of r(s).

Assume now that the thesis holds for n and we prove it for n 4+ 1. So assume

that bg(s) is a bound for T'r, (s) and that after (Z?:O b?(s))—many steps we find the
(n 4+ 1)-th element of r(s).

1.
2.

Again it follows since any x is connected to s in color 1.
Due to the inductive hypothesis we have

n—1

ra(s) € §£°) i <Y bY(s)

Jj=0

Again, by using point (1) and this remark, we can apply Lemma 7.2 by putting

Iy = [ti(s) i < Z';;(l) b?(s)} and I, = {s}. Hence we get the thesis.

Due to point (2), in less than Z’,Zi(l) b? (s)-many steps we complete each T'r; (s) for
every i < n + 2 and so, since by hypothesis we are assuming that any element is

connected to s in color 1, we are forced to add a new element 7,45 (s) of (s). UJ

Now we study a bound for the size of the whole Erdds’ tree.

Definition 10 Put

memax{ fi (' ()i <by (s)}
byt (s) = > by (s)

i=0

bl:fll (s) = 2maX[_fo(ti(s)>|isZ?:o b_’,”‘(s)} . omax{ (' ()i <bf ()}

fa(s) = b (s).

Observe that b} (s) is a bound for the number of steps required to find an element

which is connected to s in color 0. While we will prove f>(s) is a bound for the
whole computation as guaranteed by the following results.
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Let g (s) be the branch of Tr(s) whose elements are all connected in color O with
the root and between them. Let g, (s) be the m-th node of g (s).
S

~—

Trg' (s)
Trn(s)
q1(s)
Try" (s)
Tryia(s)
\
q2(5) .
~—
g (5)
Trrn4o(s)
\
QS(S) o
~—
TV (s)
~~
Trm+3(s)
\
gm+1 (S) T

Let 7" (s) be the ancestor in color O of the root of Tr)'(s) and let ¢ : N —
{r™ | n € N} be such that ¢(!) is the [-th element of {r" | n € N} which appears in
the computation. As a corollary of the following result we get a bound for ¢(n).

Proposition 11 Forallm € N.

1. gu(s) € {ti(s) |i < by (s)}; i.e., after by (s)-many steps we find q,, (s), the m +
1-th element of q(s).

2. Foralln, b, (s) is a bound for Trq’f‘(n)(s).

Proof By induction on m.

e If m = 0. It follows by Proposition 9.
e Assume that the induction hypothesis holds for m. We prove it for m + 1.

1. Observe that by induction hypothesis for all j € m 4 1,

fi(gj(s)) <max {fi(t'(s)) |i < by'(s)}.

Therefore max { fiti () |i < bg"} is a bound for the homogeneous 1-branch
which starts in g (s) for all j < m + 1. Thus

(m + D)max { fi(t'(s)) | i < bf'(s)}
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is a bound for the number of trees of the form Tr/"(s). Since by induction

hypothesis on point (2) every Tr&n) (s)isbounded by b;, | (s), the thesis follows.

2. By induction on #. If n = 0, then by point (1), there exists i such that ¢’ (s) =
Gm+1(s) and bg’“(s) > i + 1. Then the root of Tr("b”(:)r)1 (s) appears in bg”l(s)-
many steps. Therefore, following the proof of Proposition 9, b’ln+l (s) is a bound
for Tr:’;(g)l (s).

Assume that the thesis holds for n. By induction hypothesis in »”*! (s)-many

steps we find a bound for ‘U {Tr'"“(s) i < nH Therefore the root of

o)
Trgl(;’)l (s) appears in b"*+!(s)-many steps. Again as shown in Proposition 9,
bffjl] (s) is a bound for Tr;”(;)l (s). O

Corollary 12 f>(s) is a bound for the number of nodes of the Evdds’ tree associated
to the computation which starts in s.

Proof Since fy(s) is a bound for the length of ¢ (s), by Proposition 11 we get that
f>(s) is a bound for the size of Tr(s).

This yields that f>(s) is a bound for the length of the computation of R in s, hence
R is well-founded. In Sect.3.3 we analize the complexity of f>, to show that, for
every h > 0, fo € Fpin.

3.2 Proof of the (k + 1)-Relations Case

Assume we proved that the bound for k-many colors and weight functions in F
is given by fi € Fp1r, we want to prove that the bound for k£ + 1-many colors and
weight functions in Fy, is in Fj4x+1. We define b)) (s) as before by putting f1 = fx
and then a possible bound we obtain is fi11(s) = bo”(s)(s).

3.3 Complexity

We analyze the complexity of the bounds. Fix 2 > 0, we prove by induction on k
that for every k > 1, fi € Fj4x. Assume that we have fy € Fj, fr € Fpyk, With
k > 1, in order to prove that fj 11 € Fpir+1 (the case k = 1 is the basic case of
the induction, where f; is the given f; € F},).

Claim For every m, the function fy(n,s) := Y _ob!"(s) is in Fjix.

Proof We prove, by induction on m that f,,, can be defined by limited recursion by
using functions in Fj4. By applying Proposition 1.2, let Iy, /1, [, € N be such that
t1(x) < Fl* (), fi(x) < F}, (x), and fo(x) < F{*(x). Define
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loby (s
() = Fily (B0 @)
u(x) = 2FQ2(F ™ (o).
Then we can define f;, by limited recursion:

(0, 8) = by (s)
Fuln+1,5) = fn, 5) 4 2mx (@ O futns) Frmax{ 7" ()li<by )}

fm(n,s) <u"(g(s)).

We claim that the third inequality holds. We prove it by induction on n. Assume
that f,,(n,s) < u"(g(s)). Then

Fu41,5) < fn(n, 5) + 2o O fn ) +max{ fir ()1 <b )}

(Prop.1.1) max{F,l,2 (FO )< S (n,s)}+max[Fhllrk(F/i(lli(s))Ufbom (s)}
< fuln,s)+2

T ) 28 0

P b sy 2B 6Dk

T ) + 220 ES 0

(Cor.2)

< fu(n,8) + B2 QUER (Fi(lo - u" (g (5))))))
(Ind. Hyp.)
AR QFE o - 1" (g ())))

PR W (g (5))).

Therefore the third inequality holds. Now assume that m = 0. Then b8 (s)y=1¢€
Fn+k, hence gy € Fp1r. Thus, by the closure of Fj; under limited recursion, also
fo is. Now assume by induction hypothesis that f,, € Fj, 1. We prove that this holds
also for b .

By definition bJ'*'(s) = ZZ?aX{fk(z’ (Dli<t )} b"(s). Hence by exploiting the
definition of f,,, we have b "' (s) < f,(mFL  (F0 ) (5)), 5). Since fo € Fiss,

also bg”l is. As above, both g,,+1 and f,,,+1 belong to the same class.

Claim The function fi,1(s) = bgom () is in Fpyia1.

Proof Let u be the function defined in the proof of the previous claim. Since u € F,,
then let /3 be such that u(x) < Fhb {h’z}(x) (Proposition 1.2). Define

max

V() = Frpnn) M Fyy (Fi(lox®) + 1)x)

Then we have:
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Lob™ (s
Fui10,8) < fru(mFl (F ) (5)), 5)

lobl )

mEL (R ) (g (s))

lob!l (5)
(Det.gu) uth+k(F/ 0 (g))+1(s)

<u

(Cor.2)
= rl;dx h,2} (mF/1+k(Fh(lobm(s)s) + 1)s)
(Def. fin)

S maxh2 (mF}1+k(Fh(lofm(O S)S)+1)S)
(Def
v(max{ f, (0, s), s}).
By induction on m we derive that
Sns1(0,5) < v™(max{fo(0, s), s}) = v"(s).
Therefore fiy1(s) = b{;“(s)(s) = fh(0,5) < v (s)isin Frax(nk+1,3), Since v €
Finax{h+k,2)- 0

Since & > 1 and k > 2 we have a bound in Frax(ntk,3y = Frk for fi.

4 Conclusion

The result in this paper guarantees that over RCAj+ Tot(Fiip41) We can prove
k—TT’},“. By using Theorem 5 we get the following for any natural numbers /4 and
k>2.

Corollary 13 (RCA}) Tot(Fiyny1) = PH} 2

In particular for every natural number k > 1, Tot(Fi41) = PH,{’Z. Over RCA;

we have:
Tot(F3) > PHy* > WPH, .

Figueira et al. in [3] proved that the bound provided for the miniaturization of
the Dickson Lemma is optimal; i.e., there are examples of programs with control
functions in Fj, | and a transition invariant composed of k-many relations with weight
functions in Fj4; for which the computations cannot be bounded by a function in
Frevh-1-

Example 14 Consider the following program.

while (x> 0andy > 0 )
if(y > 1) (x, v, 2) = (x, y -1, 2 * z)
else (x, v, z) = (x -1, 2 * z, 2 * z)
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A transition invariant for this program is R; U R;, where

Ri={(x",y, ) (x, 3, 2) [y > 0Ay <y}
Ro={(x',y,2), (x,y.2) | x > 0Ax <x}.

R and R; are bounded by Fj. By [3] and since R is the graph of function in F,
R is bounded in F; . It is straightforward to prove that such bound is optimal since
for any x > y > 0, the computation which starts in (x, y, 1) has length greater than

Fy 72 ().

By Example 14, we know that we cannot have the implication from Tot(F,) to
k-TT? over RC Ajg. Thus Tot(F;) cannot prove k—TT%, in RCA.

Question 15 Does WPH,i’2 imply Tot(Fi+1) (and therefore PH,i’z) over RCAG?

By Theorem 6 over RC Aj; for every h > 1, Tot(Fymax(n,1;) implies k-TT’;, (and
so PH"?). Moreover, by [3], Tot(Fimax(s.1;) implies k&-TT"*! (and so WPH,™"?).
By the example above, we know that our bound for # = 0 is strict. We may wonder
whether our bound is strict also for 4 > 0, and, in particular, if we can prove a
converse for Theorem 6.

Question 16 Does Tgtg};k+h) imply PHZH’2 over RC Aj, for every h > 07 If it is
+1,

not the case, does PH;, imply Tot(Fiip+1)?

Actually the version of the Paris—Harrington Theorem we deal with is different
from the one provided in [5]. Anyway we can use also the statement of the Paris—
Harrington Theorem introduced in [5] in our argument. In particular we have that
Tot(Fi+1) implies that for every a € N there exists b € N such that for every coloring
¢ : [[a, b]]> — k there exists a finite homogeneous set H C [a, b] suchthatmin H <
|H]|.

Indeed define the functions ¢, fy, ..., fr—; suchthat7(x) = x + 1 forany x € N
and fo(x) = -+ = fr—1(x) = x for any x € N. Thus we can compute the bound f;*
given in the proof of Theorem 6. Since all these functions are in F, we proved that
fi € Fiqr. Forevery a,letb = f;*(a) + 1, we can choose such b since we assumed
Tot(Fi+1). Suppose by contradiction that there exists a coloring ¢ : [[a, b]]*> — k
without finite homogeneous sets H C [a, b] such that min H < |H|. Then by using
the argument of Theorem 5 we can define for every i € k the relation:

xRy < c({x,yh) =iAy<xAx,y€la,b].

The identity function is a H-bound for every R;. Indeed every transitive R;-sequence
whose length is greater than the first element would provide an homogeneous set H
withmin H < |H|. But this is impossible by hypothesis on ¢, hence R; is H-bounded
by the identity function. Let R = {(x + 1, x) : x € [a, b)}. By construction, R is
bounded by the f;* defined above. This is a contradiction since the R-decreasing
sequence which starts in @ has length f*(a) + 1.
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Therefore we get that for every a € N there exists b € N (namely f(a) + 1)
such that for every coloring ¢ : [[a, b])?> — k there exists a finite homogeneous set
H C [a, b] such that min H < |H|.

Now let (PH), be the statement: for every natural number k, for every a € N
there exists b € N such that for every coloring ¢ : [[a, bII"*t! — k there exists a finite
homogeneous set H such that min H < |H|. Hijek and Pudlék in [5, Problem 3.37]
proposed the following problem: find a reasonably simple proof of IZ; - (W), —
(PH),, where (W), is a principle equivalent to the statement® VkVa < wz_ | Tot(F,).
The argument above guarantees that RCAf = Tot(Fiy1) = PH;. However, since
the proof of the bound is by induction over k, we cannot conclude directly that
RCA} \- VkTot(Fiy1) = VkPH:. Hence:

Question 17 Can we use a similar argument to prove (W); =— (PH); in [X,?

Question 18 Isit possible to generalize our argument to prove PHj from Tot (fwkt;),
forn > 27
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A Mechanized Proof of Higman’s Lemma | M)
by Open Induction oo

Christian Sternagel

Abstract I present a short, mechanically checked Isabelle/HOL formalization of
Higman’s lemma by open induction.

1 Introduction

In the winter of 2016 a mixed group of scientists met for a week in Dagstuhl, Germany, to
discuss the present and future of Well Quasi-Orders in Computer Science.' Having worked
a little on mechanizing results from well-quasi-order theory with the proof assistant Isabelle
in the past, I was for a time thinking hard about any new results I could present. Then I
remembered a clingy item on my mental to-do list: applying a previous Isabelle formalization
of open induction to obtain an alternative mechanization of Higman’s lemma. The following
exposition is supposed to give an accessible account of my formalization.

The study of well-quasi-orders dates back at least to the early 1940s. (And already
in the 1970s, a tendency to duplicate work prompted Kruskal to give an introductory
overview of well-quasi-orders, including their history, present, and future [10].)
While initially, the goal was mostly to show that certain structures (like pairs, finite
words [8], and finite trees [9]) are indeed well-quasi-ordered, later on a significant
amount of work was invested into obtaining shorter/simpler/more elegant proofs of
known results. A prime example of this kind of work is Nash-Williams’ minimal bad
sequence argument [ 14] (which allowed him to shorten the previous, rather involved
7-page proof by Kruskal [9] down to a conceptually simple half-page proof).
Despite the elegance of Nash-Williams’ proof, some consider its non-constructive
nature a major drawback. Therefore, another line of work focuses on constructive
proofs of results in well-quasi-order theory [3, 13, 18]. Also, in order to obtain
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insight into the computational content of a proof—in essence, the goal is to obtain
an algorithm directly from a proof, a process that is also known as program extraction.

A more recent branch of research is dedicated to the mechanization of results
from well-quasi-order theory with the help of proof assistants [2, 6, 11, 12, 19, 21].
Such machine-checked proofs, while often hard to establish—are highly trustworthy
and have also other advantages, like the possibility to machine-generate verified
programs (eliminating the more traditional but potentially error-prone approaches of
either manually transforming an existing computer program into a machine-readable
specification or manually writing a program adhering to an existing specification).

While in practice investigations of the computational content of a proof and its
formalization often go hand in hand, I want to stress that neither is being construc-
tive a prerequisite for a formalization, nor is having a formalization a prerequisite
for investigating the computational content of a proof. Which is why I distinguish
between these two goals above.

This work is part of an effort towards combining the above three strands of research
by simplifying existing proofs, investigating their computational content, and provid-
ing corresponding mechanizations. My starting point was an existing formalization
of well-quasi-order theory [20] in Isabelle/HOL (by myself), employing the minimal
bad sequence argument, together with the idea (of others) that a classically equiva-
lent but more “computational” way of expressing the same kind of reasoning is via
a proof method called open induction [17], whose computational interpretation was
investigated by Berger [1]. My main result is a new mechanized proof of Higman’s
lemma by open induction.

Below, we repeat the (semi-)formal statement of Higman’s well-known result [8,
Theorem 4.3] (where A* denotes the set of finite words over an alphabet A).

Higman’s Lemma. If A is well-quasi-ordered, then so is A*.

As another new result I provide a mechanized equivalence proof between the
classical definition of almost-full relations and a more recent inductive definition
due to Vytiniotis et al. [25].

Isabelle is a generic interactive proof assistant. Its most popular incarnation
is Isabelle/HOL [15] (for higher-order logic) which is a classical logic based on
Church’s simply typed lambda calculus and with Hilbert’s choice operator built in.
Every mechanized proof is ultimately broken down to the handful of basic axioms
of HOL—where every single step of this reduction is machine checked—yielding a
very high degree of reliability.

Related Work. A similar proof, but without an accompanying formalization and yet
more involved, was presented in an unpublished manuscript by Geser [7].

Overview. I start, in Sect.2, by recalling the fundamental notions of almost-full
relations and well-quasi-orders and also give some basic results. This includes a new
proof of the fact that almost-full relations admit a (classically) equivalent inductive
definition. Then, in Sect.3, it is shown how the proof principle of open induction
almost naturally arises when searching for a constructive counterpart to proofs by
minimal counterexample. Afterwards, in Sect. 4, the stage is set by discharging the
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prerequisites of open induction one at a time. My main result, a proof of Higman’s
lemma by open induction, is presented in Sect. 5. Finally, I conclude in Sect. 6.

2 Preliminaries

Let us start by recalling the formal definition of well-quasi-orders, based on the,
probably less well known, notion of almost-full relations. (The notion of almost-
full relations was introduced by Veldman and Bezem [24]; another very accessible
exposition is given by Vytiniotis et al. [25].)

Definition 1 (Almost-Full Relations and Well-Quasi-Orders) Let T be a binary
relation with domain A. An infinite sequence aj, as, as, ... of elements in A (or
infinite A-sequence for short) is (E-)good if it contains an “increasing pair,” that
is, a; C a; for some i < j. Infinite A-sequences that do not satisfy this condition
are called (E-)bad. A relation C is almost-full (on A) if all infinite A-sequences are
good. If in addition C is a quasi-order (on A),” it is called a well-quasi-order (on A).

A nice property of almost-full relations is that in combination with transitivity,
we obtain well-foundedness for free. Therefore almost-full relations and well-quasi-
orders are of special interest for proving termination (of programs, term rewrite
systems, etc.; which is also my angle on the subject).

Lemma 1 Every transitive extension < of an almost-full relation T is well-founded.

Proof Assume to the contrary that there is an infinite descending sequence a; >
ar > az > ... (wherex > yiffx > yandx £ y). By transitivity, we obtain a; > a;
for all i < j. But then also a; £ a; for all i < j, and thus the sequence above is
C-bad, contradicting the assumption that C is almost-full. O

It turns out that it is often easy to extend results about almost-full relations to well-
quasi-orders (remember that the latter differ from the former only by transitivity),
which is an indication that “being almost-full” somehow captures the essence of
“being a well-quasi-order.”

In my initial presentation of Higman’s lemma above, the well-quasi-order on finite
words was left implicit. Let us amend this omission with the following definition.

Definition 2 (Homeomorphic Embedding) Given a binary relation C, the induced
(homeomorphic) embedding relation on finite words is defined inductively by the
following three clauses (where finite words are constructed from the empty word [ ]
together with the binary constructor - which puts a single letter in front of another
finite word):

xs C* ys xEy xsC"ys

[1E*ys xsCE*y.ys x-xsC*y-ys

2In fact, demanding transitivity suffices, since reflexivity is immediate for almost-full relations.
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Now, a more explicit version of Higman’s lemma is as follows.

Theorem 1 (Higman’s Lemma) Given a well-quasi-order T on A, the induced
embedding relation °* is a well-quasi-order on A*.

Incidentally, the above statement is already true when replacing all occurrences of
“a well-quasi-order” by “an almost-full relation.” Which is to say that transitivity
does not pose any additional difficulties.

I conclude this section by some (classically) equivalent definitions of almost-full
relations. (For well-quasi-orders more equivalences are known.)

Lemma 2 Given a relation T on A, the following statements are equivalent:

(1) The relation C is almost-full on A.

(2) Everyinfinite A-sequence a admits a CT-homogeneous subsequence, that is, there
is a strictly monotone mapping o : N — N such that a, iy E a,;) foralli < j.

(3) The relation T satisfies the predicate af(-) which is defined inductively by the
two clauses:

Vx,y€e A.xCy Vx e Aaf(Ayz.yEzVvxCy)
af(c) af(©)

Property (3) above, is due to Vytiniotis et al. [25] and gives a nice intuition why such
relations are called “almost full”: it is possible within a finite number of steps (since
the definition is inductive) to turn them into full relations (which is the only base
case).

Proof Detailed Isabelle/HOL proofs of the above equivalences are available in the
Archive of Formal Proofs [20, Almost_Full. thy]. Their basic outline follows.

For the implication from (1) to (2), consider the infinite 2-colored graph whose
vertices are the natural numbers such thati and j are connected by an edge with color 0
ifand only if a; and a; are related by C (in either direction) and by an edge with color 1,
otherwise. An application of Ramsey’s theorem yields an infinite homogeneously
colored subgraph. Since an infinite 1-subgraph contradicts the fact that C is almost-
full, an infinite O-subgraph is obtained. Enumerating the corresponding indices in
increasing order yields the desired homogeneous subsequence of a. Since above,
we employ the classical infinite Ramsey, the implication from (1) to (2) only holds
classically.

Also the implication from (2) to (3) only holds classically. For the sake of a contra-
diction, let us first assume that (3) does not hold, and then construct a counterexample
to (2). To this end, let NAF< denote some x € A such thataf(Ay z.y <zVvx <y)
does not hold (which is obtained using Hilbert’s choice operator in Isabelle/HOL).
Then construct an infinite sequence ¢= such that ¢ is NAF and ¢, is ¢ with
<'=(\y z.y <z VNAF< < y) for all i > 1. In the following ¢ abbreviates c=.
Now, from the assumption — af(C), it is shown by induction on 7 that
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aff{Ayz.yCzv \/CiEyV \/CiECj

i<n I<i<j<n

does not hold for any n, contradicting the fact that ¢ admits an infinite homogeneous
subsequence.

The proof of the implication from (3) to (1) proceeds by an easy rule-induction
according to the definition of af(-). (I

3 From Minimal Counterexamples to Open Induction

Before I give the necessary prerequisites for proving Higman’s lemma, let us discuss
how open induction enters the picture. Since, ideally we want to have a simple,
constructive, and formalized proof, I thought it a good idea to start from Nash-
Williams proof (which is way simpler than any other proof I am aware of). His proof
proceeds by contradiction: assuming that there is a bad sequence, he then argues that
there is a minimal one, and finally constructs an even smaller bad sequence. This
corresponds to a proof by contradiction assuming a minimal counterexample (which
I will call proof “by minimal counterexample” in the remainder)

(@m.—~P(m) A (¥Yx <m.P(x)) > L) > Vx. P(x)

where P is the property we want to prove, > is an “appropriate” order, and m denotes
a minimal counterexample.
The above formula is (classically) equivalent to

(Vx.(Yy < x. P(y)) > P(x)) > Vx. P(x)

which, for well-founded >, denotes well-founded induction. This is a desirable alter-
native, since the outermost proof structure is now constructive, while the inner proof
structure stays the same.

So at least superficially it seems that it should be possible to prove whatever we
can prove by minimal counterexample, also by well-founded induction. The problem,
however, is that the order on infinite sequences that Nash-Williams used is not well-
founded. Indeed no suitable well-founded order on infinite sequences immediately
suggests itself.

Raoult [17] introduced a viable alternative to well-founded induction in the
form of open induction, a variation of well-founded induction that exchanges well-
foundedness of the order by two other prerequisites. To begin with, the order has to
be downward complete.

Definition 3 (Chains and Downward Completeness) Let T be a relation with
domain A. A C-chain C is a totally ordered subset of A, that is, for all ¢,d € C
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we have either ¢ C d or d C c. The relation C is called downward complete if every
non-empty C-chain has a greatest lower bound in A.

Moreover, open induction is only valid for proving open properties.

Definition 4 (Open Properties) A property P is (E-)open if for every non-empty
C-chain C it holds that whenever some greatest lower bound g of C satisfies P(g),
then P (x) also holds for some x € C.

Theorem 2 (Open Induction) Let T be a downward complete quasi-order on A
and P be an T-open property, then the principle of open induction reads as follows

VxeA.(VyeA.yCx — P(y)) > P(x)) > Vx e A. P(x)

where x _ y abbreviates x T y Ay L x. O

Here, I state open induction as a theorem, since its correctness has been formalized
by Mizuhito Ogawa and myself in Isabelle/HOL (basically by an appeal to Zorn’s
lemma; the development is available in the Archive of Formal Proofs [16]).

At this point, three ingredients are still missing before we can actually apply open
induction to prove Higman’s lemma. First, we need to fix the property of infinite
sequences we want to prove (which must of course be a property which implies that
C* is almost-full). Second, we need to provide an appropriate (that is, downward
complete) order on infinite sequences. And third, we have to make sure that the
chosen property is open with respect to the chosen order.

4 Setting the Stage: An Open Property and an Appropriate
Order

The idea to apply open induction to well-quasi-order theory dates back to Raoult [17].
I am not aware of any actual execution of this idea until the work of Geser [7], who
chose a rather complicated order on infinite sequences after arguing that the much
simpler lexicographic extension of the proper suffix relation on finite words would
make it impossible to use the induction hypothesis (moreover, he tried to prove a
variation on Lemma 2(2), namely that every infinite sequence contains an infinite
ordered subsequence, instead of Lemma 2(1)).

It turns out, that simply using the lexicographic extension of the proper suffix
relation to infinite sequences yields a simpler proof than Geser’s initial attempt.

Definition 5 (Lexicographic Extension to Infinite Sequences) Let < be a relation
with domain A. Then the lexicographic extension of < to infinite A-sequences a and
b is given by a <ex b iff ay < by and Vi < k. a; = b; for some k.

The following construction will provide a greatest lower bound for each non-
empty <ex-chain (and is actually the same one I also used to obtain minimal bad
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sequences in some Nash-Williams-style proofs I formalized [20] and could therefore
be reused).

Definition 6 (Minimal Infinite Sequences) Let < be a well-founded partial order
with domain A, C be a non-empty set of infinite A-sequences, and a be an infinite A-
sequence. Then the set £ of sequences in C that are equal to a up to, butnotincluding,
position k is defined by Ef = {b € C.Vi < k.a; = b;}. Now, a lexicographically <-
minimal sequence is constructed inductively as follows:

p; =minz{a; | a € E!'}

That is to say that the ith element of 4 is a <-minimal element of the ith “column” of
sequences in E!'. This construction is well-defined, since obtaining the ith element
of m only requires access to elements of m whose positions are strictly smaller and
E!" is non-empty for all i.

Lemma 3 Given a well-founded partial order < and a non-empty <ex-chain C, the
infinite sequence | is a greatest lower bound of C.

Proof Let C be a non-empty <|ex-chain. Let us first establish that y is a lower bound
of C. To this end, let a be an arbitrary infinite sequence in C. If 4 = a we are done.
Otherwise, a # p and thus there is some position k at which a and p differ for the
first time, that is, @; = y; foralli < k. Thena € E} and hence ax € {b; | b € E}'}.
But then p;, < ay since we have a; # p,, ax < p, is impossible by construction of
W, and C is a <jex-chain.

It remains to be shown that p is greater than or equal (with respect to <jex) to
any other lower bound £ # p of C. Again, take the least k such that £; # p, (thus
L; = p,; forall i < k). Now, obtain an infinite sequence a € E,’: 1 thatis, a; = p; for
all i < k (which as always possible, since E!' is non-empty for all i). But then also
a € C. Now remember that £; # p,. Then, £; < ai (since ay = i, a € C, and £ is
a lower bound of C) and thus € <jex 1. O

Corollary 1 The lexicographic extension <\ex is downward complete for every well-
founded partial order <.

Below, I will use the (proper) suffix relation < as base order, which is a well-founded
partial order given by xs <1 ys iff ys is obtained by taking some non-empty finite
word zs and appending xs (or in words: xs is a proper suffix of ys).

Now that we have an appropriate order on infinite sequences we still have to fix
a property and show that it is open. The property of infinite sequences I will use in
my proof of Higman’s lemma below, is “being good” (thus, in contrast to Geser, I
am using Lemma 2(1) as the defining property of almost-full relations).

That “being good” is an open property is proved in the following way: first I
show that every property of infinite sequences that only depends on a finite initial
segment (that is, an open property with respect to the product topology of the discrete
topology) is <|ex-open, then I use the fact that “being good” is such a property.
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Lemma 4 Let < be a well-founded partial order. Then every property P that only
depends on a finite initial segment is also <|ex-open.

Proof Assume that C is a non-empty <|ex-chain with greatest lower bound g such
that P (g). Then also P(u), since for antisymmetric relations greatest lower bounds
are unique and thus g = p. Since P only depends on some finite initial segment,
there is an n such that P(a) for all a € EX. Moreover, such an a exists, since C is
non-empty. (]

Obviously, “being good” only depends on a finite initial segment (once we found
i < j witha; C a;, every extension of the initial segment of a consisting of its first
Jj elements, is also good). Thus we obtain the following result as a corollary.

Corollary 2 For any well-founded partial order <, being good is an <ex-open
property for arbitrary relations.

You might wonder whether the reverse of Lemma 4 also holds, that is, whether being
<lex-open coincides with being open in the product topology. The answer is “no,” as
shown by the following counterexample.

Consider the domain A consisting of two arbitrary disjoint elements x and y.
Moreover, take < to be the empty relation, which trivially is a well-founded partial
order and let P(a) be the property that all elements of a are equal to y. Then P is
trivially <jex-open, but it does not only depend on a finite initial segment (for each
n, the sequence that differs from a only at position n, where it has the value x, does
not satisfy P).

5 The Proof via Open Induction

Finally, we are ready for proving Higman’s lemma by open induction (the Isabelle/HOL
formalization of the proof below is available in the Archive of Formal Proofs [20,
Higman_OT. thyl]; it might be interesting to note that the formalization is about
the same size as the informal proof below).

Poof of Theorem 1. By assumption C is almost-full on A. Since the suffix relation <is
awell-founded partial order, its lexicographic extension lex is downward complete by
Corollary 1. Together with the fact that being =*-good is an open property (Corollary
2), this means—according to Theorem 2—that we can apply open induction in order
to prove that every infinite A-sequence a is ©*-good (which is to say that C°* is
almost-full on A*).

By induction hypothesis (IH) any infinite A-sequence b <ljgx a is £*-good. If a
contains the empty word then it is trivially good. Thus we concentrate on the case
where for eachi > 1 we have a; = h; - t;, that is, a; consists of a head (letter) h; € A
and a tail (word) t; € A*. Since C is almost-full on A, we obtain an infinite increas-
ing subsequence of 2 by Lemma 2(2): h,1) E hy2) E hei) E - - -. We form a new
infinite A-sequence a’ by extending the finite initial segment a;, az, as, . . ., dy(1)—1



A Mechanized Proof of Higman’s Lemma by Open Induction 347

of a by the infinite A-sequence #,(1), t»2), f+3)s - - .- Then, by construction of @’ we
have a’ <ljex a and thus we obtain an increasing pair a; E* a;. for some i < j by IH.
We conclude by an exhaustive case analysis on the positioning of i and j within a’:

o If j <o(l), thena; = a; C a; = a; and thus a is good.

e Ifi <o(l) < j,thenag; = alf C* a} = lo(j—o()+1) C* ag(j,g(l)Jrl).MOI‘eO\’el‘,i <
o(j —o(1) + 1) and thus a is good.

o If o(1) <i then lo(i—o()+1) = ai’ C* a} = lo(j—c(1)+1)- Which trivially 1mphes
Ag(i—o(1)+1) E* Ao(j—c(1)+1)- Moreover CT(l - 0(1) + 1) < 0'(] — 0'(1) + l) and
thus a is good. (]

6 Conclusions and Future Work

I have given a short and mechanically checked proof of Higman’s lemma by
open induction that highlights the computational content of this well-known lemma
through the computational interpretation [1] of open induction.

Here is a short roadmap locating the presented results in my AFP entry (where I
indicate lemma names by typewriter font):

e Almost_Full. thy:

— af_trans_extension_imp_wf (Lemma 1)

— almost_full_on_imp_homogeneous_subseq (Lemma 2: (1) —
(2))

— almost_full_on_imp_af (Lemma 2: (2) = (3))

—af_imp_almost_full_on (Lemma 2: (3) = (1))

e Open_Induction.thy:
— open_induct_on (Theorem 2)
e Higman_OT. thy:

— higman (Theorem 1)

glb_LEX_lexmin (Lemma 3)

— dc_on_LEXEQ (Corollary 1)

— pt_open_on_imp_open_on_LEXEQ (Lemma 4)
— open_on_good (Corollary 2)

My Isabelle/HOL mechanization of Higman’s lemma has already been used by
myself and others (although for these applications it is not important how the result
is obtained):


https://www.isa-afp.org/browser_info/current/AFP/Well_Quasi_Orders/Almost_Full.html
https://www.isa-afp.org/browser_info/current/AFP/Well_Quasi_Orders/Open_Induction.html
https://www.isa-afp.org/browser_info/current/AFP/Well_Quasi_Orders/Higman_OI.html
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e Felgenhauer and van Oostrom employ simplification orders to obtain well-
foundedness of a complex induction order [5, Theorem 23]. The corresponding
proof was formalized in Isabelle/HOL by Felgenhauer [4], building on top of
my formalization of Higman’s lemma (more precisely higman is used to prove
wf_greek_less).

e Wuetal. [27] use it to obtain a formalization of the fact that: For every language A,
the languages of sub- and superstrings of A are regular. More precisely, Higman’s
lemma is used to proof the auxiliary result that, given a language A, the set of its
minimal elements (with respect to the subword order, a special case of °*, where
C is fixed to equality) is finite. Again, this result is available in the AFP [26] (where
the proof of Closures?2.subseqg_good indirectly depends on higman).

e My initial goal was to apply mechanized results from well-quasi-order theory to
simplify well-foundedness proofs in IsaFoR [23] (an Isabelle Formalization of
Rewriting), for example, to obtain well-foundedness of the Knuth-Bendix order
(KBO) “for free.” However, at the moment it is not clear whether the generalized
variant of KBO of IsaFoR [22] which is required to certify generated proofs by
several different automated termination provers is a simplification order at all (and
frankly, I doubt it).

Anyway, [ reused my formalization of Higman’s lemma to also formalize Kruskal’s
tree theorem [20, 21], which constitutes the theoretical bases for the well-
foundedness of simplification orders as used in term rewriting.
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Well-Partial Orderings m
and their Maximal Order Types i

Diana Schmidt

Abstract Combinatorial theorists have for some time been showing that certain
partial orderings are well-partial-orderings (w.p.o.’s). De Jongh and Parikh showed
that w.p.o.’s are just those well-founded partial orderings which can be extended to a
well-ordering of maximal order type; we call the ordinal thus obtained the maximal
order type of the w.p.o. In this paper we calculate, in terms of a system of notations
due to Schiitte [24], the maximal order types of the w.p.o.’s investigated in Higman
[11], and give upper bounds for the maximal order types of the w.p.o.’s investigated
in Kruskal [13] and Nash-Williams [16]. As a by-product and an application of de
Jongh and Parikh’s work, we give new and easier proofs of Higman’s, Kruskal’s and
Nash—Williams’ theorems that the partial orderings considered are indeed w.p.o.’s.
We also apply our results to the theory of ordinal notations.

1 Introduction

A natural question connected with well-orderings and their order types is: Given a
well-ordering < of a set S about which only a limited amount of information is
available, under what conditions will this information yield a non-trivial upper bound
for the order type of (S, <™) (“non-trivial” means “lower than the obvious upper
bound obtained by considering the cardinality of S””)? A special case of this question
is: Given a well-ordering < of S and a partial ordering < of S such that <™ is an
extension of <, under what conditions is there a non-trivial upper bound for the order
type of (S, <) which depends only on (S, <)?
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The answer to the second question turns out [12] to lie in a notion which has.
interested combinatorial theorists for a quarter of a century: A sufficient (and, for
countable S, necessary) condition is that (S, <) be a well-partial-ordering (W.p.o.).
The most suggestive definition of this notion is that (S, <) is a w.p.o. if and only
if it is a partial ordering such that every extension of < to a linear ordering of S is
in fact a well-ordering of S. De Jongh and Parikh’s work shows that for each w.p.o.
(S, <) the least upper bound of the order types of those (S, <) such that <t extends
< to a well-ordering on S is actually attained by some <, and is therefore non-
trivial. For this reason we shall call this least upper bound the maximal order type of
(S, ). De Jongh and Parikh’s work moreover provides tools for estimating the
maximal order types of particular w.p.o.’s. These, in turn, can yield upper bounds
for the order types of complicated well-orderings, namely any which are extensions
of the given w.p.o.’s. See Schmidt [23] for an example of such an application.

In this paper we shall use de Jongh and Parikh’s methods to obtain upper bounds
for the maximal order types of some well-partial orderings. (We shall also, as a
by-product, give new proofs of the fact that these are indeed w.p.o.’s — proofs which,
we think, are easier than most of those available so far.) The well-partial orderings
whose maximal order types we shall estimate are:

(i) The set of all < n-branching finite structured trees with labels in an arbitrary
w.p.o. set, ordered by the relation “is homeomorphically embeddable into” —
this is equivalent to the w.p.o. considered in Higman [11];

(ii) the set of all finite structured trees with labels in an arbitrary w.p.o. set, ordered
by the relation “is homeomorphically embeddable into” — this was shown to be
a w.p.o. in Kruskal [13];

(iii) the set of all those (finite or transfinite) sequences of elements of an arbitrary
w.p.o. set which contain only finitely many different members; ordered by the
relation “is majorised (in the sense of the w.p.o.) term-by-term by a subsequence
of” — this was shown to be a w.q.o. (which is more-or-less the same as a
Ww.p.0. - see p. 1) in Nash—Williams [16].

Section 2 contains the necessary preliminaries; Sect. 3 the statements and proofs
of the results described above; and Sect. 4 applications of these results to the theory
of ordinal notations. The results of Sects. 3 and 4 yield characterisations and/or
closure properties of some ordinals which also turn up naturally in proof theory.
It is therefore quite possible that these results could give rise to new insights into
the proof theory of the relevant deductive systems. However, gleaning such insights
would definitely be a non-trivial task; for the moment we have contented ourselves
with simply pointing out (Sect. 4.3) which of the ordinals obtained here as maximal
order types are significant in proof theory. We have attached an Appendix, consisting
of part of [5], giving a summary of those countable ordinals which have so far been
shown to be relevant to proof theory.


http://dx.doi.org/10.1007/978-3-030-30229-0_4
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2 Preliminaries

2.1 Well-Quasi-Orderings — Definitions and Results

2.1.1 Definitions

A quasi-ordering (q.0.) is a pair (X, <), where X is a set and < is a transitive and
reflexive binary relation on X. A partial ordering (p.o.) is a quasi-ordering in which
< is also anti-symmetric. Any quasi-ordering (X, <) may be regarded as a partial
ordering of the set X/ =, where = is the equivalence relation on X defined by:
x=Ey<ox<yandy < x.

For any q.0. (X, <) and any x, y € X we write x < yfor (x < y andy f X).
A linear ordering is a partial ordering (X, <) in which any two elements of X are
<-comparable (i.e. for any x, y € X at least one of x < y, y < x holds). A p.o.
(X, <) is well-founded if and only if every nonempty subset Y of X contains at
least one minimal element (w.r.t. <), and well-ordered if and only if every nonempty
subset ¥ of X contains precisely one minimal element. Every well-ordering is a
linear ordering.

A well-quasi-ordering (w.q.0.) is a quasi-ordering (X, <) such that there is no
sequence (x;|i € w) of elements of X satisfying: x; £ x j-foralli < j.

A well-partial-ordering (w.p.o.) is a well-quasi-ordering which is also a partial
ordering. It is not very hard to show (see Higman [11], Wolk [27]) that the following
conditions are all necessary and sufficient for a partial ordering (X, <)tobeaw.p.o.:

(i) Every extension of < to a linear ordering on X is a well-ordering.
>i1) (X, <) is well-founded and X contains no infinite subset whose elements are
pairwise <-incomparable.
(iii) Every nonempty subset of X contains at least one, but not infinitely many
minimal elements (w.r.t. <).
(iv) Any sequence (x;|i € w) of elements of X contains an infinite subsequence
(xi_/. |j € w) such that Xi; S Xijy for each j € w.

Note that every w.q.o. is a w.p.o. modulo the equivalence relation given above;
thus conditions (i)—(iv), and any other theorems about w.p.0.’s, can be translated into
statements about w.q.0.’s, and vice versa. In the following we shall sometimes talk
in terms of w.p.o.’s and sometimes in terms of w.q.0.’s, depending on which happens
to be more convenient in the context.

Well-quasi-orderings and well-partial-orderings have been studied for quite a
while, mainly by (infinitary) combinatorial theorists. We shall not go into the history
and development of the concept here, as this is well covered in Kruskal’s [14] survey.!
Suffice it to say that many, often difficult theorems have been proved which show
that certain quasi-orderings are well-quasi-orderings; for example, Kruskal’s theorem
that the set of all finite trees with labels in a w.q.0. set is well-quasi-ordered by the

But see also the note on p. 8.
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relation of homeomorphic embedding, and Nash—Williams’ theorem that the class of
all well-ordered sequences of elements of a well-ordered set is well-quasi- ordered
(in fact, better-quasi-ordered—cf. Kruskal [14]) by the relation defined in Sect. 3.3.

Recently, de Jongh and Parikh [12] struck out in a new direction by showing that,
if (X, <) is a w.p.o. and « the supremum of all ordinals which are order types of X
with respect to some extension of < to a linear ordering (see property (i) above of
w.p.0.’s), then there is an extension of < to a linear ordering on X which actually has
order type . This means that each w.p.o. is associated with an ordinal — its maximal
order type — in a meaningful way, and this ordinal can be used to prove assertions
about w.p.0.’s by transfinite induction. In fact, the theorem of de Jongh and Parikh
also yields a tool for calculating the maximal order types of given w.p.o.’s.

2.1.2 Results on w.p.o.’s (de Jongh and Parikh)

We summarize de Jongh and Parikh’s results below, referring the reader to [12] for
proofs.

Definition 2.1 If (X, <) is a w.p.o., we define its maximal order type by

o(X, <) =sup {a|a is the order type of (X, §+) for some

extension §+ of < toalinear ordering};

forany x € X,
Lix, @) ={ylye X &x £ y}.

L(x, <)(x) contains just those elements of X which could be below x in any linear
ordering extending <.

lix, () =o(Lx, (%), <I Lx, <)(x)).

I(x, <)(x) is the highest possible position of X in any linear ordering extending <.
If (X, <)is aw.q.0., we shall write o(X, <) for o(X’, <’), where (X', <') is the
associated w.p.o., and [(x, ) (x) for [ x <y (x).
We shall write o(X) for o(X, <) and omit the subscript (X, <) whenever this
causes no confusion.

Theorem 2.2 [f (X, <) is a w.p.o., then there is an extension <t of < to a linear
ordering such that (X, <) has order type o(X, <).

Corollary 2.3 If (X, ) isaw.q.o.and x € X, thenl(x < (x) < o(X, <).
Corollary 2.4 If (X, <) isaw.q.o. and o(X, <) is a limit ordinal, then o(X, <) =

sup l(X, <) (x)
xeX
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Definition. If (X, <) is aw.q.0., M C X is said to he a majorising subset of X if
for every x € X thereisay € M such that x < y.

(This notion is slightly different from de Jongh and Parikh’s, but — we think —
often easier to work with.)

Corollary 2.5 If (X, <) is a w.q.0., o(X, <) a limit ordinal and M a majorising
subset of X, then o(X, <) = sup [(x, <)(x).
xeM

Theorem 2.6 If (X, <x)and(Y, <y)arew.p.o.’s (resp. w.q.0.’s), then sois (X UY,
<x U <y) (this was known before) and o(X UY) = o(X) # o(Y), where 4 denotes
natural sum (see [2] for a definition of %) and U disjoint union.

Theorem 2.7 If (X,<x) and (Y,<y) are w.p.o.’s (resp. w.q.0.’s), then so is
(X x Y, <x x <y) (this was known before) and o(X x Y) = o(X) xo(Y), where
3¢ denotes natural product (see [2] for a definition of 3¢ ), and x cartesian product.

2.1.3 The Maximal Order Type of (X*, <¥)

The following theorem is proved for finite o(X) in [12] and will be proved for all
o(X) in a forthcoming paper of de Jongh. We give a somewhat simpler proof here
as an easy illustration of the methods which are to be used in Sect. 3.

Definition 2.8 Let (X, <) be a w.p.o. (resp. w.q.0.) Define (X*, <*) as follows:
X* is the set of all finite sequences of elements of X (including the empty
sequence <>); X{---Xp <* y1---y, iff there is a strictly monotonic function
SoAl,...,m} —> {1,...,n} such that x; < yy( foralli < m.

It is known that (X*, <*) is also a w.p.o. (resp. w.q.0.).

Theorem 2.9 (de Jongh and Parikh) If (X, <) is a w.q.0. and X is nonempty, then

(o(X, <) .
o(X*, <) < w® oS , (see also note on p. 358) where for any ordinal o

o — 1 ifa is finite and nonzero,
o =3a+1 if there are n < w and 8 such that ©® = § and o =6§+n,

o otherwise.

Proof By transfinite induction on o(X, <).
o(X, ) = 1: Then clearly o(X™*) = w = .
o(X, <) > 1: In the following we shall denote w

It is easy to see that o(X™*, <*) is a limit ordinal.
Now note that X* can be generated by the following inductive definition:

(1) <>e X*.
2) we X*andx € X = xw € X*

w0X, QY

by 8.
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(where xw denotes the sequence obtained by attaching x to the beginning of the
sequence w).

Accordingly, by Corollary 2.4, it is sufficient to prove that:
Proposition 1 I(<>) < B;

Proposition2 x € X &w e X* &Il(w) < 8 = I(xw) < B.

Proof of Proposition 1: <><*v for all v € X*; hence L(<>) is empty, and
I(<>) =0 < B.

Proof of Proposition 2: Suppose that w € X*, x € X and [(w) < B.

Now let v € L(xw). Then either v is a string of elements of Lx <)(x); or
v contains a leftmost y such that x<y, and then that part of v which lies to
the right of y must be an element of Ly <) (w) (for if this were not the case
we should have xw <* v after all). In other words, L x* <) (xw) may be regarded
as a subset of

L= (Lix, )" U[(Lx,<())* x X x Lixx <n(w)].

And, what is more important, the order relation (<* U(<*x < x <*)) on Lx+ <)
(xw) induced by this way of looking at L(x+ <+)(xw) is a subrelation of <*. Hence
any extension of <* on L(xw) is also an extension of the order relation on the subset
of L corresponding to L(xw). Hence

[(xw) :0(L(X*’<*)(XW)) <o(L)
=o(L(x, <)(x))"# [O(L(X, Q) 5 0(X) sel(x+ <) (W)]
by Theorems 6 and 7.

Butl(x, <)(x) < o(X) by Corollary 2.3; hence o(L (x. <) (x))* < 0?'™” < @™

B by induction hypothesis;

o(X) < 0™ = 8 by the definition of (o(X))’; and R
hypothesis. -

Hence, since all ordinals of the form " are closed under both 4 and (see
2D, I(xw) < B, q.e.d.

We have spelt the proof of Theorem 2.9 out in detail to make the essentials of
the method as clear as possible; when we use similar arguments in Sect. 3 we shall
express them more briefly.

Lemma 2.10 Let (X, <) bea g.0., M amajorising subset of X. If (L(m), < | L(m))
is aw.q.o. for eachm € M, then (X, <) is also a w.q.o.

Proof Suppose (X, <) is not a w.q.0. Then, by characterisation (ii) of w.p.o.’s,
there is a set {x;|i € w} C X such that either x; < x;. for all i < j € w or (x; ﬁ
xj&xj £ x)foralli< j€w.
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But in either case, xg ﬁ x; for all i > 0; hence, if m € M satisfies xg < m, then
m % x; for all i > 0; i.e. {x;|0 <i € w} € L(m) and {x;|0 < i € w} satisfies the
above condition; hence (L(m), <[ L(m)) is not a w.q.0., contradiction.

Corollary 2.11 If (X, <) is a w.q.0., then so is (X*, <*).

Proof This fact is not new; it clearly also follows from Theorem 2.9 for countable X,
since itis easy to show that (X*, <*) is well-founded and by Theorem 2.9 X * contains
no infinite subset whose elements are pairwise <*-incomparable (for if it did then
every countable ordinal would be the order type of some well-ordering on this infinite
subset; hence every countable ordinal would be equalled or exceeded by the order
type of X* under some extension of <* to a linear ordering; hence o(X*, <*) would
be the first uncountable ordinal, which would contradict Theorem 2.9). However,
Corollary 2.11 follows from the proof of Theorem 2.9 in the following way:

In the proof of Theorem 2.9 we show by induction w.r.t. o(X) that o(L (w)) < g for
each w € X*. But we could equally well forget the ordinal bound B and show by
induction w.r.t. o(X) that (L(w), <[ L(w)) is a w.q.o. for each w € X*, by simply
replacing each assertion of the form

o(———-)<vy

in the proof by the assertion
— — —isaw.q.o.

It would then follow by Lemma 2.10 that (X™*, <*) is also a w.q.0.

All the proofs in Sect. 3 which give bounds for the maximal order types of certain
w.q.0.’s can be adapted in the same way to become proofs that the given q.o. is
indeed a w.q.o. The proofs of well-quasi-orderedness obtained in this way are, we
think, simpler than those in the literature. Note that they all depend essentially on
Corollary 2.3 (in order to make the induction hypothesis applicable), and hence on
de Jongh and Parikh’s Theorem 2.2.

2.1.4 A Note on the Minimal Order Type of a w.p.o.

It may occur to the reader to ask, for a given w.p.o. (X, <), what is the least ordinal
which is the order type of (X, <) for some extension < of <toa well-ordering.
The remarks below show that this ordinal is identical with the height of (X, <) as
a partial ordering if this is a limit ordinal, and differs from the height of (X, <) at
most by a finite ordinal otherwise. By contrast, note that the w.p.o.’s in Sects. 3.1
and 3.2 have height @ and maximal order types which are much larger than — if, for
example, the X; are all taken to be singletons.

Question Is there any (non-trivial) relationship between the height of a w.p.o. and its
maximal order type (note that, by [27], the height of a w.p.o. is equal to the length
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of its longest chain)? A related question is: Is it true that the maximal order type of
arecursive w.p.o. is always a recursive ordinal?

We now prove the assertions above about the minimal order type of a w.p.o.

Definitions Let (X, <) be a well-founded partial ordering. For x € X, we define the
height of x w.r.t. < by transfinite recursion w.r.t. < as follows:

ht (x) = strict sup{ht(y)|y € X andy < x}.

We then define
height of (X, <) = sup{ht(x)| x € X}.

Thus the height of (X, <) is the least ordinal into which X can be embedded in a
<-preserving manner.

Now let f : X — o be any 1-1 mapping of X into some ordinal o (assuming the
Axiom of Choice). We define <t by:

x <t yoxeX&yeX&Mt(x) <ht(y)or [ht(x) =ht(y) &
& f(x) < f(D.

Then <71 is an extension of < to a well-ordering of X.

Moreover, note that if ht(x) = ht(y) then either x =y or x and y are
<-incomparable. Thus, since (X, <) is a w.p.o., there are only finitely many ele-
ments of X of any given height. Thus it is easy to show that, for any x € X,

ht(x) wrt. <t < (hr(x) wrt. ) + o.

Hence if the height of (X, <) is a limit ordinal then

order type of (X, <1) = height of (X, <);

and if not then

height of (X, <) < order type of (X, <) < (height of (X, <)) + w.

Note to Kruskal’s [14] survey: A further important early paper on well-partial order-
ings is that of [7]. Although Carruth does not use the notion of a w.p.o., he in
effect proves that the disjoint union and the cartesian product of two well-orderings
are w.p.o.’s, and calculates the maximal order types of these w.p.0.’s as given in
Theorems 2.6 and 2.7 below. We are grateful to Hilbert Levitz for drawing our atten-
tion to this paper.

Note to Theorem 2.9: It is easy to prove by transfinite induction on o(X, <) that the
inequality can also be reversed; the proof of the successor case can be taken from the
proof of Theorem 3.11 in [12], and we leave the proof of the limit case to the reader.
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2.2 Sequences and Trees Over a q.0. Set

This section contains the definitions of the sets and relations (which are w.q.0.’s and)
whose maximal order types will be studied in Sect. 3.

Definition 2.12 (Sequences) Let (X, <) be a w.q.0. For any ordinal «,
Se(X) ={fI|f : B — X forsome 8 < «a};

i.e. S¢ (X) is the set of all sequences of elements of X of length less than «.

Sg(X) = {f]|f:B— X for some B < « and range (f) is finite};i.e. Sg(X) contains
just those elements of Sy (X) in which only finitely many different elements of X
occur. Of course, Sg (X) = Sq¢(X) forall ¢ < w.

Examples So(X) is empty, S1(X) contains just the empty sequence, S(X) is iso-
morphic to (XU{0}) and S, (X) to X*.
Now if (X, <) is aq.0., then < induces a q.0. <g on Sy (X) in a natural way:

f<sg<f:B8—> X, g:y — X and there is a strictly monotonic
function i : B — y such that
f(6) < g(h(5)) forall 56 < B.

In other words, f <g g if and only if there is a subsequence of g which <{-majorises
f term by term.

Note that, even if (X, <) is a p.o., (S¢(X), <g) is in general only a q.o0. — for
example, the following two sequences of S,41({0, 1}) are <g-equivalent but not
equal:

01010101 ... 10101010...

Thus, whereas in almost all theorems in this paper ‘w.q.0,” can be replaced through-
out by ‘w.p.o0.’, this is not true of the theorem below.

Nash—Williams [16] has proved that, if (X, <) is a w.q.0., then (Sg(X), <g) is
a w.q.o. for each «; we shall give another proof of this result in Sect. 3, 3.3. Nash—
Williams [17] showed that, if (X, <) is a well-ordering, then (Sy (X), <g) is a w.q.0.
(in fact, a b.q.0o.—see [18]).

Definition 2.13 (Trees) A tree is a graph in which any two distinct vertices are
connected by precisely one path. A rooted tree is a tree with one distinguished
vertex, called its root. Since the root is connected to every vertex by precisely one
path, we may define the height of any vertex as the length of this path. Then any
rooted tree may be represented in layers by putting all vertices with the same height
in the same layer, to look roughly like a common or garden tree:
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height 4

height 3

helght 2

height 1

If 7 is a rooted tree and V one of its vertices, the immediate successors of V are
those vertices which are connected to V by an edge of t and have height greater
than the height of V; for example, the immediate successors of V in the picture are
W and X. The successors of V are defined as follows: The relation ‘is a successor
of” is the transitive closure of the relation ‘is an immediate successor of’. Thus the
successors of V in the picture are W, X, Y, Z. Note that the relation ‘is a successor
of” is a well-founded partial ordering on the vertices of t. A structured tree is a
rooted tree T together with a relation which, for each vertex V of t, well- orders the
set of V’s immediate successors. We shall call this relation the horizontal relation of
the structured tree. Let X be any set. A structured tree with labels in X (structured
tree over X) is a structured tree T together with a mapping f from the set of vertices
of T into X; if V is a vertex of 7, f (V) is called the label of V. In diagrams, we shall
indicate labels by writing their names beside the appropriate vertex.

Definition 2.14 (The relation <7) Let 11, 17 be two rooted trees. t| is homeomor-
phically embeddable into 1, iff there is a function i (a homeomorphic embedding of
71 into 1) from the set of vertices of 71 into the set of vertices of 7, such that

(i) h preserves the ‘successor’ ordering; i.e. if W is a successor of V in t1 then
h(W) is a successor of £(V) in 13;

(ii) for any vertex V of t; and any distinct immediate successors W and X of V,
the paths from A (V) to k(W) and from h(V) to h(X) have no vertices except
h(V) in common; i.e. they pass through distinct immediate successors of 2(V).
In diagram (a) this condition is satisfied and in diagram (b) it is not:

B(W) h(X) B8 pn(x)

n(V h(v
(a) (b)

If 71, 7 are two structured trees, then 77 is homeomorphically embeddable into 73 by
h iff h satisfies (i) and (ii) and also preserves the horizontal relation in the following
sense:

If V is a vertex of 71 and W and X are distinct immediate successors of V such
that (W, X) is in the horizontal relation of 7, then (P, Q) is in the horizontal relation
of 7o, where P is the immediate successor of (V) on the path to 4(W) and Q the
immediate successor of 4(V) on the path to 4 (X).

If 71, 1o are two structured trees with labels in X, where (X, <) is a q.0., then
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71 <7 12iff there is a function 2 which homeomorphically
embeds 71 into 1 (disregarding the labels)
and which also satisfies
label of V < label of A(V)
for each vertex V of 7.

Kruskal [13] has proved that, if (X, <) is a w.p.o. (w.q.0.), then <7 is a w.p.o.
(w.q.0.) on the set of all finife structured trees with labels in X. From this it follows
that the homeomorphic embedding relation well-partially orders the set of all finite
trees. In fact, Nash—Williams [17] has shown that the homeomorphic embedding
relation well-quasi-orders the class of all trees. Section 3.2 will yield an alternative
proof of Kruskal’s result together with the relevant maximal order types. Our proof
of Kruskal’s result is, we think, simpler than Kruskal’s, but not as easy as the very
elegant proof in Nash—Williams [15].

2.3 Systems of Notations for Ordinals

First, a few preliminary remarks: We shall work in Zermelo- Fraenkel set theory with
the Axiom of Choice in an informal way, as expounded, for example, in Halmos [9].
Additional information about ordinals may be gleaned from Bachmann [2]. We shall
assume knowledge only of the ordinal functions +, - and exponentiation, and of the
natural sum and product # and s¢. All the reader needs to know about # and 3¢ is
that they are binary functions on the ordinals such that, for any ordinals «, 8, y

a,B<0” sa#paxp<ao”.

We shall always identify each ordinal with the set of all its predecessors; thusa < B 1is
synonymous witha € fif «, B are ordinals; and the remark above could be rephrased
as “w®” is closed under # and . » will denote the smallest infinite ordinal and
the smallest uncountable one.

As the ordinals which are going to emerge as maximal order types in Sect. 3
are much bigger than those for which generally accepted notation is available (e.g.
(w+ 2, w?3 , €0 etc.), we shall introduce here a system of notations for ordinals in
terms of various ordinal functions, due to Schiitte [24]. The Bachmann-Feferman-
Aczel-Bridge systems are stronger and much better known these days, but we shall
use Schiitte’s system because the ordinals which will arise in this paper can be
expressed more neatly in it. We shall provide a translation into the Bachmann notation
below.

Definition 2.15 (Schiitte) A Klammersymbol (KS) is a configuration (ZO . 'Z" )
0---Pn

(n > 0), where the «;, 8; are ordinals and By < ... < B,. If A and B are KS, then
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A = B if and only if A and B contain exactly the same columns except (possibly)
for columns of the form 2.
We define a lexicographic well-ordering < on the KS as follows :
IfA= ZSZZ) and B = (gg:::y':l),thenA < Bifandonlyif; < y; for
the largest i < n such that «; # ;.
Now, for each KS A, we define an ordinal fA by induction on A with respect

to <:

If A= (Oé)o 0111> < (é), then fA = @~ ek (where (—1 4+ a) =a ifa is

infinite or zero; Bifa = B + l and « is finite);if A = (é),whereA = (060 Zi ”'Z” ),

Yy of ..oy

ﬂik ,81---,311

then f A is the ap-th common solution « of all equations f (
ar, Bf < Bi).

Examples f <g ;) = &4, the a-th solution y of the equation w? = y; f (%) =T,
the ordinal defined in [8].

):y(a’l“<

This notation system is taken from [24] with a minor alteration (in the value of f A
for A < (é)) and a minor generalisation (the fact that the ordinals which appear in a
KS do not have to be finite or countable — the reader may check that Schiitte’s proofs

go through just the same, and that the cardinality of f <(;O o Z") is always equal
0..-Pbn

to the maximum of the cardinalities of w and «y, ..., &y, Bo, - .., Bn, provided, of
course, that all the «; are nonzero).

Theorem 2.16 (Schiitte) For each n € w and all ordinals o, ..., 0y, Bo < -+ <

.. oy
, writing A = R
o wriing 4 = (G0 )
(a) fAisdefined;
(b) max{ag, ...,an} < fA; ifag # 0 then max{ay, ..., a,} < fA;
(c) ifAz (%), fA=aoy <agandy,...,v4-1 < fA, then

QO VI - Vg1 YV Agrl - Qn \ _ 4,
f(%m~ﬁ¢1%%ﬂ~ﬂJ_fA

(d) ify <agandyo,...,Vg—1,%41,...,0n < fAand A z G), then

Y0 Yg—1 ¥ Qgil-. .0y .
f(mnﬂ¢4mﬂﬁLum><fA

(e) ifag = sup v and A = G), then
aeM
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ao .. an a a] e an
Bo- - Bn aerm \BoBi-Bn

ao...an

We now adapt f a little to make sure that o; < f < p; 8
0 Bn

aoal...an
IfA = , th
(0ﬁ1'~ﬁn) en

) foreach i < n:

ap+1ay...a,
f( 0 Bi...hn

) ifthereisana and anm < w

such that «g = o + m and
o o]0y _
f(O ﬂl---ﬁn) =

The following results then follow from Theorem 2.16:

fra=

f A otherwise .

Theorem 2.17 (Schiitte) If A = <“0 B '“") and B = (’30 e ﬁ") are Klammer-
Y- Y0 Vn

VYn

symbols and (é) =< B, then

(a) max(Bo,...,Bn) < fTB;
(b) A < B & max(ag,...,a,) < f*B = f*A < f*B.

In fact, (a) and (b) could be used to define fT B for each Klammersymbol B > (%)
by transfinite recursion on B w.r.t.<, by taking f* B to be the least ordinal of the
form w®” satisfying (a) and (b).

Note that, for any ordinals By < --- < B, it follows from Theorem 2.16 that
f <on "l ) is weakly monotonic in «y, . . ., ¢t (i.e. increases or remains fixed if

‘30... 0

one of the ¢; is increased and the others remain fixed), and from Theorem 2.17 that

og -y . . .. .. . .
f+< 0 n ) is strictly monotonic in «, . . . , &, (i.e. increases if one of the «; is

Bo- - Bn

increased and the others remain fixed). We shall often use these facts in the following
chapters.
We shall need the following easy

Lemma 2.18 For any Klammersymbol A, fA and fTA are closed
under 4 and .

Proof See Bachmann [2] for a proof that all ordinals of the form w® are closed
under # and 3¢, and note (proof by transfinite induction on A w.r.t. <) that f A has
this form for every Klammersymbol A.

For the reader more accustomed to the Bachmann notation — see Bachmann
[1] — we mention that, for countable or finite «o, ..., oy, B1, ..., Bn such that

! ap o A .
() = ( 00 Bi-- ./3: ) f( 00. . ,3nn> is approximately ¢ g, 1.4 o1 4, (0)-
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The reader who is daunted or bored by the ordinal notations may still benefit from
the rest of this paper by adapting the theorems and proofs as indicated in the proof
of Corollary 2.11 to obtain new proofs of theorems on well-quasi-orderedness.

3 The Maximal Order Types of Some Well-Quasi-Ordered
Sets of Sequences and Trees

Kruskal [13] has proved that, if (X, <) is a w.q.0., then the set of finite trees with
labels in X is well-quasi-ordered by <7 (see Definitions 2.13 and 2.14). Higman
[11] had previously proved the same result for the set of finite structured trees with
labels in X in which the number of immediate successors of each vertex is bounded.
The aim of the next two sections is to calculate the maximal order types of these
w.q.0.’s and, incidentally (see Corollary 2.11), to give new proofs of Higman’s and
Kruskal’s results.

3.1 The Set of all < n-Branching Finite Structured Trees
with Labels in a w.q.0. Set

Definition 3.1 A tree is finite if it has finitely many vertices. Suppose (X;, <;)

(i=0,...,n) are w.q.0.’s. Then, writing X = |J X; and <= |J <;, we define
i<n i<n

T (Xo, ..., X,) to be the set of all finite structured trees T with labels in X such

that, for each vertex V of 7, V has at most n immediate successors and if V has i

immediate successors then the label of V isin X;. The relation <7 on T (Xo, ..., X»)

is as defined in 2.14.

Examples (T (Xg), <) is isomorphic to (X¢, <o), since T (X() contains only trees
with just one vertex. (7' (X¢, Xo), <r) is isomorphic to (XE’)‘, ég). T (Xo, empty set,
X0) contains just all finite binary trees with labels in Xj.

Theorem 3.2 [fall the (X;, <;) are w.q.0.’s, then

o(T(XO,...,Xn),<T)<f+< +00( 0 11)...n0( )>

(where —1 + o = o — 1 if « is finite and nonzero; o otherwise).

Proof By transfinite induction on (_1 +00(X0) 0(X11) o 'no(X")> w.rt. <. We
shall write T (X) for T (Xo, ..., X,) and A for <_1 ~|—00(X0) O(Xll) " ‘nO(X") )
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A< (;) Then (7'(X), <r) is isomorphic to (Xg x X}, <o x <}). Hence, by
Theorems 2.7 and 2.9,

(o(X1))
o(T(X), <1) < 0(X0) ™"

@

—1+0(X() XD
w 3¢ W

N

(w71+n(xo)#w<o(xl))/)

N

w

w((=1+0(Xp)) #o(X 1))’
w

IS <—1 + 0(Xo) 0(X1)>
0 1 ’

N

Az (%) Note that 7'(X) can be defined inductively as follows:

(1) Forany x € Xg,.x € T(X) (where .x denotes the tree with just one vertex whose
label is x);
2) forO<i <n,anyx € X;andany 71, ..., 7 € T(X)

T...%

\/i e T(X),
X
%

where is the tree with x as the label of its root obtained by taking the

roots of 1, ..., 7; (in that order) as the immediate successors of its root. We
shall denote this tree by x(zq, ..., 7;) for convenience’ sake.

Since T (X) can be defined inductively by (1) and (2) above, and since o(7T (X), <7)
is clearly a limit ordinal, by Corollary 2.4 it is sufficient to prove that

(a) forany x € Xo,/(.x) < f+A;
(b) for 0 <i < n,any x € X; and any 71, ..., 7; € T(X) such that [(7;) < ftA
forall j <1,
I(x(t1,..., 7)) < fTA.

Proof of (a): By transfinite induction on 0(X¢): 0(Xo) = 1: Then X( contains just one
element x, so L x,(x) must be empty; hence sois Ly (x)(.x);i.e.l(.x) =0 < f*A.
0o(Xg) > 1: L(.x) contains only those trees which have no label y such that x < y;
hence, in particular,

L(x)CST(Lx),X1,...,Xn).

But /(x) < o(X() by Corollary 2.3. Hence, by induction hypothesis,

£ (—THIE) o(XD):+-0(X,)
() < f ( 0 . )

< ft <_1 +00(X0) O(Xll) " 'nO(X”)> by Theorem 2.17.
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Proof of (b): Suppose that 0 < i <n,x € X;, 71,...,7 € T(X) and I(7}) < ftA
forall j <i.

Now let 7 be an element of L(x(tq,...,7;)), and let V be any vertex of t.
The subtree 7y consisting of V and all its successors must also be an element of
L(x(ty, ..., ti)). Butthis is only possible if one of the following three conditions is
satisfied:

(i) V has k immediate successors and the label of V is in Xy, for some k # i;

(i) V has i immediate successors and the label of V isin X; N L(x);

(iii) V hasi immediate successors, which are the roots of subtrees t{, R rl./ respec-
tively of 7, and x <; y, where y is the label of V. Then ‘L’J/- € L(r;) must
hold for at least one j < i. In this case, we could regard V as a vertex with
(i — 1) immediate successors (i.e. the roots of 7{, .. ., rj’._l, r;.+1, ..., t{)and
regard r]’. as part of Vs label, where V’s label would now be (y, ‘L'}). Thus V
could be regarded as a vertex with (i — 1) immediate successors and a label in
(X; x U L(zj)).

J<i
Now, for any 7 € L(x(ty,..., 7)), every vertex V of T must satisfy one of
(i)—(iii); but then, given the convention established in (iii),

teT(Xo,..., Xi—2, | Xis1U | X; x U L)) |,LX), Xig1,..., Xn).
J<i

We shall write L = X; _1U(X; x | L(z))).

j<i
Hence L(x(tq,...,7;)) may be identified with a subset of T(Xpo,...,
X;_2,L,L(x), X;4+1,...,X,) and, what is more important, the q.o. induced on
L(x(tq, ..., ti)) by this correspondence is a subset of <[ L(x(tq, ..., 7;)); hence

lx(zr, ..., @) <o(T(Xo, ..., Xi—2, L, L(x), Xi41, ..., Xn), <T)-
But o(L(x)) < o(X;) by Corollary 2.3; hence

<—1 +0(Xo) o(Xy) --- o(X;—2) o(L) o(L(x)) o(Xj41) --- O(Xn)> -

0 1 - i=2 i—=1 i i+1 -+ n
- —1+0(Xp) o(X1) --- o(Xy)
() 1 n :

Hence, by induction hypothesis,

O(T(X()v e aXi72, Lv L(X), Xl+la LRI ) Xn)) g

< ft —1+0(Xp) o(X1) --- o(L) I(x) -+ 0o(Xp)
= 0 1 el =11 .- n .



Well-Partial Orderings and their Maximal Order Types 367

But, by Theorem 2.17 (a), —1 + 0(Xg), o(X1), ..., 0(X,) < fTA.
Moreover, by hypothesis, I(7;) < ftAforall j <i.

Hence, by Theorems 2.6, 2.7 and Lemma 2.18, o(L) < f*A.
But then we may apply Theorem 2.17 (b) to show that

L (—140(Xo) o(X1) - o(L) 1(x) -+~ o(Xn)\ _ o+
s ( 0 i1 i n )<fA’

from which it follows that [(x(zy, ..., ;) < fTA, q.e.d.

Remark The bounds of Theorem 2.2 are best possible for A = (é) — this will be
proved in Sect. 4.1.

3.2 The Set of All Finite Structured Trees with Labels
in aw.q.o. Set

In this section we shall calculate upper bounds for the maximal order types of the
w.q.0.’s in Kruskal’s theorem [13]. It turns out to be more convenient to consider
sets of trees a little different from those in Sect. 3.1: Instead of the label of a vertex
determining the number of its immediate successors, the label only gives a strict
upper bound to the number of immediate successors. Thus, in the course of estimating
the maximal order types of the w.q.0.’s we are really interested in, we shall obtain
further results about the sets of trees, with labels in a w.q.0. set, in which the number
of successors of each vertex is bounded. These results do not, as far as I can see,
easily imply or follow from the results of Sect. 3.1.

Definition 3.3 Suppose (Xj, <;) (i =0, ...,n) are w.q.0.’s such that the X; are
pairwise disjointand 0 < ag < - - - < o, < w are ordinals. Then, writing X = J X;
i<n
Xo - Xn .
and <= |J<;,wedefine T o to be the set of all finite structured trees
i 0 - On

T with labels in X such that, for each vertex V of t, if the label of V is in X; then V
has fewer than «; immediate successors.

Xo - Xn
1 on+1
just the set of all finite trees with labels in Xj.

Examples T( >=T(X0U-~-UXn,X1U-~-UXn,...,Xn), T(io) is

Theorem 3.4 If all the (X, <;) are w.q.0.’s, the Xj are pairwise disjoint and 0 <
oy < -+ < ap<w, then

Xo - Xn + (0(Xo) -+ 0(Xp)
(7 Fa ) ) < (P
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0(X0) -+ o(Xn)\,,

Proof By transfinite induction on ( ‘<.
ao DR an
We shall write 7' (X) for T Xo - X and A for 0(Xo) -+ o(Xn) '

A< (;) Then (T(X), <) is isomorphic to (B, <*) for some subset B of
(XoU X1)*. Hence, by Theorem 2.9,

XoUX 1))
o(T(X), <7) < 0"

0(Xp)#o(X))
=’ by Theorem 2.6

= ft o(Xo) o(X1)
= 0 | )
A= (;) Note that 7'(X) can be defined inductively as follows:

(1) Forany x € X, .x € T(X);
(2) foranyi < n,any x € X;,any m < 1 + o; and any

BmraiG W), x(B00008) = Eyovely € HD)
X

Hence, since o(T (X), <7) is clearly alimit ordinal, by Corollary 2.4 it is sufficient
to prove that

(a) forany x € X, I(.x) < fTA;
(b) foranyi <m,anyx € X; ,anym <1+ ¢; andany 71, ..., T, € T(X) such that
I(zj) < f+A forall j <m,I(x(t1,...,Tm)) < f+A.

Proof of (a): Suppose x € X;. Then no element of L(.x) can have any label y such
that x<y; in other words,

4oy 14—y 1 +o; 1+oiyg - 14y

But then, by induction hypothesis,

1< (

< f*A by Theorem 2.17.

0Xo - 0Xi—1l(x) 0Xjy1 -+ 0Xp
o) v Q-] O iyl ccc Op

Proof of (b): Suppose thati <n, x € X;, m <1+ ¢o; and 1(7;) < fTA for all
Jj <m. We shall assume w.l.0.g. that there is a k < i such that m = 1 + o (if not,
just add an empty Xp).

Now let 7 be an element of L(x(tq, ..., 7)), and let V be any vertex of t. The
subtree of ty of T consisting of V and all its successors must also be an element
of L(x(tq1,..., Ty)). But this is only possible if at least one of the following four
conditions is satisfied:
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(i) The label of V is not in X;;
(i1) the label of V isin X; N L(x);
(iii) the label of V is some y; > x, but V has fewer than m = (1 4+ «) immediate
SuCCessors;
(iv) the label of V is some y; > x and V has at least m immediate successors, i.e.
v =y(t(, ..., T(;), where g > m, but there is no subsequence (i1, ..., i;;) of
(1,..., gq) such that t; ngi/,» for all j < m. This means that if we define

i1 to be the smallest i such that 71 gTri/,
ip to be the smallest i > i1 such that rzgrr; ,

im to be the smallest i > i,,_1 such that fmgTri’,

then i,,, will certainly not be defined, and some of the other i ; may not be either. But,
supposing for example that i,,,_1 is defined,

/ /

T T g € L(11),

/ /

T T € L(1p),
T/ /e L(ty)
[ANE PR m)-

In this case, we could regard V as a vertex with fewer than m immediate succes-
sors (i.e. the roots of ri’ e rl.;l 71) and treat the trees growing out of all the other
immediate successors as if they were part of V’s label. In other words (assuming
for the moment that i, is defined) we could treat V as a vertex whose immediate

successors are the roots of rl./l s Ti/ | and whose label is
i

/ / / / / /
(G S TR T 1 Tyl oo Tig g v v os Tigyg 1 +1,..., ‘L'q).
This label could be regarded as an element of

Xi x (L(T1)* x (L(12))* x -+ x (L(tm))*.

In general, i;;,—1, i;p—2, . . ., i1 may not be defined; so in general we shall regard
V as a vertex with fewer than m (=1 + «;) immediate successors and a label in

X x | J(@@y* x - x (L))

j=1

(we shall denote this set by L).
Now, forany t € L(x(tq, ..., Tm)), every vertex V of T must satisfy at least one
of (1)—(iv); but then, given the convention established in (iv),

<o X UXGUL -+ L(x)---
TeT(... l+oar - 1+a---)°
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where the dots indicate columns identical with the corresponding ones in

Xo- - Xn
14+ay---1+a, )

Hence L(x(t1,...,Ts)) may be identified with a subset of

< XpUX;UL -+ L(x) --- . . .
T< l+op 140 ) and, what is more important, the q.o. induced
on L(x(tq...Ty)) by this identification is a subset of <7 [ L(x(ty, ..., Tm)) hence

- XpUX;UL oo L(x) -
< <
I(x(T1, ..., Tm)) \0<T<.__ l4ap - l4a---) ST)

But o(L(x)) < o(X;) by Corollary 2.3; hence

(~ -+ 0(Xg UX;UL) - -~ o(L(x)) ) < (O(Xo) O(Xn))

o S0 7, oo oy
Hence, by induction hypothesis,
< XUX;UL - L(x) -
<

< o+ (0Xo) - o(X;UX UL) -+ 1(x) -+ 0(Xy)
\f ao e ak .. al e an -

But, by Theorem 2.17(a),

o(X0), ..., 0(Xp) < fF (0(X°) O(X")> = fTA.

o) ... Qp

Moreover, by hypothesis [(7;) < f TA forall j < m.
But then

o(L(rj)*) = f+ (L(ltj)) by Theorem 2.9
< fT A by Theorem 2.17b).

Hence, by finitely many applications of Theorems 2.6, 2.7 and Lemma 2.18,
o(XxUX;UL)
< fTA.

But then we may apply Theorem 2.17 (b) to show that

+ <o<X0> -+ o(XxUX;UL) . 1(x) - o(xn)> < f*a,

[N} .. o . o . oy

from which it follows that [(x (71, ..., Tm)) < fTA, ge.d.
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3.3 Finitary Sequences of Elements of a w.q.o0. Set

Nash—Williams [16] proved that, if (X, <) is a w.q.0., then the class of all those
sequences of elements of X which contain only finitely many different terms is well-
quasi- ordered by the g.0. induced on it by <. In our notation (see Definition 2.12), if
(X, K)isaw.q.o.thensois (Sg (X), <g) foreach ordinal «. The aim of this section is
to provide a more transparent proof of this result via de Jongh and Parikh’s theorem
and to give upper bounds for the maximal order type of (SS (X), <g) in terms of
o(X).

Notation We shall denote o(SE (X), <s) by of (X).

The upper bounds we shall obtain for the 05 (X) are in general by no means the
best possible; e.g. Fit is easy to see that 0£+1(X) " 2" —=1) +1ifo(X) =

n < w. Moreover, in general, o, (X ) depends not only on o(X) but also on how far
(X, <) is from being a well- orderlng.

Example Suppose that o(X, <) = 2.

(a) If (X, <) is a well-ordering, say X = {0, 1}, where 0 < 1, then any f €
1 (X) which contains infinitely many occurrences of 1 satisfies g <gs f for all

g € S +1(X) Thus

ob 1 (X)=o({fIf € S5, (X) and fcontains 1 only
finitely often}, <g) + 1.

Butany f € S 1(X) containing 1 only finitely often is either a finite sequence or
a finite sequence followed by infinitely many 0’s. Hence it is fairly easy to see that
oF (X)) = (@40 +1=0"2+1.

(b) If (X, <) is not a well- ordering, say X = {0, 1} where 0 and 1 are <-
incomparable, then for any f € S —H(X) g<s fforallgeS +1(X) if and only
if f contains infinitely many occurrences of both 0 and 1.

o{f|f € S 11(X) and f does not contain both

Th X
us 0 11X = Oand 1 only infinitely often}, <g) + 1.

But any f € SF - 1(X) which does not contain both 0 and 1 infinitely often is
either a finite sequence or a finite sequence followed by infinitely many O’s or a
finite sequence followed by infinitely many 1’s. Hence it is fairly easy to see that
05+1(X) = (W?°#%H0®) + 1 =w®.3+ 1.

Note that this situation (i.e. that 05 (X) does not depend only on « and o(X))
differs from that in Sect. 3.1 — there the upper bound calculated for the maxi-
mal order type of T (X, ..., X,;) is attained even when the X; are well-ordered
(see Theorem 4.9 of Sect. 4), and hence a fortiori when they are not.

After these remarks we proceed to prove the results mentioned above.
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Lemma3.s If f € SOI;(X), where o is either a limit ordinal or the successor of
a limit ordinal, then there is a g € S(f (X) such that f <g g and g consists of a
sequence X1 ...X, (n = 1) repeated B times for some B < «.

Proof Letxy, ..., x, be the elements of X which occurin f.If f haslength 8 < «
and g is the sequence obtained by repeating X ... X, B times, then clearly f <g g.
Now g has length m.8. But under the conditions of the lemma. § <o = 8 < «
hence g € ST (X).

Theorem 3.6 If (X, <) is a w.q.0., then so is (SE (X)), <s) for any ordinal a.

Proof By transfinite induction on « with subsidiary transfinite induction on o(X).

a = 0: Then Sg(X) is empty.

a = 1: Then Sg (X) contains just the empty sequence.

a = 2: Then Sg (X) contains just all elements of X and the empty sequence.

0(X) = 0: Then Sg (X) contains at most the empty sequence.

oa=pB+y,where B+ 1,y < a:Then S‘f(X) may be identified with a subset of
Sg 11 (X)) x Sf (X), since each sequence of length less than & may be split up into a
sequence of length less than or equal to 8 followed by a sequence of length less than
y . Moreover, the g.o. thus induced on SF(X) by the g.0. <g x <g on Sg+1 (X) x
S}I,T (X)isasubsetof <[ S F (X). Thus, by Theorem 2.7 and the induction hypothesis,
Sg(X), <s is aw.q.o.

a € {B, B+ 1}, where B > 1isclosed under addition and is hence a limit ordinal:
By Lemma 2.10 and Lemma 3.5, it is sufficient to prove that, for each y < « and
each f consisting of some sequence X1 ...x,(x1,...,x, € X) repeated y times,
(L(f), <g)isaw.q.o.

Now suppose g € L(f). Then either g has length less than y,i.e. g € S)f(X); org
has length at least y but does not contain any y-sub-sequence of elements /15(5 < y)
of Sg(X) suchthatxj ... x, <g hs foreach§ < y.Inthis case we may regard g as a
sequence of fewer than y elements of (L SF(X) (x1--+xp) x X) followed by one more
element of L SF(X) (x1...xn), and the ordering induced by this identification is no
stronger than the old one. But LS{(X)(xl ...Xp) € Ly, ..x,, Where Ly, denotes

.QJO [SE(L(X1) x X x ... x X x SE(LX))].

Hence <g on L(f) is isomorphic to an extension of the obvious ordering on a
subset of S5 (X)U(S) (Lux;..x, X X) X Ly; _x,)-

But, foreachi < n, S(f (L(x;)) is well-quasi-ordered by < g by subsidiary induc-
tion hypothesis and Corollary 2.3; hence Ly, .. x, and Ly, x, x X are well-quasi-
ordered by the obvious ordering by Theorems 2.6 and 2.7. Hence so are S)f (X) and

Sf (Ly,...x, X X) by the main induction hypothesis. Hence, by Theorems 2.6 and
2.7, (L(f), <g) is aw.q.0., g.e.d.

Remark 1 In the literature, the term ‘w.q.0.” is often applied to proper classes
together with a binary relation, and not just to sets. For example, if we define
sF (X) as the class of all (well-ordered) sequences of finitely many elements of X,
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then Nash—Williams’ result is that, if (X, <) is a w.q.0., then sF (X) is well-quasi-
ordered by <. This clearly follows from Theorem 3.6 above, since any infinite set of
< s-incomparables in S¥(X) would be contained in S 5 (X) for some ordinal «. How-
ever, it does not make sense to talk about o(S F (X), <g), since for any extension <JSF
of <s to a well-ordering of SF(X) (SF(X), <+) is isomorphic to the class of all
ordinals with the usual well-ordering. So we now proceed to give upper bounds for
05 (X) in terms of o(X), for each ordinal «.

Lemma3.7 Ifa =+, then ol (X) < (og+1 (X)) 5 (0F (X)).

Proof Immediate by Theorem 2.7 and the observations in the proof of the relevant
case of Theorem 3.6.

Lemma 3.8 If« is a limit ordinal or the successor of a limit ordinal, then

of ()< sup 0] (X0 # (0] (L X X)s0(Liy.x,))
y<a
(see proof of Theorem 3.6 for the definition of Ly, .. x,,)-

Proof Immediate by Theorems 2.6 and 2.7 and the proof of the relevant case of
Theorem 3.6.

Theorem 3.9 If o = w!TPr ... + A0 where 0 < Bo < B1 <+ < Bu_1 <
Bn, then

o(X) o(X) o(X)
Og(X) < f+ <2,8n+2) %%f—i_(z,ﬁ] _|_2> >3€<f+<2ﬂ0+1>, and
F o(X) o(X) o(X)
Oy (X) < 7 <2ﬂn+2)%”'%f+ (2ﬂ1+2) %f+<2ﬂo+2>'

Proof By transfinite induction on « with subsidiary transfinite induction on o(X).

)a= ol TP w1+ﬂ0, where n > 0: In this case, by Lemma 3.7,
F F F F
04 (X) < O 1+puy (X)) - 0 14py (X) 301450 (X)

o(X) o(X) o(X)

by (main) induction hypothesis; and, again by Lemma 3.7,
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F F F F
00[_,’_1(X) S Oa)l+ﬁn+l (X)gg e %0w1+}31+1 (X)%Owl+ﬁ0+| (X)

o(X) o(X) o(X)
< (2ﬂn+z) oo (2/31 +2> s f* <2/30+2>

by (main) induction hypothesis.

(i)a =0 =0"1" 0l (X)=o(S5(X). <5) = o(X*, <)
_ (0 _ [ 0oX) ).
= () = (57

05 X< f + <0(§( ) ) follows from this exactly as in the following case.

(iii) « = 0! *#, where B > 0 and 0(X) > 0 :
Suppose that y < «, m € w and x1, ..., x,; € X. We first show that og(X) <
+ [ o(X)
f 24+1)°
By Lemma 3.8 it is sufficient to prove that

o (X) # (0 (L, vy x X) 0Ly ) < 1+ (;};@J .

Now since y < « there is an n € w and By < --- < By < B such that y <
wl TP L pltho,

Hence, by (main) induction hypothesis,

. o(X) o(X) o(X)
OV(X) < f+ <2,3n+2> S %f+ (2,3] +2> %f+ <2:30+ l)

+ O(X)
<f (2;3 11 by Theorem 2.17 and Lemma 2.18.

m

Now Ly,.x,, = U [SE(L(x1) x X x ... x X x SE(L(x;))].
i=0

Hence

O(Liy.n) < % [0F (LG1) 500X) % . 5000 0] (L(x1))]

i=0

by Theorems 2.6 and 2.7.

o(X)

Buto(X) < f+(2'3+1

> by Theorem 2.17a); and for each j < m
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05 (L(xj) < f + (zl’éx_i) | ) by (subsidiary) induction hypothesis

< f* (273(1(_)1 ) by Theorem 2.17b).

o(X)

; +
Hence, since by Lemma 2.18 f <2,3 1

) is closed under # and 3,

X
oLan) < £ (50 ) ot n x 0 < 7 (5.

But, by (main) induction hypothesis,

o(Ly xm X X) o(Ly xm X X)
OE(LXI_“meX)gf—F( 213n+2 )ggggf—i_( 21,304—2 )

But, by the above and Theorem 2.17b),

f+ <O(L§1ﬂkxi>2< X)) < f+ (273({’(_)1> for each k < n.

Hence, since [T (2%(‘:(_)1 ) is closed under 3¢ by Lemma 2.18,
05(Lx1...xm x X) < f+(2%(f_)1 )
Thus we have shown that
of(X) < f+<2(;3(f_)l>,0(Lx1...xm) < f+(273(f_)1) and
0 (Lyy .y % X) < f*(z%(ﬁ)l )

o(X)

: +
Hence, since by Lemma 2.18 f (2/3 1

> is closed under # and 3¢,

oF (X) 4 0F (Luy . % X) 0(Lay ) < £+ ( o0 ) . qed.

28 +1
Fooxy < b 000
Nowweshowthatoa+1(X)\f 2842)
By Lemma 3.8 it is sufficient to show that, for each m € w and all xq, ..., x, € X,

X
O 00 4 0 Ly x X)Ly ) < 1 370 )
where Ly, x,, = U [S‘f+1(L(x1)) XX x...xXx S5+1(L(xi))].
i=0
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Now o (X) < f+<2,03(§)1 ) < f+<273(§)2>;
m F F :
O(Lxyin) < g [0 1 (LG0) 5000 s - 00X se0lsy (L) |

< fr (273(§_)2> , since o(X) < fT (2(,)3({?2> and

oF  (L(x) < fT (12 +2) < £+ (0(X)2B +2) foreach j < m
by (subsidiary)induction hypothesis;

and

F + (0(Lx;...x,) 52 0(X) +( o(X)
0y (Lyxy..xp xX) < f ( l2,3+1 ><f <2,3+2)'

Hence oL (X) # (0f (Ly,..x,, X X)sc0(Lx,. x,)) < f+<273(§_)2), q.e.d.

@iv) o(x) =0 : Then for each ordinal aS(f (X) contains at most the empty
sequence, SO 05 X)<l<w=Ff +((])) from which the assertion follows by The-
orem 2.17.

At this point a digression on better-quasi-orderings (b.q.0.) seems appropriate.
Nash—Williams [17] coined this notion (all well-orderings are b.q.0.’s and all b.q.0.’s
are w.q.0.’s, but the reverse inclusions do not hold) and it has proved to be just the
right notion to use in proofs of statements of the form ‘if A is a well-ordering, then
B is a w.q.0.’, by proving ‘if A is a b.q.0., then B is also a b.q.0.”. Examples are
Nash—Williams’ theorem that if (X, <) is a b.q.0., then so is (S (X), <gs) for each
ordinal « [18] and Laver’s theorem that if (X, <) is a b.q.o. then so is the class of
all (finite and infinite) trees with labels in X under the relation <7 (proved for X a
singleton in Nash—Williams [17]). Both these theorems are false if "b.q.0.” is replaced
by 'w.q.0.” (for a counterexample see [20]). We have not investigated the question
whether the methods of this paper can be adapted to be applied to b.q.0.’s and to
obtain such results and give bounds for the corresponding maximal order types.

4 Applications of the Results in Sect. 3

4.1 Monotonic Increasing Ordinal Functions

Reference [12] have already given an interesting application of their result
Theorem 2.9 to hierarchies of (e.g. recursive) functions, and [23] contains another
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application of de Jongh and Parikh’s results and methods. We shall now apply the
results of Sect. 3.1 to obtain upper bounds for the order types of the sets of ordinals
generated by certain ordinal functions. These results have a bearing on questions
about systems of notations for ordinals, since such systems of notations are in gen-
eral sets of terms (as in Definition 4.1) corresponding to the set of ordinals generated
by one or more ordinal functions. Thus the results below show that, if such a system
of notations is to reach f + (l)), the ordinal functions used cannot be both monotonic
and increasing (see Definition 4.5). In fact, there are two main lines of work which
have produced systems of notations for such large ordinals; the Bachmann approach
[1] makes use of functions which are (essentially) monotonic but not increasing, and
the Takeuti ordinal diagram approach [25] uses functions which are increasing but
not monotonic.

We shall use our considerations on monotonic increasing ordinal functions to
show that the upper bounds calculated in Sect. 3.1 for the maximal order types of
the w.q.0.’s (T (Xo, ..., X,,), <) are best possible.

Definition 4.1 Let X, ..., X,, be any sets. Define Term(Xy, ..., X,), the set of
terms generated by X, ..., X, inductively as follows:

If x € Xg, then x € Term(Xo, ..., Xp);

If xeX; and 1q,...,t € Term(Xo, ..., X,), then fi(t1,...,¢) € Term
(Xo, ..., Xpn).

Thus Term(Xy, ..., X,) is obtained by associating an i-ary function symbol with
each element of X; and generating the set of terms which can be formed using all
these function symbols (for x € X, fr = x is a 0-ary function symbol and therefore
a constant).

If (X;,<;) (i=0,...,n) are q.0.’s, then define a relation <Term
on Term(Xo, ..., X;) inductively as follows:
tj <Term fx(f1,..., %) forall j <iandall
fx(t, ..., 1) € Term(Xg, ..., Xp);
x<iy & 11 <temf] & ... & ti <term ]
= fX(tls s i) <Term fy(ti’-'-vti/)

foralli < n, allx, y € X; and all
Mooy tity, . ti’ € Term(Xo, ..., Xpn);
X<Term Y & Y <Term 2 = X <Term 2.

Higman [11] proved the following result: If (X;, <;) is a w.q.0. for each i < n, then
sois (Term(Xy, ..., Xy), <Term)- We show that (Term(Xy, ..., X;), <Term) 1S is0-
morphic to (T(Xo, ..., X;), <) (this is well-known but we provide a proof for com-
pleteness’ sake), so that Theorem 3.2 yields an upper bound (the best possible one,
as we shall see below) for the maximal order type of (Term (X, ..., X;), <Term)-
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Definition 4.2 We define a 1-1 map F: Term(Xo,..., X,) = T(Xo, ..., Xn)
inductively as follows:

F(x) = .x for each x € Xo;

F(fx(t, ... 1) =x(F(t1), ..., F(#)).

Thus F maps fx(t1, ..., ;) into

F(ty)ens Fb)

Lemma 4.3 Foranys,t € Term(Xo, ..., Xp),
S KTerm t <= F(s) <1 F(t) if the X; are pairwise disjoint.

Proof of ‘=’ by induction on the length of the proof that s <term ¢.
Case I: s =tj forsome j <iandt = fy(t],...,4).
Then

F(t) 8 F(t,l)...F(ti)

\/ ,and hence F(s) = F(;) <r F(t).

Case2:s = fy(t1,....5;),t = fy(t],....t)), where x <; y and #; <Term t} for
all j <i and, for each j < i, the proof of #; <rerm t} is shorter than that of
S <rerm t. Then, by induction hypothesis, F(¢;) <7erm F(t;.) for all j <i. Now

. .F(ti')

F(s) & F(t,)...E(t,) F(t) & F(t .
\/ and q\/{

Hence F(s) <7 F(?).

Case 3: There is some u such that the proofs of s <Term # and u <Term t are
shorter than that of s <Term . Then F(s) <7 F(u) and F(u) <7 F(t) by induction
hypothesis; hence F(s) <7 F(¢).

Proof of ‘<=’ by induction on the total number of vertices in s and ¢:
Suppose s = fx(t1,...,4),t = fy(uy,...,u;), where i, j may be O (if x resp.
y € Xp). Then

F(s) & F(t ..F(uj).s (%),

JeooB(t:) €n  F(u,).
PRy

Let g be the homeomorphic mapping from F (s) to F (¢).

Case 1 : g maps the root of F(s) into the root of F(¢).

Theni = j,x,y € X; andx <; y,and F(#;) <7 F(uy) for all k < i. Hence, by
induction hypothesis, #; <Term Uk for each k < i. Hence s <term ?-

Case 2: g maps the root of F (s) into a vertex V of F'(¢) which is not the root. Then,
if 7 is the subtree of F(¢) consisting of V and all its successors, F(s) <7 t. But
T = F(ty), where 1y is a subterm of 7. Hence, by induction hypothesis, s <Term #0-
Hence s <Term ?.
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Corollary 4.4

o(Term(Xo, - .., X»), <Term) < f+ <—1 +OO(XO) O(il(n)> .

Proof Follows immediately from Lemma 4.3 and Theorem 3.2.

Definition 4.5 Let ¢ be an n-ary function on the ordinals, ¢ : On” — On, where On

denotes the class of all ordinals. ¢ is monotonic iff forall ordinals o1, . . ., o, B1, . . .
Bn o1 < P1,...,0n < Bn = Par---an < PP Pn. @ is increasing iff for all
ordinals «q, ..., o, andeachi < n, a; < Py -+ - ay.

If @ is a set of ordinal functions, CL(®), the closure set of ®, is the smallest set of
ordinals containing 0 and closed under all elements of ®. cl(®) the closure ordinal
of &, is the order type of CL(®) under the usual well-ordering on the ordinals.

If ¢,  are any two n-ary ordinal functions, define ¢ <7y ¥ <= day-- 0oy <
Yay - - - oy for all ordinals aq, . . ., .

Theorem 4.6 Let ® = XqgU---U X, be a set of ordinal functions, where for
each i X; contains only i-ary functions and (Xi, <fp) is a w.q.o. (Then Xq is
a set of ordinals.) If we define <; = <yn | X; for each i and X, = {O}UXO,
<o=<0 U{0} x X{, (i.e. 0 becomes the least element of X, under the w.q.o. <),
then

cl(®) < o(Term(X(, X1, -\ Xn)y <Term)-

Proof We define amap G: Term(X),, X1, ..., X;) — CL(®) in the obvious way:
G(0) =0;
G (x) = xfor eachx € Xg;
G(fx(t1,..., ) = fx(G(t1),...,G(t)) forall x € X;,
..., b eTerm(Xé,X],...,Xn).

It is easy to see (by transfinite induction on «) that for every o € CL(®) there is a
t e Term(Xé), X1,...,Xp) such that « = G(¢) — i.e. G is surjective; and also that
G is order-preserving, i.e. S <Term ¢ = G(s) < G(¢); however, G is in general not
1-1 — there are <Term -incomparable s and ¢ such that G(s) = G (¢) and, in general,
S <Term ! such that G(s) = G(¢). So we adjust G as follows:

Let Term(X),, X1, ..., X,;) be well-ordered in some arbitrary way compatible
with <Term (e.g. see Sect. 2.1.4). If B is the order type of this well-ordering, let

Il II: Term(X{,, X1, ..., X,) — B associate with each term t its position in the
well-ordering.

Now we can define G’ : Term(X{), X1, ..., X;,) = B.sup{a|a € CL(P)} as fol-
lows:

G't)=BGO+ 1t .

Now G’ is 1-1 strictly order-preserving and, since G was surjective, the image of G’
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has order type > cl(®). Hence, if we define a relation <Ton Term(X(’), X1,...,Xpn)
by:
s<tte G'(s) <G,

then < is a well-ordering of order type at least cl(®) which extends <Term. Hence
cl(®) < o(Term(Xyy, X1, - .., Xn), <Term)-

Corollary 4.7 If ® = Xo U ... U X, is a set of monotonic increasing ordinal func-
tions, where for each i X; contains only i-ary functions and (X;, < ) is a w.q.o.,

then

+ (o(Xo, <fn) .. 0(Xn, <gn)
c(®) < f ( 0 . n -

Proof Follows from Corollary 4.4 and Theorem 4.6, since —1 + 0(X6) =—1+
(1 + o(Xp)) = o(Xo).

This result was proved for Xy, ..., X,—1 empty (n > 3) and X,, a singleton in
[22], and can be deduced from the proof in [22] if the X; are finite or well-ordered by
<pmand ()2 ("
results about trees and terms (Corollary 4.4 and Theorem 2.2) cannot be inferred
easily from the above result, since, for example, if fy (¢), fx(u)eTerm(Xy, ..., X,)
and <7 is an extension of <Term to @ well-ordering of Term (Xy, ..., Xn), then

) . As far as I can see, however, the corresponding

t <Term # — fr(t) <T fi(u) is true but
t<tu— fx (@) <t fx(u) is not in general (¢ and u may be
<Term -incomparable),

and therefore the well-ordering induced on Term(Xy, ..., X,) by the functions in
Xo ... Xy, is not in general an extension of <Term.
Corollaries 4.4 and 4.7 have already been proved by de Jongh (as yet unpublished)

for (0%(0) O(f")) < (é and in [10] for 0(3(0) O(f") < g

In the next two theorems we show that the bounds of Corollary 4.7 are best possible
. o(Xg) ...o0(Xp) < 1
prov1ded< 0o . n =\, )
1 oy ... Oy a o
Theorem 4.8 If ’ Za= 0 2 ) then there are sets ) CYR. ¢ such
that

. o . . . . . .
(i) each X;" is a set of monotonic increasing i-ary functions well-ordered by < fy,
with order type o;;

(ii) CL(®%) 2 f (060 O;") where ®L = X%UUX%
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Proof We assume w.l.o.g. that o, # 0 and n > 2. We define the X% as follows:

xi= 1 (F5 e )16 < o

n

xt =y (0 PO P )i <

for0 <i < n;

Bo-. -t ﬂ) 10 < B <@t Jifi):

ng{)hﬂo,..ﬁn_lf(() con—1n

where f;, is an n-ary ordinal function defined as follows:

WP 4 Boif fr = ... = fu1 =0,
fuBo.. Bn1= f Bo...pn—10 otherwise.
0...n—-1n

We define % = X5 ... Xn

The X% satisfy (i) by Theorem 2.16. In order to prove (ii), we shall prove the
following assertion by transfinite induction on y with subsidiary transfinite induction
on o with respect to <:

Hy<f(?::?)mmyecuﬁﬂ

Now, since y < fa, by 2.16 d),e) either y < f (8 2) or there is a j < n and

a B < aj such that

,Bjaj+1...(xn ,3j+105j+1~~-an
< .
f(jj+1“.n sy<IU Y

Case 1 : y is not an e-number, i.e. y # Y. Then there are yy, y1 < y such
thaty = o¥!' + Y9 = fuv0710...0.But0 € CL(®%) by definition of CL(®%) and
10, ¥1 € CL(®%) by (main) induction hypothesis. Hence y € CL(®d%). Note that
ify <f (8 ' 2) = w then Case 1 holds.

Case 2 : Thereisa j > 0 and a 8; < «; such that

Bj ajy1 ... 0 Bj ajy1 ... 0y
< : .
f(jj-l—l...n sv</t jjt+1l...n

Then f (/i J ;x]—: 11 OZI) is the least solution 7 of the equation
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no Bjajr1...an
f(j—ljj+1”.n>_n

Hence, by 2.16 d),e) there is a yq such that

Yo Bj ajr1 ... 0p
< p p
m<y\f<j—1jj+lu.n'

Yo ,Bj djpl ... 0y
j—1jj+1...n )
Now, since n > 2 and «;,, # 0, é < (i) holds only if j =n =2 and 8; = 0. But
then ygp < y < a)“’yo; hence case 1 above holds. Thus we may assume that G) =< é .
Now yp € CL(®%) by (main) induction hypothesis. Hence if y = fB then y €
CL(®%) thus we may assume that yp < y < fB. Butthen, by (subsidiary) induction
hypothesis, y € CL(dDE).

Now Xlé C X%foralli #j—1.
Moreover, by (subsidiary) induction hypothesis, y9 € CL(®%). Hence if ¢ €

‘We shall write ﬁ = (

Xj‘%l then there is a §; | < yp such that

_ , no...nj—2 8j—1 Bj ajy1 ...y
¢_km”'m2f<0~~j—2j—1jj+1”.n :

and if we define

— , o .- Mj—1 Bj &jt1 ... an
w_/\no...njlf<0 =17 j+1... n)

then i € X% and
ono...nj—2=vYno...nj—28;j—1 forallng,...n;j—2.

Hence, since §; | € CL(®%), CL(CDE) C CL(®%) and hence y € CL(®%).
Case 3: There is a By < o such that

Booar...ay Bo+1lar...u
f<01...n sv</t 0 1...n )"
If equality holds then clearly y € CL(®%); hence we may assume that
Booar ..oy Bo+1la...oa
f(Ol.“n =v=I"0 1.a)
Let j < n be the least nonzero integer such thata; > 0. Then y lies between two
consecutive common solutions of all the equations
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f(GI )= e

Hence, by 2.16 d),e), there is a Bj <ajandayy such that

v Bjojil ... an
V0<V<f<j—1 N ES n)

The proof now proceeds as in Case 2.

Qg ... oy

Theorem 4.9 If (}) <o = ( 0

), then there are sets Y(;l, el Y,% such that

. o . . . . . .

(i) each Y.~ is a set of monotonic increasing i-ary functions well-ordered by < ¢y,
with order type a;;

o

(ii) CL(®%) D f+<060 "Z’) where % = X3 U ... U Xy,

Proof The assertion follows from Theorem 4.8 if f o = fa. Hence we may assume
that this is not the case, i.e. that thereisano < agandann < wsuchthatoy = o + n,

Qo) ...\ Qo ..o\ .
f<01“ >_aorf<01”.n>—ozjforsome]>0

. n
and

()= (g )

We shall assume that f (g 0611 O;" = « and indicate at the end of this proof how

to adapt the proof if

f<((>)l(¥11 OZ’) =« for some j > 0.

We again assume w.l.0.g. that «;, # 0 and n > 2, and define the Yl.g as follows:

Yé":au{f(“gmo‘l‘ "":")|0<m<n};

Yig = X% (see proof of Theorem 4.8) for 0 < i < n; and
Yo {¢71¢ € Xy}, where ¢ isdefinedby ¢ fo . .. Bu—1 = max{a, ¢Bo ... fu—1}.
The Yl.g satisfy (i) by Theorem 2.16. In order to prove (ii), we shall prove the
following assertion by transfinite induction on y with subsidiary transfinite induction
on o with respect to <:

If y < fTa then y € CL(®Y).
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Casel:y <o = f<g 0‘1‘ OZ’).Theny € Y§ C CL(9Y).

Case 2: y > « and y is not an e-number. Then, since « is an e-number, y > « and
there are g, y1 < y suchthata < yp, vy and y = o' + y9 = fn+y0y10 ...0.But
0 € CL(d%) by definition of CL(®P%) and yy, y1 € CL(®%) by induction hypothesis.
Hence y € CL(®%).

Case3:Cases1and2don0thold.Thenf<g all O‘”) <y < f<“+"+1 o “");

.n 0 1 ...n
. oO+muo] ...«
hence there is some m <n such that f 0 11 n" <vy

a+m+1o...0,
</ <0 I ...n
Now if strict inequality holds then the assertion follows as in the proof of Case 3
a+maop...o )

of Theorem 4.8. Hence we may assume that y = f < 0 1 i

Butthenif m > 0 y € Y5 € CL(®9),
andifm =0y = £,70...0 € CL(®%), q.e.d.

We now indicate how to adapt the above proof if f (g 0411 O;”) = «a; for some
j>0.
Then, by Theorem 2.16b), « = 0, «g = n and o, <o aj—1 = 0. We then define
a majp ..oy
~N = <
= (5 S )om<al,
Ylg, e, Y;.l_] to be empty, th_l: {PplB < otj},where

BifBop=...=Bj—1=0,

dpBo...Bj—1= max {%uf(%o'” }31_*11 f ;xfjll 0;")} otherwise,

Y%:X%forj<i<n.

If j =nY ]g must be adjusted a little so as to contain f,;. Then the proof goes
through as before, except that now o; € CL(®%) by virtue of the definition of ¥ Jg
and not of Y(;l; andoj € CL(®%) by virtue of the definition of Y j‘.l, and not of ¥, ,%

4.2 X-Monotonic Increasing Ordinal Functions

In this section we shall use the results of Sect. 3.2 to give bounds for the order types
of the sets of ordinals generated by one binary function which is increasing but not
quite monotonic.
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Definition 4.10 Let X be any set. We define Term, (X), the set of terms generated
from X by a binary function symbol, inductively by:

If x € X than x € Termy(X); if 5, ¢ € Term(X) then (s, t) € Termp (X).

Thus Termp (X) is isomorphic to Term(X, ¢, {0}).

Note that each element of Termj(X) is either an element of X or has the form
((...(tg, 1) ...y ty—1), ty), Wwhere tg € X and 11, ..., t, € Termo(X).

With each ¢t € Termy(X) we associate an element /(¢) of X as follows:

Ift € X then h(¢) = t;if t = (u,v) then h(t) = h(u).

Thus, ift = ((...(tg, t1) ..., th—1), tn), Where fy € X, then h(t) = tg.

We now define a 1-1 map G: Termy(X) — T(i)

(T(fﬁ) is the set of all finite structured trees with labels in X) as follows:

G(x) = .xforx € X;
GU((...(t0, 1) ...  ty—1), 1)) = 19(G (1), ..., G(ty))fortg € X

Thus G maps ((... (g, 1) ..., th—1), ) Into
G(t,]).. .G(tn)

o

If (X, <) is aq.0., we define a q.0. <2 on Termy (X) inductively by:

(a) x<yz>x<2yforallx,yex;
(b) s <? (s,1)and 7 <2 (s, 1) forall s, € Terma(X);
© so<to&s1 <Pty & ... &sy <y, &1<ip<...<ip<m

= (e (50,51 oy 80) <2 (t0, 1) < )
for all sy, ...,8,, 1, ..., tn € Termp(X) andall sg, tg € X
@ s<?r1&t<?u=s<*uforalls,t,u € Termy(X).

Clause (c) of the definition of <2 is a little unwieldly; note that if we replaced it
by the simpler clause

()51 < sy &1 T & his) < his2)
= (s1.11) <% (s2. ) for all sy, 5, 11, 12 € Termy (X)),
then we should obtain an extension <2+ of gz. Since, by Theorem 4.11 below, <2

is a w.q.0., <>* is also a w.q.0. and o(Termy (X), <*T) < o(Termy(X), <?). Thus
Corollary 4.12 below also applies to (Terma (X), <*1).

Theorem 4.11 s <21 < G(s) <1 G(t) forall s, t € Termy(X).
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Proof We shall omit the proof of the implication from left to right since we do not
need it in the following. We shall prove G(s) <7 G(t) = s <t by induction on
the sum of the lengths of s and 7.

Case I:s,t € X.Then G(s) <7 G(t) & s <t & 5 <> 1.
Case 2: Just one of s, t is an element of X. Then since G(s) <7 G(¢) we must
have s € X and

t = (‘“(tO’t’])“"tn)’ where t, € X;

G(s) = .s, G(t) = G(t@tn).
t

0

Thus s < r, where r is the label of some node in G (7).

Hence r occurs somewhere in 7. But then s <? ¢ by finitely many applications of
clauses (b) and (d) of the definition of <2.

Case 3: s,t ¢ X. Then we may suppose that s = (... (sg, S1)...,S,) and
t=C(..(to,1)...,1ty) for some m, n > 0, where sg, 1y € X.

Then

G(8) = G(s)...G(s ), G(t) = G(ty)...G(H,)

5q to

Let f be the homeomorphic mapping of G (s) into G (¢).

If f does not map the root of G (s) into the root of G(¢) then G(s) <7 G(#;) for
somei € {1,...,m}. Butthens gz t; by induction hypothesis, and hence s gz t by
clauses (b) and (d) of the definition of <2.

If on the other hand f maps the root of G (s) into the root of G (¢) then sg < 79 and
f must map the roots of G(s1), ..., G(s,) into some vertices of G(t;,), ..., G(t;,),
where 1 < i) <ip <... <ip <m.Thus G(sj) <r G(t,-j) foreach j =1,...,n.
Hence s; <? tj; for each j by induction hypothesis; hence s <2 1 by clause (c) of

the definition of <2.

Corollary 4.12 [f (X, <) is a w.q.0., then so is (Termy(X), <?) and
o(X)
).

o(Termy(X), <*) < f (%
ProofFollows from Theorem 3.4, since (Termj(X), gz) is isomorphic to
(T(i), <) by Theorem 4.11. Actually, it suffices if (Termy(X), gz) is isomorphic
to an extension of <7 on T(i); i.e. the implication from left to right in Theorem
4.11 suffices.

Definition 4.13 Let X be a set of ordinals. A binary ordinal function ¢ is said to be
X-monotonic if and only if ¢(--- ¢ (@0, a1), -+, 00) < (-9 (Bo, B1), -+, Bm)
whenever m,n > 0, «g, fo € X, a1, , %, B1,---, Bn are any ordinals and
there are iy, ---,iy such that 1 <ij <---i, <m and «; <,3ij for each j =
L, n.
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Corollary 4.14 If X is a set of ordinals and ¢ an X-monotonic increasing binary
ordinal function, then the closure of X U {0} under ¢ has order type at most f (‘ %”),
where || X || denotes the order type of X.

Proof Analogous to the proof of Theorem 2.6. Denote the closure of X U {0} under
¢ by CLy(X) and the order type of CLy(X) by cly(X), and define

G : Termp(X) — CLy(X) by :

G(0) =0;

G(x) =xforall x € X;

G((s,1) = ¢p(G(s),G(t)) forall 5, t € Termy(X).

Then's <2t = G(s) < G(r) forall s, t € Termp(X) and, as in the proof of 2.6, we
may define a 1-1 strictly order-preserving map G’ from Term, (X) into some ordinal,
which induces a well-ordering on Termy (X) which extends <2 and has order type
at least cly(X). But, by Corollary 4.12, this well-ordering has order type at most

f(l\ill)'

Remark We shall not go into the question whether the bounds of Corollary 4.14
are best possible, because we do not know of any X-monotonic functions which
are not monotonic and occur in mathematical practice; i.e. we do not know whether
Corollary 4.14 has any useful applications. However, Corollary 4.14 does show that
the monotonicity condition of Corollary 4.7 can be weakened (at least if » = 2 and
X, is a singleton) at the cost of an increase in the bounds of Corollary 4.7. Thus
there is some hope of displaying upper bounds for the closure ordinals of the sort of
(sets of) functions which are used in the notation systems of [25] and [1, 4, 6, 19,
26, 43] etc., in which either monotonicity or increasingness fails to hold.

4.3 Possible Connections with Proof Theory

To date, systems of notations for countable ordinals have been studied primarily in
connection with proof theory, in order to find the ‘proof-theoretic ordinals (or, better,
representations of ordinals)’ of interesting subsystems of analysis, In order not to
have to digress here, we refer the reader to Sect. 6 of [5], which defines the notion of
the ‘proof-theoretic ordinal’ of a subsystem of analysis and summarizes all results
available to date on the proof-theoretic ordinals of particular systems.

Now Theorems 3.2 and 4.9 of this paper show that each ordinal £+ (ao o a")

0.---n
(n < w; ag, - - - , &y any ordinals) can be characterised in a natural way as the maxi-
mal order type of the w.p.o. (T(1 + g, o1, - - - , &), <7), Where the order relation

associated with each «; is the usual well-ordering on the ordinals restricted to «;.

Alternatively, by Corollary 4.7 and Theorem 4.9, f+ <O([)O O;") is the greatest
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ordinal which can be obtained as the closure ordinal of a set ® = Xg U ---U X,,,
where for each i X; contains only monotonic increasing i-ary functions and (X;, < f)
is a w.q.o. with maximal order type «;. It is therefore natural to ask which of the
. ap - o . .
ordinals f+ 00 n" turn up as the proof-theoretic ordinal of some subsystem
of analysis and, for those which do, whether the above characterisations of the given
ordinal can give new insights into the proof theory of the corresponding subsystem
of analysis. The first question is easy to answer; the second is an unbroached? open
problem.

As we mentioned at the end of Sect. 2, for countable or finite «g, --- , ay,
Qo Ao o Ao

B . fy such that (1) = ( o ﬁi...ﬂﬁ)’ f( al
¢Qﬁn'an+'._+gﬂl a (ap). Moreover, in [3, 4] it is shown that, for ‘nice’ «, ¢y (8) =
Og(—1+p), Wwhere O is the function of the Feferman-Aczel notation which is used to
express most of the ordinals mentioned in Sect. 6 of [5]. Thus the reader may check
that all these ordinals except for £g, £, and I'g are fixed points in the Klammer-
symbol notation—that is to say, they cannot be expressed in the form f A, where A
contains only smaller ordinals. But then they also cannot be expressed in the form
fTA, where A contains only smaller ordinals. So the only ordinals f* A which turn
up non-trivially as the proof-theoretic ordinal of some subsystem of analysis are:

is approximately

() o= fT (é), the proof-theoretic ordinal of arithmetic;
(i) o= fT <8(§) é), the proof-theoretic ordinal elementary analysis;
i) To=f +(%), the proof-theoretic ordinal of predicative analysis.
So the second of the two questions raised above reduces to the following questions:

(a) Do the characterisations of gg = f+ (é) given in this paper give any new insights
into the proof theory of arithmetic?

(b) Do the characterisations of eg, = f + (goé) given in this paper give any new
insights into the proof theory of elementary analysis?

(c) Do the characterisations of g = T (%) given in this paper give any new insights
into the proof theory of predicative analysis?

Acknowledgements I am grateful to Dick de Jongh for inviting me to Amsterdam in 1973 and
introducing me to his work, and to Professor Helmut Pfeiffer for inviting me to Hannover in 1977
and putting to me a problem which led me to the results in this paper; to Professor Gert H.Miiller for
his active interest in my personal and mathematical welfare since 1974; and, last but by no means
least, to my husband and children for their tolerance and support.

ZExcept for the very rough first attempt in Chap. II, Sect. 4 of [21].



Well-Partial Orderings and their Maximal Order Types 389

References

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

. Bachmann, H. (1950). Die Normalfunktionen und das Problem der ausgezeichneten Folgen von

Ordnungszahlen. Vierteljahrsschrift der Naturforschenden Gesellschaft in Ziirich, 95, 5-317.

. Bachmann, H. (1967). Transfinite Zahlen. Springer, VII + 228 pp.
. Bridge, J. (1972). Some problems in mathematical logic. Systems of ordinal functions and

ordinal notations: Thesis, Oxford University.

. Bridge, J. (1975). A simplification of the Bachmann method for generating large countable

ordinals. Journal Symbolic Logic, 40, 171-185.

. Bridge, J. (1978). A summary of the literature concerning ordinal notations. To appear.
. Buchholz, W. (1975). Normalfunktionen und konstruktive Systeme von Ordinalzahlen. Proof

Theory Symposion, Kiel 1974 (Springer Lecture Notes 500), 4-25.

. Carruth, P. (1942). Arithmetic of ordinals with application to the theory of ordered abelian

groups. Bulletin of the American Mathematical Society, 48, 262-271.

. Feferman, S. (1968). Systems of predicative analysis, II: Representations of ordinals. Journal

Symbolic Logic, 33, 193-220.

. Halmos, P. (1960). Naive set theory. Van Nostrand, vii + 104 pp.
. Heinzmann, G. (1976). Eine Charakterisierung der Ordinalzahl T'y. Diplomarbeit: Heidelberg

University.

Higman, G. (1952). Ordering by divisibility in abstract algebras. Proceedings of the London
Mathematical Society, 3(2), 326-336.

Jongh, de D. H. J., & Parikh, R. (1977). Well-partial orderings and hierarchies. Indagationes
Mathematicae, 39, 195-207.

Kruskal, J. B. (1960). Well-quasi-ordering, the tree theorem, and Vaszonyi’s conjecture. Trans-
actions of the American Mathematical Society, 95, 210-225.

Kruskal, J. B. (1972). The theory of well-quasi-ordering: a frequently discovered concept.
Journal Combinatorial Theory (A), 13, 297-305.

Nash-Williams, C.St.J.A. (1963). On well-quasi-ordering finite trees. Mathematical Proceed-
ings of the Cambridge Philosophical Society, 59, 833-835.

Nash-Williams, C.St.J.A. (1965). On well-quasi-ordering transfinite sequences. Mathematical
Proceedings of the Cambridge Philosophical Society, 61, 33-39.

Nash-Williams, C.St.J.A. (1965a). On well-quasi-ordering infinite trees. Mathematical Pro-
ceedings of the Cambridge Philosophical Society, 61, 697-720.

Nash-Williams, C.St.J.A. (1968). On better-quasi-ordering transfinite sequences. Mathematical
Proceedings of the Cambridge Philosophical Society, 64, 273-290.

Pfeiffer, H. (1970). Ein Bezeichnungssystem fur Ordinalzahlen. Archiv f. math. Logik u. Grund-
lagenforschung, 13, 74-90.

Rado, R. (1954). Partial well-ordering of sets of vectors. Mathematika, 1, 89-95.

Schmidt, D. (1972). Thesis, Oxford University.

Schmidt, D. (1975). Bounds for the closure ordinals of replete monotonic increasing functions.
Journal Symbolic Logic, 40, 305-316.

Schmidt, D. (1978). Associative ordinal functions, well partial orderings and a problem of
Skolem. Zeitschr. f. math. Logik u. Grundl. d. Math., 24, 297-302.

Schiitte, K. (1954). Kennzeichnung von Ordnungszahlen durch rekursiv erklérte Funktionen.
Math. Annalen, 127, 15-32.

Takeuti, G. (1957). Ordinal diagrams. Journal of the Mathematical Society of Japan, 9, 386—
394.

Takeuti, G. (1960). Ordinal diagrams, II. Journal of the Mathematical Society of Japan, 12,
385-391.

Wolk, E. S. (1967). Partially well ordered sets and partial ordinals. Fundamenta Mathematicae,
60, 175-186.

Ackermann, W. (1950). Konstruktiver Aufbau eines Abschnitts der zweiten Cantorschen
Zahlenklasse. Math. Zeit., 53, 403—413.



390 Diana Schmidt

29. Buchholz, W. (1977). Eine Erweiterung der Schnitt eliminations methode. Habilitations-schrift.
Miinchen.

30. Buchholz, W., & Pohlers, W. (1978). Provable well orderings of formal theories for transfinitely
iterated inductive definitions. Journal of Symbolic Logic, 43, 118-125.

31. Feferman, S. (1964). Systems of predicative analysis 1. Journal of Symbolic Logic, 29, 1-30.

32. Feferman, S. (1968a). Systems of predicative analysis II: representations of ordinals. Journal
of Symbolic Logic, 33, 193-220.

33. Feferman, S. (1968b). Lectures on proof theory. Proceedings of the Leeds Summer School,
Springer Lecture Notes, 70, 1-108.

34. Feferman, S. (1968c). Autonomous transfinite progressions and the extent of predicative math-
ematics. Logic, Methodology and Philosophy of Science I1I, N. Holland, 121-135.

35. Feferman, S. (1970b). Formal theories for transfinita iterations of generalized inductive defi-
nitions and some subsystems of analysis. See [39], 303-326.

36. Gentzen, G. (1938). Neue Fassung des Widerspruchsfreiheitsbeweises fiir die reine Zahlen-
theorie. Forsch. zur Logik. und zur Grund. der exakten Wissenschaften New Series. Leipzig, 4,
19-44.

37. Gentzen, G. (1943). Beweisbarkeit und Unbeweisbarkeit von Anfangsfillen der transfiniten
Induktion in der reinen Zahlentheorie. Mathematische Annalen, 119, 140-161.

38. Gerber, H. (1967). An extension of Schiitte’s Klarnmersymbols. Mathematische Annalen, 174,
203-216.

39. Gerber, H. (1970). Brouwer’s bar theorem and a system of ordinal notations. Intuitionism and
proof theory. A. Kino, J. Myhill & R. E. Vesley. N. Holland, 1970, 327-338.

40. Godel, K. (1958). Uber eine bisher noch nicht beniitzte Erweiterung des finiten Standpunktes.
Dialectica. 12, 280-287.

41. Howard, W. (1970). Assignment of ordinals to terms for primitive recursive functionals of finite
type. See [39], 443-458.

42. Howard, W. (1972). A system of abstract constructive ordinals. Journal of Symbolic Logic, 37,
355-374.

43. Isles, D. (1970). Regular ordinals and normal forms. See [39], 339-362.

44. Kino, A. (1958). A consistency proof of a formal theory of Ackermann’s ordinal numbers.
Journal of the Mathematical Society of Japan, 10, 287-303.

45. Kino, A. (1968). On provably recursive functions and ordinal recursive functions. Journal of
the Mathematical Society of Japan, 20, 456-476.

46. Kino, A. (1970). Formalization of the theory of ordinal diagrams of infinite order. See [39],
363-376.

47. Kreisel, G. (1963). Generalized inductive definitions. Stanford report.

48. Kreisel, G. (1965). Mathematical logic. Lectures on Modern Mathematics. Ed. Saaty, Wiley,
95-195.

49. Martin-Lof, P. (1971). Hauptsatz for the intuitionistic theory of iterated inductive definitions.
Proceedings of the 2nd. Scand. Logic Symposium. N. Holland, pp. 179-216.

50. Pohlers, W. (1973). Eine Grenze fiir die Herleitbarkeit der transfiniten Induktion in einem
schwachen l'[f Fragment der Analysis. Dissertation. Miinchen.

51. Pohlers, W. (1975). An upper bound for the provability of transfinite induction in systems with
N-times iterated inductive definitions. Proof theory symposium. Kiel 1974. Springer Lecture
Notes, 500, 271-289.

52. Pohlers, W. (1977). Beweistheorie der iterierten Induktive Definitionen. Miinchen: Habilita-
tionsschrift.

53. Pohlers, W. (1978). Ordinals connected with formal theories for transfinitely iterated inductive
definitions. Journal of Symbolic Logic, 43, 161-182.

54. Schiitte, K. (1964). Eine Grenze fiir die Beweisbarkeit der transfiniten Induktion in der
verzweigten Typenlogik. Archiv fiir mathematische Logik und Grundlagenforschung., 1,45-60.

55. Schiitte, K. (1965). Predicative well orderings. Formal systems and recursive functions. N.
Holland, pp. 280-303.



References 391

56.

57.
58.

59.

60.

61.

62.
63.

Schiitte, K. (1968). Ein konstruktives System von Ordinalzahlen, I, II. Archiv fiir mathematische
Logik und Grundlagenforschung, 11, 126—137 and (12 (1969) 12-17)

Schiitte, K. (1977). Proof theory. Springer.

Tait, W. (1965). Infinitely long terms of transfinite type. Formal systems and recursive functions.
N. Holland, pp. 76-185.

Tait, W. (1968). Normal derivability in classical logic. The syntax and semantics of infinitary
languages. Springer Lecture Notes, 72, 204-256.

Takeuti, G. (1961). On the inductive definition with quantifiers of second order. Journal of the
Mathematical Society of Japan, 13, 333-341.

Takeuti, G. (1967). Consistency proofs of subsystems of classical analysis. Annals of Mathe-
matics, 86, 299-348.

Takeuti, G. (1975). Proof theory. N. Holland.

Zucker, J. (1971). Proof theoretic studies of systems of iterated inductive definitions and sub-
systems of analysis. Dissertation. Stanford.



	Preface
	Contents
	Editors and Contributors
	Well, Better and In-Between
	1 Well Is Not Good Enough
	2 Super-Sequences Versus Multi-sequences
	2.1 The Ordinal Rank
	2.2 Sub-fronts
	2.3 A Ramsey Property for Fronts: Nash-Williams's Theorem
	2.4 Continuous Definition: Multi-sequences

	3 Well, Here Is Better!
	3.1 Two Equivalent Definitions
	3.2 First Examples and Finite Stability
	3.3 The Real Deal: Infinite Stability

	4 In-Between: An Intractable Diversity of Inconspicuous Orders
	5 Classes of Bqos Definable by Forbidden Pattern
	5.1 Interval Orders
	5.2 More Classes of Better-Quasi-orders via Forbidden Patterns

	References

	On Ordinal Invariants in Well Quasi Orders and Finite Antichain Orders
	1 Introduction
	2 Background and Basic Results
	2.1 Posets and Quasi-orders
	2.2 Rankings and Well-Founded Trees
	2.3 Residual Characterisation
	2.4 Games for WQO Invariants
	2.5 Cardinal Invariants
	2.6 WPOs as a Basis for FAC Posets

	3 Characterisations of Ordinal Invariants
	3.1 Height and Maximal Chains
	3.2 Maximal Order Types and Linearisations
	3.3 Maximal Order Types and Height of Downwards-Closed Sets
	3.4 Width and Antichain Rank
	3.5 Relationship Between Width, Height and Maximal Order Type

	4 Computing the Invariants of Common WQOs
	4.1 Lexicographic Sums
	4.2 Disjoint Sums
	4.3 Direct Products
	4.4 Cartesian Products
	4.5 Finite Multisets, Sequences, and Trees
	4.6 Infinite Products and Rado's Structure

	5 Concluding Remarks
	References

	The Ideal Approach to Computing Closed Subsets in Well-Quasi-orderings
	1 Introduction
	2 Well-Quasi-orderings, Ideals, and Some Motivations
	2.1 Two Motivating Examples
	2.2 What About Downwards-Closed Subsets?
	2.3 Well-Quasi-orders
	2.4 Canonical Prime Decompositions of Closed Subsets
	2.5 Filter Decompositions and Ideal Decompositions

	3 Ideally Effective WQOs
	3.1 Some First Ideally Effective WQOs

	4 Constructing Ideally Effective WQOs
	4.1 Ideally Effective WQO Constructors
	4.2 Sums of WQOs
	4.3 Products of WQOs and Dickson's Lemma
	4.4 Sequence Extensions of WQOs and Higman's Lemma
	4.5 Finitary Powersets

	5 More Constructions on Ideally Effective WQOs
	5.1 Order Extension
	5.2 Quotienting Under a Compatible Equivalence
	5.3 Induced WQOs

	6 Towards a Richer Theory of Ideally Effective WQOs
	6.1 A Minimal Definition
	6.2 On Alternative Effectiveness Assumptions
	6.3 On Computational Complexity

	7 Concluding Remarks
	References

	Strong WQO Tree Theorems
	1 Introduction
	2 Labeling Trees with Ordinals
	2.1 Basic Notations
	2.2 Vertex-Labeled Trees
	2.3 Edge-Labeled Trees
	2.4 Complex Edge-Labeled Trees
	2.5 Main Propositions

	3 Proof of Proposition C. Part 1
	3.1 Basic Definitions and Notations
	3.2 Basic Observations

	4 Proof of Proposition C. Part 2
	4.1 Proof of Theorem 18. Part 1 (Construction)
	4.2 Proof of Theorem 18. Part 2 (Soundness)
	4.3 Formalization

	5 Proof of Proposition D
	References

	Well Quasi-orderings and Roots  of Polynomials in a Hahn Field
	1 Introduction
	2 Hahn Fields
	3 Well Quasi-orderings and Hahn Fields
	3.1 Background on Well Quasi-orderings
	3.2 Sums and Products

	4 Roots of Polynomials
	4.1 Support of a Root
	4.2 Lengths of Roots

	5 More on Our Original Motivation
	5.1 Integer Parts and the Work of Mourgues and Ressayre
	5.2 Bounds on Lengths of Elements of Special Subfields
	5.3 Complexity

	References

	Upper Bounds on the Graph Minor Theorem
	1 Introduction
	2 Well-Quasi-ordering Theorems of the Graph Minors Series
	3 Bar Induction in the Graph Minors Series
	4 Possible Lower Bound Improvements
	References

	Recent Progress on Well-Quasi-ordering Graphs
	1 Introduction
	2 Topological Minors
	2.1 Directed Graphs

	3 Minors
	3.1 Directed Minors
	3.2 Induced Minors
	3.3 Vertex-Minors and Pivot-Minors

	4 Immersions
	4.1 Directed Graphs

	5 Subgraphs
	5.1 Subdigraphs
	5.2 Induced Subgraphs
	5.3 Rao-Containments

	References

	The Reverse Mathematics of wqos and bqos
	1 Reverse Mathematics
	2 Characterizations and Basic Properties of wqos
	3 Characterizations and Basic Properties of bqos
	4 Minimality Arguments
	5 Structural Results
	6 Major Theorems About wqos and bqos
	7 A Topological Version of wqos
	References

	Well Quasi-orders and the Functional Interpretation
	1 Introduction
	1.1 Proof Interpretations and Well Quasi-Orders:  A Brief History
	1.2 The Origins and Purpose of This Chapter

	2 Well Quasi-orders and Zorn's Lemma
	2.1 The Minimal Bad Sequence Construction and Zorn's Lemma
	2.2 Zorn's Lemma as an Axiom

	3 A Formal Proof of Higman's Lemma
	3.1 The Logical System
	3.2 The Formal Proof

	4 Gödel's Functional Interpretation
	4.1 The Basics
	4.2 The Programming Language
	4.3 The Interpretation
	4.4 The Meaning of the Interpretation

	5 Interpreting the Proof of WQOseq(=B)
	5.1 The Law of Excluded-Middle for Σ02 Formulas
	5.2 Interpreting (forallx)(b)(foralln)(kn)(xk=b)
	5.3 Simplifying the Realizing Term
	5.4 The Final Step
	5.5 Summary

	6 The Functional Interpretation of ZLlex—Part 1
	6.1 A Rough Idea
	6.2 Learning Procedures

	7 Recursion over rhdlex in the Continuous Functionals
	7.1 The Problem with Recursion over rhdlex
	7.2 The Continuous Functionals and Berger's Open Recursor
	7.3 The Explicitly Controlled Open Recursor

	8 The Functional Interpretation of ZLlex—Part 2
	9 Interpreting the Proof of WQO(=B,ast)
	10 Conclusion
	References

	Well-Quasi Orders and Hierarchy Theory
	1 Introduction
	2 Preliminaries
	2.1 Ordinals
	2.2 Partial Orders and Quasiorders
	2.3 Topological Spaces
	2.4 Classical Hierarchies in Quasi-Polish Spaces
	2.5 Wadge Hierarchy

	3 Well and Better Quasiorders
	3.1 Well Quasiorders
	3.2 Better Quasiorders
	3.3 Computable Well Partial Orders
	3.4 Definability and Decidability Issues

	4 Wadge-Like Reducibilities in Quasi-Polish Spaces
	4.1 Wadge-Like Reducibilities in the Baire Space
	4.2 Wadge Reducibility of k-Partitions in the Baire Space
	4.3 Wadge Reducibility in Quasi-Polish Spaces
	4.4 Weak Homeomorphisms Between Quasi-Polish Spaces
	4.5 Weak Reducibilities in Quasi-Polish Spaces

	5 Other Reducibilities and Hierarchies
	5.1 Borel Reducibility of Borel Equivalence Relations
	5.2 Continuous Reducibility of Borel Equivalence Relations
	5.3 Hierarchies and Reducibilities of Functions
	5.4 Definability and Decidability Issues

	6 Hierarchies in Quasi-Polish Spaces
	6.1 Hierarchies of Sets
	6.2 Hierarchies of k-Partitions
	6.3 Hierarchies of Sets in Quasi-Polish Spaces
	6.4 Hierarchies of k-Partitions in Quasi-Polish Spaces

	7 Hierarchies in Computability Theory
	7.1 Preliminaries
	7.2 Difference Hierarchies of Sets and k-Partitions
	7.3 Fine Hierarchies of Sets and k-Partitions
	7.4 Natural Degrees

	8 Hierarchies in Automata Theory
	8.1 Preliminaries
	8.2 Well Quasiorders and Regular Languages
	8.3 Hierarchies of Regular Languages
	8.4 Hierarchies of ω-Regular Languages and k-Partitions

	9 Conclusion
	References

	A Combinatorial Bound for a Restricted Form of the Termination Theorem
	1 Introduction
	2 Background Material
	2.1 Fast Growing Hierarchy
	2.2 Paris–Harrington Theorem
	2.3 Restricted Forms of the Termination Theorem
	2.4 Erdős' Trees

	3 Main Result
	3.1 Proof of the Two-Relations Case
	3.2 Proof of the (k+1)-Relations Case
	3.3 Complexity

	4 Conclusion
	References

	A Mechanized Proof of Higman's Lemma by Open Induction
	1 Introduction
	2 Preliminaries
	3 From Minimal Counterexamples to Open Induction
	4 Setting the Stage: An Open Property and an Appropriate Order
	5 The Proof via Open Induction
	6 Conclusions and Future Work
	References

	Well-Partial Orderings and their Maximal Order Types
	1 Introduction
	2 Preliminaries
	2.1 Well-Quasi-Orderings – Definitions and Results
	2.2 Sequences and Trees Over a q.o. Set
	2.3 Systems of Notations for Ordinals

	3 The Maximal Order Types of Some Well-Quasi-Ordered Sets of Sequences and Trees
	3.1 The Set of all leqslant n-Branching Finite Structured Trees with Labels in a w.q.o. Set
	3.2 The Set of All Finite Structured Trees with Labels  in a w.q.o. Set
	3.3 Finitary Sequences of Elements of a w.q.o. Set

	4 Applications of the Results in Sect. 3
	4.1 Monotonic Increasing Ordinal Functions
	4.2 X-Monotonic Increasing Ordinal Functions
	4.3 Possible Connections with Proof Theory

	References




