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Abstract. Neural networks are used more and more in critical areas
such as autonomous driving. In such cases, their limitations might cause
dangerous situations. Researchers were able to show that such limitations
enable attacks on systems containing neural networks, which are even
possible in real world scenarios. For example, a state-of-the-art network
might misclassify modified traffic signs. Other researchers have shown
that modern car assistants can easily be fooled to drive the car into the
wrong lane on a street.

The InformatiCup is a collegiate computer science competition in Ger-
many, Switzerland and Austria for all students, with tasks based on real
world problems. This year’s task is based on the above mentioned prob-
lem. To demonstrate this problem and to motivate students for experi-
menting with neural networks, participants were asked to generate fool-
ing images for a traffic sign classifying neural network without having
direct access to the network. The images should not be recognisable by
humans as traffic signs, but be classified as such with a high confidence
by the neural network.
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1 Motivation

Imagine driving an autonomous car down a road. You pass a sticker with some
weird signs (such a scene might appear as shown in Fig. 1). Suddenly, your car
stops in the middle of the road because your car has identified the sticker as a
“No through traffic” sign. This way, fooling images lead to dangerous situations.

The troubling thing is that similar attacks have already been shown in prac-
tice. For example, Eykholt et al. [4] were able to let neural networks misclassify
traffic signs by slightly modifying them. The Tencent Keen Security Lab [14]
was able to mislead a Tesla car into the wrong lane by simply placing coloured
dots on the road.

To get more insights into fooling images, the participants got the task of
creating these images against a target network. The hope was that students can
be motivated into experimenting with neural networks through this task.
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Fig. 1. Example of a fooling image on the road, which might be classified as a “No
through traffic” sign.

2 InformatiCup

The InformatiCup1 (established 2005) is a yearly computer science competition
held by the Gesellschaft für Informatik2 for students in all branches of study in
Germany, Switzerland and Austria. It offers prize money to the winning team
as well as prizes for the best teams.

The topics are oriented on real world problems. Past topics include, for exam-
ple, harvesting strategies for manganese nodules or the prediction of fuel prices.

The InformatiCup is a competition with a holistic approach, where the whole
solution is important and not only the programming or simply the quality of the
results. The judgement is based on the following criteria:

– the theoretical background of the solution
– quality of programming (including software architecture and quality manage-

ment)
– presentation
– quality of the result (e.g. accuracy)
– user manual
– additions by the teams (like graphical user interfaces)

The InformatiCup is well recognised in the industry and some tasks have
even contributed to research [11,12].

3 Background: Fooling Images

In recent research it was shown that neural networks, despite showing high accu-
racy for many tasks including images classification [7], are susceptible to mali-
cious input. Most research focuses on so called adversarial examples [1]. In these
1 https://gi.de/informaticup/
2 https://gi.de/

https://gi.de/informaticup/
https://gi.de/
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examples, noise is added to a correctly classified image to make neural networks
misclassify it, while at the same time the change should not be detectable by
humans.

Another approach was taken by Nguyen et al. [8] and followed by Soll [10].
In contrast to adversarial examples, fooling images are not created from existing
images. Instead, they are created artificially and are classified by neural networks
with high confidence, while not being recognisable by humans.

4 Task Description

The task of the InformatiCup 2019 was to develop a software solution that is
able to generate fooling images for a provided neural network for at least five
different traffic signs. All generated images must be classified as a traffic sign by
the neural network with at least 90% confidence. There were no requirements
of a specific traffic sign, which allowed untargeted attacks. Some examples of
possible solutions (generated by the jury) can be seen in Fig. 2.

Fig. 2. Examples of fooling images created by the organisers of the competition. All
are classified as a “Vorfahrt” sign (priority traffic sign) with at least 90% confidence
by the target network. All images are 64 × 64 pixels in size.

To make the task harder, several limitations were put in place for the par-
ticipants:

– The participants had no direct access to the network. Instead, a Web API
had to be used.

– The neural network architecture was unknown to the participants.
– Each team was restricted to only 60 requests per minute. This was checked

by providing each team a unique API key.
– The number of output classes was not provided to the participants, although

the dataset was known.
– Only the top 5 classification results were returned.

In addition to the software solution, teams had to turn in a paper describing
the theoretical background, the software design decisions and a result discussion.
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A user manual was required, which could be part of the paper or a separate paper.
The best teams had to present their solution to a jury consisting of members
from industry and academia.

4.1 Neural Network Used

For the task, a simple single-layer neural network (see Fig. 3) was trained on The
German Traffic Sign Recognition Benchmark [13]. The input of the network was
an image with 32 × 32 pixels. In an attempt to reduce the susceptibility of the
neural network against fooling images, several measures were taken:

Fig. 3. Schema of neural network architecture.

1. The architecture was deliberately simple, with only one layer and eight ker-
nels. This was to keep the Vapnik-Chervonenkis-dimension and with it the
required data for optimal learning low (see [6]).

2. In addition to the provided images in the dataset, additional images were
generated and used as a hidden class (i.e. not visible to the participants) in
the training (see Fig. 4). The goal was to make the network more robust to
certain changes. These images include:

– Images with a single colour to counter background detection
– Images with random circles to counter the shape of the traffic signs
– Images with random noise to counter reaction to noise

3. The network was trained on a low number of epochs (five) to counter overfit-
ting.

With all those measurements, the network reached an accuracy of about
85%. Although the accuracy might not be as high as desired, it seemed suitable
enough for the competition.

To ensure that the network is not easily fooled, a dataset of 38 images (includ-
ing 10 random noise images) was tested against the neural network, of which none
was detected as a traffic sign.
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Fig. 4. Examples of images added as a hidden class to the trainings set to reduce the
susceptibility against fooling images. (Color figure online)

4.2 Network Interface

For the communication with the neural network, two interfaces were provided.

Website: Through a website, a single image could be classified. A view on the
website is shown in Fig. 5.

(a) A single image can be uploaded with
a valid API key.

(b) Example feedback of the website.

Fig. 5. Website as an interface to the neural network.

Web API: A HTTP POST-Request in the encoding multipart/form-data con-
taining the API key and the image could be sent to an endpoint. If the request
is valid, a JSON object containing the top five prediction and the corresponding
confidence values is returned.

5 Analysis of the Competition

In this year’s competition, 46 teams from all over Germany registered for the
competition. Out of those, 30 teams turned in a working final solution, which
were all graded by a jury from both industry and academia. Out of those,
five teams advanced to the final round and presented their solutions. The
results (including links to repositories of the student solutions) can be found
on GitHub3.

This year’s competition not only had the highest number in solutions turned
in (for comparison, the InformatiCup 2018 had a total of 17 teams turning in
3 https://github.com/InformatiCup/InformatiCup2019/blob/master/results/

README.md

https://github.com/InformatiCup/InformatiCup2019/blob/master/results/README.md
https://github.com/InformatiCup/InformatiCup2019/blob/master/results/README.md
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solutions), but also the solutions were of high quality. This shows that the interest
in artificial intelligence/neural networks and their limitations was high. This was
also confirmed by the participants in personal discussions at the final round.

The participating teams turned in a wide variety of different solutions. The
winners combined methods from recent research to generate fooling images: They
trained a new substitution model based on the feedback from the Web API plus
the provided dataset (based on Papernot et al. [9] with slight modifications) and
applied state-of-the-art methods from adversarial examples research on the new
model (Modified attack of Carlini and Wagner [2] as well as Eykholt et al. [4]).

The team in second place provided two solutions:

– Based on an initial image (e.g. black background), the image is divided into
blocks with a user defined size. For each block (in random order), the effect
of the different colours is analysed. The colour variant with the highest confi-
dence is chosen for that block. The algorithm ends when the target confidence
is reached.

– Similar to the winning team, the team trained a substitution model (based
on Papernot et al. [9]). For this, they used 1000 randomly chosen images of
the dataset for training (100 for the test set), and used the Jacobian-based
Data Augmentation [9] for training. They then used the Momentum-based
iterative Fast Gradient Sign Method [3] for generating fooling images (either
targeted for a specific sign or untargeted).

The team in third place used genetic algorithms [5,15] for creating untargeted
fooling images, however they omitted the recombination phase of the genetic
algorithm and only used mutation. Starting on a user provided image, they
implemented different mutation methods (all controlled by variables modifiable
by the user):

– Set a percent of pixels to a random colour.
– Draw circles (either filled or unfilled) on the image.
– Draw rectangles (either filled or unfilled) on the image.
– Draw multiple polygons (always filled) on the image in a way that results in

rotationally symmetrical placement of the polygons.
– Divide the image into a grid of blocks and slightly stain the different blocks

with random colours (keeping the original image visible if desired).

Besides the three approaches described here, many more solutions were turned
in with vastly different approaches. However, it is not in the scope of this paper
to describe all approaches in detail.

6 Conclusion

Neural networks are widely used. However, their limitations - like fooling images
- are not understood well. The InformatiCup used this as a topic of this year’s
competition, where participants should generate fooling images for a traffic sign
classifying neural network. With 30 solutions from all over Germany, this year’s
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competition has motivated students to look into neural networks. The Infor-
matiCup will be continued in 2020.
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