
123

Trung Quang Duong  
Nguyen-Son Vo  
Loi K. Nguyen  
Quoc-Tuan Vien  
Van-Dinh Nguyen (Eds.)

Industrial Networks 
and Intelligent Systems
5th EAI International Conference, INISCOM 2019
Ho Chi Minh City, Vietnam, August 19, 2019
Proceedings

293



Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 293

Editorial Board Members

Ozgur Akan
Middle East Technical University, Ankara, Turkey

Paolo Bellavista
University of Bologna, Bologna, Italy

Jiannong Cao
Hong Kong Polytechnic University, Hong Kong, China

Geoffrey Coulson
Lancaster University, Lancaster, UK

Falko Dressler
University of Erlangen, Erlangen, Germany

Domenico Ferrari
Università Cattolica Piacenza, Piacenza, Italy

Mario Gerla
UCLA, Los Angeles, USA

Hisashi Kobayashi
Princeton University, Princeton, USA

Sergio Palazzo
University of Catania, Catania, Italy

Sartaj Sahni
University of Florida, Gainesville, USA

Xuemin (Sherman) Shen
University of Waterloo, Waterloo, Canada

Mircea Stan
University of Virginia, Charlottesville, USA

Jia Xiaohua
City University of Hong Kong, Kowloon, Hong Kong

Albert Y. Zomaya
University of Sydney, Sydney, Australia



More information about this series at http://www.springer.com/series/8197

http://www.springer.com/series/8197


Trung Quang Duong • Nguyen-Son Vo •

Loi K. Nguyen • Quoc-Tuan Vien •

Van-Dinh Nguyen (Eds.)

Industrial Networks
and Intelligent Systems
5th EAI International Conference, INISCOM 2019
Ho Chi Minh City, Vietnam, August 19, 2019
Proceedings

123



Editors
Trung Quang Duong
Queen’s University Belfast
Belfast, UK

Nguyen-Son Vo
Faculty of Electrical and Electronics
Engineering
Duy Tan University
Da Nang, VietnamLoi K. Nguyen

Nong Lam University Ho Chi Minh City
Ho Chi Minh City, Vietnam Quoc-Tuan Vien

School of Science and Technology
Middlesex University
London, UK

Van-Dinh Nguyen
School of Electronic Engineering
Soongsil University
Seoul, Korea (Republic of)

ISSN 1867-8211 ISSN 1867-822X (electronic)
Lecture Notes of the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering
ISBN 978-3-030-30148-4 ISBN 978-3-030-30149-1 (eBook)
https://doi.org/10.1007/978-3-030-30149-1

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-30149-1


Preface

We are delighted to introduce the proceedings of the 2019 European Alliance for
Innovation (EAI) International Conference on Industrial Networks and Intelligent
Systems (INISCOM). This conference has brought researchers, developers, and
practitioners from around the world who are leveraging and developing industrial
networks and intelligent systems. The theme of INISCOM 2019 was “Vertical IoT
Solutions and Its Applications for Better Citizens’ Lives.”

The technical program of INISCOM 2019 consisted of 24 full papers in oral
presentation sessions at the main conference tracks. The conference tracks were:
Track 1, Telecommunications Systems and Networks; Track 2, Industrial Networks
and Applications; Track 3, Hardware and Software Design, Information Processing and
Data Analysis; Track 4, Security and Privacy. Aside from the high-quality technical
paper presentations, the technical program also featured three keynote speeches. The
three keynote speakers were Norman Apsley and Mahmoda Ali from the United
Kingdom and Prof. Tolga M. Duman from Turkey.

Coordination with the steering chairs, Prof. Imrich Chlamtac, Prof. Dr. Nguyen Hay,
Prof. Carlo Cecati, and Prof. Song Guo, was essential for the success of the conference.
We sincerely appreciate their constant support and guidance. It was also a great
pleasure to work with such an excellent Organizing Committee who worked hard in
organizing and supporting the conference. In particular, we thank the Technical
Program Committee, led by our TPC co-chairs, Dr. Quoc-Tuan Vien and Dr. Van-Dinh
Nguyen, who have completed the peer-review process of technical papers and
complied a high-quality technical program. We are also grateful to conference
manager, Kitti Szilagyiova, and all the authors who submitted their papers to INIS-
COM 2019.

We strongly believe that INISCOM provides a good forum for all researcher,
developers, and practitioners to discuss all science and technology aspects that are
relevant to industrial networks and intelligent systems. We also expect that the future
INISCOM events will be as successful and stimulating, as indicated by the
contributions presented in this volume.

Trung Q. Duong
Nguyen-Son Vo
Loi K. Nguyen

Quoc-Tuan Vien
Van-Dinh Nguyen
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Outage Analysis of MIMO-NOMA Relay
System with User Clustering and

Beamforming Under Imperfect CSI in
Nakagami-m Fading Channels

Tran Manh Hoang1,2, Xuan Nam Tran2, Ba Cao Nguyen2,
and Le The Dung3,4(B)

1 Telecommunication University, Ho Chi Minh City, Vietnam
tranmanhhoang@tcu.edu.vn

2 Faculty of Radio Electronics, Le Quy Don Technical University,
Hanoi, Vietnam

namtx@mta.edu.vn, bacao.sqtt@gmail.com
3 Divison of Computational Physics, Institute for Computational Science,

Ton Duc Thang University, Ho Chi Minh City, Vietnam
lethedung@tdtu.edu.vn

4 Faculty of Electrical and Electronics Engineering, Ton Duc Thang University,
Ho Chi Minh City, Vietnam

Abstract. In this paper, we propose and analyze a downlink multiple-
user MIMO-NOMA relay system where all users are grouped into sev-
eral clusters. To mitigate the inter-cluster interference, the superposi-
tion signals at the base station are beamed at the relay nodes. Then,
the relays communicate with the users through superposition coding
in power domain. We derive the exact closed-form expressions of the
outage probability of each user in every cluster for the cases of perfect
successive-interference cancellation (SIC) and imperfect SIC. The outage
performance is analyzed the over Nakagami-m fading channels, taking
into account the imperfection of channel state information (CSI). All
analysis results are compared with Monte-Carlo simulation result to ver-
ify the correctness of the derived mathematical expressions. The results
show that the channel fading severity, channel estimation error, and the
quality of SIC structure have strong influences on the outage performance
of the proposed MIMO-NOMA relay system.

Keywords: Multiple-input multiple-output ·
Non-orthogonal multiple-access · User clustering · Beamforming ·
Successive interference cancellation · Outage probability

1 Introduction

The fifth generation (5G) networks will be deployed in 2020 to provide the Inter-
net of Things (IoT) service. IoT basically connects people, processes, data, and

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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every possible things together. The key challenge in IoT is to maintain reliable
communication in the condition of the limited spectrum and low cost [1]. Mean-
while, the non-orthogonal multiple-access (NOMA) is considered as a promising
multiple-access technique for 5G and beyond mobile networks due to its superior
spectral efficiency [2–4].

The main feature of NOMA is to use the power domain and code domain
for multiple access, which adopts the superposition code at the transmitter and
successive interference cancellation (SIC) method at the receiver to detect the
desired signals [5]. NOMA can be applied for both uplink and downlink. In the
NOMA systems, less transmission power is allocated to users which have better
channel conditions while more transmission power is allocated to users which
have worse channel conditions [6–8]. The purpose of this strategy is to achieve
a balance between the system throughput and the fairness among users [9]. On
the other hand, the power allocation in NOMA systems can be based on the
priority of users, i.e. users with higher priority are allocated more power while
users with lower priority are allocated less power [10,11]. The disadvantage of
[10,11] is that the users with lower priority will have higher interference in the
same the channel conditions.

In the literatures, there have been many research works on analyzing the
performance of NOMA in various scenarios. The authors of [12] investigated
a NOMA downlink system where all users locate randomly. They derived the
closed-form expressions of the outage probability as well as the ergodic capacity.
In [13], both downlink and uplink of NOMA systems were studied. The dynamic
power allocation with undertaking QoS for different users was proposed to pro-
vide more performance fairness. Since the NOMA enhances the bandwidth effi-
ciency and throughput, it is suitable for the multiple-user systems. The authors of
[14] proposed and analyzed a multi-beam multiple-input single-output (MISO)-
NOMA system. Unfortunately, the authors assumed that each cluster had only
two users, namely near user and far user. A NOMA system under the condition of
user quality fairness was studied in [15]. The authors concluded that it is impor-
tant to allocate power according to the channel gains. In [16], the impact of user
pairing on the performance of two NOMA systems, i.e. NOMA with fixed power
allocation (F-NOMA) and cognitive-radio-inspired NOMA (CR-NOMA), was
characterized. The power allocation coefficient was chosen to satisfy the prede-
fined QoS requirements of users. In aforementioned works, the authors assumed
that the transmitter was able to communicate with all users. However, in many
cases it may not possible due to power limitation. Thus, the deployment of relay
nodes is necessary. The authors of [17–19] proposed the multiple-user multiple-
input-multiple-output (MIMO)-NOMA systems. The results showed that the
performance is improved when multiple users are gathered into a cluster. How-
ever, the authors in these works studied the scenario where the base station (BS)
directs beams towards users without having the CSI. In fact, the NOMA systems
always require the accurate CSI to allocate power for users, but the variation
in wireless environment may cause the imperfect CSI [20,21]. Moreover, when
designing the transmission beamforming vectors, the BS needs to know the accu-
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rate CSI to precode the signals. Therefore, we are interested in examining the
influence of the imperfect CSI on the performance of MIMO-NOMA downlink
relay system.

Motivated by the above issues, in this paper we combine NOMA and beam-
forming into a downlink multiple-user MIMO relay system. This model is
extremely useful in urban environment where several users may be blocked by
high buildings or mountains. The contributions of our paper can be summarized
as follows:

– We propose a downlink MIMO-NOMA relay system to improve the spectrum
utilization efficiency and performance. We divide all users into subgroups to
not only mitigate the extra-user interference but also reduce the complexity of
the system. On the other hand, we use relays to forward signals to destination
which helps to overcome the effect of channel fading and to significantly reduce
the training sequences to estimate uplink CSI.

– We derive the exact closed-form expressions of the outage probability of each
user in every clusters. For the practical purpose, we investigate the proposed
MIMO-NOMA relay system over Nakagami fading channels with various fad-
ing levels.

– We analyze the system in the case of imperfect CSI which is caused by the
channel estimation error. The results show that the outage performance is
reduced remarkably under the influence of imperfect CSI. All analysis results
are compared with simulation results to confirm the correctness of the derived
mathematical expressions.

The rest of the paper is organized as follows. Section 2 presents the system
model of the proposed MIMO-NOMA relay system with beamforming. Math-
ematical analysis of the outage probability of the proposed system is given in
detail in Sect. 3. Numerical results are presented in Sect. 4. Finally, Sect. 5 con-
cludes the paper.

2 System Model

We consider a downlink multiple-user relay system as shown in Fig. 1. In this sys-
tem model, N users (Dn, n = 1, 2, 3, ..., N) are grouped into L clusters according
to their spatial positions which are obtained by using the spatial direction meth-
ods such as Global Positioning System (GPS) technique or user location tracking
algorithms. We denote Dl,n as the nth user in the lth cluster. There are L relays
(R) which are deployed according to the geographical location of the clusters to
assist the BS in forwarding signals to users. The direct link from BS to each user
in the groups is assumed not available because the distance from BS to users
is larger than of of the covering area of BS or because of deep shadow fading.
Moreover, the system operates in half-duplex mode, i.e. the communication from
BS to users takes two time slots. To improve the spectral usage efficiency, the
NOMA method is used for users in each cluster. Particularly, the signals from
all users in a cluster is superposed at the BS, then they are decoded by SIC
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algorithms at the relays and users to reduce the interference from other signals
to the desired signal. Moreover, the users in each cluster have different propaga-
tion distances, thus the channel gains between the relay and users are different.
The channel state information (CSI) is imperfect. Based on these properties, it
is possible to do the signal superposition in power domain.

User N

User 2

BS

User 1

User 1

User 2

User 1

User 1

User 2

Fig. 1. System model of the proposed multiple-user MIMO-NOMA relay system with
beamforming.

Regarding to the antenna configuration, the BS and each relay are equipped
with Nt and Nr antennas, respectively. Meanwhile, the users only employ single
antennas. This antenna configuration is absolutely reasonable because the BS
and relay are big enough and have fixed locations to ensure the uncorrelated
electromagnetic coupling between antennas. In this paper, we set the number of
antennas of BS less than or equal to the number of antennas of relay because
when BS has more antennas than relay, different approaches need to be used to
implement MIMO-NOMA1.

2.1 CSI Requests and Channel Model

To do beamforming and power allocation, the BS needs to know the statistical
CSI. It is assumed that CSI is available at the BS because at the beginning of
each time slot the relays send symbol pilots to the BS to estimate the uplink
1 For example, one possible way is to allocate different beamforming vector to each

user, then the precoding matrices at the base station can be optimized by taking
user fairness into consideration.
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channel. Since the BS and relay are imperfectly synchronized, the pilot signals
of all relay transmissions to the BS are non-orthogonal and imperfect. Thus,
perfect CSI at the BS is very difficult to be obtained due to two reasons, i.e.
channel estimation error and feedback delay. It is assumed that the minimum
mean squared error (MMSE) estimation is used [22]. Then, the relation between
the estimated channel matrix ĥl and the actual channel matrix hl can be given
by

hl = ĥl + el, (1)

where el ∼ CN (0, σ2
SRl

Il) is the channel estimation error vector with i.i.d. zero
mean and unit variance complex Gaussian distributed elements.

To allocate power for users, the relays also estimate the CSIs of the links
from relays to users. The relation between the estimated channel coefficient ĝn

and the actual channel coefficient gn can be expressed as

gn = ĝn + en, (2)

where en denotes the error of the channel between Rl and Dn.
Moreover, Ω̂A = ΩA−σ2

eA with A ∈ {SRm,RDn} are the normalized channel
gains of ĥl and gn. We should note that the elements of ĥl, ĝi are statistically
independent of el and en. Denote ρA, 0 ≤ ρA ≤ 1, as the estimation error
coefficient which indicates the difference between the channel with estimation
error and the perfect channel. Then, the normalized variance of the estimation
error is σ2

eA = ρAΩA and the of estimation channel error is Ω̂A = (1 − ρA)ΩA.
To balance the implementation complexity and the system performance, we

use zero-force beamforming (ZFBF) at the BS. We design a weight wl ∈ C
Nt×L

for the lth cluster to mitigate the interference from other clusters. wl can be
represented as the projection of hl in the null space of the lth cluster interference
channels so that the channel gain is maximized and the inter-cluster interference
is canceled. Mathematically, wl is computed as

wl =
Πlhl

‖Πlhl‖ , (3)

where Πl = IN − Hl(HH
l Hl)−1HH

l and Hl is

Hl = [h1,h2, · · · ,hl−1,hl+1, · · · ,hL]T , (4)

Hl is an extended channel matrix which excludes only hH
l . [· · · ]T and (·)H

represent the transpose matrix and the conjugate transpose, respectively. The
signals can be transmitted to lth relay if the null space of Hl has one greater-
than-zero dimension. Thus, we have

hH
l wj = 0,∀l �= j. (5)

In other words, the relay must completely cancel the interference of the first
hop. Moreover, it is required that the size of the matrix for beamforming design
is not too large and the computational complexity is bearable2.
2 This system can be extended to massive MIMO-NOMA.
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The channel matrix between the BS and lth relay is denoted as hl, where hl =
[hl,1, hl,2, · · · , hl,k, · · · , hl,Nr

] ∈ C
Nr×1 with l ∈ {1, · · · , L} and k ∈ {1, · · · , Nr},

hl,k ∼ G(m1,m1/Ωl,k) refers to the element complex channel coefficient of the
channel from the BS to lth relay, and E{|hl,k|2} = Ωl,k is the variance of chan-
nel gain. All channel coefficients follow i.n.i.d Nakagami-m distribution where m
denotes the fading parameter, which models the scale of line-of-sight (LoS) and
multipath scatters. Moreover, it is well-known that the square of Nakagami distri-
bution random variable is Gamma distribution [23], where 1

2 ≤ m = E
2{Z}

var{Z} ≤ ∞
is the inverse of the normalized variance of Z with Z ∈ {|hl,k|2, |gn|2}.

2.2 Signal Model

A set of signals xS = [xS,1, · · · ,xS,L]T ∈ C
L×1 is constructed at the BS and

broadcasted to all relays. Then, it is multiplied by beamforming vector at the
output antenna according to the principle of zero-forcing (ZF) method.

The superposition modulation in NOMA multiple antennas system consists
of two steps, i.e. power allocation and beamforming. Every antenna of the BS
transmits the superposition codebook, which includes N signals of the lth cluster
and can be described as wlxS,l = wl[xl,1, · · · , xl,N ]T . This superposition code
book is taken from xS, with xl,n is the signal of Dl,n, E{|xS,l|2} = PS.

Consequently, the signal which is transmitted to the lth cluster can be
expressed as

xS,l = wl

∑N

n=1

√
anPSxn, (6)

where an and xn denote the power allocation coefficient and signal of n-th user
with

∑N
n=1 an = 1 and the normalization of wl, ‖wl‖2 = 1.

Then, the received signal at the relay Rl in the first time slot can be given
by

yRl
= hH

l wl

N∑

n=1

√
anPSxl + wl,n

= hH
l wl

√
anPSxl︸ ︷︷ ︸

desired signal of (l, n)-th user

+hH
l wl

N∑

i=n+1

√
al,iPSxl,i

︸ ︷︷ ︸
interference of other users

+ hH
l wl

∑n−1

k=1

√
ξ1al,kPSxl,k

︸ ︷︷ ︸
interference of imperfect SIC

+wl,n, (7)

where wl,n ∼ CN (0, σ2
l ) is an i.i.d. additive white Gaussian noise (AWGN) at the

lth relay. It should be noted that the term hH
l wl

∑n−1
k=1

√
akPSxk in (7) equals

to zero in the case of perfect SIC.
Denote the large-scale fading coefficient of n-th user by

√
d−β

n , where dn is
the distance between relay and nth user and β is the path-loss factor. Moreover,
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g̃n represents the small-scale fading coefficient of nth user, i.e. gn = g̃n

√
d−β

n ,
then gn ∼ G(mt,mt/ΩRDn) where t ∈ {2, 3, 4}, ΩRDn = E{|gn|2}. The additive
white Gaussian noise (AWGN) at Dn is wDn

∼ CN (0, N0) with N0 is the noise
variance. All channel gains follow i.n.i.d. Rayleigh distribution. Without loss of
generality, it is assumed that d1 > d2, · · · , > dN . Therefore, the channel gains
are sorted according to an ascending order |g1|2 <, · · · , < |gN |2.

During the second time slot, the relays re-encode and forward the messages
to the users. Hence, the output signal at the SIC architecture of Dl,n is

yDl,n
= gn

√
bnPRxl︸ ︷︷ ︸

desired signal of n-th user

+ gn

∑N

i=n+1

√
biPRxi

︸ ︷︷ ︸
interference of other users

+
∑n−1

k=1

√
ξ2bkPRgnxk

︸ ︷︷ ︸
interference of imperfect SIC

+wDn
. (8)

At the relays, SIC is used to remove the interference from the signals of
(i = n + 1)th users, which have higher power. In the case of perfect SIC, the
signal-to-interference-plus-noise ratio (SINR) of Dl,n at the relay is denoted by
γRn

. From (7), the SINR is calculated as

γRn
=

PSan|hH
l wl|2∑N

i=n+1 PSai|hH
l wl|2 + σ2

Rn

. (9)

In the case of imperfect SIC, the term hH
l wl

∑n−1
k=1

√
ξ1al,kPSxl,k in (7) is

not equal to zero. It depends on the quality of SIC structure. As a result of this
feature, the instantaneous SINR is

γipSIC
Rn

=
PSan|hH

l wl|2
N∑

i=n+1

PSai|hH
l wl|2 + |hH

l wl|2ξ1
n−1∑
k=1

al,kPS + σ2
R

, (10)

where ξ1 represents the impact level of the residual interference at the relay.
From (8), the SINR of Dl,n when bi < bn and under perfect SIC is given by

γDn
=

PRbn|gn|2
∑N

i=n+1 biPR|gn|2 + σ2
Dn

. (11)

When the signal power of Dl,i is larger than Dl,n, i.e. bi > bn, the SINR for
Dl,n to detect the signals of Dl,i can be expressed as

(12a)

(12b)

After xi is decoded successfully, i.e. γDl,i
≥ γthi, it will be canceled out at

the SIC structure of Dl,n, where γthi is the targeted SINR of Dl,i. SIC is carried
out continuously until all signals of Dl,n are decoded successfully.
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In the case of imperfect SIC, the SINR is

γipSIC
Dn

=
PRbn|gn|2

∑N
i=n+1 biPR|gn|2 +

∑n−1
k=1 ξ2bkPR|gn|2 + σ2

Dn

, (13)

where ξ2 represents the impact level of the residual interference at the Dn.
We should note that for the DF protocol, the end-to-end SINR of the system

is the minimum of the SINRs of BS – R and R – Dn links, i.e.,

γe2e = min(γRn
, γDn

). (14)

3 Performance Analysis

3.1 Outage Probability

In this section, the outage probability (OP) of Dl,n in the proposed system is
derived in two cases, perfect SIC and imperfect SIC. The OP is defined as the
probability that the transmission rate of the system falls below the minimum
required data rate. Let r1, rn (bit/s/Hz) be the minimum required data rate
from BS to R and from R to Dn, respectively. For simply, we set r1 = rn = r,
then the OP of the system is calculated as

OPDn
= Pr

[
min(γRn

, γDn
) < γth

]

= FγRn
(γ) + FγDn

(γ) − FγRn
(γ)FγDn

(γ), (15)

where the threshold γth = 22r − 1 is used as the protected value of the SINR to
ensure the quality of service of the network and satisfy the target data rate r of
Rl or Dl,n.

From (9) and (11), we have the FγRn
(γ) and FγDn

(γ) in the case of perfect
SIC as

F ipSIC
γDn

(γ) = Pr

(
PSan|hH

l wl|2∑N
i=n+1 PSai|hH

l wl|2 + σ2
R

< γth

)
, (16)

F ipSIC
γDn

(γ) = Pr

(
PRbn|gn|2

∑N
i=n+1 biPR|gn|2 + σ2

Dn

< γth

)
. (17)

Then, based on (10) and (13), we can rewrite (16) and (17) as

F ipSIC
γRn

(γ) = Pr

(
PSan|hH

l wl|2∑N
i=n+1 PSai|hH

l wl|2 + |hH
l wl|2ξ1

∑n−1
k=1 akPS + σ2

R

< γth

)
.

(18)

F ipSIC
γDn

(γ) = Pr

(
PRbn|gn|2

∑N
i=n+1 biPR|gn|2 +

∑n−1
k=1 ξ2bkPR|gn|2 + σ2

Dn

< γth

)
. (19)
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Let us denote X = |hH
l wl|2 and Y = |gn|2 for the notation convenience.

Since the normalized wl is independent of hH
l , |hH

l,kwl|2 = ‖hl,k‖2 is Chi-square
distributed3 with the degree of freedom is 2K, where k ∈ {1, · · · ,K} and K =
Nr(Nt − (L− 1)) [25], |gn|2 is Chi-square distributed with the degree of freedom
is 2. From (16), the CDF of γRn

can be calculated as

FγRn
(γ) = Pr

(
X <

γthσ
2
R

PS(an − γthã)

)

=
1

Γ (m1K)
γ

(
m1K,

m1γthσ
2
R

PS(an − γthã)Ω̂SR

)
. (20)

where ã =
∑N

i=n+1 ai.
From (17), the CDF of the SINR at Dl,n is given by

FγDn
(γ) = Pr

(
max

n,··· ,N
Yn <

γthσ
2
D,n

PR(bn − γthb̃)

)

= 1 −
N∏

n

Pr

(
Yn ≥ γthσ

2
D,n

PR(bn − γthb̃)

)
, (21)

where b̃ =
∑N

i=n+1 bi.
It is required that an > γthã and bn > γthb̃. Otherwise, the outage always

occurs because we only consider X,Y ∈ (0,∞]. Hence, the allocated power for
Dn should be more than the total power of other users. Finally, the outage
probability in the case of perfect SIC is.

OPDn
=

1
Γ (m1K)

γ

(
m1K,

m1γthσ
2
R

PS(an − γthã)Ω̂SR

)

+
N∑

j=0

(
N

j

)
(−1)je

− jmtγthσ2
D,n

PR(bn−γth b̃)Ω̂RDj

j(mt−1)∑

�=0

cj
�

(
mtγthσ

2
D,n

PR(bn − γthb̃)Ω̂RDj

)�

− 1
Γ (m1K)

γ

(
m1K,

m1γthσ
2
R

PS(an − γthã)Ω̂SR

)

×
N∑

j=0

(
N

j

)
(−1)je

− jmtγthσ2
D,n

PR(bn−γth b̃)Ω̂RDj

j(mt−1)∑

�=0

cj
�

(
mtγthσ

2
D,n

PR(bn − γthb̃)Ω̂RDj

)�

.

(22)

3 If a random variable has Chi-square distribution with the degree of freedom is K,
it can be presented as the summation of K Rayleigh distribution random variables
[24, p. 16].
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Next, we consider the case of imperfect SIC. From (18) and (19), we can
rewrite the CDF of γRn

and γDn
as

F ipSIC
γRn

(γ) = Pr

(
X <

γthσ
2
R

PS[an − γth(β1 + β2)]

)

=
1

Γ (m1K)
γ

(
m1K,

m1γthσ
2
R

PS[an − γth(β1 + β2)]Ω̂SR

)
, (23)

F ipSIC
γDn

(γ) = Pr

(
max

n,··· ,N
Yn <

γthσ
2
D,n

PR[bn − γth(ψ1 + ψ2)]

)

= 1 −
N∏

n

Pr

(
Yn ≥ γthσ

2
D,n

PR[bn − γth(ψ1 + ψ2)]

)
, (24)

where γ(, ·, ) is the lower incomplete Gamma function [26], β1 =
∑N

i=n+1 ai,
β2 = ξ1

∑n−1
k=1 ak, and ψ1 =

∑N
i=n+1 bi, ψ2 = ξ2

∑n−1
k=1 bk. It is also required

that an > γth(β1 + β2) and bn > γth(ψ1 + ψ2) in (23) and (24), respectively.
Otherwise, the outage always occurs.

Similar for the case of perfect SIC, we obtain the outage probability in the
case of imperfect SIC as

OPipSIC
Dn

=
1

Γ (m1K)
γ

(
m1K,

m1γthσ2
R

PSΔ(n)Ω̂SR

)

+
N∑

j=0

(
N

j

)
(−1)j exp

(
− jmtγthσ2

D,n

PRΔ1(n)Ω̂RDj

)
j(mt−1)∑

�=0

cj
�

(
− mtγthσ2

D,n

PRΔ1(n)Ω̂RDj

)�

− 1

Γ (m1K)
γ

(
m1K,

m1γthσ2
R

PSΔ(n)Ω̂SR

)

×
N∑

j=0

(
N

j

)
(−1)j exp

(
− jmtγthσ2

D,n

PRΔ1(n)Ω̂RDj

)
j(mt−1)∑

�=0

cj
�

(
− mtγthσ2

D,n

PRΔ1(n)Ω̂RDj

)�

,

(25)

where Δ(n) = [an − γth(β1 + β2)] and Δ1(n) = [bn − γth(ψ1 + ψ2)].

4 Numerical Results

We provide some typical numerical results to evaluate the performance in terms
of the outage probability and ergodic rate of the proposed MIMO-NOMA relay
system. The system parameters are set as follows. The number of relay nodes,
transmission antennas, and reception antennas are L = 3, Nt = Nr = 3. There
are three users in each cluster with the threshold data rates r1 = r2 = r3 =
1 b/s/Hz, respectively. The number of users in each cluster is set to three because
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Fig. 2. Outage probability versus SNRs for different fading levels. a1 = 0.6, a2 =
0.3, a3 = 0.1, ξ1 = ξ2 = 0.06.

the complexity and performance degradation of each user is proportional to the
number of users [27]. All channels between the BS and each user are assumed
to be Nakagami-m distributions. More specifically, the fading parameter m of
each channel is denoted as follows: m1 for BS – Rl link, mt for Rl – Dl,1 link,
and m3, m4 for Rl – Dl,2 and Rl – Dl,3 links, respectively. Without loss of
generality, we assume the first user is farthest from the BS while the third user
is nearest to the BS. Consequently, we can choose the average channel gains
as ΩBS−Rl

= Ωl,1 = 2, Ωl,2 = 3, and Ωl,3 = 6. Then, the power allocation
coefficients are in an increasing order a1 > a2 > a3. In general, the power
allocation coefficient is given by an = (N − n + 1)/μ, where μ is chosen such
that

∑N
n=1

√
an = 1. To simplify the system design and settings, we use similar

power allocation coefficients for the BS and the relay, i.e. an = bn.
Figure 2, presents the outage probability (OP) of each user versus the SNR

in dB for different fading levels. We use three cases of fading, i.e. case I: m1 =
m2 = m3 = m4 = 1, case II: m1 = m2 = m3 = m4 = 2, case III: m1 = m2 =
m3 = m4 = 3, and fixed power allocation. From Fig. 2, we can see that the
outage performance of the user 3 is always the best among three users although
the allocated power for user 3 is the lowest. The reason is user 3 is the closest
to the relay, then the channel gain from the relay to Dl,3 is the largest4. On
the other hand, we can also see that the diversity gain of case III is the largest
while case I is the lowest. Particularly, the diversity gain of case I is one while

4 The decay of the magnitude power signal is proportional to the squared distance of
the multipath fading rays.
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Fig. 3. Outage probability of NOMA-MIMO and OMA-MIMO relay systems versus
the SNR for perfect/imperfect SIC. a1 = 0.6, a2 = 0.3, a3 = 0.1, ξ1 = ξ2 = 0.06.

the diversity gains of case II and the case III are two and three, respectively.
Therefore, we can conclude that the OP is improved as m increases because m
represents the strength of the LoS.

Figure 3 shows the outage probability of each user versus the average SNR
in dB for both perfect SIC and imperfect SIC. The fading parameters are set as
m1 = mt = m3 = 2. For simplicity, we assume that the coefficients of imperfect
SIC at the relay and users are similar. We also compare the OPs of the proposed
NOMA-MIMO relay systems and OMA-MIMO relay systems. To ensure the
fairness between the NOMA and OMA relay systems, we use the same threshold
γth for these two systems. As observed from Fig. 3, the OP of user 1 does not
change for both cases of perfect SIC and imperfect SIC because user 1 does not
use SIC. Additionally, it is the worst outage performance compared with the OPs
of other users in high average SINR regime. We should notice that the OP of user
3 in the case of imperfect SIC is the worst when the average SNR is less than
9 dB. On the other hand, for user 2 and user 3, the OP increases significantly
when SIC is imperfect. This is because the residual intra-cluster interference
which appears after SIC will be increased if the number of users in a cluster is
large. Due to the existence of SIC error (or can be called as error propagation [28,
p. 242]) in the case of imperfect SIC, the remaining power of signal pre-decoding
process impacts the demodulation of next signals. Thus, when designing the
NOMA systems high quality SIC structure is needed. Moreover, the OP of user
3 in NOMA relay system is lower than the OMA relay system, but the OPs of
user 1 and user 2 are higher.
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Fig. 4. Outage probability of each users versus estimation error coefficient. a1 =
0.6, a2 = 0.3, a3 = 0.1, ξ1 = ξ2 = 0.05.

Figure 4 plots the outage probability of each user versus the estimation error
coefficient in the case of imperfect SIC. We aim to investigate how the imperfect
CSI impacts the outage performance of the proposed MIMO-NOMA relay sys-
tem. As shown in Fig. 4, the outage probability increases when the estimation
error coefficient is higher. In the worst case ρ = 1, the outage probability always
occur. When ρ < 0.6, the OP reduces slowly but when ρ > 0.6 it drops rapidly.
Another feature is that the OP of user 3 is the lowest compared with the OPs
of user 1 and user 2.

5 Conclusions

In this paper, we proposed and investigated a downlink multiple-user MIMO-
NOMA relay system under perfect/imperfect CSI over Nakagami-m fading chan-
nels. We provided the exact closed-form expression of the outage probability of
each user in every cluster of the proposed system. All analysis results closely
match with the Monte-Carlo simulation results, confirming the accuracy of the
derived mathematical expressions. It is indicated that the channel fading sever-
ity, channel estimation error, and the quality of SIC structure greatly impact
the outage performance of the proposed MIMO-NOMA relay system.
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Abstract. Non-orthogonal multiple access (NOMA) is considered a
promising technology for improving the spectral efficiency in fifth gener-
ation communication systems. In contrast to orthogonal multiple access
(OMA), NOMA allows to allocate one frequency channel to multiple
users at the same time within the same cell. Basically, this is possi-
ble through power-domain superposition coding (SC) multiplexing at
transmitter and successive interference cancellation (SIC) at receiver.
For this reason, either an optimal power allocation scheme and an opti-
mal user-aggregation policy result to have a key role on NOMA systems,
especially in power constrained scenarios like disaster communications.
In this paper, a particle swarm optimization (PSO)-based approach for
user aggregation in NOMA systems is presented. The efficiency of this
approach in finding the optimal aggregation scheme which require the
minimum transmission power, maintaining the quality of service (QoS)
constraint of each user, is evaluated through simulations, providing com-
ments and remarks about the obtained results.

Keywords: NOMA · PSO · Sub-channel mapping · User-pairing

1 Introduction

During the last decade, the diffusion of powerful multimedia devices, such as
smartphones and tablets, has grown exponentially, creating the need for a new
cellular technology referred to as 5G [7,11,18].
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An important aspect, used to improve the system capacity in cellular mobile
communications, is the design of the multiple radio access technology (M-RAT).
Nowadays, such multiple access technologies can be categorized into two different
classes: (i) orthogonal multiple access (OMA) and (ii) non-orthogonal multiple
access (NOMA).

Frequency division multiple access (FDMA), time division multiple access
(TDMA), code division multiple access (CDMA), and orthogonal frequency-
division multiple access (OFDMA) are examples of OMA schemes. In contrast
to OMA, NOMA allows to allocate one frequency channel to multiple users at the
same time within the same cell, offering a number of advantages which permit
to label NOMA as a promising multiple access scheme for future radio access
networks [2,9,14–16,19,20,23].

Since the basic principle of NOMA is to serve multiple users by power-domain
superposition coding (SC) multiplexing at transmitter and successive interfer-
ence cancellation (SIC) at receiver, one of the main challenges of this multiple
access technique is represented by the power allocation scheme adopted by the
transmitter. The problem of optimal power allocation for NOMA systems, with
respect to different network performances maximization like energy efficiency
maximization and maximum throughput, has been widely investigated in liter-
ature [5,6,21,22,24–26]. However, another aspect which represents a key factor
for NOMA system performance, is the user-aggregation policy adopted for mul-
tiplexing users along different sub-channels [3].

To the best of our knowledge, at date, most of the works on NOMA face
this aspect pairing at most two users per sub-channel [4,8,17]. One of the most
extensive study can be recognized in [27], where a general scheme for aggre-
gate more than two users into a single sub-channel is provided. Generally, the
optimization process for user-pairing and sub-channel mapping in NOMA sys-
tems is represented by a mixed integer-linear problem (MILP) which, even if
small, may be hard to solve. Under this perspective, this paper proposes and
evaluates the performance of a particle swarm optimization (PSO) approach for
user-aggregation which require the minimum transmitting power.

2 Introduction to NOMA Systems

In this section, some NOMA basics are presented. It is assumed that a base sta-
tion (BS) serves N users located within its coverage area. Without loss of gen-
erality, it is also supposed that (i) both transmitter and receivers are equipped
with a single antenna, and (ii) users’ channel coefficient are ordered in a ascend-
ing manner, i.e., 0 < |h1|2 ≤ |h2|2 · · · ≤ |hN |2. In downlink the BS serves the
N users employing power-domain SC multiplexing. Then, the signal received by
user i can be expressed as:

yi = hi · x + wi; ∀ i = 1 · · · N ; (1)

where x =
∑N

i=1

√
PβiSi is the superimposed signal containing all Si messages,

hi denotes the channel coefficient, and wi represents the noise term with spec-
tral density σ2. In particular, since

∑N
i=1 βi = 1, the transmitter employ a total
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amount of transmitting power equal to P . Each user implement the SIC iter-
atively, decoding signals transmitted to users with weaker channel condition
firstly and subtracting them from superimposed received signal. Then, the sig-
nal obtained from this subtracting process is used to decode its own related
message. Taking that into account and supposing that ‖Si‖2 = 1, the achievable
rate in downlink for user i can be expressed as:

Ri,DL = log2

(

1 +
βiP |hi|2

P |hi|2
∑N

k=i+1 βk + σ2

)

, (2)

As one can note, only the noise spectral density is present in Eq. (2) when i = N ,
since the messages of users i < N have been deleted through SIC.

3 User-Aggregation Problem Formulation

Considering Eq. (2), in order to guarantee a minimum quality of service (QoS)
to user i, i.e., Ri,DL ≥ Rmin

i , the minimum amount of power Pmin
i which should

be allocated to that user is formulated as:

Pmin
i ≥ Ai ×

(
N∑

k=i+1

Pk +
σ2

|h2
i |

)

, (3)

in which Pi = Pβi and Ai =
(
2Rmin

i − 1
)
. Supposing that all the users have

the same QoS requirements, i.e., AN = AN−1 = · · · = A1 = A, Eq. (3) can be
written as:

Pmin
i ≥

⎧
⎨

⎩

A × σ2

|hN |2 = Pmin
N , i = N ;

A ×
(

∑N
k=i+1 Pk + σ2

|h2
k|

)

, i < N ;
(4)

In particular, after some mathematical manipulations, the second case can be
expressed as follow:

Pmin
i ≥ A × PN + A ×

N−1∑

k=i+1

Pk + Pmin
N

|hN |2
|hk|2 . (5)

Then, the total amount of power required in order to guarantee the QoS of all
users is:

Ptot =
N∑

i=1

Pmin
i ≥

N−1∑

i=1

A×Pmin
N +A×

N−1∑

i=1

N−1∑

k=i+1

Pk +Pmin
N ×

N−1∑

i=1

|hN |2
|hi|2 +Pmin

N .

(6)
Grouping by common factors and observing that the first term is independent
of index i, the following expression is obtained:
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Ptot ≥ Pmin
N ×

(

(N − 1) × A + 1 +
N−1∑

i=1

|hN |2
|hi|2

)

+ A ×
N−1∑

i=1

N−1∑

k=i+1

Pk. (7)

Then, this represents the minimum amount of power which is necessary to use
in order to guarantee the QoS of all users multiplexed within the same sub-
channel. This amount of energy strongly depends from user aggregation and
sub-channel mapping process. Supposing that N users should be multiplexed
along M independent sub-channels, and indicating with U ∈ {0; 1}N×M the
sparse matrix in which the element ui,j is equal to 1 if user i is allocated to
sub-carrier j and 0 otherwise, the optimization problem is formulated as:

min
U

Ptot ; (8a)

s.t. Ri,DL ≥ Rmin
i , ∀ i = 1 · · · N ; (8b)

M∑

j=1

ui,j = 1, ∀ i = 1 · · · N ; (8c)

The constraint (8b) represents the minimum QoS requirement of each user. The
constraint (8c) makes sure that each user will be multiplexed only into one sub-
channel. Since this type of problem represents a MILP problem, in order to find
an optimal solution, a PSO-based approach, which respect to other heuristic
approaches has shown a more promising behaviour [10], is proposed.

4 A Particle Swarm Optimization (PSO) Approach
for Optimal User-Pairing

PSO is one of metaheuristic optimization technique inspired by natural life
behaviour like bird flocking and fish schooling [1,12]. It consists in a set of a
predefined number, say Np, of particles with a position Xi and a velocity Vi in
a dimensional space of dimension D. Iteratively, each particle, which represents
a solution of the optimization problem, is evaluated through a fitting function,
obtaining the personal best of the particle, i.e., Pbesti. This Pbesti is compared
with the global best value, i.e., Gbest. After this comparison each particle adjusts
its own position and velocity along each dimension according with the following
equations:

Vi,d(t) = w · Vi,d(t − 1) + c1 · r1 · (Xpbseti,d − Xi,d(t − 1))
+ c2 · r2 · (Xgbesti,d − Xi,d(t − 1)) ,

(9)

and
Xi,d(t) = Xi,d(t − 1) + Vi,d(t) , (10)
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where (9) and (10) represent velocity and position along dimension d, respec-
tively, w is the inertial weight, c1 and c2 are two non-negative constants and
r1 and r2 are two different uniformly random distributed numbers in the range
[0, 1].

As in [13], in this paper the initial set of particle has been created in a ran-
dom fashion. The fitting function for each particle is the total required power
expressed by Eq. (7). Moreover, no consistent changes to the solution happened
after 500 iterations. Then, in order to ensure a consistent result, the number of
700 iterations has been set as PSO stop criterion. The most important parame-
ters for (9) have been chosen as the same in [13] and are provided in Table 1.

5 Simulation Results

As simulation scenario, it is considered a scenario in which an available band-
width B is divided equally into M independent sub-channels used to multiplex
N users. These users are distributed into a circular area of radius R accord-
ing with a poisson point process (PPP). The transmitter is supposed at the
center of this area. It is assumed that the channel statistics of all users along
the whole bandwidth are known. The channel gain of Eq. (1) has been sup-
posed as hi = d

−α/2
i × gi where gi follows a Rayleigh distribution, di represents

the distance between transmitter and receiver and α is the path-loss exponent.
The noise power along the whole bandwidth is N0 = 290 · k · B · NF , where k
and NF are Boltzmann constants and noise figure at 9 dB, respectively. Then,
the noise power in each sub-channel is N0/M . The most relevant simulation
parameters are summarized in Table 1 and all results represent the average of 10
different simulation runs. The policy efficiency (PE) has been used as index for

Table 1. Simulation parameters

Parameter Value Parameter value

Cell radius (m) 200 M (average number of nodes) 100

Bandwidth (MHz) 40 Pathloss exponent α 4

Np 50 Niterations 200

C1 1.4962 C2 1.4962

w 0.7968 N number of sub-channels [25:50]

Vmax 0.5 Vmin −0.5

QoS threshold [bps/Hz] [1:5] σ Rayleigh 1

performance evaluation. In particular, indicating with Pav,R the average power
required through random policy, and with Oav,i the power required through PSO
policy, the PE is defined as follow:

PEi =
Pav,R − Oav,i

Pav,R
(11)
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Fig. 1. Policy efficiency gain over different QoS thresholds.

In summary, this represents the reduction in power requirements by using the
configuration from PSO output instead of random policy assignment.

Figure 1 shows the variation of the PE gain, expressed in percentage, by
varying the QoS thresholds and the number of sub-channels. From these graphics
one can note how the PE ranges from a minimum of 45% to a maximum of 80%.
In addition, the PE increases by increasing the number of available sub-channels
and decreases by increasing the QoS constraint. These results are in line with
Eq. (7). Indeed, an increase of the QoS constraint results in an exponentially
increase of the minimum required power for all the users. Moreover, reducing
the number of sub-channels more users will be multiplexed in each sub-band
and then, according with Eq. (5), the minimum required power for each of them
increase as well. As a consequence, the total required power increase. These
results confirm the efficiency of the PSO in finding the optimal configuration
which require the minimum power, satisfying the QoS requirements of each user.

6 Conclusions and Future Works

Due to its advantages which can contribute to reach some requirements of
next generation 5G networks, during the last few years NOMA technology has
attracted the attention of the research community. In line with NOMA prin-
ciple, i.e., power-domain SC multiplexing at transmitter, this paper presents a
performance analysis of a PSO-based approach for user-aggregation along dif-
ferent sub-channels. In particular, through simulations, one can note how this
user-pairing scheme is able to find the optimal configuration that permits to
require the minimum transmission power, satisfying the QoS requirements of
each user. However, depending on the considered scenario, the PSO-based algo-
rithm can result in a high computational cost procedure. Thus, the design of
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explicit and scalable user aggregation procedures for NOMA systems represents
a future direction in which this work can be served as benchmark.
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Abstract. The rapid increase in mobile users (MUs) and various video
applications and services (VASs) poses a set of challenges to 5G net-
works. Although device-to-device (D2D) communications and resource
reuse techniques can improve the streaming performance of VASs, they
have not utilized the fact that there are many MUs with available shar-
ing downlink resources, namely cellular users (CUs), and many videos
cached in dense MUs to establish an efficient video streaming session. In
this paper, we propose a downlink resource sharing and segment alloca-
tion (RSA) optimization problem and solve it for high video streaming
performance over multi-hop multi-path (MHMP) in dense D2D 5G net-
works. Particularly, the RSA provides a maximum capacity for the CUs
that share their downlink resources with the D2D hops in each path by
finding the optimal downlink resource sharing-receiving pairs between
the CUs and the D2D hops. Then, the segments of a video cached in
different D2D helpers (DHs) are sent to the D2D requester (DR) over
the MHMP. By finding which segments are allocated to which paths
for sending, the reconstructed distortion of the received segments at the
DR is minimized for high playback quality. Simulation results are shown
to investigate the benefits of the proposed solution compared to other
schemes without RSA.
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1 Introduction

Device-to-device (D2D) communications and spectrum reuse techniques have
been defined as the emerging solutions to improve the system capacity and
resource efficiency in 5G networks [1–4]. Applying D2D communications and
spectrum reuse techniques to offloading data in close proximity can further relax
the macro base stations (MB) and the small-cell base stations, which have been
suffered from high workload due to the rapid increase in mobile users (MUs)
and various video applications and services (VASs) [5,6]. However, current stud-
ies in the literature have not utilized the fact that there are many MUs with
available sharing downlink resources, i.e., cellular users (CUs), and many videos
cached in dense MUs, i.e., D2D helpers (DHs), to establish an efficient multi-hop
multi-path (MHMP) video streaming session of VASs.

In consideration of D2D communications and resource allocation based VASs,
other additional techniques such as caching and clustering [7–10], scheduling and
mode selection [11–13], and transmission [14,15], have been proposed to enhance
the video streaming performance, i.e., high resource efficiency and high playback
quality. The problem of these techniques is that the VASs are deployed in the con-
text of single-hop D2D communications. On the one hand, this in turn requires
high D2D transmission powers causing high interference impact on the CUs that
share their downlink resources. On the other hand, the videos, which have been
cached in the DHs located more than one hop far away from the requesters, are
not exploited for VASs. In fact, MHMP D2D communications have been studied
to gain the benefits from dense D2D 5G networks [16–20]. However, the pro-
posed solutions are not efficient enough, especially for VASs, because they do
not utilize the videos cached in the HDs for multi-source streaming nor do they
consider the characteristics of the videos (e.g., rate-distortion (RD) models) and
the users’ behavior (i.e., represented by the video access rate/popularity) for
high video streaming quality.

In addition, few of the studies have focussed on VASs over multi-source and
MHMP D2D communications [21–23]. Particularly, in [21], the paths and the
video traffics are scheduled to balance the energy consumption amounts of the
D2D links to prolong the cooperative streaming duration of D2D networks. The
authors in [22] have proposed a cross-layer solution to optimally select the D2D
modes, video coding modes, and transmission paths to enhance the average qual-
ity of received video under a given energy constraint. Especially, by packetizing
the video into multiple descriptions at optimal encoding rates and allocating the
optimal numbers of descriptions to different DHs for being transmitted, the video
is received at the D2D requester (DR) with high playback quality and low quality
fluctuation while consuming low energy [23]. It can be observed that the char-
acteristics of videos and users [21,22] and the advantages of downlink resource
sharing allocation and multi-hop D2D communications [23] are not considered
for high video streaming performance.

In this paper, we take the advantages of available resources of CUs and
videos cached in the DHs in consideration of the characteristics of both videos
and users, to propose a downlink resource sharing and segment allocation (RSA)
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Fig. 1. VASs over MHMP in dense D2D 5G network.

optimization strategy for high performance of VASs over MHMP in dense D2D
5G networks. The RSA strategy consists of two optimization problems, namely
resource sharing allocation (RA) optimization problem and segment allocation
(SA) optimization problem. The RA optimization problem is solved for optimal
resource sharing-receiving pairs between the CUs and the D2D hops for MHMP
D2D communications. The objective is to maximize the capacity of the CUs
that share their downlink resources with the D2D hops in each path. Based on
the optimal results of the RA solution (all D2D hops with corresponding shared
donwlink resources in each path from the DHs to the DR are identified), the SA
optimization problem is then solved for optimally allocating which segments to
which paths for sending. This way, the reconstructed distortion of the received
video is minimized for high playback quality.

The rest of this paper is organized as follows. In Sect. 2, we introduce our
system models including the VASs over MHMP in dense D2D 5G networks,
downlink resource sharing based CUs capacity, and video segment transmission.
The RSA optimization problems and solutions are presented in Sect. 3. We show
the simulation results with detailed performance evaluation in Sect. 4. Finally,
Sect. 5 is dedicated to concluding the paper.
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2 System Models

2.1 VASs over MHMP in Dense D2D 5G Networks

In this paper, we consider the VASs over MHMP in a dense D2D 5G network
as shown in Fig. 1. Thanks to dense D2D users in 5G networks, we assume that
there are at least K DHs that have cached the requested video consisting of S
segments (S ≤ K). We also assume that there are K paths established from
the K DHs to the DR by using [19,24], here the path k has Hk D2D hops. The
D2D users are randomly located and modeled as 2-D homogeneous Poisson point
process (PPP) in a circular cell with intensity λD [25,26]. In the system, there
are N CUs (N ≥ K) that share their downlink resources with Hk D2D hops
in the path k. An arbitrary CU can share its downlink resource with only one
D2D hop in a path, but with up to K D2D hops in K paths. The transmission
over the D2D hop hk in path k is done by reusing the downlink resource shared
by the CU n optimally selected from N CUs such that the average capacity of
the CUs is maximized. Finally, S segments of the requested video are optimally
allocated to K paths for sending so as to minimize the reconstructed distortion
of received video at the DR.

2.2 Downlink Resource Sharing Based CUs Capacity

In our aforementioned downlink sharing scheme, the CU n suffers interference
from the transmitters of up to K D2D hops in K paths. Therefore, the signal to
interference plus noise ratio (SINR) at the CU n is given by

SINRn
C =

PMGn
M,C

N0 +
∑K

k=1 Phk

D Gn,hk

D,C

, (1)

where PM and Phk

D are the transmission powers of the MB and the transmitter
of the D2D hop hk in the path k; N0 is the power of additive white Gaussian
noise (AWGN); Gn

M,C and Gn,hk

D,C are the channel gains from the MB and the
transmitter of the D2D hop hk to the CU n, which are modelled as an exponential
power fading coefficient with unit mean (∼exp(1)) and a standard power law
path loss function with path loss exponent η [25,26].

The problem is that how to allocate the downlink resource of the CU n to
the D2D hop hk, hk=1, 2, ..., Hk, such that the total interference effect on the
CU n is minimized, i.e., gaining the highest SINR at the CU n. To do so, we add
a downlink resource sharing allocation (RA) index vn,hk

to (1) to indicate that
if the CU n agrees to share (vn,hk

= 1) with the D2D hop hk or not (vn,hk
= 0).

Therefore, Eq. (1) is re-written as

SINRn
C =

PMGn
M,C

N0 +
∑K

k=1

∑Hk

hk=1 vn,hk
Phk

D Gn,hk

D,C

. (2)
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Based on Shannon-like capacity, the capacity delivered to the CU n and the
average capacity per each CU are respectively given by

Cn
C = W log2(1 + SINRn

C) (3)

and

C =
1
N

N∑

n=1

Cn
C , (4)

where W is the system bandwidth.
In this paper, C in (4) is maximized by finding the optimal values of vn,hk

.
This so-called RA optimization problem and solution are introduced in the next
section.

2.3 Video Segment Transmission

In the SA optimization problem, S segments of the requested video are allocated
to K paths such that the reconstructed distortion of the received video at the DR
is minimized. To do so, we take into account the RD based video packetization
scheme at the DHs and the multi-hop lossy wireless environment analysis, which
are presented below.

RD Based Video Packetization Scheme: Aiming at providing the highest
data protection strategy and the robustness over the diverse characteristics of
the MHMP wireless environment, we exploit the benefits of scalable extensions of
high efficiency video coding (SHVC) to packetize each segment of the requested
video into M descriptions for transmission by using layered multiple description
coding with embedded forward error correction (LMDC-FEC) [23,27–34]. The
most important characteristic of SHVC based LMDC-FEC is that the recon-
structed distortion of the received segment is more reduced for higher playback
quality if more descriptions are correctly received without considering the orders
of the received descriptions.

By further applying the RD model given in [30,31] to SHVC, if the segment s
has m out of M descriptions received correctly, this segment is decoded for play-
ing back at the rate Rm

s corresponding to the reconstructed distortion Ds(Rm
s ).

The relationship between rate Rm
s (measured in Kbps) and the reconstructed

distortion Ds(Rm
s ) follows a decaying exponential function given by

Ds(Rm
s ) = γs(Rm

s )βs , (5)

where γs and βs are the independent parameters found by analysing the exper-
imental characteristic of the segment s.
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Description Multi-hop Delay: A description of the segment s is lost over
the path k if it does not arrive in time at the DR for playing back. Following
[35,36] and ignoring the total processing delay, given a delay threshold τs,k, the
loss probability of a description of the segment s is expressed as

Ls,k
D =

∫ ∞

τs,k

μk

Γ (Hk + 1)
(μkt)Hke−μktdt, (6)

where the delay threshold τs,k and the average waiting delay per hop 1/μk are
respectively given by

τs,k = κ

Hk∑

hk=1

thk
+

(s − 1)F
Sf

(7)

and

1
μk

=

∑Hk

hk=1 thk

Hk
, (8)

where κ ≥ 1 is the startup delay coefficient, thk
is the waiting delay of hop hk,

and F and f are the number of frames and the frame rate of the considered
video, respectively.

Description Multi-hop Transmission Error: In addition, a description of
a segment is lost over the path k due to transmission error. After finding which
CUs share their downlink resources with which D2D hops in all K paths, let
Phk

be the outage probability of the hop hk, if a description of a segment is sent
over the path k, the loss probability of this description is expressed as

Lk
T = 1 − pk

Hk∏

hk=1

(1 − Phk
), (9)

where pk is the probability that the video has been cached in the DH k. By
following [25,26] in which N0 is negligible, given a threshold of capacity (i.e, bit
rate) Cth for reliable communications, and assuming that the statistical model
of channel over the hop hk is Rayleigh fading, Phk

can be computed as

Phk
= P{Chk

D < Cth} = 1 − exp

{

− ξhk

[

λM

(
PM

Phk

D

) 2
η

+ λD

]}

, (10)

where ξhk
=

∑N
n=1 vn,hk

πd2hk
Γ (1+ 2

η )Γ (1− 2
η )

(
2

Cth
W − 1

)2/η, dhk
is the distance

from the transmitter to the receiver of the hop hk, and Chk

D is the capacity at the
receiver of the D2D hop hk coming from its corresponding signal-to-interference-
plus-noise ratio SINRhk

D , expressed as

SINRhk

D =

∑N
n=1 vn,hk

Phk

D Gn,hk

D,D

No + PMGn
M,R +

∑N
n=1

∑K
l=1,l �=k

∑Hl

hl=1 vn,hl
Phl

D Gn,hl

D,R

(11)
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and

Chk

D = W log2(1 + SINRhk

D ). (12)

Description Loss Probability: So far, a description of the segment s is lost
if it arrives at the DR later than the threshold or it is not received correctly at
the DR due to transmission error. The loss probability of a description of the
segment s is computed as

Ls,k = Lk
T + (1 − Lk

T )Ls,k
D . (13)

Finally, the probability that m out of M descriptions of the segment s are
correctly received over the path k is given by

P s,k
M,m =

(
m

M

)

(1 − Ls,k)m(Ls,k)M−m. (14)

Reconstructed Distortion: Based on the aforementioned analysis of the RD
based video packetization scheme and the multi-hop lossy wireless environment,
we further take into account the segment allocation index us,k to indicate that if
the segment s is selected to be sent over the path k (us,k = 1) or not (us,k = 0)
so as to minimize the average reconstructed distortion of received video at the
DR. Consequently, the average reconstructed distortion of the received video at
the DR is computed as

D =
S∑

s=1

rs

K∑

k=1

us,k

M∑

m=0

P s,k
M,mDs(Rm

s ), (15)

where rs, which is the access rate (popularity) of the segment s representing the
users’ behavior, is modelled by following Zipf-like distribution [37], given by

rs =
s−α

∑S
s=1 s−α

, (16)

here α is the skewed access rate among different segments of the considered
video. It means that if α = 0, all segments have the same access rate, while the
higher value of α yields the higher skewed access rate among different segments.

3 RSA Optimization Problems and Solutions

In the RA problem, it is to maximize the average capacity C per each CU
that shares its resource for MHMP D2D communications. The optimal values
of vn,hk

are found such that the interference effect on the CUs caused by the
transmitters of D2D hops is minimized. In addition, we further take into account
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the constraints of
∑Hk

hk=1 vn,hk
≤ 1 (each CU can share with up to one D2D hop

in each path),
∑N

n=1 vn,hk
= 1 (each D2D hop in a path can be shared by only

one CU), and
∑N

n=1

∑Hk

hk=1 vn,hk
= Hk (all CUs can share up to Hk D2D hops

in each path). The RA problem is formulated as follows:

max
vn,hk

C (17)

s.t.

⎧
⎪⎨

⎪⎩

∑Hk

hk=1 vn,hk
≤ 1, n = 1, 2, ..., N, k = 1, 2, ...,K,

∑N
n=1 vn,hk

= 1, k = 1, 2, ...,K,
∑N

n=1

∑Hk

hk=1 vn,hk
= Hk, k = 1, 2, ...,K.

(18)

After solving (17) and (18), all the D2D hops in K paths are established for
video streaming from the DHs to the DR. In the SA problem, the optimal values
of us,k are found to yield the optimal matching allocation between the access
rate rs and the RD of the segment s induced lossy characteristic of the path k
such that the average reconstructed distortion D of the received video at the DR
is minimized. In addition, because we have S segments, i.e., S ≤ K, sent over
K paths, there have some paths that are not used. We further take into account
the constraints of

∑S
s=1 us,k ≤ 1,

∑K
k=1 us,k = 1, and

∑S
s=1

∑K
k=1 us,k = S to

ensure that each path can send up to one segment, each segment is sent over only
one path, and K paths must send all S segments. The SA problem is formulated
as follows:

min
us,k

D (19)

s.t.

⎧
⎪⎨

⎪⎩

∑S
s=1 us,k ≤ 1, k = 1, 2, ...,K,

∑K
k=1 us,k = 1, s = 1, 2, ..., S,

∑S
s=1

∑K
k=1 us,k = S.

(20)

Both the RA and SA optimization problems can be solved by using exhaus-
tive binary matrix search, in which finding optimal values of vn,hk

and us,k is
actually finding the optimal matrices {V ∗

N×H1
;V ∗

N×H2
; ...;V ∗

N×HK
} and U∗

S×K by
searching the following binary matrix spaces:

V = {V 1
N×H1

, V 2
N×H1

, ..., V 2N×H1

N×H1
;V 1

N×H2
, V 2

N×H2
, ..., V 2N×H2

N×H2
; (21)

...;V 1
N×HK

, V 2
N×HK

, ..., V 2N×HK

N×HK
}

and

U = {U1
S×K , U2

S×K , ..., U2S×K

S×K }. (22)
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4 Performance Evaluation

The system parameters setting is given in Table 1. Furthermore, the distance of
D2D hops, distance from D2D transmitters to the CUs, and distance from the
MB to the CUs and the D2D receivers, are respectively in the ranges of [1, 10] m,
[1, 50] m, and [300, 1500] m. The system is covered by a circular area with radius
of 1500 m, and thus λM = 0.14147× 10−6 and λD = 1.9806× 10−6. We evaluate
the performance of the proposed RSA (i.e., RA and SA) by comparing it to
the other two benchmarks without RSA, namely Average (Ave) and Minimum
(Min). In Ave, the capacity of the CUs and the reconstructed distortion of
received video are averaged over the number of feasible solution sets of V and
the number of feasible solutions of U that satisfy (18) and (20). Meanwhile in
Min, the capacity of the CUs and the reconstructed distortion of received video
are computed by finding the worst feasible solution set of V and the worst feasible
solution of U that cause the average capacity of CUs and the playback quality
at the DR minimum.

Table 1. Parameters setting

Symbols Specifications

S 3 segments

K 4 paths

Hk {1, 2, 3, 4} D2D hop(s)

N 5 CUs

W 10 MHz

PM 10 W

pk {1, 1, 1, 1}
M 32 descriptions

Cth 1 bps

γs {10, 20, 30}
βs {−0.5, −0.75, −1}
η 4

F 300 frames

f 24 frames/s

RM
s 3000 Kbps (full rate of each segment)

κ 1

thk Randomly distributed in the range of [0.0002, 0.002] s

P
hk
D Randomly distributed in the range of [0.1, 0.5] W

N0 10−13 W

We first evaluate the capacity performance of the RA, Ave, and Min versus
the number of paths by changing K from 1 to 5. As shown in Fig. 2, if the num-
ber of paths increases, the CUs suffer from higher interference impacts caused by
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Fig. 3. Quality of received video at DR versus skewed access rate of segments.

dense D2D hops, and thus the average capacity of CUs decreases, even approx-
imately to zero when K = 5. In comparison, the RA outperforms the Ave and
Min. It is noted that the number of paths for MHMP D2D communications is
carefully selected to guarantee the CUs high quality of service. In addition, if we
do not optimally allocate the downlink resource sharing-receiving pairs between
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Fig. 4. Quality of received video at DR versus caching probability.

the CUs and the D2D hops, the capacity of the CUs may be equal to the common
value (the Ave case) or even the worst value (the Min case).

Next, we evaluate the performance of the SA, Ave, and Min, i.e., measured
in peak signal-to-noise ratio (PSNR), versus the skewed access rate (α) among
different segments. The results in Fig. 3 show that the higher skewed access
rate the segments have, the higher performance the system gains. It means that
exploiting the skewed access rate to serve the most popular segments rather than
the less popular ones can improve the system performance. Obviously, the SA
provides higher PSNR than the Ave and Min do.

Finally, Fig. 4 plots the PSNR performance of the SA, Ave, and Min versus
the probability (pk) that the considered video has cached in the DH k. In this
case, it is meaningless if pk = 0, so we change pk from 0.001 to 1. It is easy to
observe that the system provides higher PSNR if pk increases and the proposed
SA is always better than the Ave and Min, i.e., up to 1 dB and about 2 dB
higher than Ave and Min, respectively.

5 Conclusion

In this paper, we have proposed a downlink resource sharing and segment allo-
cation (RSA) optimization solution for high performance of video streaming
applications and services over multi-hop multi-path (MHMP) in dense D2D 5G
networks. In particular, the RSA can exploit the dense characteristic of D2D
users with cached video and the available downlink resources of the CUs to
establish a MHMP video streaming session that can guarantee the CUs max-
imum average capacity. In addition, by considering the characteristics of the
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video, the users’ behavior, and the multi-hop lossy wireless environment, the
RSA can provide the D2D requester with minimum reconstructed distortion of
the received video for high playback quality.
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Abstract. Due to the increase in video streaming traffic over the Inter-
net, more innovative methods are in demand for improving both Quality
of Experience (QoE) of users and Quality of Service (QoS) of providers.
In recent years, HTTP Adaptive Streaming (HAS) has received signifi-
cant attention from both industry and academia based on its impacts in
the enhancement of media streaming services. However, HAS-alone can-
not guarantee a seamless viewing experience, since this highly relies on
the Network Operators’ infrastructure and evolving network conditions.
Along with the development of future Internet infrastructure, Software-
Defined Networking (SDN) has been researched and newly implemented
as a promising solution in improving services of different Internet lay-
ers. In order to enhance quality of video delivery, we try to combine the
above two technologies, which has not been well-studied in academia. In
this paper, we present a novel architecture incorporating bitrate adapta-
tion and dynamic route allocation. At the client side, adaptation logic of
VBR videos streaming is built based on the MPEG-DASH standard. On
the network side, a SDN controller is implemented with several routing
strategies on top of the OpenFlow protocol. Our experimental results
show that the proposed solution enhances at least 38% up to 185% in
term of average bitrate in comparison with some existing solutions as well
as achieves smoother viewing experience than the traditional Internet.

Keywords: Dynamic routing · Adaptive streaming · SDN · DASH

1 Introduction

The last decade has witnessed a tremendous escalation of media content con-
sumption, especially high-definition videos over the Internet. Cisco forecasts that
the global Internet traffic in 2021 will equivalent to 127 times of that of the year
2005. In 2017, among the services over the Internet such as web, email, file
sharing, etc., video streaming takes part in more than 74% of the global Inter-
net traffic and will continue to rise over 81% by 2021 [1]. Those numbers figures
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show the necessity of developing methods in optimization of video streaming over
the Internet that satisfy both efficiency for service providers and the quality for
users. In that context, one technology has become the de facto standard for Inter-
net streaming: HTTP-Based Adaptive Streaming (HAS) [2]. Using HTTP HAS
is leveraging an ubiquitous and highly optimized delivery infrastructure, origi-
nally created for the web traffic, which includes, e.g., Content Delivery Networks
(CDNs), caches, and proxies.

One of the enablers of the success of HAS was the open standard MPEG-
DASH (Dynamic Adaptive Streaming over HTTP) [2,3]. The fundamental prin-
ciple of DASH is encoding video content into multiple versions at different dis-
crete bitrates. And clients can request segment’s version actively which avoids
the overhead computation at the server when numerous clients connect to the
server simultaneously. Rate adaptation algorithms of HAS clients were often
categorized into three categories, namely throughput based, buffer based and
hybrid method throughput-buffer based.

From another aspect, Software-Defined Networking [4] is a new network archi-
tecture, that centralizes network intelligence in one network component by dis-
associating the forwarding process of network packets (data plane) from the
routing process (control plane). In SDN, the common logical architecture in all
switches, routers, and other network devices are managed by an SDN controller
that allows networks policies be dynamically designed to support each single
specific application.

In this study, we develop new methods to unite the advantages of dynamic
adaptive streaming over HTTP and Software-Defined Networking. At the client
side, the proposed adaptation algorithm based on DASH that frequently requires
quality levels of video segments (a bitrate level of video segment, a high quality
level means a high video quality) up or down depending on the bandwidth and
client’s buffer status. Within the transportation network, in order to improve
the bandwidth received at client, two routing policies are proposed, called peri-
odically routing and on-demand routing. Experimental results prove that our
approach out-performs the existing state-of-the-art streaming solutions.

The remainder of this paper is organized as follows. Section 2 provides the
related work on several existing adaptation method and bandwidth allocation
schemes. Section 3 introduces our bitrate adaptation algorithm and SDN-based
dynamic routing solutions. The experiment setup and performance evaluation of
the proposed solution is also presented in this section. Conclusion and possible
future extensions are presented in the last section.

2 Related Work

The DASH standard is designed to cope with highly varying delivery conditions.
Over the past few years, many bitrate adaptation algorithms have been intro-
duced in order to improve user’s Quality of Experience (QoE). Their difference is
mainly the required input information, ranging from network characteristics to
application-layer parameters such as the playback buffer or the download speed.
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In DASH, all algorithms decide the bitrate of next download segment based on
the throughput variation or buffer level at the client side. These algorithms can
be roughly divided into three main types such as the throughput-based group
[5,6]; the buffer-based group [7,8] and the mixed type of rate adaptation algo-
rithms, [9,10].

In throughput-based methods, bitrate is decided based on the estimated
throughput without considering buffer. These schemes mainly aim at dynam-
ically adapting a video bitrate to an available bandwidth, which usually leads
to a low bandwidth utilization and cannot reach the maximum quality allowed
by the available bandwidth. This is because, in such schemes, video bitrates
higher than available bandwidth are never allowed to be selected to avoid play-
back interruptions. The key differences between these methods are the ways
to estimate and use the throughput. As discussed in [5,6], authors proposed a
rate adaptation algorithm based on the estimated throughput (called aggressive
method) where the last segment throughput is simply used as the estimated
throughput. It is currently the most responsive method to capture the dynamic
changes of throughput. In the aggressive method, the bitrate is decided as the
highest bitrate that is lower than the estimated throughput.

Buffer-based schemes basically employ buffer thresholds to decide the changes
of bitrate. Compared to the throughput-based methods, buffer-based methods
provide smoother video bitrate curves in on-demand streaming. Usually, during
a certain range of buffer level, a client will try to maintain the current bitrate,
resulting in a stable bitrate curve and a rather unstable buffer level. However,
when bandwidth is drastically reduced, the buffer-based methods may cause sud-
den change of bitrate, still. This is mainly because there is a trade-off between
the stability of buffer occupancy and the smoothness of video bitrate due to the
time-varying bandwidth. In [7,8] Huang et al. proposed a class of buffer-based
bitrate adaptation algorithm for HTTP video streaming, called BBA, that is
based only on the current playback buffer occupancy as bitrate is selected heuris-
tically without throughput estimation. The objective of BBA is to maximize the
average video quality by selecting the available highest bitrate level that the
network can support and avoid stalling events.

There are some ABR (Adaptive Bitrate Selection) algorithms in the litera-
ture that consider also the path bandwidth combining with the current buffer
occupancy to select the most suitable video version for the next segment. In, [9],
the authors proposed a rate adaptation algorithm for VBR video which based
on buffer thresholds to request the next video quality level. The authors in [10]
proposed a segment-aware rate adaptation (SARA) algorithm that considers the
segment size variation in addition to the estimated path bandwidth and the cur-
rent buffer occupancy to accurately predict the time required to download the
next segment. This ensures that the best possible representation of the video is
downloaded while avoiding video buer starvation.
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Overall, current adaptation algorithms for HTTP Adaptive Streaming adjust
the quality version of video segments to achieve the highest bandwidth utiliza-
tion, smooth playback as well as avoid buffer underflow or overflow. However,
the algorithms almost focus on improving the adaptation policy at the client
side without considering the available resources in the networks.

There are some studies proposed in the literature for HAS over SDN. In [11],
the authors proposed an adaptive HTTP video streaming framework utilizing
the flow route selection capability of SDN networks. In this method the SDN
controller reroutes DASH flows in each segment period after the client has com-
pletely downloaded. This leads to the controller being overloaded when great
number of clients accesses at the same time or when network load increases
rapidly. In [12], the authors proposed an SDN architecture to monitor network
conditions of streaming ow in real time and dynamically change routing paths
using multi-protocol label switching to provide reliable video watching experi-
ence. In SDNHAS [13], Bentaleb et al. relies on an SDN-based management and
resource allocation architecture with the goal to estimates optimal QoE policies
for groups of users and requests a bandwidth constraint slice allocation, while
providing encoding recommendations to HAS players. However, these studies
only present the general adaptation mechanism.

3 Problem Formulation

In this section, we propose a HTTP adaptive streaming solution included adap-
tation algorithm at client and network routing policies for video contents over
Software-Defined Networking platform.

3.1 Network Context of HTTP Streaming over SDN

As Fig. 1. depicts, HTTP video streaming is carried out over an Openflow/SDN
transportation network where Openflow switches are controlled by the SDN
controller. In our design, this controller can reinforce routing policies based on

Fig. 1. HTTP streaming over SDN
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network conditions, while at the client side, a bitrate adaptation algorithm can
be implemented in order to acquire a seamless playback as well as a best possible
video quality.

3.2 Adaptation Problems

Many adaptation algorithms have been proposed to attain a good experience in
poor bandwidth conditions (highly variable throughput or low bandwidth etc.).
With a proper method, a client can avoid video freezing caused by sudden severe
bandwidth drop and achieve an acceptable video’s quality. Before presenting the
proposal, three adaptation algorithms corresponding to the three well known
mechanism as mentioned before will be introduced first. Table 1 shows the sym-
bols used in this study.

Table 1. Symbols using in the paper.

Symbol Description

i Segment index

j Version index

q The number of quality level

Bi The buffer level at segment i

Ii The representation’s index of segment i

Di The download rate of segment i

Rj The bitrate of version j

Be
i+1 The estimate buffer for segment i+1

BTh The buffer threshold

DTh The bitrate threshold

Ti The measured throughput at segment i

T e
i+1 The estimate throughput for segment i+1

RTT Round Trip Time

SD Segment Duration

The authors in [5,6] proposed the Aggressive algorithm based on throughput
without considering the buffer’s condition. The next throughput T e

i+1 is assigned
equal to the current throughput and the highest possible value of segment bitrate
Rj is computed by the estimated throughput and a safety margin μ as in Eq. 1
with μ is range from 0 to 0.5.

Ii+1 = arg max
j

{
Rj | Rj ≤ (1 − μ) × T e

i+1

}
(1)
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BBA is a very well-known buffer-based adaptation algorithm. According to BBA
[7,8], the average segment size of each corresponding bitrate is mapped to an
instantaneous buffer level, in a linear manner with two fixed points for the lowest
and highest bit-rate. BBA is too conservative during startup. The network can
sustain a much higher video rate, but the algorithm is just not aware of it yet.
There is a trade-off between buffer occupancy and video quality in BBA.

The Segment Aware Rate Adaptation - SARA [10] estimated next weighted
Harmonic Mean throughput based on all measured throughputs in the past as
Eq. 2, where wi and di are the volume and the download rate of segment num-
ber i, respectively. SARA selects the most suitable representation for the next
segment to be downloaded based on Hn the buffer occupancy at any given time,
Bcurr. The rate adaptation is done in four stages including fast start, addictive
increase, aggressive switching, delayed download corresponding to Bcurr value.

Hn =
∑n

i=1 wi∑n
i=1

wi

di

(2)

3.3 Our Proposed Adaptation Algorithm – MUNTH (iMpede
sUspend and AttaiN PoTential PatH)

In our solution, next throughput is estimated based on two previous measured
throughput at client as described in Eq. 3 [9], where γ is a dynamic constant
range from [0,1]. This enables a client to adapt well with the highly bandwidth
fluctuations especially with highly variable bandwidth which is the main cause
of video freezing. The γ is usually set to be 0.5, when γ = 1.0, and the estimation
is exactly the same as aggressive method.

T e
i+1 = γ × Ti + (1 − γ) × Ti−1 (3)

To avoid video freezing, we propose a new quality selection mechanism based
on the estimate buffer level. Equation 4 [14] is used to estimate the next buffer
level if client selects quality level j for Segment number i where SD is seg-
ment duration. Our objective is to choose a suitable quality level to keep the
buffer greater than a threshold BTh to prevent stalling events. The details of
our method are shown in Algorithm 1.

Be
i+1 = Bi + SD − RTT − SD × Ri

T e
i+1

(4)
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Algorithm 1. Bitrate Adaptation Algorithm - MUNTH

Input: Ti, Rn, Bi,BTh, Di, RTT , DTh, SD
Output: Ii+1

1 T e
i+1 ← γ × Ti + (1 − γ) × Ti−1; // Estimate throughput.

2 Ii+1 ← 0
3 if Di ≤ DTh then
4 Request for a new path;
5 else
6 for j ← q − 1 to 0 do
7 Be

i+1 ← Bi + SD − RTT − SD×Rj

T e
i+1

; // Estimate next buffer

level.

8 if Be
i+1 ≥ BTh then

9 Ii+1 = j;
10 end
11 end
12 end

In the proposed algorithm, when the download rate Di is smaller than
DTh = 1000 kbps, client is going to send a message to the network controller
to request an optimal path which is sufficiency to transport video data. The
detail policies at network controller will be discussed in the next subsection.

3.4 Routing Policies

With the OpenFlow/SDN-based architecture [15] which can control and manage
all types of data flows in the control layer, the SDN platform provides ability to
flexibly perform any routing rules in the network. Furthermore, the centralized
scheme of SDN has the ability to entirely monitor the network topology and
routing status, and timely modify the path selection according to the changes of
network states.

Periodical Routing. We proposed a periodical routing mechanism to select
the optimal path every T seconds based on the stability and availability of each
path. Every path from a client to the server will be represented by Reprep as
shown in Eq. 5.

Reprep = (1 − ωp) × BW p
inst (5)

Reprep is calculated from the stability wp and the availability BW p
inst which

are:

BW p
inst: The instant bandwidth of each path measured by the SDN controller,

p represents for path number p in n available paths (indexed from 0 to n−1)
from a client to the server. If a path includes multiple links, BW p

inst is assigned
to the bandwidth of the bottleneck link.
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wp: The stability of a path p, calculated by the Eq. 6. Where: BW p
i is the

measured bandwidth on path p at i × T seconds before. wp is in range [0,1]
and the higher wp is, the less stable path p is.

ωp =

√∑m
1 (BWp

i −BWp)2

m

∑n−1
p=0

√∑m
1 (BWp

i −BWp)2

m

(6)

The Controller selects the most stable and available path which has the
highest Reprep as shown in Eq. 7 where Indx is the selected path index.

Indx = indexOf(max{Reprep

p=0..n−1

}) (7)

Adaptive Routing - MUNTH. We propose an active mechanism from client
namely MUNTH to request for the optimal path when the current bandwidth
is not satisfying their demand. A client can send a ‘reroute’ message to the
controller when download rate is lower than 1000 kbps and the controller then
selects the optimal path having highest BW p

inst to serve the stream as shown in
Eq. 8. the controller only has to seek a new path when poor network conditions
occur otherwise the path will be kept during the stream session. This mechanism
has two advantages: firstly, it reduces computation at the controller compared to
the periodical routing scheme. Secondly, a client knows best about its perceived
network condition as well as its ability therefore giving client an ability to control
the adaptive rates is meaningful.

Indx = indexOf(max{BW p
inst

p=0..n−1

}) (8)

3.5 Experiment Setting

In this section we present the experiment setting as well as evaluate the perfor-
mance of our proposed scheme. The setup video streaming system includes three
parts: DASH client, SDN network and Video Server. The client is installed by
libdash library [16] on linux to serve the DASH standards. Client’s media player
is implemented by Qtsampleplayer [16] with buffer size of 50 s. The emulated
server stores a VBR video clip named “Elephants Dream” [17] with length of
10 min 52 s, 2 s segment, 24 fps and Full-HD resolution (1920 × 1080). Every seg-
ment is encoded to 12 different versions corresponding to 12 QP values (13 to
46) of the H264 standard. In this paper, safety margin μ is set equal to 0.1. We
test our solution in two experiments as follows:

Experiment 1: Buffer threshold (BTh) optimization
• Client runs the MUNTH adaptation algorithm with BTh of 10 s, 15 s, 20 s,

25 s with the adaptive routing policy at the controller (m = 5)
Experiment 2: To evaluate the performance of MUNTH, we investigate the
related existing schemes by setting up as follows:
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• Scheme “AGG DF”: Client runs the aggressive algorithm, the controller
is active with the conventional routing policy (e.g. Dijkstra algorithm).

• Scheme “SARA”: Client runs SARA algorithm controller have the same
configuration as scheme “AGG DF”.

• Scheme “BBA”: Client runs BBA algorithm (BBA parameter), controller
have the same configuration as scheme “AGG DF”.

• Scheme “AGG RR”: Client runs Aggressive algorithm, controller now
uses periodical routing policy.

• And our scheme “MUNTH”: Client runs MUNTH algorithm with the
optimal BTh selected from Experiment 1.

3.6 Performance Evaluation

BTh Optimization for MUNTH. The Table 2 shows the quality metric
resulted from MUNTH. As we can see, with the lowest buffer thershold, with
BTh = 10 s the stalling duration gets highest at 43.1 s. It also has the highest rate
of buffer level lower than 10 s as well as lowest average buffer. In contrast, experi-
ment with BTh = 20 s shows the best results. Stalling duration is zero, percentage
of buffer ≤10 s is only 1.83% while keeping average buffer in a comparable level
than BTh = 25 s. However, a higher BTh can harm the video quality because
clients concentrate in avoiding stalling events more than video representation.
As we can see, when BTh = 25 s both average bitrate and percentage of bitrate
≥8000 kbps is smaller than the rest.

Table 2. MUNTH performance with different BTh values

Criteria BTh =10 s BTh = 15 s BTh = 20 s BTh =25 s

Stalling event 6 2 0 3

Stalling duration 43.1 38.9 0 21.45

Percentage buffer ≤ 10 s (%) 21.95 6.4 1.83 4.27

Average birate 10613.64 10496.54 10764.62 9575.02

Bitrate ≥ 8000 kbps 46.34 44.21 46.34 40.55

Switching down version 42 33 39 44

In conclusion, the experiment results show that our MUNTH algorithm with
BTh = 20 s enables a client to occupy enough buffer to avoid freezing event while
achieving a comparable video quality compared with the others. The optimal
value for BTh was chosen to be 20 s.

Performance Comparison. In this part, the MUNTH algorithm with opti-
mized BTh = 20 s will be compared with the other algorithms as listed in Exper-
iment 2.
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Figure 2 shows the occupied buffer for 5 different schemes respectively. The
periodical routing mechanism enables AGG RR to delivery segments on a stable
path and a client can achieve a smoother streaming compared to AGG DF. The
result for AGG RR shows that in only the duration from segment 50 to 100
stalling events occurs. MUNTH successfully avoids stalling events (0 times) by
smooth throughput estimation and selection of suitable video rate to preserve
buffer on an optimal path.

Fig. 2. Buffer level of all methods

Figure 3 shows the Cumulative Distribution Function (CDF) of bitrate during
the playing time. The first thing to notice from the bitrate CDF figure is that
the percentage of segments downloaded at the high bitrate of MUNTH is greater
than the rest. Specifically, around 40% of MUNTH’s segments has bitrate greater
than 10000 kbps. The CDF value at 10000 kbps for AGG DF and SARA is lower
about 20% while the figure for BBA is lowest at 10%. The periodical routing
policy of AGG RR enable about 30% of segments are downloaded with bitrate
rate ≥ 10000 kbps.

Table 3 shows the precise numerical metrics accumulated during our test.
From the table, we can see that AGG DF has the average quality level com-
pared to the other methods while having the highest freeze frequency and freeze
duration. SARA is the mixed throughput - buffer algorithm which can reduce
stalling events compared to AGG DF but the video’s average bitrate is slightly
lower. BBA successfully avoids stalling events. However, the average bitrate (in
kpbs) of BBA is lowest at only 3754.68 kbps. By using the periodical rerouting
policy, AGG RR acquires a higher bitrate than AGG DF and can avoid freez-
ing by choosing the most stable path every T second. MUNTH shows a supe-
rior result compared to the other methods. Firstly, buffer statistics show that
MUNTH can avoid stalling events while keeping a high buffer occupancy (Avg
Buffer = 35.24 s). Secondly, by the adaptive routing policy, MUNTH achieves the
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Fig. 3. Cumulative distribution function of bitrate

highest Average bitrate at 10734.18 kbps - an enhancement about 69.5%, 80.3%,
185.9%, 21.79% compared to AGG DF, SARA, BBA and AGG RR respec-
tively. Another quality metric is the number of switching-down version event,
users are sensitive with the changing in the video quality, especially with sud-
denly drop of bitrate versions. As we can see, MUNTH obtains the comparable
switch-down version with BBA and SARA. Whereas achieving such better per-
formance, MUNTH consumes much less computation at the controller compared
with AGG RR by a politic switching path mechanism.

Table 3. Results’ statistics of the methods

Criteria AGG DF SARA BBA AGG RR MUNTH

Stalling duration 125.11 75.32 0 81.3 0

Number of stalling events 26 8 0 13 0

Average buffer (s) 29.27 17.61 32.55 35.24 31.50

Average bitrate (kbps) 6331.33 5953.73 3754.68 8800.26 10734.18

Number of version switch-downs 79 21 25 105 39

Switch path N/A N/A N/A 23 2

4 Conclusion

In this article we proposed a combined solution both from the client and network
perspective to enhance users’ experience while using HTTP Adaptive Streaming
applications over SDN network. From the client side, our proposed adaptation
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algorithm - MUNTH uses smooth throughput estimation and buffer occupancy
estimation mechanism to select a segment representation which helps the client
to deal with bandwidth fluctuation therefore able to request a suitable bitrate
version without harming buffer level leading to stalling event. From the network
side, we proposed two routing policies, periodical routing and adaptive routing –
MUNTH. Two metrics named stability wp and availability BW p

inst of a path are
used to select the optimal path from the client to the sever in periodical routing
manner. MUNTH routing policy is a client active scheme, where the client can
actively request a new path that best satisfies its requirement. The experiment
results show that our proposals is superior to the predecessors.

For future work, we will solve a problem where topology is more complicated
and multiple clients connect to multiple servers. Therefore, the problem is not
only about rate adaptation and path selection but also about fairness, stability
and resource utilization among clients.
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Abstract. Device-to-Device (D2D) communications has emerged as a
promising technology for optimizing spectral efficiency, reducing latency,
improving data rate and increasing system capacity in cellular networks.
Power allocation in D2D communication to maintain Quality-of-Service
(QoS) remains as a challenging task. In this paper, we investigate the
power allocation in D2D underlaying cellular networks with multi-user
cellular uplink channel reuse. Specifically, this paper aims at minimizing
the total transmit power of D2D users and cellular users (CUs) sub-
ject to QoS requirement at each user in terms of the required signal-to-
interference-plus-noise ratio (SINR) at D2D users and base station (BS)
over uplink channel as well as their limited transmit power. We first
derive expressions of SINR at the D2D users and BS based on which
an optimization framework for power allocation is developed. We then
propose an optimal power allocation algorithm for all D2D users and
CUs by taking into account the property of non-negative inverse of a Z-
matrix. The proposed algorithm is validated through simulation results
which show the impacts of noise power, distance between D2D users, the
number of D2D pairs and the number of CUs on the power allocation in
the D2D underlaying cellular networks.

Keywords: Device-to-device communication · Uplink ·
Power allocation

1 Introduction

One of the fundamental motivation behind using Device-to-Device (D2D) com-
munication underlaying cellular networks is to enable direct connection between
a pair of proximity devices without involvement of Base Station (BS). Although
in the current cellular systems, D2D communications along with the development
of small cells can cover a large area providing an enhanced Quality-of-Service
(QoS), this may require a considerably increased operating expense [1–5].
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In spite of the benefits of D2D communication in cellular networks, energy
efficiency and interference management have become the fundamental require-
ments [6] to control the interference caused by the D2D users, while simultane-
ously extending the battery lifetime of the User Equipment (UE). Cellular links
only suffer from cross-tier interference from D2D transmitter, whereas D2D links
not only deal with inter-D2D interference, but also with cross-tier interference
from cellular transmission. Channel allocation and power allocation have been
bestowed in the literature as strategies to diminish interference in cellular net-
works. In [7], close-loop and open-loop power control schemes used in LTE were
investigated with an optimization based approach aimed at reducing total power
consumption and increasing spectrum efficiency for D2D communications.

Additionally, green communication has been proposed attracting a number
of research works with various power control and resource allocation approaches
to enhance energy efficiency (EE) of D2D-aided heterogeneous network. In [1],
the aim of controlling and limiting the interference of a D2D communication
to the cellular network was investigated. There are basically two extensive cat-
egories of power control in D2D underlaying cellular networks which include
distributed [8,9] and centralized approaches [10,11]. In the distributed approach
resource allocation and power control are performed independently by the UEs,
whereas they are both carried out at the BS in the centralized approach.

Considering an interference limited environment, resource allocation for D2D
communications has been investigated in various research works, e.g. [12]. In
this paper, we investigate the resource allocation in D2D underlaying cellular
networks where the D2D users exploit multi-user cellular uplink channels.1

We first develop an optimization problem to find the optimal power for D2D
users and CUs so as to minimize the total power consumption of the system sub-
ject to per-user QoS constraints in terms of the required signal-to-interference-
plus-noise ratio (SINR) and limited transmit power at each user. In order to
solve the developed problem, the property of Z-matrix is exploited to find the
optimal power allocation at all users. The impact of the number of CUs and
D2D users, noise power and the distance between D2D users are investigated
and validated through the simulation. The proposed algorithm is shown to be
able to allocate power to all D2D users and CUs achieving the minimum total
power subject to various QoS constraints, while not affecting the performance of
the CUs. Given a low QoS requirement, it is shown that a considerable transmit
power of the D2D users can be saved for an increased energy efficiency of the
overall system. In particular, the number of CUs is shown to have a significant
impact on the average transmit power of the D2D users due to the interference
from the CUs.

1 This paper is different from [12] which considered only a CU in the uplink channel.
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2 System Model

2.1 System Description

Figure 1 illustrates the system model of a D2D underlaying cellular network
where we focus on a multi-user cellular uplink channels for D2D communication
consisting of a BS, K CUs {CU1, CU2, . . . , CUK} and N pairs of D2D users.
The D2D communication exploits the uplink resource of cellular networks, i.e.
K CUs operating together with N D2D pairs. Specifically, N D2D transmit-
ters, i.e. {DT1,DT2, . . . , DTN} send their data to N desired D2D receivers, i.e.
{DR1,DR2, . . . , DRN}. The D2D receivers suffer the interference from not only
other D2D transmitters, but also the CUs. Similarly, over the uplink channels,
the BS receives unwanted signals from the D2D transmitters in addition to those
from other CUs in the network.

Fig. 1. System model.

Let db,ck , di,j , dj,ck , db,i, {i, j} ∈ {1, 2, . . . , N} and k = 1, 2, . . . ,K, denote
the distances between CUk and BS, between DRi and DTj , between CUk and
DRj , and between DTi and BS, respectively. The links CUk → BS, DTj →
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DRi, CUk → DRj , and DTi → BS, {i, j} ∈ {1, 2, . . . , N}, k = 1, 2, . . . ,K, are
assumed to experience Rayleigh flat fading channels having channel coefficients
hb,ck , hi,j , hj,ck , and hb,i, respectively, with E[|hb,ck |2] = 1/dα

b,ck
, E[|hi,j |2] =

1/dα
i,j , E[|hj,ck |2] = 1/dα

j,ck
, and E[|hb,i|2] = 1/dα

b,i. Here, E[·] and α denote the
expectation operator and pathloss exponent, respectively.

2.2 Channel Model

Over shared uplink channels, the channels dedicated for CUs can be reused by
D2D transmitters. The received signal at BS is thus given by

yb =
K∑

k=1

√
pckhb,ckxck +

N∑

i=1

√
pihb,ixi + nb, (1)

where xck , k = 1, 2, . . . ,K and xi, i = 1, 2, . . . , N , are signals transmitted from
CUk and DTi with transmit power pck and pi, respectively, and nb is an inde-
pendent circularly symmetric complex Gaussian (CSCG) noise having zero mean
and variance of E[|nb|2] = N0.

With respect to CUk, k = 1, 2, . . . ,K, the instantaneous received SINR at
the BS can be obtained by

γbk =
pck |hb,ck |2

∑K
j=1,j �=k pcj |hb,cj |2 +

∑N
i=1 pi|hb,i|2 + N0

. (2)

Over D2D channels, the expected received signal at DRi, i = 1, 2, . . . , N , is
given by

yi =
N∑

j=1

√
pjhi,jxj +

K∑

k=1

√
pckhi,ckxck + ni, (3)

where xj , j = 1, 2, . . . , N , and xck are signals transmitted from DTj and CUk

with transmit power pj and pck , respectively, and ni is an independent CSCG
noise having zero mean and variance of N0.

In (3), DRi, i = 1, 2, . . . , N , is only interested in xi from DTi. The instanta-
neous SINR at DRi can be obtained by

γi =
pi|hi,i|2∑N

j=1,j �=i pj |hi,j |2 +
∑K

k=1 pck |hi,ck |2 + N0

. (4)

Let gb,ck , gi,j , gj,ck and gb,i, {i, j} ∈ {1, 2, . . . , N}, k = 1, 2, . . . ,K, denote
the channel gains of the links CUk → BS, DTj → DRi, CUk → DRj , and
DTi → BS, respectively, i.e. gb,ck = |hb,ck |2, gi,j = |hi,j |2, gj,ck = |hj,ck |2, and
gb,i = |hb,i|2. The instantaneous SINR at BS and DRi, i = 1, 2, . . . , N , in (2)
and (4) can be accordingly rewritten as

γbk =
pcgb,ck∑K

i=1 pigb,i +
∑k

j=1,j �= pcjgb,cj + N0

, (5)

γi =
pigi,i∑N

j=1,j �=i pjgi,j +
∑N

i=1 pckgi,ck + N0

. (6)
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3 Proposed Optimization Problem for both D2D
and Cellular Communications

In this section, we first formulate the optimization problem to minimize the total
transmit power of all users in a D2D underlaying cellular network as illustrated
in Fig. 1. A QoS-driven power allocation scheme is then developed for all users
subject to constraints of the required SINR and limited transmit power at these
users in the network.

(i) D2D communications: Given constraints of SINR and transmit power,
the optimization problem to minimize the total transmit power in D2D commu-
nications can be formulated as

min
pi

N∑

i=1

pi,

s. t. γi � γ̄i,∀i = 1, . . . , N,

pi ≤ pmax
i ,∀i = 1, . . . , N,

(7)

where γi is given by (6), pmax
i is the maximum transmit power at DTi, γ̄i is the

required SINR level at DRi.
(ii) Cellular communications: The optimal problem for uplink cellular com-

munications can be expressed as

min
pck

K∑

k=1

pck ,

s. t. γbk � γ̄bk ,∀k = 1, 2, . . . , K,

pck ≤ pmax
ck

,∀k = 1, 2, . . . ,K, ,

(8)

where γbk is given by (5), pmax
ck

is the maximum transmit power at the CUk, and
γ̄bk is the required SINR level at the BS for the uplink channel from CUk.

Considering an overall system, the problems in (7) and (8) can be combined
as in the following form:

min
pi

N+K∑

i=1

pi,

s. t.
pigi,i∑N+K

j=1,j �=i pjgi,j + N0

� γ̄i,∀i = 1, . . . , N + K,

pi ≤ pmax
i ,∀i = 1, . . . , N + K,

(9)

Here the notation is slightly abused by using the index N +K to represent both
D2D and cellular communications, i.e. pN+k = pck , gi,N+k = gi,ck , gN+k,j = gb,j ,
gN+k,N+k = gb,ck , and γ̄N+k = γ̄bk .
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The optimization problem in (9) can be rewritten by rearranging the SINR
constraints in (9) in the following equivalent form:

min
pi

N+K∑

i=1

pi,

s. t. pigi,i − γ̄i

N+K∑

j=1,j �=i

pjgi,j � N0γ̄i,∀i = 1, 2, . . . , N + K,

pi ≤ pmax
i ,∀i = 1, 2, . . . , N + K,

(10)

The scalar form of (10) can be further simplified by introducing the following
vectors:

G �

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g1,1 −γ̄1g1,2 · · · −γ̄1g1,N −γ̄1g1,c1 −γ̄1g1,c2 · · · −γ̄1g1,cK−γ̄2g2,1 g2,2 · · · −γ̄2g2,N −γ̄2g2,c1 −γ̄2g2,c2 · · · −γ̄1g2,cK
...

...
. . .

...
...

...
. . .

...
−γ̄NgN,1 −γ̄NgN,2 · · · gN,N −γ̄NgN,c1 −γ̄NgN,c2 · · · −γ̄NgN,cK−γ̄b1gb,1 −γ̄b1gb,2 · · · −γ̄b1gb,N gb,c1 −γ̄b1g1,c2 · · · −γ̄b1g1,cK

...
...

. . .
...

...
...

. . .
...

−γ̄bKgb,1 −γ̄bKgb,2 · · · −γ̄bKgb,N −γ̄bKgb,c1 gb,cK · · · −γ̄bKgb,cK

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(11)

p �
[
p1 p2 · · · pN pc1 pc2 · · · pcK

]T
, (12)

n �
[
N0γ̄1 N0γ̄2 · · · N0γ̄N N0γ̄b1 N0γ̄b2 · · · N0γ̄bK

]T
, (13)

pmax �
[
pmax
1 pmax

2 · · · pmax
N pmax

c1 pmax
c2 · · · pmax

cK

]T
. (14)

Hence, the problem (10) can be rewritten as

min
pi

N+K∑

i=1

pi,

s. t. Gp � n,

p � pmax.

(15)

where � and � denote the element-wise greater and less operators, respectively.
The optimal solution to problem (15) can be found by using the following

lemma

Lemma 1. If matrix G defined in (11) satisfies

gi,i > γ̄i

N+K∑

j=1,j �=i

gi,j ,∀i = 1, 2, . . . , N + K, (16)
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then there exists a unique lower bound for the power allocation for problem (15)
as

pmin = G−1n. (17)

Proof. The proof follows the same approach as in [12] where the basic idea is
to treat (11) as a Z-matrix [15,16]. By observing (11), one can conclude that
all the off-diagonal elements of matrix G are non-positive. Hence, as shown in
[13,14], matrix G is called a Z-matrix. If G satisfies the condition in (16), then
G is strictly diagonally dominant matrix. According to [13, Chap. 6, Theorem
2.3], all principal minors of G are positive. Since G is a Z-matrix, according
to [14, theorem 3.11.10], G−1 exist and all of its elements are non-negative. In
addition, all the elements of vector n in (13) are non-negative, and thus p is
lower bounded by pmin = G−1n � 0. The proof is complete.

Remark 1. Notice that if pmin defined in (17) satisfies pmin � pmax

then pmin is the optimal solution to the optimization problem (15).

4 Simulation Results

In this section, we provide numerical results for the D2D underlaying cellular
network. We implement the Monte Carlo method in MATLAB to evaluate the
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Fig. 2. A typical example of simulation model for a D2D underlaying cellular network
consisting of a BS, 3 CUs, and 5 pairs of D2D users within an area of 300m× 300 m.
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performance of the proposed power allocation algorithm. In the simulation, the
nodes are located within an area of 300 m × 300 m, the pathloss exponent is
set as α = 2, the required SINR of all D2D users and CUs are equally set and
varies as γ̄i = γ̄bk ∈ [−20, 5] dB, ∀i = 1, 2, . . . , N , ∀k = 1, 2, . . . ,K, and the
maximum transmit power is pmax

i = pmax
c = 30 dBm. It is assumed that BS is

at the top left corner, i.e. {xBS , yBS} = {0, 300} m, while the locations of other
nodes, i.e. CUs and D2D users, are uniformly distributed in the range [0, 300]
m. Due to the requirement that mobile devices should be in short range for D2D
communications, the distance between the D2D transmitter and D2D receiver
are limited in [dmin, dmax], where 10 m � dmin < dmax � 50 m. An illustration
of the simulation settings is shown in Fig. 2 where 5 pairs of D2D users and 3
CUs are plotted with dmin = 10 m and dmax = 25 m.
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Fig. 3. The average transmit power of D2D transmitters versus required SINR with
respect to different noise power.

Investigating the impacts of noise power, Fig. 3 shows the average transmit
power of the D2D transmitters, i.e. E[pmin] against the required SINR, i.e. γ̄,
with three scenarios of noise power N0 ∈ {−30,−40,−50} dBm. We considered
five pairs of D2D users, i.e. N = 5, three CUs and the distance between each
D2D pairs and CUs are uniformly distributed in the range [10, 25] and [30, 90] m
respectively. One can observe that the average transmit power increase with an
increase in the SINR requirement, which follows the intuition that increased
in noise power contribute to a higher transmit power. For instance, when the
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required SINR is −5 dBm, the average transmit power required is −12 dBm with
noise power of −50 dBm compared to when the noise power −30 dBm with an
average transmit power of 8 dBm. The fluctuating in the graph is due to the
fact that the instantaneous SINR is considered over different fading generations,
among which some cause the matrix G defined in (11) is not convertible, i.e.
does not satisfy the condition in Lemma1.
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Fig. 4. The average transmit power of D2D transmitters versus required SINR with
respect to distance between D2D users.

The impacts of the distance between D2D users are investigated in Fig. 4
where the average transmit power of D2D transmitters is plotted over the
required SINR with respect to three cases of distance between D2D users,
i.e. {[dmin, dmax]} ∈ {[10, 25], [30, 40], [40, 50]} m. The noise power is fixed as
N0 = −30 dBm. There are five pairs of D2D users and their locations are simi-
larly set as in Fig. 3. It can be observed that a higher transmit power is required
with D2D users having distance within 40 m to 50 m compared to those with
D2D users with shorter distance such as 10 m, −25 m and 30 m to 40 m. This
means that, the distance between the D2D users has a considerable impact on
the average power at the D2D users.
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Fig. 5. The average transmit power of D2D transmitters versus required SINR with
respect to the number of D2D users.

Taking into account the number of D2D users, Fig. 5 plots the average trans-
mit power of D2D transmitters versus required SINR for three scenarios of the
number of D2D pairs, i.e. N ∈ {5, 10, 20}. In this figure, the distance between
D2D users and CUs are varied as in Fig. 3 in the range [10, 20] and [30, 90] respec-
tively. The noise power parameter is set similarly as in Fig. 4, and the number of
D2D pairs ranging from [5, 10, 20]. It can be observed that the proposed power
allocation demonstrates that the number of D2D pairs has a significant impact
on the transmit power due to the interference from both other D2D transmitters
and other CUs.

Taking into account the impact of the number of CUs, Fig. 6 plots the average
transmit power of the D2D transmitter against the required SINR with respect
to four scenarios of CUs (ranging from 1 to 4) with distance range [0, 70] m. The
parameter is set as in Fig. 3 i.e. the distance between D2D users [10, 25] m, and
the number of D2D pairs N= 5, the noise power is set similar to Fig. 4 N0 =
−30 dBm. It can be observed that there is much difference in the average transmit
power required with four CUs compared to one CU due to the interference from
other CUs and D2D transmitters.
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Fig. 6. The average transmit power of D2D transmitters versus required SINR with
respect to the number of CUs.

5 Conclusion

In this paper, we have introduced a power allocation approach for D2D users over
uplink in D2D underlaying cellular networks with multiple CUs. We have devel-
oped an optimization problem by incorporating the SINR constraints while main-
taining the QoS of the system. An optimal power allocation has been proposed
by taking into account the property of non-negative inverse of a Z-matrix. More-
over, the impact of the number of the CUs, noise power, the distance between
D2D users and the number of D2D pairs have been evaluated for the considered
system. Our simulation results have shown that deploying more number of either
the CUs or D2D users has a significant impact on the transmit power of the D2D
users due to the interference caused by both D2D and cellular communications.
Also, the transmit power of the D2D users has shown to be dependent of not
only their location but also the location of the CUs. For future work, we will
consider a power control approach for an ultra-dense network with statistical
modelling for multiple cells.
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Abstract. In this paper, we propose three path selection methods for
cluster-based cognitive radio (CR) networks for secrecy enhancement
by formulating the probability of non-zero secrecy capacity (PNSC).
In the proposed work, it is assumed that uniform transmit power for
the secondary transmitters and jammers must be adjusted to guarantee
quality of service (QoS) of the primary network, follows a simple and
efficient power allocation strategy. To improve the channel capacity, the
best receiver is selected at each cluster to relay the source data to the
next hop. Additionally, a jammer is randomly chosen at each cluster to
generate noises on an eavesdropper, and to reduce the quality of the
eavesdropping links. Three methods are studied in this paper. First, we
propose the BEST path selection method (BEST) to maximize the end-
to-end instantaneous secrecy capacity. Second, the path obtaining the
MAXimum Value for the average end-to-end PNSC (MAXV) is selected
for data transmission. Third, we also propose a RAND method in which
a RANDom path is employed. For performance evaluation and compar-
ison, we derive exact closed-form expressions for the end-to-end PNSC
of the BEST, MAXV and RAND methods over Rayleigh fading chan-
nel. Monte Carlo simulations are then performed to verify the derived
theoretical results.

Keywords: Physical-layer security · Cognitive radio ·
Cluster networks · Path selection · Secrecy capacity

1 Introduction

Physical-layer security (PLS) [1,2] has recently emerged as an efficient method
to provide security for wireless sensor networks (WSNs) and Internet of Things
(IoT) networks. Under PLS context, secure communication can be obtained when
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channel capacity of a data link is higher than that of an eavesdropping link.
Therefore, diversity-based transmit/receive methods [3–5] and cooperative relay-
ing transmission [6–8] have been widely used to enhance secrecy performance,
in terms of average secrecy capacity (ASC), secrecy outage probability (SOP),
and probability of non-zero secrecy capacity (PNSC). Additionally, the methods
reported in [3–8] can be combined with cooperative jamming techniques reported
in [9,10], i.e., jammers can practically collude with authorized receivers so that
generated artificial noise can only interfere on the eavesdropper nodes.

Until now, there have been only several published works for performance
evaluation of multi-hop transmission in PLS [8,11–14]. In [11], authors proposed
a cluster-based secure communication with relay selection methods at each hop.
In addition, the eavesdropper in [11] can use maximal ratio combining (MRC)
to decode the data received over multiple hops. In [12], authors developed a sys-
tem model by combining a randomize-and-forward (RF) method and coopera-
tive jamming techniques. Particularly, the transmitters randomly generate code-
books when forwarding the source data, while the selected receivers and jammers
collaborate to remove interferences in the received signals. In [13,14], full-duplex
relaying methods for enhancing security over multi-hop relaying systems were
proposed and evaluated. Being different with [11–14], authors of [8] considered a
multi-hop amplify-and-forward (AF) relaying model in PLS, employing compress
sensing.

Recently, PLS in cognitive radio (CR) has gained much attention from
researchers. The authors of [15,16] proposed cooperative cognitive protocols
using cooperative jamming to enhance secrecy performance for secondary net-
works. In [17,18], radio frequency energy harvesting (RF-EH) based secure
communication protocols employing overlay and underlay spectrum sharing
approaches were investigated. Authors in [19] focused on designing a routing
protocol for cooperative jamming multi-hop multi-antenna secondary networks
in the presence of random eavesdroppers. In [20], a cooperative routing scheme
was proposed to enhance secrecy performance for multi-hop relaying secondary
networks. In [21], authors considered transmit antenna selection (TAS)/selection
combining (SC) and harvest-to-transmit based secure multi-hop transmission
over underlay CR environments in the presence of multi-antenna eavesdroppers,
and hardware imperfection.

To the best of our knowledge, PLS in cluster-based multi-hop multi-path
over underlay CR networks has not yet been studied. This has motivated us
to propose and evaluate secrecy performance of CR networks. This paper thus
focuses on end-to-end PNSC performance of secondary networks, where a sec-
ondary source communicates with a secondary destination using a multi-hop
multi-path relaying approach. For the underlay spectrum sharing, the secondary
transmitters including source and relays must adjust their transmit power to sat-
isfy QoS of the primary network. Under this power constraint, we propose the
best receiver selection at each cluster to improve data transmission reliability.
On the other hand, to lessen the severity of eavesdropping channels, a jammer
at each cluster is randomly selected to realize the effectiveness of the coopera-
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tive jamming process. The main contributions of this paper are summarized as
follows:

– We propose a simple power allocation strategy for the secondary transmitters
and jammers to satisfy the required primary QoS.

– We propose three efficient path selection methods, BEST, MAXV and RAND.
For the BEST method, the path with the highest end-to-end instantaneous
secrecy capacity is chosen for data transmission. For the MAXV method, the
system selects the path obtaining maximum value of the average end-to-end
PNSC. For the RAND method, a random path is used to transmit source
data to the destination.

– We derive exact closed-form expressions for the end-to-end PNSC of the
BEST, MAXV and RAND methods over Rayleigh fading channels, which
are then verified by Monte Carlo simulation.

The remainder of this paper is organized as follows. The system model of the
considered methods is described in Sect. 2. In Sect. 3, expressions for the end-to-
end PNSC of the BEST, MAXV and RAND methods are derived. Simulation
results are shown in Sect. 4 to verify the derived theoretical results. Finally,
Sect. 5 concludes the main findings and outlines possible future work.

2 System Model

Figure 1 presents the system model for the proposed underlay CR network, where
the primary network shares licensed bands to the secondary network. For the
primary network, the primary transmitter (PT) sends its data to the primary
receiver (PR). In the secondary network, the source S attempts to transmit its
data to the destination D using the multi-hop relaying approach, in the pres-
ence of the eavesdropper E, who illegally listens to the source data. Assuming
that there are M available disjoint paths that are established at the network
layer, and the source would select one path for the data transmission. On the
m-th path, there are Nm clusters between S and D, denoted by CLm,1, CLm,2,
..., CLm,Nm

, where m = 1, 2, ...,M and Nm ≥ 1. We also denote CLm,0 and
CLm,Nm+1 as the clusters including the source and the destination, respectively.
In addition, let us denote Lm,u as the number of nodes belonging to the clus-
ter CLm,u, and

{
Rm,u,1,Rm,u,2, ...,Rm,u,Lm,u

}
as the set of these nodes, where

u = 1, 2, ..., Nm. Considering the cluster CLm,Nm+1, except the destination, the
remaining cluster nodes are named as Rm,Nm+1,2, ...,Rm,Nm+1,Lm,Nm+1

, where
Lm,Nm+1 = LD (∀m). Figure 1 presents the system model for the proposed under-
lay CR network, where the primary network shares licensed bands to the sec-
ondary network. For the primary network, the primary transmitter (PT) sends
its data to the primary receiver (PR). In the secondary network, the source S
attempts to transmit its data to the destination D using the multi-hop relay-
ing approach, in the presence of the eavesdropper E, who illegally listens to
the source data. Assuming that there are M available disjoint paths that are
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established at the network layer, and the source would select one path for the
data transmission. On the m-th path, there are Nm clusters between S and D,
denoted by CLm,1, CLm,2, ..., CLm,Nm

, where m = 1, 2, ...,M and Nm ≥ 1.
We also denote CLm,0 and CLm,Nm+1 as the clusters including the source and
the destination, respectively. In addition, let us denote Lm,u as the number
of nodes belonging to the cluster CLm,u, and

{
Rm,u,1,Rm,u,2, ...,Rm,u,Lm,u

}

as the set of these nodes, where u = 1, 2, ..., Nm. Considering the cluster
CLm,Nm+1, except the destination, the remaining cluster nodes are named as
Rm,Nm+1,2, ...,Rm,Nm+1,Lm,Nm+1

, where Lm,Nm+1 = LD (∀m).

Fig. 1. System model of the proposed methods.

It is assumed that (i) all of the nodes are equipped with single antennas, and
operate on the half-duplex mode; (ii) all the channels are block slow Rayleigh
fading, which remains coherently constant over the length of a code word. Hence,
the channel gain γX,Y of the X → Y link is an exponential random variable
(RV), where (X,Y) ∈ {PT,PR,Rm,u,v,E}, m = 1, 2, ...,M, u = 0, 1, ..., Nm + 1,
v = 1, 2, ..., Lm,u, and Rm,0,v ≡ S, Rm,Nm+1,1 ≡ D (∀m, v). Then, the cumulative
distribution function (CDF) and probability density function (PDF) of γX,Y can
be expressed, respectively as

FγX,Y (z) = 1 − exp (−λX,Yz) , fγX,Y (z) = λX,Y exp (−λX,Yz) , (1)

where λX,Y = dβ
X,Y [22], dX,Y is the link distance between X and Y, and β is the

path-loss exponent. Since the nodes in the cluster CLm,u are closely spaced, we
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can assume the distances dX,Rm,u,v
are statistically unchanged, i.e., dX,Rm,u,v

=
dX,Rm,u,t

(∀v, t).

Fig. 2. Data transmission on the m-th path.

Assume that the m-th path is selected (see Fig. 2). Because of the half-duplex
constraint, the transmit data stream is split into Nm + 1 orthogonal time slots.
At the first time slot, the source sends the data to the best node belonging to
the cluster CLm,1, which is chosen to maximize the channel gain of the first hop
as [11]:

Tm,1 : arg max
v=1,2,...,Lm,1

(
γS,Rm,1,v

)
, (2)

where Tm,1 denotes the selected node.
Moreover, during the S → Tm,1 transmission, one of the remaining nodes of

the cluster CLm,1, named Jm,1, is randomly chosen to generate jamming noise
on the eavesdropper E. It is worth noting that Tm,1 can remove the interference
from Jm,1 via exchanging secure messages with Tm,1 [12]. Then, after decoding
the source data, Tm,1 re-encodes and forwards it to the next cluster in the second
time slot.

Generally, the best receiver at the u-th time slot, named Tm,u, is selected by

Tm,u : arg max
v=1,2,...,Lm,u

(
γTm,u−1,Rm,u,v

)
, (3)

where u = 1, 2, ..., Nm, and Tm,0 ≡ S.
Let us consider the last time slot, the transmitter Tm,Nm

transmits the source
data to the destination D, while the jammer Jm,Nm+1, a member of the cluster
CLm,Nm+1, is employed to realize the cooperative jamming operation. Because
the eavesdropper can overhear multiple hops, the transmitters Tm,u employ the
randomize-and-forward method [12] so that it cannot combine the received sig-
nals using MRC.

Considering the data transmission between PT and PR in the u-th time slot
of the m-th path, because of the co-channel interference caused by Tm,u−1 and
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Jm,u, the instantaneous signal-to-interference-plus-noise ratio (SINR) obtained
at PR can be formulated by

ψ
(m,u)
PT,PR =

PPTγPT,PR

PTm,u−1γTm,u−1,PR + PJm,u
γJm,u,PR + σ2

, (4)

where PX is the transmit power of X (X ∈ {PT,Tm,u−1, Jm,u}), and σ2 is a
variance of Additive White Gaussian Noise (AWGN). For brevity, we set σ2 = 1
at all of the receivers.

Next, since Tm,u can perfectly remove the interference generated by Jm,u,
the instantaneous SINR of the Tm,u−1 → Tm,u link is obtained as

ψTm,u−1,Tm,u
=

PTm,u−1γTm,u−1,Tm,u

PPTγPT,Tm,u
+ 1

. (5)

For the Tm,u−1 → E link, the instantaneous SINR is written by

ψTm,u−1,E =
PTm,u−1γTm,u−1,E

PPTγPT,E + PJm,u
γJm,u,E + 1

. (6)

From (4), (5) and (6), we can express the instantaneous channel capacity for
the primary link, the secondary data link and the secondary eavesdropping link
respectively as given in (7)–(9)

C
(m,u)
PT,PR =

1
Nm + 1

log2
(
1 + ψ

(m,u)
PT,PR

)
, (7)

CTm,u−1,Tm,u
=

1
Nm + 1

log2
(
1 + ψTm,u−1,Tm,u

)
, (8)

CTm,u−1,E =
1

Nm + 1
log2

(
1 + ψTm,u−1,E

)
, (9)

where the factor 1/ (1 + Nm) indicates that the data transmission of the sec-
ondary network is split into (1 + Nm) orthogonal time slots.

To guarantee QoS of the primary network at any time slot, we focus on the
lowest channel capacity of the PT → PR link, i.e.,

Cm,min
PT,PR = min

u=1,2,...,Nm+1

(
C

(m,u)
PT,PR

)
. (10)

Using (10), the outage probability (OP) of the primary network can be
defined by

OPm = Pr
(
Cm,min

PT,PR < RP

)
, (11)

where RP is a target rate of the primary network.
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Considering the secondary network, the secrecy capacity at the u-th time
slot is given as

SCm,u =
[
CTm,u−1,Tm,u

− CTm,u−1,E

]+
, (12)

where [x]+ = max (0, x) .
Due to the randomize-and-forward strategy, the end-to-end secrecy capacity

obtained on the m-th path is expressed as

SCe2e
m = min

u=1,2,...,Nm+1
(SCm,u) . (13)

Then, the end-to-end PNSC on the m-th path is defined by

PNSCm = Pr
(
SCe2e

m > 0
)
. (14)

3 Performance Evaluation

3.1 OP of Primary Network

In this sub-section, we calculate OP of the primary network when the m-th path
is selected. Combining (7), (10) and (11), we can write

OPm = 1 −
Nm+1∏

u=1

(
1 − Pr

(
ψ
(m,u)
PT,PR < ρ

))
, (15)

where ρ = 2((Nm+1)RP)−1. Substituting (4) into Pr
(
ψ
(m,u)
PT,PR < ρ

)
in (15), which

yields

Pr
(
ψ
(m,u)
PT,PR < ρ

)
=Pr

(
γPT,PR<

PTm,u−1ρ

PPT
γTm,u−1,PR+

PJm,u
ρ

PPT
γJm,u,PR+

ρ

PPT

)

=
∫ +∞

0

∫ +∞

0

[
FγPT,PR

(
PTm,u−1ρ

PPT
x + PJm,uρ

PPT
y + ρ

PPT

)

fγTm,u−1,PR (x) fγJm,u,PR (y)

]

dxdy. (16)

Substituting CDF and PDF given in (1) into (16), after some manipulation,
we can obtain

Pr
(
ψ
(m,u)
PT,PR < ρ

)
= 1− λTm,u−1,PRPPT

λTm,u−1,PRPPT + λPT,PRPTm,u−1ρ

× λJm,u,PRPPT

λJm,u,PRPPT + λPT,PRPJm,u
ρ

exp
(
−λPT,PRρ

PPT

)
. (17)

Substituting (17) into (15), we obtain the exact closed-form expression for
OPm as follows:

OPm = 1 − exp
(

− (Nm + 1) λPT,PRρ

PPT

)

×
Nm+1∏

u=1

(
λTm,u−1,PRPPT

λTm,u−1,PRPPT+λPT,PRPTm,u−1ρ

λJm,u,PRPPT

λJm,u,PRPPT+λPT,PRPJm,u
ρ

)
. (18)
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To guarantee the QoS of the primary network, the following condition should
be satisfied:

OPm ≤ εOP, (19)

where εOP is the target OP of the PT − PR link.

3.2 Power Allocation of Secondary Transmitters

This sub-section proposes a simple power allocation for the secondary transmit-
ter to satisfy the required primary QoS. Firstly, we assume that all nodes in
the cluster CLm,u have the same transmit power, i.e., PTm,u

= PJm,u
= Qm,u

for all m,u. Secondly, if the distance between Tm,u and PR is longer than that
between Tm,v and PR, Qm,u should be higher than Qm,v, and vice verse, where
(u, v) ∈ {0, 1, ..., Nm + 1} and u �= v. Therefore, the ratio between Qm,u and
Qm,v can be formulated as a function of the link distance as

Qm,u

Qm,v
=

dβ
Tm,u,PR

dβ
Tm,v,PR

=
λTm,u,PR

λTm,v,PR
⇔ Qm,u

λTm,u,PR
=

Qm,v

λTm,v,PR
= χ. (20)

From (20), substituting PTm,u
= PJm,u

= Qm,u = χλTm,u,PR into (18), we
arrive at

OPm = 1 −
(

PPT

PPT + λPT,PRχρ

)2(Nm+1)

exp
(

− (Nm + 1) λPT,PRρ

PPT

)
. (21)

Now, solving OPm = εOP, we can express χ as

χ =
PPT

λPT,PRρ

[(
(1 − εOP) exp

(
(Nm + 1) λPT,PRρ

PPT

))− 1
2(Nm+1)

− 1

]

. (22)

Because the transmit power Qm,u is not negative, we can provide an exact
closed-form formula of Qm,u as follows:

Qm,u =
λTm,u,PRPPT

λPT,PRρ

[(
(1−εOP) exp

(
(Nm+1) λPT,PRρ

PPT

))
− 1

2(Nm+1) − 1
]+

. (23)

3.3 End-to-End PNSC of m-th Path

For the m-th path, the end-to-end PNSC can be formulated as

PNSCm =
Nm+1∏

u=1

Pr
(

Qm,u−1γTm,u−1,Tm,u

PPTγPT,Tm,u
+ 1

>
Qm,u−1γTm,u−1,E

PPTγPT,E + Qm,uγJm,u,E + 1

)

=
Nm+1∏

u=1

Pr
(
ZD

u > ZE
u

)
, (24)
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where

ZD
u =

γTm,u−1,Tm,u

PPTγPT,Tm,u
+ 1

, ZE
u =

γTm,u−1,E

PPTγPT,E + Qm,uγJm,u,E + 1
. (25)

Furthermore, we can rewrite Pr
(
ZD

u > ZE
u

)
in (25) as

Pr
(
ZD

u > ZE
u

)
=

∫ +∞

0

(
1 − FZD

u
(x)

)
fZE

u
(x) dx. (26)

Next, we find the CDF FZD
u

(x) which can be formulated by

FZD
u

(x)=Pr
(
ZD

u < x
)
=

∫ +∞

0

FγTm,u−1,Tm,u
(PPTxy + x)fγPT,Tm,u

(y) dy. (27)

Since γTm,u−1,Tm,u
= max

v=1,2,...,Lm,u

(
γTm,u−1,Rm,u,v

)
, we can obtain the CDF

FγTm,u−1,Tm,u
(PPTxy + x) as

FγTm,u−1,Tm,u
(PPTxy + x) =

(
1 − exp

(−λTm,u−1,Tm,u
(PPTxy + x)

))Lm,u

=1+
Lm,u∑

v=1

(−)v
Cv

Lm,u
exp

(−vλTm,u−1,Tm,u
x
)
exp

(−vλTm,u−1,Tm,u
PPTxy

)
. (28)

It is noted that when u = Nm + 1, then Lm,Nm+1 = 1 and

FγTm,Nm
,Tm,Nm+1

(PPTxy + x) =

1 − exp
(−λTm,Nm ,Tm,Nm+1x

)
exp

(−λTm,Nm ,Tm,Nm+1PPTxy
)
. (29)

Substituting (28) and fγPT,Tm,u
(y) = λPT,Tm,u

exp
(−λPT,Tm,u

y
)

into (27),
after algebraic simplifications, we obtain

FZD
u

(x) = 1 +
Lm,u∑

v=1

(−)v
Cv

Lm,u
λPT,Tm,u

λPT,Tm,u
+ vλTm,u−1,Tm,u

PPTx
exp

(−vλTm,u−1,Tm,u
x
)

= 1 +
Lm,u∑

v=1

(−)v
Cv

Lm,u

ω0,u,v

ω0,u,v + x
exp

(−vλTm,u−1,Tm,u
x
)
, (30)

where

ω0,u,v =
λPT,Tm,u

vλTm,u−1,Tm,u
PPT

. (31)

Similarly, the CDF of ZE
u can be obtained as

FZE
u

(x) =
∫ +∞

0

[
FγTm,u−1,E (PPTxy + Qm,uxz + x)
fγPT,E (y) fγJm,u,E (z)

]
dydz

= 1 − λPT,E

λPT,E + λTm,u−1,EPPTx

λTm,u,E

λTm,u,E + λTm,u−1,EQm,ux
exp

(−λTm,u−1,Ex
)

= 1 − ω1,u

ω1,u + x

ω2,u

ω2,u + x
exp

(−λTm,u−1,Ex
)
, (32)
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where λJm,u,E = λTm,u,E, ω1,u = λPT,E
λTm,u−1,EPPT

and ω2,u = λTm,u,E

λTm,u−1,EQm,u
.

Assume that ω1,u �= ω2,u, the CDF FZE
u

(x) can be rewritten as

FZE
u

(x) = 1 − κu

ω1,u + x
exp

(−λTm,u−1,Ex
)

+
κu

ω2,u + x
exp

(−λTm,u−1,Ex
)
, (33)

where κu = ω1,uω2,u
ω2,u−ω1,u

. Then, the PDF fZE
u

(x) is obtained as

fZE
u

(x) =
κu

(ω1,u + x)2
exp

(−λTm,u−1,Ex
)

+
κuλTm,u−1,E

ω1,u + x
exp

(−λTm,u−1,Ex
)

− κu

(ω2,u + x)2
exp

(−λTm,u−1,Ex
) − κuλTm,u−1,E

ω2,u + x
exp

(−λTm,u−1,Ex
)
. (34)

Using (26), (30) and (34), we have

Pr
(
ZD

u > ZE
u

)
=

Lm,u∑

v=1

(−)v+1
Cv

Lm,u
ω0,u,vκu

× (I1,u,v − I2,u,v + I3,u,v − I4,u,v) , (35)

where ξu,v = vλTm,u−1,Tm,u
+ λTm,u−1,E, and

I1,u,v =
∫ +∞

0

1
(ω0,u,v + x) (ω1,u + x)2

exp (−ξu,vx) dx,

I2,u,v =
∫ +∞

0

1
(ω0,u,v + x) (ω2,u + x)2

exp (−ξu,vx) dx,

I3,u,v =
∫ +∞

0

λTm,u−1,E

(ω0,u,v + x) (ω1,u + x)
exp (−ξu,vx) dx,

I4,u,v =
∫ +∞

0

λTm,u−1,E

(ω0,u,v + x) (ω2,u + x)
exp (−ξu,vx) dx. (36)

Now, we can rewrite the integral I1,u,v as

I1,u,v =
1

(ω0,u,v − ω1,u)2

∫ +∞

0

1
ω0,u,v + x

exp (−ξu,vx)dx

− 1
(ω0,u,v − ω1,u)2

∫ +∞

0

1
ω1,u + x

exp (−ξu,vx)dx

+
1

ω0,u,v − ω1,u

∫ +∞

0

1
(ω1,u + x)2

exp (−ξu,vx) dx, (37)
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where ω0,u,v �= ω1,u. After algebraic simplifications, we obtain

I1,u,v =
1

(ω0,u,v − ω1,u)2
exp (ω0,u,vξu,v) E1 (ω0,u,vξu,v)

− 1
(ω0,u,v − ω1,u)2

exp (ω1,uξu,v)E1 (ω1,uξu,v)

+
1

ω0,u,v − ω1,u

(
1

ω1,u
− ξu,v exp (ω1,uξu,v) E1 (ω1,uξu,v)

)
, (38)

where E1 (.) is exponential integral [23]. Similarly, we have

I2,u,v =
1

(ω0,u,v − ω2,u)2
exp (ω0,u,vξu,v) E1 (ω0,u,vξu,v)

− 1
(ω0,u,v − ω2,u)2

exp (ω2,uξu,v)E1 (ω2,uξu,v)

+
1

ω0,u,v − ω2,u

(
1

ω2,u
− ξu,v exp (ω2,uξu,v) E1 (ω2,uξu,v)

)
. (39)

Next, the integrals I3,u,v and I4,u,v can be calculated, respectively as

I3,u,v =
λTm,u−1,E

ω1,u − ω0,u,v

× [exp (ω0,u,vξu,v) E1 (ω0,u,vξu,v) − exp (ω1,uξu,v) E1 (ω1,uξu,v)] , (40)

I4,u,v =
λTm,u−1,E

ω2,u − ω0,u,v

× [exp (ω0,u,vξu,v) E1 (ω0,u,vξu,v) − exp (ω2,uξu,v) E1 (ω2,uξu,v)] . (41)

Substituting (38)–(41) into (35), we obtain the exact closed-form expression
for Pr

(
ZD

u > ZE
u

)
, which is then substituted into (24) to obtain PNSCm.

3.4 Path-Selection Methods

For the BEST method, the best path is selected by the following strategy:

Path a : SCe2e
a = max

m=1,2,...,M

(
SCe2e

m

)
. (42)

From (42), the end-to-end PNSC of the BEST method is computed by

PNSCBEST = Pr
(
SCe2e

a > 0
)

= 1 −
M∏

m=1

(
1 − Pr

(
SCe2e

m > 0
))

= 1 −
M∏

m=1

(1 − PNSCm) . (43)
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Then, substituting the expression for derived in Subsect. 3.3 into (43), we
obtain an exact closed-form expression for the end-to-end PNSC using the BEST
method.

However, the implementation of the BEST method which requires the
instantane-ous channel state information (CSIs) of all of the links appears com-
plex. In practice, the statistical CSIs, i.e., average channel gain, can be readily
obtained. Therefore, we propose the MAXV method, where the path providing
the maximum average end-to-end PNSC is selected for the data transmission.
Mathematically, we thus can write

PNSCMAXV = max
m=1,2,...,M

(PNSCm) . (44)

Finally, if the instantaneous and statistical CSIs of the data and/or eaves-
dropping and/or interference links are unknown because of the complexity, delay
time constraint or the random presence of the eavesdropper, the random path
selection (RAND) will be an appropriate solution. In this method, the end-to-end
PNSC is ex-pressed by

PNSCRAND =
1
M

M∑

m=1

PNSCm. (45)

In (45), due to the random selection, the probability that the m-th path is
selected for the data transmission equals to 1/M for all values of m.

4 Simulation Results

In this section, we perform Monte Carlo simulations to verify the proposed the-
oretical results obtained in Sect. 3. For illustration purposes only, in all of the
simulations, the path loss exponent (β) is fixed by 3, the target rate of the pri-
mary network (RP) is set at 0.25, and the required QoS of the primary network
(εOP) is assumed to 0.05. We also assume that there are three available paths
between the source and the destination (M = 3), the number of clusters are 2,
3, 4 (N1 = 2, N2 = 3, N3 = 4), and the number of nodes in each cluster is set at
3 (Lm,u = 3, ∀u, v).

For the simulation environment, we consider a two-dimensional plane Oxy,
in which the secondary source S and the secondary destination D are placed at
(0,0) and (1,0), respectively. In addition, the cluster nodes Rm,u,v have the same
location at (u/ (Nm + 1) , 0), and the position of the eavesdropper E is (xE, yE),
where m = 1, 2, 3, u = 1, 2, ..., Nm. For the primary network, the primary trans-
mitter (PT) and the primary receiver (PR) have been located at (xPT, yPT) and
(xPR, yPR), respectively.

In Fig. 3, we present the transmit power of the secondary transmitters of the
first path (N1 = 2), including the source (S or T1,0), the selected receivers and
jammers (T1,1, T1,2, T1,3), as a function of the transmit power of PT (PPT). As
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Fig. 3. Transmit power of the secondary transmitters on the first path as a function
of PPT in dB when xPT = 0.5, yPT = 1, xPR = 0.6, and yPR = 0.6.
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Fig. 4. End-to-end PNSC as a function of PPT in dB when xPT = 0.5, yPT = 1,
xPR = 0.5, yPR = 0.75, xE = 0.5, and yE = −0.15.

we can see, the transmit power Q1,u (u = 0, 1, 2, 3) increases as PPT is increased.
Indeed, as given in (23), Q1,u is an increasing function of (PPT). Moreover, we
can see in Fig. 3 that the transmit power of the source (Q1,0) is highest because
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Fig. 5. End-to-end PNSC as a function of yE when PPT = 15 dB, xPT = 0.5, yPT = 1,
xPR = 0.5, yPR = 0.75, xE = 0.5, and xE = 0.5.

the distance between the source and the primary receiver in this simulation is
longest.

Figure 4 presents the end-to-end PNSC of the BEST, MAXV, RAND meth-
ods as a function of PPT in dB. As shown, the BEST protocol obtains the highest
performance, and the performance of the MAXV method is between that of the
BEST and the RAND methods. It is shown that the PNSC performance of the
proposed methods increases as PPT is increased. However, as PPT is high enough,
the value of the end-to-end PNSC converges to a constant that does not depend
on PPT. Finally, we can observe that the simulation results (Sim) exactly match
with the proposed theoretical results (Ana), which validates the correction of
our derivations.

In Fig. 5, we study impact of the positions of the eavesdropper on the end-
to-end PNSC. Particularly, we fix xE by 0.5, and change yE from −0.4 to 0.4.
It can be observed from Fig. 5 that the position of E significantly impacts the
end-to-end PNSC. It is due to the fact that the eavesdropper is close to the
transmitters, the PNSC performance is worse, and vice verse. As we can see in
Fig. 5, when yE = 0, the performance of the proposed methods is at its worst
because the eavesdropper is at the nearest to the secondary transmitters. Again,
consistent matching for the simulation and theoretical results has been achieved,
which verifies our proposed theoretical analyzes.
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5 Conclusion

In this paper, we have proposed and evaluated secrecy performance of three
path-selection methods over cluster-based underlay CR networks by comput-
ing their end-to-end PNSC. Our results have shown that the BEST method
attained the best performance, while that of the RAND method has appeared
to be the worst. However, the implementation of the RAND and MAXV meth-
ods has been much simpler than the BEST method, which thus has presented
trade-off between method complexity and secrecy performance. Moreover, the
position of the eavesdropper and the transmit power of the primary transmitter
significantly has impacted the end-to-end PNSC performance of the proposed
methods. Future work on analyzing the proposed methods under more advanced
fading environments will also be presented in a separate publication.
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Abstract. In this paper, the physical layer secrecy performance of non-
orthogonal multiple access (NOMA) in a downlink cooperative network
is studied. This considered system consists of one source, multiple legit-
imate user pairs and presenting an eavesdropper. In each pair, the bet-
ter user forwards the information from the source to the worse user
by using the decode-and-forward (DF) scheme and assuming that the
eavesdropper attempts to extract the worse user’s message. We propose
the artificial noise - cooperative transmission scheme, namely ANCO-
TRAS, to improve the secrecy performance of this considered system.
In order to evaluate the effectiveness of this proposed scheme, the lower
bound and exact closed-form expressions of secrecy outage probability
are derived by using statistical characteristics of signal-to-noise ratio
(SNR) and signal-to-interference-plus-noise ratio (SINR). Moreover, we
investigate the secrecy performance of this considered system accord-
ing to key parameters, such as power allocation ratio, average transmit
power and number of user pair to verify our proposed scheme. Finally,
Monte- Carlo simulation results are provided to confirm the correctness
of the analytical results.

Keywords: Non-orthogonal multiple access · Cooperative network ·
Decode and forward · Artificial noise · Secrecy outage probability

1 Introduction

Nowadays, wireless devices, i.e., smartphones, smart control devices, and so on,
are indispensable things in human life. Due to the mobility and convenience of
wireless communication devices, the wireless system and devices are booming,
i.e., now toward the fifth generation network (5G). The multiple access tech-
niques applied in 4G and earlier generation networks belong to conventional
orthogonal multiple access (OMA) type, such as FDMA, TDMA, and CDMA.
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Due to the significantly growing number of users and wireless devices, the next
generation networks, i.e., 5G networks, are required to support the demand for
low latency, low-cost and diversified services at higher quality and data rate.
The conventional OMA techniques can not satisfy these demands anymore due
to the limited channel resource and the spectral efficiency loss. The most promi-
nent candidate that can meet these requirements 5G is the non-orthogonal multi-
ple access (NOMA) technique [1–5]. Due to the advantage of the power domain
to serve multiple users at the same time/frequency/code, the use of NOMA can
ensure a significant spectral efficiency. In addition, compared with conventional
OMA, NOMA offers better user fairness. The cooperative relaying technique can
improve the performance and extend the coverage of wireless networks [6,7]. Nat-
urally, this technique can be applied in NOMA networks and attracts a number
of researchers to focus on this topic [8–12]. The work [8] proposed a cooperative
NOMA transmission scheme that fully exploits prior information available in
NOMA systems, in which the users with better channel conditions decode the
messages of the others. Prior information is used as relays to improve the recep-
tion reliability for users with poor connections. The authors of [9] investigated
the NOMA cooperative relaying system and proposed the best relay selection
(BRS) scheme. The result has shown that the NOMA-based BRS obtains more
rate gain than the conventional BRS when a number of relays becomes large.
The works of [10,11] studied the NOMA cooperative relaying system with energy
harvesting. Another communication protocol for cooperative NOMA system was
proposed in [12]. The authors concluded that this proposed protocol can over-
come the problem of the direct link between the paired users unavailable due to
weak transmission conditions.

In the information age, security of information is the most essential issue to
ensure that confidential information cannot be used by illegitimate users. How-
ever, due to the broadcast nature of wireless communications, the information
transmission between transceivers can be eavesdropped by wiretappers which are
difficult to detect. Although there are a number of solutions to solve this problem,
such as RSA (Rivest Shamir Adleman) and DES (Data Encryption Standard),
most of them are applied at higher layers, i.e., application or network layers.
Moreover, the conditions at such higher layers assume that the link between
the transmitter and receiver (physical layer) is error-free and that eavesdroppers
have restricted computational power and lack efficient algorithms [13]. In order
to enhance the security of wireless networks, the physical layer secrecy (PLS) is
proposed to achieve secure transmission by exploiting the dynamic characteris-
tics of the transmission channels [14–18]. This approach can be applied to NOMA
relaying networks to improve the secrecy ability of NOMA communication net-
works. However, the employment of successive interference cancellation (SIC) in
NOMA technique makes the secrecy performance analysis of the physical layer
secrecy of NOMA different from that of conventional OMA technique. Recently,
there are a number of works focusing on the physical layer secrecy of NOMA
relaying being networks published [19–23]. The PLS of a downlink NOMA sys-
tem was investigated in [19], in which users’ quality of service (QoS) require-
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ments to perform NOMA and all channels are assumed to undergo Nakagami-m
fading. The results have shown that better secrecy performance of overall com-
munication process can be obtained when there is not much difference in the
level of priority between legitimate users. The work in [20] presented the secrecy
performance analysis of a two-user downlink NOMA system. The authors con-
sidered two schemes those are single-input and single-output and multiple-input
and single-output systems with different transmit antenna selection (TAS). The
exact and approximated closedform expressions of the secrecy outage perfor-
mance (SOP) for different TAS schemes were derived. The results have shown
that when increasing the transmit power, the SOP for the far user with fixed
power allocation scheme degraded as the transmit power beyond the threshold
and then reaches a floor as the interference from the near user increases. The
authors in [21] investigated the PLS of simple NOMA model of large-scale net-
works through the SOP. In this model, stochastic geometry approaches were
used to model the locations of NOMA users and eavesdroppers. In [22], the
artifical noise is generated at the base station that can improve the security of a
beamforming-aided multiple-antenna system. The secrecy beamforming scheme
for multiple-input single-output non-orthogonal multiple access (MISO-NOMA)
systems is proposed. In this proposed scheme, the artificial noise is used to pro-
tect the confidential information of two NOMA assisted legitimate users, such
that the system secrecy performance improved. The authors of [23] studied the
PLS for cooperative NOMA systems, in which the amplify-and-forward (AF) and
decode-and-forward (DF) protocols are considered. They concluded that AF and
DF schemes almost achieve the same secrecy performance and this secrecy per-
formance is independent of the channel conditions between the relay and the
poor user.

Unlike the above works, in this work, we consider the PLS of a downlink
NOMA cooperative relay communication system combining with artifical noise.
In other words, we study the PLS performance of the NOMA system in which
the base station (BS) simultaneously transmits information to user pairs based
on power-domain, and then users with better channel conditions (better user)
relay information to the worse user assuming that the eavesdropper only tries to
listen to the worse users information. In order to ensure the PLS performance,
artificial noise is used in BS to confuse the eavesdropper. Given the considered
networks, our work provides the following contributions:

1. The artificial noise with cooperative transmission scheme, namely ANCO-
TRAS, is proposed.

2. The lower bound and exact closed-form expressions of secrecy outage prob-
ability for each user and overall system are derived.

3. By means of secrecy outage probability expressions, we carry out evaluating
the PLS performance.

4. The behavior of the considered system is assessed with respect to different
key parameters, such as power allocation ratio, average transmit power and
number of user pair.
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E
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Fig. 1. System model for secured cooperative NOMA

The rest of this paper is organized as follows. The system model is presented
in Sect. 2. Secrecy performance of the considered system is analyzed in Sect. 3.
The numerical results are shown in Sect. 4. Finally, Sect. 5 draws the conclusion
of our paper

2 Network and Channel Models

A cooperative communication system for downlink NOMA is considered as the
Fig. 1. One source S, i.e., base station, intends to transmit information to M
mobile users denoted as Di, (i = 1 ≤ m < n ≤ M) in the presence of an
eavesdropper E. In this considered system, we can divided M users into multiple
pairs, such as {Dm,Dn} ,m < n, to perform NOMA [8] and these two paired
users help to forward information signals to each other. It means that the mth

user and the nth user are paired to perform cooperative NOMA. The better user
Dm forward the information of the worse user Dn after use applying successive
interference cancellation (SIC) to detect the Dm’s signal.

The two-phase ANCOTRAS protocol of this considered system is proposed
as follows

– In the first phase: S transmits information signal x =
√

amsm +
√

ansn with
power PS to user pair {Dm,Dn} in the time of αT (0 < α < 1, T is block
time), where sm and sn are the message for the mth user Dm and the nth

user Dn, respectively; am and an are the power allocation coefficients that
satisfy the conditions: 0 < am < an and am + an = 1 by following the NOMA
scheme.

– In the second phase: Applying NOMA, Dm uses SIC to detect message sn and
subtracts this component from the received signal to obtain its own message
sm, then decodes and forwards sn to Dn in the time of (1 − αT ). By this
time, the S cooperates with Dm to broadcast an artificial noise to confuse
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the eavesdropper. Finally, Dn combines two received signals, i.e., the direct
signal from the S and the relaying signal from Dm, to decode its own message
by using selection combining (SC) technique.

Meanwhile, the eavesdropper tries to extract the poor user’s message sn from
the links S − Dn and Dm − Dn.

Without loss of generality, assume that all the channel gains between S and
users follow the order of |hSD1 |2 ≤ |hSD2 |2 ≤ ... ≤ |hSDm

|2 ≤ |hSDn
|2 ≤ ... ≤

|hSDM
|2 are decoded as the ordered channel gains of the mth user and the nth

user. Denote that |hmn|2 is the channel gains of the links between the mth user
and the nth user; |hSE |2 and |hDmE |2 are channel gains of the links of S −E and
Dm − E, respectively. We assume that all the nodes are single-antenna devices
and operate in a half-duplex mode. All wireless links are assumed to undergo
independent frequency non-selective Rayleigh block fading and additive white
Gaussian noise (AWGN) with zero mean and the same variance σ2. We denote
dSDm

, dSDn
, dmn, dSE , dDmE as the Euclidean distances of S−Dm, S−Dn,Dm−

Dn, S − E,Dm − E, respectively and θ denote the path-loss exponent.

2.1 The First Phase

In this phase, the source S broadcasts information to the users. The received
signals at Dm and at Dn are

ySDm
=

√
PS

dθ
SDm

(
√

amsm +
√

ansn)hSDm
+ nSDm

, (1)

ySDn
=

√
PS

dθ
SDn

(
√

amsm +
√

ansn)hSDn
+ nSDn

, (2)

respectively, where nSDm
and nSDn

are the AWGN with zero mean and variance
σ2.

Let X1 � |hSDm
|2, Y1 � |hSDn

|2,X2 � |hmn|2, Z1 � |hSE |2, and Z2 �
|hDmE |2. The instantaneous SINR at the nth user to detect sn transmitted from
S can be given by

γSDn
=

anγ̄|hSDn
|2

amγ̄|hSDn
|2 + dθ

SDn

=
b2Y1

b1Y1 + 1
, (3)

where γ̄ = PS

σ2 is denoted as the average transmit SNR of S − Dn link, b1 =
amγ̄
dθ

SDn

, b2 = anγ̄
dθ

SDn

.

Similarly, the instantaneous SINR at the mth user to detect sn transmitted
from S can be written as

γsn

SDm
=

amγ̄|hSDm
|2

anγ̄|hSDm
|2 + dθ

SDm

=
b4X1

b3X1 + 1
, (4)

where b3 = amγ̄
dθ

SDm

, b4 = anγ̄
dθ

SDm

.
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At the same time, the received signal at E is given as follows

ySE =

√
PS

dθ
SE

(
√

amsm +
√

ansn)hSE + nSE , (5)

where nSE is the AWGN with zero mean and variance σ2
E . Due to assuming that

the eavesdropper only tries to detect sn, therefore the instantaneous SINR at E
is given by

γSE =
anγ̄E |hSE |2

amγ̄E |hSE |2 + dθ
SE

=
b6Z1

b5Z1 + 1
, (6)

where b5 = amγ̄E

dθ
SE

, b6 = anγ̄E

dθ
SE

.

2.2 The Second Phase

In this phase, Dm uses the power PDm to forward sn to Dn and S simultane-
ously uses the power PS to broadcast an AN to users and eavesdrooper. The
instantaneous SINR at Dn in the second phase is as follows

γmn = U1 =
c1X2

c3Y1 + 1
, (7)

where c1 = γ̄Dm

dθ
mn

, c3 = γ̄
dθ

SDn

, γ̄Dm
= PDm

σ2 .
Similarly, the instantaneous SINR at E in this phase is given by

γDmE = U2 =
c2Z2

c4Z1 + 1
, (8)

where c2 = γ̄DmE

dθ
DmE

, c4 = γ̄E

dθ
SE

, γ̄DmE = PDm

σ2
E

.

Considering i.i.d. Rayleigh channels, the channel gains |hSDm|2, |hSDn|2,
|hSE |2 and |hmn|2 follow exponential distributions with parameters λSDm, λSDn,
λSE and λmn, respectively. In order statistics, the probability density func-
tion (PDF) and the cumulative distribution function (CDF) of U , where U ∈
{X1, Y1}, are respectively given by [24]

fU (x) =
M !

(M − i)!(i − 1)!
1

λSDi

i−1∑
k=0

Ci−1
k (−1)ke

−x(M−i+k+1)
λSDi (9)

FU (x) =
M !

(M − i)!(i − 1)!

i−1∑
k=0

Ci−1
k (−1)k 1

M − i + k + 1

[
1 − e

−x(M−i+k+1)
λSDi

]
(10)

where i ∈ {m,n}.
The PDF and CDF of V , where V ∈ (X2, Z1, Z2) are respectively expressed

as

fV (x) =
1
λ

e− x
λ (11)
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FV (x) = 1 − e− x
λ (12)

where λ ∈ {λmn, λSE , λDmE}.
For further calculation, we derive CDFs and PDFs of γsn

SDm
, γSDn

, γSE ,
γmn, γDmE . From above results, we calculate the CDF of γSDn as follows

Fγsn
SDm

(x) = Pr

(
b4X1

b3X1 + 1
< x

)
(a)
= FX1

(
x

b4 − b3x

)

=
M !

(M − m)!(m − 1)!

m−1∑
k=0

Cm−1
k (−1)k

× 1
M − m + k + 1

[
1 − e

−(M−m+k+1)x
λSDm

]
, (13)

FγSDn
(x) = Pr

(
b2Y1

b1Y1 + 1
< x

)
(b)
= FY1

(
x

b2 − b1x

)

=
M !

(M − n)!(n − 1)!

n−1∑
k=0

Cn−1
k (−1)k

× 1
M − n + k + 1

[
1 − e

−(M−n+k+1)x
λSDn

]
. (14)

Note that step (a) and (b) are obtained by assuming the following condition
holds x < b2

b1
, x < b4

b3
, respectively.

Similarly, we respectively derive the CDF and PDF of γSE as follows

FγSE
(x) = Pr

(
b6Z1

b5Z1 + 1
< x

)
(c)
= FZ1

(
x

b6 − b5x

)

= 1 − e
− x

λSE(b6−b5x) , (15)

fγSE
(x) =

b6
λSE(b6 − b5x)2

e
− x

λSE(b6−b5x) . (16)

Note that step (c) is obtained by assuming the following condition holds x < b6
b5

.
The CDF of the γmn is calculated as follows

Fγmn(x) = Pr

(
c1X2

c3Y1 + 1
< x

)

=

∫ ∞

0

FX2

(
x(c3y + 1)

c1

)
fY1(y)dy

= 1 − M !

(M − n)!(n − 1)!

1

λSDn

n−1∑
k=0

Cn−1
k (−1)k

∫ ∞

0

e
− x(c3y+1)

c1λmn
− y(M−n+k+1)

λSDn dy

= 1 − M !

(M − n)!(n − 1)!

n−1∑
k=0

Cn−1
k (−1)k

× c1λmn

c3λSDnx + c1λmn(M − n + k + 1)
e

− x
c1λmn . (17)
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Similarly the CDF of the γDmE is given by

FγDmE
(x) = Pr

(
c2Z2

c4Z1 + 1
< x

)

=
∫ ∞

0

FZ2

(
x(c4y + 1)

c2

)
fZ1(y)dy

= 1 − 1
λSE

∫ ∞

0

e
− x(c4y+1)

c2λDmE
− y

λSE dy

= 1 − c2λDmE

c4λSEx + c2λDmE
e
− x

c2λDmE . (18)

The PDF of the γDmE is expressed as follows

fγDmE
(x) =

(
c2c4λDmEλSE

(c4λSEx + c2λDmE)2
+

1
(c4λSEx + c2λDmE)

)
e
− x

c2λDmE . (19)

3 Secrecy Performance Analysis

In this section, secrecy performance is analized in terms of secrecy outage prob-
ability. Secrecy outage probability (SOP) is an important performance metric
that is usually used to characterize the secrecy performance of a wireless com-
munication system. Here, we analyze the secrecy performance in terms of SOP
at S and at Dm with assuming that E tries to extract the message of Dn.

3.1 Preliminaries

The instantaneous capacities of legitimate channel and eavesdropper channel can
be respectively defined by

CM = B log(1 + γM ), (20)
CN = B log(1 + γN ), (21)

where B is bandwith (Hertz), γM ∈ {γSDm
, γSDn

, γmn}, γN ∈ {γSE , γDmE}.
The instantaneous secrecy capacity for S −Dm, S −Dn and DmDn are given

by

CS1 =
[
Cγsn

SDm
− CγSE

]+

=

⎧⎨
⎩α log2

(
1 + γsn

SDm

1 + γSE

)
, γsn

SDm
> γSE

0, γsn

SDm
≤ γSE

, (22)

CS2 =
[
CγSDn

− CγSE

]+
=

⎧⎨
⎩α log2

(
1 + γSDn

1 + γSE

)
, γSDn

> γSE

0, γSDn
≤ γSE

, (23)
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CS3 =
[
Cγmn

− CγDmE

]+
=

⎧⎨
⎩(1 − α) log2

(
1 + γmn

1 + γDmE

)
, γmn > γDmE

0, γmn ≤ γDmE

(24)

respectively. Here, for simplicity we assume B = 1Hz.
SOP is defined as the probability that the instantaneous secrecy capacity

falls below a predetermined secrecy rate threshold RS > 0, given by SOP =
Pr(CS < RS). Notice that, in this considered system we only consider the case
of the eavesdropper attempting to hear the message of Dn at S and at Dm. In
the next subsection, we present the calculation the SOPs at S and at Dm.

3.2 Secrecy Outage Probability at S

The secrecy outage probability at S of S −Dn link (SOP1) can be calculated as
follows

SOP1 = Pr(CS1 < RS) = Pr

(
1 + γSDn

1 + γSE
< 2RS/α

)

= 1 − Pr

(
γSE <

1 + γSDn
− 2RS/α

2RS/α

)
. (25)

Because Eq. (25) is intractable to obtain the closed-form expression, here we only
obtain the lower bound of SOP1.

From the Eq. (3), we have γSDn
< an

am
, therefore the lower bound of SOP1 is

calculated as follows

SOP1 > SOP1lower
= 1 − CDFγSE

(1 + an

am

2RS/α
− 1

)

= e
− β

λSE(b6−b5β) , (26)

where β =
1+ an

am

2RS/α − 1.
Similarly, for SOP at S of S − Dm link (SOP2 = Pr(CS2 < RS)), the lower

bound SOP2lower
is the same as SOP1lower

:

SOP2 > SOP2lower
= e

− β
λSE(b6−b5β) . (27)

3.3 Secrecy Outage Probability at Dm

In this scenario, the secrecy outage event occurs when Dm cannot detect sn

or Dm can detect sn but the secrecy capacity is below the secrecy threshold.
Therefore, the secrecy outage probability at the Dm is calculated as follows

SOP3 = Pr(γsn

SDm
< γt) + Pr(γsn

SDm
> γt, CS3 < RS)

= Pr
(

b4X1

b3X1 + 1
< γt

)

+
[
1 − Pr

(
b4X1

b3X1 + 1
< γt

)]
Pr

(
1 + γmn

1 + γDmE
< 2

RS
1−α

)
. (28)
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Proposition 1. Under Rayleigh fading, the SOP of the link Dm − Dn with AN
is given by

SOP3 = Φ1 + (1 − Φ1)(1 − M !
(M − n)!(n − 1)!

n−1∑
k=0

Cn−1
k (−1)k(Φ2 + Φ3)), (29)

where

Φ1 =

⎧
⎪⎨

⎪⎩

M !
(M−m)!(m−1)!

m−1∑

k=0
(−1)kCm−1

k
1

M−m+k+1

[

1− e
− γt(M−m+k+1)

(b4−b3γt)λSDm

]

, γt < an
am

,

1, γt > an
am

,

Φ2 = c1c2c4λDmEλSEλmne
− 2

RS
(1−α) −1
c1λmn

[
ce

dμ
c Γ (0, dμ

c
)

(ad − bc)2
− ce

bμ
a Γ (0, bμ

a
)

(ad − bc)2
+

μe
bμ
a Γ (−1, bμ

a
)

a(ad − bc)2

]

,

Φ3 = c1λmne− 2Rs−1
c1λmn

[
1

ad − bc
e

b
a μΓ (0,

b

a
μ) − 1

ad − bc
e

d
c μΓ (0,

d

c
μ)

]
.

Denoted that, a = c4λSE , b = c2λDmE , c = c3λSDn2RS/(1−α), d = c3λSDn

(2RS/(1−α) − 1) + c1λmn(M − n + k + 1), μ = 2RS/(1−α)

c1λmn
+ 1

c2λDmE
.

Proof. See AppendixA.

4 Numerical Results and Discussion

In this section, we investigate the physical layer secrecy performance of ANCO-
TRAS protocol for this considered cooperative NOMA system by numerical
results. Monte-Carlo simulation results are also provides to verify our analytical
results. In this simulation, it is assumed that the power allocation coefficients of
NOMA are am = 0.3, an = 0.7. The targeted data rates for the selected NOMA
user pair are assumed to be Rs = 0.5 bit per channel use.

4.1 Secrecy Outage Probability at S

Figures 2 and 3 describe the result of SOP of the system at S. These figures
show then when we crease dSE ,γ̄ then PLS at the S decreases. This mean that
the PLS capability of this model increases. Besides, in the two results, when we
increase γ̄E , the SOP at S of the system also increases.
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Fig. 2. The SOP at the Base Station versus γE with the change of dSE and dSDm = 1,
dSDn = 2, α = 0.3, M = 4, m = 2, n = 3
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Fig. 3. The SOP at the Base Station versus γ̄E with the change of γ̄ and dSDm =
1, dSDn = 2, α = 0.3, M = 4, m = 2, n = 3

4.2 Secrecy Outage Probability at Dm

Figure 4, shows the results of the SOP at Dm versus ¯γDm. In this simulation
result, we can see that when the ¯γDm increases, the SOP at Dm decreases,
meaning that the physical layers security performance increases. This simulation
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Fig. 4. The SOP at the Base Station versus ¯γDm with the change of ¯γDmE and dSDm =
1, dSDn = 2, α = 0.3, M = 4, m = 2, n = 3

result also shows SOP at Dm increases when we increase ¯γDmE . That is when
the system’s physical layers security performance will decrease if the average
SNR of the signal from Dm to E increases. The SOP at Dm simulation result
when changing AN power transmit from S to Dn is shown in Fig. 5. In this
figure, we investigated the SOP at Dm versus ¯γDm and γ̄. Similar to Fig. 4, the
simulation results show that when increasing ¯γDm, the SOP at Dm decreases. In
particular, when γ̄ increases, the SOP at Dm increases. This means that when
S transmitted AN to Dn, the signal received at Dn from Dm will be affected.

When changing γ̄E and ¯γDm, we have the simulation results as shown in
Fig. 6. In this figure, we can see that, when γ̄E increases, the SOP at Dm

decreases, meaning that the system’s physical layer security performance is
improved. The reason is that when the transmitted power of AN from S to
E increases, the ratio of the signal received from the Dm at E will decrease, so
the ability to decode the signal from Dn of E will decrease. Thus increasing the
physical layer security performance of the system. Figure 7 is the SOP at Dm

simulation result versus γ̄. Based on this result, we can once again confirm that
using AN will help to improve the system’s physical layer security performance.
Specifically, when γ̄E increases, the SOP at Dm decreases. However, this result
also shows that, when γ̄ increases, the SOP at Dm will increase.

The system has many users, Fig. 8 is the SOP at Dm simulation result when
there is a change in the number of users. Based on the simulation results, we see
that when the number of users increases, the SOP at Dm will decrease, meaning
that the system’s physical layer security performance increases.
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5 Conclusion

In this paper, the secrecy performance of (NOMA) in a downlink cooperative
network with simultaneous wireless information and artificial noise was exam-
ined. Specifically, we used a method to broadcast artificial noise from the base
station after signaling to prevent devices from eavesdropping on exchanged mes-
sages. In addition, new analytical expressions were derived in terms of the secrecy
outage probability to determine the system secrecy performance. Meanwhile, the
numerical results were presented to validate the analyses. Based on the analyses
and simulations, we can conclude that the security performance of the network
model proposed in this paper depends on the average transmit SNR: from (1)
base station to better user; worse users; eavesdropping device; (2) from good
users to bad users, eavesdropping devices and (3) number of users of the system.
Using artificial noise can improve the security performance of the system.

Appendix A

Here, we derive the expression of SOP at Dm in the case of with AN.

SOP3 = Pr

(
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)
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where γt is the threshold to detect sn and Φ1, Φ2, Φ3 are calculated as follows
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Denoted that a = c4λSE , b = c2λDmE , c = c3λSDn2RS/(1−α), d = c3λSDn

(2RS/(1−α) − 1) + c1λmn(M − n + k + 1), μ = 2RS/(1−α)

c1λmn
+ 1

c2λDmE
, E1 =

c2
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Substituting Φ1, Φ2, Φ3 into (30), we obtain the closed-form expression of

SOP for the link Dm − Dn in the case of using AN. This concludes the proof.
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Abstract. We present a novel approach to incorporating Software-
Defined Networking (SDN) in networked embedded systems where the
nodes have limited capabilities and the wireless links have limited band-
width. The SDN controller was implemented on a Beagle Black board.
The approach was validated through simulations and experiments on a
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1 Introduction

Networking and connectivity is an essential infrastructure for our economies,
industries, societies and systems and have a central role in managing costs and
productivity [1], and our health and wellness [2]. Modern networks confront a few
challenges such as complexity and operational costs as the size of the applications
increase [3]. The introduction of low-power, resource constrained nodes that are
cost-effective for data gathering has pushed the networking issues to their limits
because of the tight bandwidth available and the unreliability of the links. Such
systems are asynchronous, decentralized and severely limited, and yet they must
provide reliable and trustworthy service in a variety of application settings.

SDN helps to address some of these drawbacks by decoupling the control
and data planes. Network intelligence and state are logically centralized and
the underlying network infrastructure is abstracted from the applications [4].
Users are able to programmatically change the capabilities of the underlying
network with minimal disruptions to the applications that rely on the network-
ing infrastructure. A new abstraction layer is added between applications and
router/switches. SDN was primarily designed for wired networks with point-to-
point (P2P) connections between their nodes [3].

Many emerging networked systems such as Wireless Sensor Networks (WSN)
[5,6], Internet of Things [7] and Advanced Manufacturing [8–10] rely on wireless
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links and have motivated the exploration of SDN services to programmatically
alter the capabilities of networked embedded systems. Several challenges must
be addressed to achieve this vision. The function of nodes in networked embed-
ded systems is more than just sensing. Although the node has limited resources
and computation power, it can still drive basic operations and control heavy
machinery. Unlike the fully capable desktop systems used in common network-
ing scenarios, the nodes have limited resources. The radio transceivers used in
such systems have limited capabilities and, typically, infrastructure such as cell
towers and WiFi are not available. The systems are expected to be deployed
in ad-hoc manners and must support incremental growth and change. While
the communications requirements in these systems usually follow a set of paths,
there would be changes from time to time that require programmatic changes in
the network capabilities.

In this paper, we present an approach for adapting key SDN concepts in
wireless networked embedded systems. Starting with a well-known SDN con-
troller called SDN-Wise [11] that was recently developed for the Raspberry PI,
the controller was adapted to address the needs of networked embedded systems.
A finite state machine was designed to execute on commercial mote platforms.
The approach was validated both in simulation settings and through physical
experiments.

The remainder of this paper is organized as follows: Sect. 2 reviews back-
ground in SDN and WSN. Section 3 describes the system’s structure and role.
Experimental results that demonstrate our system are discussed in Sect. 4, and
conclusions are presented in Sect. 5.

2 Background

The section presents some of the approaches used to design and analyze SDN.
Some of the key concepts of WSN and protocols proposed are reviewed.

Currently, networks support complex tasks using low-level network config-
uration commands. The complexity of configuring the systems and managing
networking operations increase both as the number of nodes increase and as the
communication demand increases. Such low-level commands are not suitable for
continually changing environments. Moreover, system reconfiguration is done
manually and on a per-case basis and this situation may lead to inconsistency
in the network state [12]. Many of these issues can be addressed by using a
new architecture that accounts for dynamic changes in data, computation and
storage [13].

The key idea in SDN is to separate or decouple the control plane and the
data plane. This idea was introduced in other systems and protocols. For exam-
ple, in [14], the authors introduced a system that mimics forwarding decisions,
made by regular hardware-based switches, in software and applied these rules for
new packets. Their goal was to increase the system’s functionality space without
changing the underlying hardware. Thus, they made the network improvements
cycle much faster. The 4D environment described in [15] divided the process
into four planes: decision, dissemination, discovery and data. While all the deci-
sions are made in the decisions plane using an autonomous system and decision
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elements, the data plane was responsible for only forwarding packets depending
on the decision plane’s output. That resulted in a system where controlling and
forwarding are prevented from running on the same network element and gave
an extra level of abstraction and simplicity. Several efforts to standardize the
core networking ideas have helped to mature this idea of separating the control
and data planes [16–18].

The controller is the central artifact of the control plane. This plane is logi-
cally centralized and is essential to differentiate between the operations needed
to manage networking capabilities and the operations necessary to forward data
packets between the nodes.

A single, centralized, controller is simple to design and implement. Such an
architecture reduces the chances for logical inconsistencies. However, such a node
has a high risk and is a single-point of failure. It suffers from scalability limita-
tions because when the network starts growing, the computation power of the
controller must grow at a higher rate to ensure the network’s performance [19].
In an effort to target the drawbacks of centralized controllers the authors in [20]
introduced the idea of decentralizing SDN’s control plane both physically and
logically by defining the concepts of a control hierarchy which consisted of main
and secondary controllers. This helped the network to distribute the load among
different physical controllers thus avoiding network’s bottlenecks; and reduce
the cost of needing high computation power. Many other architectures were
proposed [21–23]. Nevertheless, these techniques increase the difficulty of main-
taining a consistent network view and network decisions.

The main role of a flow-table is to represent the multi-hop connectivity struc-
ture between nodes. The flow-table has all the characteristics of a routing-table
but there are two major differences. First, flow-tables are only updated with
information coming from the controller. Second, while routing-tables are gener-
ally stateless, a flow-table can be designed to make decisions based on its state
and change specific attributes in the packet.

The configuration commands that the controller sends are used to update
flow-tables inside each SDN node. Each table contains flow entries, each with
three sections. The Matching section has the rules and attributes that must be
compared and checked for each incoming packet. The Action section specifies
what must be done for each matched packet. The Statistical Information section
gathers information about the flow-table entry [11,24]. Generally, a packet can
match more than one rule and the relevant actions will determine its flow through
the system. Unlike simulated wireless links, the physical wireless links present
many challenges that affect the performance of the network. Although finding
the shortest path is preferable in most cases, the throughput of the network is
affected by traffic congestion in specific nodes, limited capabilities in the node,
and the effects of hidden/exposed terminals. Thus, we may increase the network’s
throughput by choosing other paths in the network [25].

Many estimation techniques were proposed to target specific features such as
rapid calculation, memory efficiency and performance by using information from
the physical layer, link layer or the network layer. The physical layer can indi-
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cate the channel quality and the errors in the packets, but it will not take into
consideration lost packets. The link layer can measure the delivery of the sent
packets through acknowledgments. The network layer can indicate the impor-
tance of each link and how to share node’s estimations with other nodes [26].
The authors in [25] introduced an estimator that depends on the link layer’s
information. They would calculate the number of transmissions required for a
packet to successfully be sent plus the number acknowledgments received and
then calculate the delivery ratio for each link. The HyperLQI [27] uses the success
rate maintained by link layer acknowledgments in addition to the channel Link
Quality Indicator (LQI), from the physical layer to give an estimation of each
link. A link quality estimator that uses information from all the three networking
layers is presented in [26].

3 System Structure

This section presents the versatile design of the physical Wireless-SDN node that
can support the deployment of multiple network topologies, such as tree, ring
and mesh. The CSMA/CA protocol B-MAC [28] was used in all the nodes. The
IRIS from MEMSIC motes used as the platform for experiments consist of an
ATmel Atmega1281, a low-power 8-bit microcontroller, with 128KB in-system
programmable flash memory and 8KB of RAM. Each node includes an ATmel
AT86RF230 wireless transceiver, which is a 2.4 GHz ZigBee IEEE 802.15.4 com-
pliant module. The RF module has a maximum data rate of 250Kbps, an auto-
matic reception acknowledgment feature and power detection [29].

SINK Node. The SINK node, which is connected to the controller through a
serial (USB) connection, serves as the interface between the control and data
planes. All the packets from every node to the controller, and vice versa, must
go through the SINK. The SINK reorganizes those packets here so that the
controller can handle. In addition, this node is responsible for initiating the
topology formation. When the SINK powers-up, it send a PROXY packet to
the controller to introduce its self as a valid and ready SINK node. After that,
the SINK will start the topology discovery protocol by propagating BEACON
packets periodically.

Beaconing and Topology Discovery. Every node must maintain a valid
route to the SINK and, thus, the controller. The BEACON packets and the
topology discovery protocol are designed to help in this task. Except for the
SINK, every node will be powered up to idle state, where it listen to the channel
waiting for a BEACON packet to be broadcast by any other neighbor.

Routes to the SINK. The BEACON packets contain the sender’s distance from
the SINK and its battery level. On the first receiving of this packet, a node
will change its state to ACTIVE, register the sender as next hop to the SINK
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and start all the timers within it. When an ACTIVE node receives a BEACON
packet, it will compare its distance to the SINK with the sender’s distance and
measures the quality of that link using the estimation. If both appear to be bet-
ter, the node will update its route to the SINK based on the new one, otherwise
it will just update its neighbor-table with this sender.

Neighbor-Table. Each node maintains a set of single hop’s neighbors that can
be directly reached, and keeps track of each neighbor in terms of TTLs and link
quality. This process is memory intensive and must be managed carefully. A
large number of neighbors will result in a strongly connected graph with short
mean distance to each destination, but it will affect the performance of the
nodes, increase search time, and cause a larger number of REPORT packets to
be generated. On the other hand, a smaller neighborhood will result in longer
paths and a higher chance of the node being unreachable.

Reports to Controller. The REPORT packets periodically inform the controller
about the neighborhood of each node in the system.These packets contain a list
of all the node’s neighbors, available battery levels, distance from SINK and
quality of each link.

Controller. The controller logic used in our experiments is studied in [11]. This
controller uses the weighted version of Dijkstra algorithm to find the best route
between two points using both the number of hops and link quality. It maintains
a map of the network depending on both the REPORT packets received and an
internal expiration timer. The system takes into account that not every link is
a bidirectional one unless it was reported by both nodes that are at either end
of the link. When a controller receives a REQUEST packet from the SINK, it
will extract the source and destination information. Based on the latest map
it executes the Dijkstra algorithm to find the shortest path between the nodes.
The controller will configure all the nodes in the path by generating a single
OpenPath packet that contains all their address to the final destination.

Time to Live and Flow-Table Entries. Because of the limited memory
space and the goal of reducing searching time, each node will keep track of a
certain number of the most active neighbors. The validation time associated
with each entry in the Flow-table and neighbor-table is updated in every TTL’s
period. If the initial value is very large, the node will exhaust its resources on
non-useful entries and will keep track of non-existent neighbors. On the other
hand, if this value is too small, the network will suffer from a huge overhead
of sent REQUEST packets and the node will not have a stable neighbor list.
When the TTL timer triggers, the node will go through the Flow-table and the
neighbor-table and remove all entries with TTL values less than the TTL period.
A neighbor’s TTL is reset when the node hears a packet generated from that
specific neighbor, and a flow-table entry’s TTL is reset only if that entry is used.
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Wireless Link Estimator. In our topologies, we used a link quality estima-
tor that collects information from physical and link layers, depending on both
broadcast and unicast transmissions to give the overall evaluation. Each esti-
mate is updated after a predefined number of packets. The node will evaluate
the broadcast packets by detecting their energy on reception and comparing it
to a threshold value. Unicast messages were measured by counting the number
of sent and acknowledged packets on every link to calculating the success and
failure rates. To avoid fast changing environment, we assigned weights to the new
estimate New and the previous estimate Estimationold using the exponential
moving average window as:

Estimationfinal = αNew + (1 − α)Estimationold.

here α denotes the estimation factor. This average estimates are calculated sep-
arately for broadcast and unicast transmissions as follows:

– Broadcast
1. After receiving a specified number of broadcasts from a source, the node

calculates an immediate estimate.
2. This value is combined with the previous broadcast-estimate values.
3. At the end of broadcast estimation we obtain Estimationfinal.

– Unicast
1. After sending the specified number of unicast messages over a specific

link, the node will keep track of the number of acknowledged and unac-
knowledged packets.

2. The success rate is then calculated.
3. The success rate will be used as the new estimate to find Estimationfinal.

The estimator keeps track of a number of links that are not part of the
neighbor-table. These are important because they will serve as a base to compare
neighbor’s links. At the end of each TTL cycle, the node will check all the
available links in the table to figure out the best value and all the links of the
neighbor will be compared to that value. In this way, the node only keeps the
most reliable links in the neighbor-table.

4 Results

This section presents the simulation and experiment results obtained from the
network with a collection of motes. The observed behavior of the network pro-
vides understanding on which the system should be designed in order to minimize
the interaction between the control and data planes.

Simulation Approach. Two network topologies were designed to understand the
baseline behavior of the Wireless-SDN network, one is a 16 node mesh and the
other is a 14 node tree network, both with a single SINK labeled 1.0.1. We
use the mesh topology to examine the effect of the time-to-live parameter and



Performance Analysis of SDN in Networked Embedded Systems 105

0

5

10

15

20

25

30

35

40

10 20 30 40 50 60 70

stekcap
TSE

U
QERforeb

mu
N

Minute

TTL = 70 sec
TTL = 100 sec
TTL = 130 sec
TTL = 150 sec

(a)

0
10
20
30
40
50
60
70
80

10 20 30 40 50 60 70

stekcap
TSE

U
QER fo reb

mu
N

Minute

Node 1.0.1
Node 1.0.2
Node 1.0.3
Node 1.0.8
Node 1.0.10
Node 1.0.14

(b)

Fig. 1. Average number of REQUEST packets generated by an edge node in a mesh
topology (a) and those generated by different nodes (intermediate and leaf nodes) in a
tree topology (b).

Table 1. Major differences between simulated systems and physical systems.

Simulation environment Physical system

Links Static Dynamic

Link quality Fixed Changing

Transmission P2P Inherently broadcast

Memory Virtually unlimited Limited

Processing time Negligible Significant

the tree topology to examine the control overhead of a node with respect to its
position. Figure 1a shows the average number of REQUEST packets generated
from the edge node in a mesh topology for every 10 min. With lower value of
TTL, each flow entry has a shorter time until it is removed from the flow table,
therefore the node then need to send REQUEST packet to the SDN controller
more frequently in order to update the expired flow entry. Figure 1b shows the
difference between the number of REQUEST packets generated from different
nodes in the tree topology for every 10 min. Node 1.0.2 and 1.0.3, which are the
immediate child nodes of the root, have to generate less REQUEST packets than
the leave node 1.0.8, 1.0.10, and 1.0.14. The main reason is that the intermediate
nodes can update their flow-tables without generating additional REQUEST
packets based on the OpenPath generated by the controller.

Experiments With IRIS Motes. The physical implementation of a Wireless-SDN
using commercially available mote platforms presents a few additional challenges
in addition to what can be realized in simulation environments, which are sum-
marized in Table 1. Figure 2a clearly shows that the network goes through dif-
ferent phases. The highlighted section in this figure corresponds to the forma-
tion phase where the REQUEST packets are rapidly generated. A steady level
of reporting will allow the SDN controller to beresponsive to new REQUEST
packets. After the flow-tables are configured, the number of REQUEST and
REPORT packets remains stable during the lifetime of the network. A compar-



106 B. Tran et al.

0

50

100

150

200

250

300

0 10 20 30 40 50 60 70 80 90 100 110

REQUESTS

(a)

0
50

100
150
200
250
300
350
400
450
500

0 10 20 30 40 50 60 70 80 90 100 110

REPORTS

(b)

Fig. 2. The overhead in an SDN network comprises of REQUEST packets and
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Fig. 3. A comparison between active and passive learning in topology discovery on the
left (a) and three phases of a large network on the right (b).

ison between the number of REQUEST packets generated and the OpenPath
packets received is presented Fig. 3a. Notice that the nodes that receive more
OpenPath packets tend to generate fewer REQUEST packets. This result indi-
cates the importance of node’s position in the topology, i.e., the number of paths
on which the node lies. It give the designers a suggestion of critical point of failure
and load balancing algorithms. The system was tested in a larger network with
18-nodes and high packet generation rates, and its behavior is shown in Fig. 3b.
The first section in this figure presents the number of REQUEST packets during
the formation phase. In the second section, the network suffered from the loss
of four nodes that led to the increase in Control overhead, and in the final one
the network recovered as the depleted nodes re-connected to the topology.

5 Conclusion

This paper presented the design and implementation of a Wireless-Software
Defined Network that is suitable for a variety of networked embedded systems.
The design was validated in a simulation setting and through experiments using
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commercial motes. The system model can be adapted to different hardware plat-
forms because the design relies on common features that are available in a variety
of platforms. This paper presented the general behavior and key parameters to
analyze the network performance in typical operational scenarios. Insights into
these features allow us to have more control on the flow of packets through a
network both at the system level and at the level of individual nodes. The results
are encouraging and serve as a foundation for several related investigations in
the future.
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Abstract. This paper introduces for the first time a relay-assisted het-
erogeneous vehicular model including numerous stationary small cells,
a mobile relay and a mobile receiver with unreliable backhaul. In this
proposed system model, a macro-base station connected to the cloud
communicates to numerous small cells through wireless backhaul links.
A Bernoulli process is utilized to model the backhaul reliability. A relay
using decode-and-forward protocol is considered to help the transmis-
sion from the stationary small cells to the mobile receiver. Moreover,
at the mobile relay side, a selection combining protocol is applied to
maximize the received signal-to-noise ratio. The links between station-
ary small cells and mobile relay are Rayleigh fading channels, and the
link between mobile relay and mobile receiver is double-Rayleigh fad-
ing channel. A closed-form expression for outage probability is provided
to evaluate the influence of the number of small cells and the backhaul
reliability on the proposed system performance.

Keywords: Relay · Double-Rayleigh fading channels ·
Unreliable backhaul · Outage probability

1 Introduction

With the fast increasing amount of smart devices, future networks will be more
dense and heterogeneous [5,12]. In heterogeneous networks (HetNets), the adop-
tion of backhaul to connect the macro-base station and small cells is gaining
interest. The conventional wired backhaul can provide stable transmissions, but
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it costs a lot to deploy and maintain it. Alternatively, wireless backhaul is flexible
and cost-effective, but because of non-line of sight (nLOS) and channel fading [6]
wireless backhaul can not ensure a transmission as reliable as wired backhaul.

In recent years, the increasing number of vehicles has caused traffic con-
gestion, traffic accidents and resource consumption. Therefore, future vehicular
communication networks and vehicular ad-hoc networks (VANETs) which can
provide information transmission through vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) have been widely investigated [16]. Many applications are
available to improve road safety and resource management in vehicular networks
[1]. Hence, it is essential to study the performance of heterogeneous vehicular
network. In vehicular networks, vehicles are mobile so channel models for static
objects, such as, Rayleigh, Rician and Nakagami-m are not suitable for vehic-
ular communications. Instead, double-Rayleigh fading channel was introduced
and can be utilized for mobile transmission links [2].

In heterogeneous vehicular networks, relays also attract interest because they
can help to improve the system coverage and overall system performance [3,11].
In vehicular networks, relays are likely to exist in abundance as vehicles are
scattered around a geographical area. There are two well known relay protocols,
amplify-and-forward (AF) and decode-and-forward (DF) [10]. Networks with
DF relays can achieve better system performance than AF because of the lower
interference [14]. The authors in [15] studied the impact of backhaul reliabil-
ity on vehicular networks, but the benefit of using relays was not investigated.
This motivates us to consider exploiting cooperative DF relays in heterogeneous
vehicular networks.

In recent research, the influence of wireless backhaul on system performance
over Rayleigh fading channels [14] and Nakagami-m fading channels [8] was
investigated and the conclusion of this research shows that backhaul reliabil-
ity is a crucial parameter which can influence the system model significantly
[6–9,13,14]. Hence, in our proposed relay-assisted heterogeneous vehicular net-
works, the backhaul reliability parameter should be well studied.

Notation: For a random variable X, FX(·) represents the cumulative distribu-
tion function (CDF) and fX(·) represents the corresponding probability density
function (PDF). P [·] denotes the probability of occurrence of an event. max (·)
represents the maximum of arguments, and min (·) represents the minimum of
arguments.

2 System Model

We propose a relay-assisted heterogeneous vehicular network including a Macro-
Base station (BS) linked to the cloud, K stationary small cells {T1, ...Tk, ...TK},
a mobile DF relay R and a mobile receiver D as shown in Fig. 1. sk represents the
backhaul reliability for small cell Tk and it denotes the probability that the small
cell Tk can decode the kth Tk’s information successfully from BS through unre-
liable backhaul. The relay R selects a best small cell Tk with the highest SNR
using selection combining protocol. All nodes are assumed to be equipped with
single antenna. Because the small cells Tk are stationary and the relay is mobile,
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Fig. 1. Relay-assisted vehicular network system model with small cells and unreliable
backhaul

we assume that the links from small cells Tk to the mobile relay R follow inde-
pendent and identically distributed Rayleigh fading channels. Moreover, both
the relay and receiver are mobile nodes, so we assume that the channel from the
relay R to the destination D is independent and identically distributed double-
Rayleigh fading channel. Assume that perfect CSI of the connections from Tk to
R and R to D is available.

The channel from Tk to R is Rayleigh fading channel, and the CDF and PDF
of Rayleigh fading channels are written as [13]

FX(x) = 1 − exp(−λx), (1)

fX(x) = λ exp(−λx). (2)

The channel from R to D is double-Rayleigh fading channel, and the CDF
and PDF of double-Rayleigh fading channels are given as [1]

FX(x) = 1 − 2
√

xK1

(
2
√

x
)
, (3)

fX(x) = 2K0

(
2
√

x
)
. (4)

where Kv(.) denotes the modified Bessel function of second kind with order v.
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The unreliable backhaul links behave either a successful or failed transmission
in a “one shot” communication fashion with no packet retransmission. Therefore,
a Bernoulli process Ik is chosen to model backhaul reliability. The success proba-
bility of the transmission via wireless backhaul is sk where P (Ik∗ = 1) = sk, sim-
ilarly, the probability of failed transmission is 1 − sk where P (Ik∗ = 0) = 1 − sk

[6]. This represents that the probability of the signal successfully transmitted
through wireless backhaul is sk, however, the failure probability is 1 − sk . x
is assumed to be the desired transmitted signal from BS to mobile D. At the
mobile relay R side, the received signal is given as

yR =
√

PT hTRxIk + n. (5)

Where PT represents the transmission power at Tk, hTR represents the chan-
nel coefficient of the connection from Tk to R, n is the complex additive white
Gaussian noise (AWGN) with zero mean and variance σ2, i.e., n ∼ CN(0, σ2).

At the mobile receiver side D, the received signal can be expressed as

yD =
√

PRd−β
RDhRDx + n. (6)

where PR represents the transmit power at R, hRD is the channel coefficient of
the link from R to D, dRD represents the distance from R to D and β is the
path loss exponent.

Hence, the received SNR at the mobile relay R is given as

γR = γI |hTR|2Ik, (7)

where γI = PT

n .
The selection combining protocol [4] is applied at R to select the best Tk∗

with highest SNR to transmit the signal,

k∗ = max
k=1,...,K

arg (γR) . (8)

Therefore, the received SNR at R with the selected Tk∗ using selection com-
bining protocol can be rewritten as

γTK∗ R = γI |hTk∗R|2Ik∗ , (9)

where |hTk∗R|2 represents the channel coefficient from the chosen Tk∗ to R. Sim-
ilarly, the received SNR at the mobile receiver D can be given as

γD =
γS |hRD|2

dβ
RD

, (10)

where γS = PR

n .
We assume that the relay R utilizes the DF protocol, so the overall SNR can

be derived as

γTK∗ D = min(γTK∗ R, γD). (11)
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3 Outage Probability Analysis

Outage probability is a key performance metric to figure out the system perfor-
mance and is described as the probability that the instantaneous mutual infor-
mation rate is below a certain threshold θ. In this section, outage probability is
utilized to investigate the proposed relay-assisted vehicular system performance.

Firstly, without considering the backhaul reliability, the CDF of SNR from
Tk to R can be derived as,

FγT
(x) = P [γI |hTR|2 < x]

= 1 − exp(−λx

γI
).

(12)

We now take into account the unreliable backhaul. We assume that success
probability s for each link from BS to Tk i.e., sk = s, ∀k. The PDF of γR is
modeled by the mixed distribution [6],

fγR
(x) = (1 − s)δ(x) + s

∂FγT
(x)

∂x
, (13)

where δ(x) denotes the Dirac delta function. As stated in (15), the CDF of γR

is given as

FγR
(x) =

∫ x

0

fγR
(t)dt. (14)

According to selection combining protocol, Tk∗ with the highest SNR γR

will be chosen, because all random variables γR are independent and identically
distributed. Hence, the CDF of SNR γTR can be given as

FγTK∗R
(x) = FγR

(x)k

= 1 +
K∑

k=1

(
K

k

)
(−1)ksk exp(−λkx

γI
).

(15)

Moreover, the CDF of SNR from R to D is written as,

FγD
(x) = 1 − 2

√
xdβ

RD

γS
K1

⎛

⎝2

√
xdβ

RD

γS

⎞

⎠ . (16)
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With the help of (11) (15) and (16), the CDF of our proposed model from
BS to D is given as,

FγTK∗D
(x) = 1 − (1 − FγTK∗R

(x))(1 − FγD
(x))

= 1 + 2
K∑

k=1

(
K

k

)
(−1)ksk exp(−λkx

γI
)

√
xdβ

RD

γS

K1

⎛

⎝2

√
xdβ

RD

γS

⎞

⎠ .

(17)

4 Numerical Results

Numerical results of outage probability are investigated to study both the effect
of backhaul reliability and number of stationary small cells on our proposed
system performance. In this section, we have the following assumptions. The
outage probability threshold is θ = 1 bits/s/Hz. In a Cartesian coordinate system,
the location of small cells, mobile relay and mobile receiver are: Tk = (0, 0),
R = (0.8, 0) and D = (1, 0). The path loss exponent is β = 4 and γI=γS . In the
figures, ‘Sim’ is the results for simulation and ‘Ana’ is the results for analytical.
The ‘Sim’ and ‘Ana’ match very well.

In Fig. 2, the influence of the number of small cells on system performance
is presented. The backhaul reliability s is fixed at 0.90. We assume the number
of small cells is K = 1, K = 2 and K = 3. In the figure, we can observe that
when K increases, the outage probability drops. This is because the system can
gain a superior performance because of the correlation of numerous signals at
the mobile receiver side.

In Fig. 3, the effect of backhaul reliability s on system performance is studied.
We assume that K = 3. The level of backhaul reliability is various: s = 0.90,
s = 0.80 and s = 0.70. We can observe in the figure that when the value of s
increases, the outage probability decreases, the system can achieve a significant
superior performance. This is because when the signal has a higher probability
to transmit successfully through the wireless backhaul the system can perform
better.

As shown in Figs. 2 and 3, both the number of stationary small cells and the
level of backhaul reliability have a significant influence on our proposed system
performance. More specifically, in this relay-assisted heterogeneous vehicular net-
work, adding more stationary small cells and increasing the backhaul reliability
can result in a significant better system performance.
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Fig. 2. The influence of the number of small cells on system performance (s = 0.90)
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Fig. 3. The influence of backhaul reliability on system performance (K = 3)

5 Conclusion

We propose a relay-assisted heterogeneous vehicular network with a macro-base
station, numerous stationary small cells, a mobile relay and a mobile receiver
under unreliable backhaul over both Rayleigh fading channels and double-
Rayleigh fading channels. At the mobile relay, selection combining protocol is
utilized to select a best stationary small cell with the highest SNR. Outage
probability is the metric to evaluate the system performance and the closed-
form expression is provided. Our results prove that wireless backhaul reliability
can affect the system performance significantly and this parameter should be
considered when studying heterogeneous vehicular networks. Moreover, increas-
ing the number of stationary small cells in our proposed system can help the
system achieve a better performance.
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Abstract. In this paper, we investigate the secrecy performance of the
cooperative non-orthogonal multiple access (NOMA) network with radio
frequency (RF) power transfer. Specifically, this considered network con-
sists of one RF power supply station, one source and multiple energy
constrained NOMA users in the presence of a passive eavesdropper. The
better user helps the source to forward the message to worse user by using
the energy harvested from the power station. The expression of secrecy
outage probability for the scenario of wiretaping from user-to-user link
is derived by using the statistical characteristics of signal-to-noise ratio
(SNR) and signal-to-interference-plus-noise ratio (SINR) of transmission
links. In order to understand more detail about the behaviour of this
considered system, the numerical results are provided according to the
system key parameters, such as the transmit power, number of users,
time switching ratio and power allocation coefficients. The simulation
results are also provided to confirm the correctness of our analysis.

Keywords: Non-orthogonal multiple access · Relaying network ·
Physical layer secrecy · RF power transfer · Secrecy outage probability

1 Introduction

The next generation wireless networks have been developing to satisfy human
being non-stop growing need, i.e., big data rate (5G is 100 times compare to
4G), large number of users and secure transmission. Some emerging techniques,
such as relaying, NOMA, MIMO techniques etc., are deployed to meet these
requirements. Relaying technique with amplify-and-forward (AF) or decode-and-
forward (DF) scheme allows to extend the coverage and improve the performance
of wireless networks [1–3]. On the other hand, NOMA technique is employed in
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power domain to achieve multiple access strategies. It has the potential to be
integrated with conventional orthogonal multiple access, i.e., frequency division
multiple access (FDMA), time division multiple access (TDMA), and code divi-
sion multiple access (CDMA). The combination between relaying and NOMA
applied in wireless network is studied in a number of works [4–12].

Moreover, due to diverse functions of wireless devices, the energy is the most
concerned issue to last long the lifetime of wireless devices and extend the cover-
age of network. Wireless energy harvesting is approach that the wireless devices
can harvest the energy from the environment (e.g., via solar, wind, thermal,
and RF power sources) and convert it into electrical energy for the energy con-
strained devices. Among them, RF power transfer is the emerging technique
that allows the energy constrained wireless devices to harvest the energy from
RF sources (e.g., base station, TV/radio broadcast station, microwave station,
satellite earth station etc.). A significant works [13–18] have studied the impact
of RF energy harvesting (EH) on the performance of wireless networks when
they took into account the RF energy harvesting in their system. This service of
RF energy harvesting is predicted to be available on the future mobile networks
[19].

In wireless networks, due to the broadcast nature of wireless links, the data
transmission is vulnerable to be attacked and wiretapped. Although we have a
number of solutions (e.g., the public-key system developed by Rivest, Shamir,
and Adleman (RSA) and the data encryption standard (DES), etc.) to protect
the transmit data, these solutions have not covered all of scenarios of wireless
networks (e.g., error physical layer link between transmitter and receiver, pow-
erfull computational power of eavesdropper with efficient algorithms). Physical
layer security (PLS) is a novel approach that can employs the random variation
characteristics of wireless links to enhance the secure transmission of wireless
communication [20–22]. There are a number of works in recent to investigate
PLS in NOMA relaying network without RF energy harvesting [23–29]. The
work of [23] evaluated the PLS of simple NOMA model of large-scale networks
through the secrecy outage probability (SOP). The better PLS performance of
overall communication process has been proven in case that there is not much
difference in the level of priority between legitimate users of downlink NOMA
system in [24], in which users’ QoS requirements to perform NOMA. The work
in [25] provided the secrecy performance analysis of a two-user downlink NOMA
systems with two considered SISO and MISO schemes. The authors concluded
that the secrecy performance for the far user with fixed power allocation scheme
degraded as the transmit power beyond the threshold and then reaches a floor
as the interference from the near user increases. In [26], the artificial noise is
deployed at the base station to enhance the security ability of a beamforming-
aided multiple-antenna system. The PLS for cooperative NOMA systems is stud-
ied in [27], in which the AF and DF schemes are considered. They found that
AF and DF schemes nearly achieve the same secrecy performance and it is inde-
pendent of the channel conditions between the relay and the worse user.

Unlike above works, in this work we study the PLS performance for the
cooperative NOMA network with RF energy harvesting. This considered net-
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work consists of one RF power supply station, one source and multiple energy
constrained NOMA users in the presence of a passive eavesdropper. The better
user harvests the RF energy from the power station to help the source to for-
ward the message to worse user. The expression of secrecy outage probability
for the scenario of wiretaping from user-to-user link is derived by using the sta-
tistical characteristics of signal-to-noise ratio (SNR) and signal-to-interference-
plus-noise ratio (SINR) of transmission links. In order to understand more detail
about the behaviour of this considered system, the numerical results are provided
according to the system key parameters, such as the transmit power, number of
users, time switching ratio and power allocation coefficients. The correctness of
our analysis is confirmed by simulation results.

The remain of this paper is organized as follows. The system model is pre-
sented in Sect. 2. Secrecy performance analysis is provided in Sect. 3. The numer-
ical results are shown in Sect. 4. Finally, we conclude our work in Sect. 5.

2 System Model Description

Figure 1 depicts a downlink RF EH cooperative NOMA system. A power supply
station P intends to transfer RF power to energy-constrained users. A source
S, i.e., base station, intends to transmit information to M energy constrained
mobile users denoted as Di, (1 ≤ i ≤ M) in the presence of a passive eavesdrop-
per E. In this considered system, we can divided M users into multiple pairs,
such as {Dm,Dn} (m < n), to perform NOMA [4]. We design that the better
user Dm forward the information of the poor user Dn after use applying suc-
cessive interference cancellation (SIC) to detect the Dm’s signal. We investigate
the scenario that Dn and E can not hear from S due to the severe shadowing
environment. In other words, E only tries to extract the message sn of Dn from
Dm.

Without loss of generality, assuming that all the channel gains between
S and Di follow the order of |hSD1 |2 ≥ ... ≥ |hSDm

|2 ≥ |hSDn
|2 ≥ ... ≥

|hSDM
|2, where |hSDm

|2 and |hSDn
|2 are denoted as the ordered channel gains

of the mth user and the nth user, respectively. And |hPDm
|2, |hmn|2, |hSE |2,

|hDmE |2 are the channel gains of the links P − Dm, Dm − Dn, S − E and
Dm − E, respectively. All the user nodes are single-antenna devices and oper-
ate in half-duplex mode, i.e., sensor nodes. All wireless links are assumed to
undergo independent frequency non-selective Rayleigh block fading and addi-
tive white Gaussian noise (AWGN) with zero mean and the same variance σ2,
i.e., ∼ CN (0, σ2). We also denote dPDm

, dSDm
, dmn, dDmE as the Euclidean

distances of P − Dm, S − Dm,Dm − Dn,Dm − E, respectively and θ denote
the path-loss exponent. Let X1 � |hPDm

|2, X2 � |hSDm
|2, X3 � |hmn|2, and

Z3 � |hDmE |2.
The triple-phase protocol for this RF EH cooperative NOMA system is pro-

posed as follows

(1) In the first phase: P transfers RF energy to the users with power P0 in the
time αT (α ∈ (0, 1): time switching ratio; T : block time).
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Fig. 1. System model for secured RF EH cooperative NOMA network

(2) In the second phase: S transmits information signal x =
√

amsm +
√

ansn

with power PS to user pair {Dm,Dn} in the time of (1 − α)T/2, where
sm and sn are the message for the mth user Dm and the nth user Dn,
respectively; am and an are the power allocation coefficients satisfied the
conditions: 0 < am < an and am + an = 1 by following the NOMA scheme.

(3) In the third phase: Applying NOMA, Dm uses SIC to detect message sn and
subtracts this component from the received signal to obtain its own message
sm, then re-encodes and forwards sn to Dn in the remain time of (1−α)T/2
with the energy harvested from P .

Next, we present the RF EH NOMA relaying-based transmission in mathemat-
ical manner.

2.1 The First Phase

In this phase, the energy harvested by Dm in the time of αT can be expressed
as

EDm
=

ηP0|hPDm
|2αT

dθ
PDm

, (1)

where η denotes as the energy conversion efficiency (0 < η < 1).
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2.2 The Second Phase

In the second phase, the source S broadcasts information to the user pair in
duration of (1 − α)T/2. The received signal at Dm is given by

ySDm
=

√
PS

dθ
SDm

(
√

amsm +
√

ansn)hSDm
+ nSDm

, (2)

where nSDm
∼ CN (0, σ2).

The instantaneous SINR at Dm to detect sn transmitted from S can be
written as

γsn

SDm
=

anγ̄S |hSDm
|2

amγ̄S |hSDm
|2 + dθ

SDm

=
b2X2

b1X2 + 1
, (3)

where γ̄S = PS

σ2 , b1 = amγ̄S

dθ
SDm

, b2 = anγ̄S

dθ
SDm

.

2.3 The Third Phase

In this phase, Dm uses the harvested energy EDm as (1) to forward sn to Dn

in duration of (1 − α)T/2. Here, we ignore the processing power required by the
transmit/receive circuitry of Dm. The transmit power of Dm is given by

PDm
=

ηαP0|hPDm
|2

(1 − α)dθ
PDm

. (4)

The received signal at Dn is expressed as

ymn =

√
PDm

dθ
mn

hmnsn + nmn, (5)

where nmn ∼ CN (0, σ2). From (4) and (5), the instantaneous SNR at Dn in the
last phase is as follows

γmn =
PDm

|hmn|2
σ2dθ

mn

= c1X1X3, (6)

where c1 = ηαγ̄0
(1−α)dθ

P Dm
dθ

mn
, γ̄0 = P0

σ2 is denoted as the average transmit SNR of

Dm − Dn link.
Due to we consider the scenario that the passive eavesdropper E tries to

extract the poor user’s message sn from the links Dm −Dn without any attacks,
the received signal at E is written as

yDmE =

√
PDm

dθ
DmE

hDmEsn + nDmE , (7)
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where nDmE ∼ CN (0, σ2
E). Similarly, the instantaneous SNR at E in this phase

is given by

γDmE = c2X1Z3, (8)

where c2 = ηαγ̄0E

(1−α)dθ
P Dm

dθ
DmE

, γ̄0E = P0
σ2

E
is denoted as the average transmit SNR

of Dm − E link.
The i.i.d. Rayleigh channel gains (|hPDm|2, |hSDm|2, |hmn|2, and |hDmE |2)

follow exponential distributions with parameters λPDm, λSDm, λmn, and λDmE ,
respectively. According to [30], the probability density function (PDF) and the
cumulative distribution function (CDF) of ordered random variable X2 are
respectively written as follows

fX2(x) =
M !

(M − m)!(m − 1)!
1

λSDm

m−1∑
k=0

Cm−1
k (−1)ke

−x(M−m+k+1)
λSDm , (9)

FX2(x) =
M !

(M − m)!(m − 1)!

m−1∑
k=0

Cm−1
k (−1)k

M − m + k + 1

[
1 − e

−x(M−m+k+1)
λSDm

]
. (10)

Under Rayleigh fading, the PDF and CDF of random variable V are respec-
tively expressed as

fV (x) =
1
λ

e− x
λ , (11)

FV (x) = 1 − e− x
λ , (12)

where V ∈ (X1,X3, Z3), λ ∈ {λPDm
, λmn, λDmE}.

3 Secrecy Performance Analysis

In this section, we analyze the secrecy performance by derivation the expression
of secrecy outage probability. Notice that, in this considered system we only
consider the case of the eavesdropper tries to hear the message of Dn at Dm

without any attacks. Therefore, the instantaneous secrecy capacity for Dm −Dn

is given by

CS =

⎧⎨
⎩

(1−α)
2 log2

(
1 + γmn

1 + γDmE

)
, γmn > γDmE

0, γmn ≤ γDmE

, (13)

Here, for simplicity we assume B = 1 Hz. SOP is defined as the probability
that the instantaneous secrecy capacity falls below a predetermined secrecy rate
threshold RS > 0 or SOP = Pr(CS < RS).

For further calculation, we derive the following proposition.

Proposition 1. Under Rayleigh fading, the joint CDF of γmn and γDmE is
given by

Fγmn,γDmE
(x, y) = 1 − uK1(u) − vK1(v) + tK1(t), (14)
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where u = 2
√

x
c1λP Dm λmn

, v = 2
√

y
c2λP Dm λDmE

, t = 2
√

c2λDmEx+c1λmny
c1c2λP Dm λmnλDmE

,

Kv(.) is the modified Bessel function of the second kind and vth order [31].

Proof. See AppendixA.

In this considered scenario, the secrecy outage event occurs when Dm cannot
detect sn or Dm can detect sn but the secrecy capacity is below the secrecy
threshold. Therefore, the secrecy outage probability at the Dm is calculated as
follows

SOP = Pr(γsn

SDm
< γt) + Pr(γsn

SDm
> γt, CS3 < RS)

= Pr(γsn

SDm
< γt) + Pr(γsn

SDm
> γt) Pr(CS3 < RS), (15)

where γt is denoted as the SNR threshold to ensure successful detection at the
Dm for a given target data rate R and γt = 2

2R
1−α − 1.

Theorem 1. Under Rayleigh fading, the SOP of the link Dm − Dn is given by

SOP = Φ1 + (1 − Φ1)Φ2, (16)

where

Φ1 =

⎧⎨
⎩

M !
(M−m)!(m−1)!

m−1∑
k=0

Cm−1
k (−1)k

M−m+k+1

[
1 − e

− γt(M−m+k+1)
(b2−b1γt)λSDm

]
, γt < an

am

1, γt > an

am

Φ2 = 1 − 2c1λmn

c1λmn + c2λDmEΩS

√
ΩS − 1

c1λPDm
λmn

K1

(
2

√
ΩS − 1

c1λPDm
λmn

)
.

where ΩS = 2
2RS
1−α .

Proof. See AppendixB.

4 Numerical Results and Discussion

In this section, we provide the numerical results to clarify the physical layer
secrecy performance of proposed protocol for this considered RF EH NOMA
relaying system. Further more, Monte-Carlo simulation results are also provided
to verify our analytical results.

Figure 2 plots the curves of SOP of this system at Dm versus the transmit
power of P and different average transmit SNR of link Dm − Dn. This result
shows that when we increase the transmit power from P to the better user Dm,
SOP of the system decreases. This means that we can improve the secrecy per-
formance by increasing the transmit power to provide more energy to legitimate
users.
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Fig. 2. SOP vs. the transmit power of P and different average transmit SNR of link
Dm − Dn with γS = 20 dB, an = 0.9, M = 4, m = 2, n = 3, R = 1 bps/Hz, RS =
1 bps/Hz, α = 0.3, η = 0.9, dPDm = dSDm = dmn = dDmE = 1, θ = 2.

Fig. 3. SOP vs. the transmit power of P with different number of users M with γS =
20 dB, γE = 20 dB, an = 0.9, m = 2, n = 3, R = 1 bps/Hz, RS = 1 bps/Hz, α = 0.3,
η = 0.9, dPDm = dSDm = dmn = dDmE = 1, θ = 2.

The curves of SOP of this system at Dm versus the transmit power of P
with different number of users M are plotted in Fig. 3. From this figure, we can
see that the secrecy performance degrades when increasing the number of users.
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Fig. 4. SOP vs. time switching ratio α with different average transmit SNR of link
S − Dm with γ0 = 20 dB, γE = 20 dB, an = 0.9, M = 4, m = 2, n = 3, R = 1 bps/Hz,
RS = 1 bps/Hz, η = 0.9, dPDm = dSDm = dmn = dDmE = 1, θ = 2.

Fig. 5. SOP vs. power allocation coefficient an with different average transmit SNR
of link P − Dm with γS = 20dB, γE = 20dB, M = 4, m = 2, n = 3, R = 1 bps/Hz,
RS = 1 bps/Hz, η = 0.9, dPDm = dSDm = dmn = dDmE = 1, θ = 2.

This can be explained that the more number of users the more opportunities to
wiretape the message of sn.

The numerical results for SOP of this system at Dm versus time switching
ratio α with different average transmit SNR of link S−Dm are provided in Fig. 4.
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We can observe from this figure that when time switching ratio α is small, α
increases SOP decreases. This can be explained that there is more time to power
the users as α grows. When α continue to increase, SOP inversely increases. It
means that there exists a specific value of α∗ to help SOP to reach the lowest
value. The reason is that there is less time for message transmitting when α is
greater than α∗ value. When α is greater than 1− 2R

log2( an
am

+1) then SOP reaches

1. Obviously, we can select the best time switching ratio α to achieve the optimal
secrecy performance of this system.

Figure 5 depicts the SOP’s curve according to power allocation coefficient an

with different average transmit SNR of link P − Dm. From this figure, we can
see that when an → 1, SOP degrades. In other words, the secrecy performance
can be improved by allocating more power for the worse user’s signal. However,
at that time the power leaves for the better user’s signal will be smaller. Due to
the constrain of γt (i.e., γt = 2

2R
1−α − 1 < an

am
), by the given value of R and α,

the SOP reaches 1 when an

am
< 2

2R
1−α − 1.

From above Figures, it is observed that the analysis and simulation results
are matching very well. It means that the correctness of our analysis is verified.

5 Conclusion

In this paper, we have presented the secrecy performance analysis of downlink
RF EH cooperative NOMA network with triple-phase transmission protocol.
The expression of secrecy outage probability for this considered system has been
derived. We have found that the secrecy performance is enhanced by increasing
the transmit power for energy harvesting and/or increasing the transmit power
for message signal. Moreover, the existence of best time switching ratio is proven
to achieve the optimal secrecy performance of this system. Due to the limitation
of this paper, we leave the best time switching ratio algorithm for future work.

Acknowledgements. This research is funded by Vietnam National Foundation for
Science and Technology Development (NAFOSTED) under grant number 102.04-
2017.301.

Appendix A - Proof of Proposition 1

Here, we derive the expression of the joint CDF of γmn and γDmE as follows

Fγmn,γDmE
(x, y) =

∫ ∞

0

Fγmn,γDmE |X1(x, y|z)fX1(z)dz

=
∫ ∞

0

Fγmn|X1(x|z)FγDmE |X1(y|z)fX1(z)dz

=
∫ ∞

0

(
1 − e− x

c1λmnz

) (
1 − e

− y
c2λDmEz

) 1
λPDm

e
− z

λP Dm dz

= 1 − uK1(u) − vK1(v) + tK1(t), (17)
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where u = 2
√

x
c1λP Dm λmn

, v = 2
√

y
c2λP DmλDmE

, t = 2
√

c2λDmEx+c1λmny
c1c2λP Dm λmnλDmE

. This

concludes the proof.

Appendix B - Proof of Theorem 1

By means of (15), Φ1 and Φ2 are respectively calculated as follows

Φ1 = Pr
(

b2X2

b1X2 + 1
< γt

)
= FX2

(
γt

b2 − b1γt

)

=

⎧⎨
⎩

M !
(M−m)!(m−1)!

m−1∑
k=0

(−1)kCm−1
k

1
M−m+k+1

[
1 − e

− γt(M−m+k+1)
(b2−b1γt)λSDm

]
, γt < an

am

1, γt > an

am

Φ2 = Pr

(
1 + γmn

1 + γDmE
< ΩS

)
=

∫ ∞

0

[
∂Fγmn,γDmE (x, y)

∂y

]
x=ΩS(1+y)−1

dy

= − 2

c2λPDmλDmE

∫ ∞

0

K0

(√
y

c2λPDmλDmE

)
dy

+
2

c2λPDmλDmE

∫ ∞

0

K0

(√
(c1λmn + c2λDmEΩS)y + c2λDmE(ΩS − 1)

c1c2λPDmλmnλDmE

)
dy

=

∫ ∞

0

vK0(v)dv − 2c1λmn

c1λmn + c2λDmEΩS

∫ ∞

2

√
ΩS−1

c1λP Dm
λmn

sK0(s)ds

= 1 − 2c1λmn

c1λmn + c2λDmEΩS

√
ΩS − 1

c1λPDmλmn
K1

(
2

√
ΩS − 1

c1λPDmλmn

)
, (18)

where ΩS = 2
2RS
1−α , s =

√
(c1λmn+c2λDmEΩS)y+c2λDmE(ΩS−1)

c1c2λP Dm λmnλDmE
.

This is the end of our proof.
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Abstract. In this study, we propose a new approach to determine intru-
sions of network in real-time based on statistical process control tech-
nique and kernel null space method. The training samples in a class are
mapped to a single point using the Kernel Null Foley-Sammon Trans-
form. The Novelty Score are computed from testing samples in order
to determine the threshold for the real-time detection of anomaly. The
efficiency of the proposed method is illustrated over the KDD99 data
set. The experimental results show that our new method outperforms
the OCSVM and the original Kernel Null Space method by 1.53% and
3.86% respectively in terms of accuracy.

Keywords: Network security · Kernel Quantile Estimator ·
One-class classification · Kernel Null Space · Support vector machine

1 Introduction

Nowadays, every computer system has the security policies but these policies
have not been strong enough to prevent or detect all new types of attacks.
Therefore, building one monitoring system is essential to alarm novelties early.
Detecting incoming intrusion early helps systems reduce the damage and protect
the crucial information. Intrusion detection system (IDS) is the key to resolve
these problems and attract a lot of researchers to work on the issue [3]. IDS has
been used in a great number of applications such as network intrusion, fraud
detection and security systems.

Currently, there are two families of mechanisms in IDS: signature-based IDS
and anomaly-based IDS. In this paper, we focus on developing an anomaly-based
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IDS solution, in which the designed IDS system is trained based on knowledge
of normal traffic only; the system does not need to be trained with attack data
traces in advance to know if incoming traffic is anomaly or normal. This charac-
teristic is good for the attack detection aspect because attack manners may vary
over time; so, we may be in the situation that the system was not trained with
an attack pattern before. In case of never-seen-before attacks, an IDS system
based on training of attack and normal data traces may not be effective any
more.

Among the anomaly-based IDS solution family, Novelty Detection is a
research direction attracting a great number of researchers. A model is built
from normal data to detect unknown abnormality by novelty detection algo-
rithms such as OCSVM [6,11] and Kernel Null Space [1,2,4]. There is also an
approach in intrusion detection using Statistical Process Control [7].

Our proposed solution aims at improving the performance of the Kernel Null
Space method [2] in terms of accuracy. To be more specific, we propose using a
Control-Chart based method called Kernel Quantile Estimator to determine the
detection threshold dynamically driven by each specific training data set instead
of using a fixed threshold as described in the existing Kernel Null Space solutions
[1,2,4]. The Control Chart Based on a Kernel Estimator of the Quantile Function
was also developed in [5]. In addition, we also optimize the kernel parameter of
the kernel function to improve the performance of novelty detection.

The rest of the paper is organized as follows: Sect. 2 elaborates the related
work. Our proposed Kernel Null Space solution for Novelty Detection is provided
in Sect. 3, followed by the performance evaluation in Sect. 4. Finally, conclusion
is given in Sect. 5.

2 Related Work

Generally, the novelty detection issues can be divided into two types based on the
number of known classes during the training phase: one-class and multi-classes.
Since our work focuses on one-class classification, we will review the state of
the art for the family of one-class novelty detection. To the best of our knowl-
edge, Kernel Null Space has the highest performance in novelty detection and
there are only three studies dealing with one-class classification in novelty detec-
tion using this method [1,2,4]. In [2], the authors proposed Kernel Null Space
for novelty detection but they made the experiment with a fixed threshold and
a fixed kernel parameter of the kernel function. In paper [1], the authors also
improved the performance of the original method. However, they only concen-
trated on decreasing the timing operating of the algorithm, the accuracy remains
unchanged. Following this trend, paper [4] improved the solution proposed in [2]
by decreasing the complexity of the kernel null space method without taking the
accuracy into account.

From another approach, the OCSVM method, which detects novelty by find-
ing the boundary of training data with maximum margin, is often used to solve
the one-class novelty detection problem, for example, in [11,12]. The OCSVM
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method has received more extensive attention since it can easily handle nonlin-
ear data with kernel trick and also achieve a high level of detection accuracy
[11].

As mentioned in Sect. 1, the solution we will explain throughout the paper
is to improve the accuracy of the Kernel Null Space method [2] in the favor
of anomaly detection. We propose a solution combining Kernel null space and
Control chart to automatically define an efficient detection threshold stemming
from each training data trace.

Simultaneously, we also use the optimizing parameter method proposed in
[11] to increase the accuracy for the algorithm. Our proposed solution is proved
to outperform the Kernel Null Space methods in [1,2,4] and OCSVM in [11,12]
in terms of Accuracy.

3 Intrusion Detection Scheme Using the Enhanced
Kernel Null Space Method

For an intrusion detection system to work accurately, we propose a so-called
an enhanced Kernel Null Space method to improve the accuracy of detecting
novelty samples. The scheme is elaborated as follows:

– Pre-process and normalize the attributes of the data set.
– Design an enhanced Kernel Null Space method to analyze data inputs.

In this method, the threshold is computed by Kernel Quantile Estimator [9] for
a given probability q. Figure 1 shows the process of the detection scheme, in
which Internet raw data coming to the detection system will be pre-processed,
and analyzed to test if it is a novelty (i.e. anomalies).

Fig. 1. Intrusion detection process

3.1 Pre-processing and Normalizing Data Attributes

In order to do the comparison with different intrusion detection methods, in the
experiment, we use the NSL-KDD data set [10] which is commonly used. Each
sample in this NSL-KDD corresponds to a real connection in the simulated
military network, containing 41 attributes with Normal and Attack-type labels.
In the data set, there are 39 types of attacks divided in 4 groups:
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– DoS - Denial of services, e.g. syn flood.
– R2L: Unauthorized access from a remote machine, e.g. guessing password.
– Probing: surveillance and other probing, e.g. port scanning.
– U2R: unauthorized access to local super user (root) privileges, e.g. buffer

overflow.

To make the data set simpler, reducing the redundancy without losing the infor-
mation, we pre-process the data set as follows:

- Conversion from the Symbolic type to the Numeric type: there are
3 attributes in the Symbolic manner such as: Protocol, Service, Flag which are
needed to be converted to the Numeric type to be compatible with the inputs
of the algorithm. The symbolic values are labeled as in Table 1.

Table 1. Symbolic-typed attributes

Attribute Symbolic Corresponding numeric value

Protocol type UDP 1

TCP 2

ICMP 3

Flag OTH 1

REJ 2

RTSO 3

RTSOSO 4

RSTR 5

S0 6

S1 7

S2 8

S3 9

SF 10

SH 11

Service 65 values From 1 to 65

- Normalization: Normalization of data in the NSL-KDD data set is nec-
essary since there are many big values in comparison with much smaller values
in the set. We apply the Min-max normalization method to turn all values to
the range [0, 1] as follows:

v̂i =
vi − min(vi)

max(vi) − min(vi)
, for i = 1, 2, . . . , 41 (1)

where:

vi: value of one attribute before normalization.
v̂i: value of one attribute after normalization.
i = 1, ..., 41: 41 attributes.
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3.2 Enhanced Kernel Null Space

Before describing the enhanced Kernel Null Space, we briefly re-call the One-
Class Classification using Kernel Null Space proposed in [2]. Let us consider a
dataset of N training samples {x1, x2, . . . , xN}, with each xi ∈ RD, and D is
the number of observed features. In the one-class setting, all the training sam-
ples belong to a single target class. The input features X = [x1, x2, . . . , xN ] are
separated from the origin in the high-dimensional kernel feature space similar
to one-class SVM [8]. As described in [2], a single null projection direction is
computed to map all samples on a single target value s. A test sample x∗ is
projected on the null projection direction to obtain the value s∗. Figure 2 illus-
trates the one-class approach with kernel null space. The novelty score of x∗ is
the distance between s and s∗:

NoveltyScore(x∗) =| s − s∗ | . (2)

*s s

( )XΦ

*(x )Φ

Fig. 2. The samples are separated from the origin in the kernel feature space with a
mapping Φ, then mapped on a point s, and the novelty score of a testing sample x∗ is
the distance of its projection s∗ to s.

A large novelty score indicates more likely novelty. In [2] and [1], a hard deci-
sion threshold θthreshold is used to determine whether the test sample x∗ belongs
to the target class or not. Determining the threshold plays a very important role
to the performance of the novelty detection process. To the best of our knowl-
edge, this threshold has been selected heuristically up till now. Therefore, in this
study, we propose an intrusion detection scheme based on an enhanced version
of this Kernel Null Space method.

The procedure of the enhanced Kernel Null Space method is illustrated in
Fig. 3 with two phases: the training phase and the detection phase.
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In the training phase: training data samples {x1, x2, . . . , xN}, which have
been already pre-processed, will be mapped on a point s in the Null Space
F. The intrusion detection system uses another data set called the validation
set that comprises other normal data samples {y1, y2 . . . , yM}. Each sample yi
of the validation set is mapped on a point ŝi in the feature null space, for
which NoveltyScore(yi) is calculated. After mapping all samples of the valida-
tion set and calculating Novelty scores for all of them, a set {NoveltyScore(yi)}
is formed. Based on this set of novelty scores, we use the Kernel Quantile Esti-
mator to derive the threshold θthreshold, which will be described in Sect. 3.2.

During the detection phase in real time, when a test data sample x∗ comes,
the system maps it on a point s∗ and then calculate its NoveltyScore(x∗). Then
by comparing the NoveltyScore(x∗) with θthreshold found in the training phase,
x∗ can be classified as Normal or Anomaly.

In the following subsections, we will elaborate how we achieve an optimal
kernel parameter on the given training data set and how to calculate threshold
θthreshold by Kernel Quantile Estimator.

Determination of Kernel and Kernel Parameter. In this paper, we select
the Gaussian kernel (or Radial Basic Function (RBF)) for Kernel Null Space
which is commonly used.

k(x, y) = exp

(
−‖ x − y ‖2

2σ2

)
(3)

where: σ stands for the kernel parameter in [0, 1].
Using the method proposed in [11], the optimal sigma σ∗ is estimated from

the data set {x1, x2, . . . , xN}. The optimal σ∗ is the one that maximizes the
objective function J(σ)

J(σ) =
2
N

n∑
i=1

exp
(

−Near(xi)
2σ2

)
− 2

N

n∑
i=1

exp
(

−Far(xi)
2σ2

)
(4)

Denote the nearest and farthest neighbors distances as:

Near(xi) = min
j �=i

‖ xi − xj ‖2

Far(xi) = max
i

‖ xi − xj ‖2

Threshold Calculation Based on Kernel Quantile Estimator. As men-
tioned, the threshold for the Novelty Score is the crucial key for the accuracy
in anomaly detection. A common method to choose a good threshold that we
have observed up till now is checking various discrete threshold values in the
increasing order until the test system outputs highest accuracy. But when we
have to cope with continuous values, that heuristic check-up hardly finds a good
threshold we can not check all continuous values.



136 T. H. Truong et al.
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Fig. 3. Detection procedure using Kernel Null Space and Kernel Quantile Estimator

The set of the novelty scores is denoted by {NS1, NS2, . . . , NSM} and inves-
tigated for the probability density distribution. As observed in Fig. 4, the Novelty
Score values {NS1, NS2, . . . , NSM} can not be approximated by a normal dis-
tribution, i.e. the underlying distribution of the sample is unknown. In this case,
nonparametric methods could be used to explore this unknown underlying.
In this paper, we use the Kernel Quantile Estimator [9] to estimate θthreshold
over the set of Novelty Score values.
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Fig. 4. Probability density distribution of novelty scores

Let NS(1) ≤ NS(2) ≤ . . . ≤ NS(M) denote the corresponding order statistics
of the novelty scores. Suppose that K(.) is a density function symmetric about
Zero and that h → 0 as n → ∞, the Kernel Quantile Estimator can be calculated
as follows [9]:

KQp =
N∑
i=1

[∫ i
n

i−1
n

Kh(t − p)dt

]
NS(i) (5)

where h > 0 is the bandwidth. The bandwidth h controls the smoothness of the
estimator for a given sample of size n. Kh(.) = 1

hK( .
h ). And p is the proportion

of the quantile.
Here we use the standard Gaussian kernel for the resulting estimate KQp

which is a smooth unimodal,

K(u) =
1√
2π

exp(−u2

2
) (6)

The selection of h is important in kernel density estimation: a large h will lead
to an over-smoothed density estimate, while a small h will produce a ragged
density with many spikes at the observations. As described in [9], the bandwidth
computed as

hopt =
(

pq

n + 1

) 1
2

(7)

where: q = 1 − p
For a lot of continuous distributions used in statistics, specific quantiles such

as the p = 0.95, 0.975, and 0.99 quantiles are tabulated. Therefore, in our exper-
iment, we have investigated 3 cases of q: 0.05, 0.025 and 0.01 respectively. These
3 q values corresponds to 3 threshold value KQ(p = 1 − q) (i.e. θthreshold).
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4 Performance Evaluation

4.1 Data Description

In this experiment, we use the NSL-KDD data set [10] to test the detection
accuracy of the proposed solution. The training data set contains 13449 nor-
mal samples After training the system, the system performance is checked by
using 6000 normal and abnormal samples. To test performance, we use all 41
attributes/parameters of the data set.

4.2 Performance Analysis

There are some important performance metrics in the novelty (anomaly) detec-
tion domain that have been widely used to analyze the performance of a certain
detection method:

– Accuracy = TP+TN
TP+FP+TN+FN

– ReCall - True Positive Rate or Sensitivity = TP
TP+FN

– FPR - False Positive Rate: FPR = FP
FP+TN

Where TP (True Positive) is the number of anomalies correctly diagnosed as
anomalies; TN (True negative) is the number of normal events correctly diag-
nosed as normal; FP (False Positive) is the number of normal events incorrectly
diagnosed as anomalies; and FN (False Negative) is the number of anomalies
incorrectly diagnosed as normal events.

In our test, we compare the performance of the enhanced Kernel Null Space
with the original Kernel Null Space in which the threshold is heuristically
selected and fixed at 0.05 [2] and with the One Class Support Vector Machine
method (OCSVM) [11].

As mentioned in Sect. 3.2, we have tested with 3 different q values: 0.01, 0.025
and 0.05 and found out that q = 0.025 brings best performance. The results are
shown in Table 2:

As can be seen in Table 2, with the normalized and pre-processed 41-attribute
data set {X1,X2, . . . , XN}, the optimal kernel parameter estimated is σ∗ =
0.5957. Subsequently, from the given data set of Novelty scores {NS1, NS2,
. . . , NSM}, supposed that q = 0.025, the threshold is θthreshold = 0.0233.

Table 2. Performance comparison

σ = 0.5957 Kernel Null Space OCSVM Origin

q = 0.05 q = 0.025 q = 0.01 Kernel Null Space

θthreshold = θthreshold = θthreshold = with fixed

0.0097 0.0233 0.0514 threshold = 0.05

Accuracy 0.9548 0.9598 0.92 0.9445 0.9212

FPR 0.0443 0.018 0.006 0.0433 0.006

Recall 0.954 0.9377 0.846 0.9323 0.8483
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The obtained results show that; the enhanced Kernel Null Space slightly
outperforms the OCSVM and the original Kernel Null Space methods in both
terms of Accuracy and False Positive rate while a bit inferior to the Original
Kernel Null Space method in terms of Recall.

5 Conclusion and Future Work

In this research, we have proposed and elaborated an Intrusion Detection System
using the so-called enhanced Kernel Null Space method with data-driven thresh-
old retrieval. The proposed solution with data-driven findings such as q = 0.025
and σ = 0.5957 is proved to outperform the current OCSVM and Original Kernel
Null Space methods in terms of Detection Accuracy and False Positive Rate.

In the future, we would like to address the intrusion detection and the moni-
toring problem using deep learning, targeting on time series data with uncertain-
ties. We also focus on the detection ability of our proposed approach for large
stream data.
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Abstract. In this paper, we propose a social coalition-aware framework
for task assignment in Flying Internet of Things (Flying IoT), where the
intelligent unmanned aerial vehicles (UAVs), as a rising form of new IoT
devices, can execute diverse tasks in a self-organized way. In this respect,
the Social IoT (SIoT) paradigm promises to enable smart objects to
autonomously work socially with surround objects, and thus build the
social networks of objects without human intervention. The proposed
framework aims at exploiting the extracted social attributes of drones
for improving the efficiency of task coordination in a multi-hop delivery
way. To measure the collaborative effect, a social-aware coalition game is
formulated, and then we adopt the Shapley value to capture the relative
importance of coalition members. The member with highest value will be
elected as a leader for each coalition. Simulation results demonstrate that
the proposed scheme can notably enhance the efficiency of task diffusion
process compared to other benchmarks.

Keywords: Flying IoT · Social IoT · Task assignment ·
Game theory · Shapley value

1 Introduction

Internet of Things (IoT) promises to revolutionize humans’ daily life by inter-
connect any possible smart objects, which can embrace some form of intelli-
gence by providing a rich set of useful information to be gathered by heteroge-
neous objects [1]. However, the densification and heterogeneity of IoT devices
have brought challenges to the scalability of IoT network architecture [2]. The
unmanned aerial vehicle (UAV), as an emerging form of new smart devices, can
collaboratively execute some dangerous tasks, such as environment sensing and
emergency communication in disaster rescue [3]. However, it is impractical that
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all UAVs can directly communicate with ground controllers due to the limited
power, which poses a challenge to the task implement [4]. Assume that intelligent
UAVs can self-organize their decision making to free ground controllers from the
tedious task of centralized control, the so-called Flying IoT are potential to play
a crucial part in both civilian and military fields [5]. For better co-ordination
and smoother task execution, drones need to collaborate on one mission. In this
scenario, UAVs can be divided into several coalitions based on diverse mission
types. In general, one UAV who communicates well with the ground controller
can be elected as the coalition leader to guide the task implementation by broad-
cast task to its coalition members [4]. However, except for physical condition,
some valuable social attributes should also be considered for UAVs to determine
the importance in a coalition. In this respect, drones can establish social ties
and collaborate socially with their surrounding drones, even though their own-
ers have not established any relation on a social network, which conforms to the
concept of Social Internet of Things (SIoT) [6]. According to the paradigm of
SIoT, the UAVs can build the social networks among objects rather than par-
ticipate in their owners’ social networks, which inspires us to leverage the social
context to improve the efficiency of task coordination.

Due to the dynamics of large-scale UAV networks, it is challenging to dynam-
ically select a suitable sets of coalition leaders by accurately measuring their
importance [4]. Game theory as a powerful mathematical tool, can analyze the
users’ rational behavior in wireless communications [7]. As one the most com-
mon characteristic function in cooperative game, the Shapley value plays an
important role in value or cost-sharing game theoretic applications [8]. Due to
its inherent ability to measure the contribution of the single players, the Shapley-
value has been well applied into network and social-aware networking analysis
[9–11]. The authors in [9] investigated the computation of Shapley value in the
network centrality. In [10], the Shapley-value was used to enhance the network-
ing Navigability in SIoT by measuring the influence of neighbor nodes. In [11],
the authors adopted the Shapley-value to select the cluster head for each social
community, and the selected seed user can improve the local offloading through
multi-hop device-to-device (D2D) transmission. However, few work study how
to utilize the Shapley-value to guide the task assignment in UAV networks.

To the best of our knowledge, the idea of leveraging social attributes to
improve the task diffusion efficiency in Flying IoT has not been investigated yet.
In this paper we intend to fill this gap, by designing a social coalition-aware task
assignment method. The main contribution is the proposed novel social-aware
scheme, which can select a set of suitable coalition leaders that can improve the
efficiency of task coordination. In general, the proposed scheme aims to optimize
the task diffusion speed through multi-hop delivery. To measure the collaborative
effect of coalition leader, a social-aware coalition game is formulated. For this
game, we adopt the Shapley value to capture the collaborative effect of one
coalition member on the effectiveness of task diffusion.

The rest of this paper is organized as follows. In Sect. 2, we depict the
social coalition-aware communication model with the framework of three dif-
ferent graph models and the optimization problem is formulated. In Sect. 3, the
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Shapley value is adopted to measure the collaborative effect of coalition leader.
The simulation results are conducted in Sect. 4 while conclusions are drawn in
Sect. 5.

2 System Model and Problem Formulation

As shown in Fig. 1, we consider a multi-UAV networks with N UAVs and one
ground controller. The sets of UAVs are denoted as U = {ui}N

i=1. Each UAV
belongs to a coalition corresponding to a type of mission. Each UAV can directly
receive the real-time task from a ground controller or from a coalition leader in
a multi-hop delivery way. In this scenario, a UAV can directly deliver a B bits
of data to the surrounding UAV, within one time slot t. We further assume that
the span of each time slot is T seconds. Similar to assumption in [11], we focuses
on delay-tolerant services, and thus the potential delay caused by multi-hop
delivery can be ignored. Meanwhile, each drones is equipped with two antennas
for transmit the mission information and control information, respectively [12].
The set of available service channel is denoted by SC = {scl}L

l=1.

Fig. 1. The system model of coalition-based Flying IoT and its abstracted graph mod-
els.

Considering the dynamic 3D Cartesian coordinate model, the coordinate of
ui is denoted by ci = (xi, yi, zi), and the distance between ui and uj can be
represented as dij = ‖ci − cj‖. Similar to the cooperative direct transmission in
[12], the one-hop transmission rate for the link between ui and uj in channel scl

is given by

R(i, j, l) =
W

2Ii(l)
log2(1 + γi,j) (1)
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where W is the normalized bandwidth block, Ii(l) represents the sets of UAVs
which select channel scl within the interference range, γi,j represents the signal-
to-noise ratio (SNR), and the channels between drones are dominated by line
of sight (LoS) links [12]. Similar to [13], we further assume the fading process
is constant within each time slot, and thus the data rate is constant during the
time span of each one-hop link.

By establishing one-hop link among UAVs, we first introduce a physical link
graph Gp(U,Ep), where U represents the set of vertices (UAVs), and Ep repre-
sents the set of edges (available links). The edges can be constructed by satisfying
the condition Ep = {(i, j)|B/R(i, j, l) ≤ T}, which indicates that available link
exists when ui can entirely deliver the data packet to uj within a given time slot.
Considering that UAVs collaborate on different tasks, we assume that all the N
UAVs form K coalitions. Let C = {ck}K

k=1 denotes the coalition set, where ck

denotes the set of UAVs in coalition k, and thus ∪K
k=1ck = U . In this paper, we

assume that there exists no overlay part between any two coalitions.
In this paper, we innovatively consider the impact of social attributes on the

performance of UAV task assignment. The context information such as position
and mission target needs to be exchanged among drones to ensure the completion
of various tasks. Through the interaction, the social ties can be built among
UAVs. According to the SIoT paradigm [6], we consider the following types
of social ties between two UAVs: the Ownership Object Relationship (OOR)
determines whether two objects belongs to the same owner, the CoLocation
Object Relationship (CLOR) measures the degree of location proximity; the
Co-target Object Relationship (CTOR) is created when two objects collaborate
to execute the same task; the Social Object Relationship (SOR) is established
to measure the contact interval, such as contact frequency. For simplicity, we
assume that the weighted social tie between two UAV i and j is denoted as
ωi,j . Given the social ties between any two UAVs, we further construct a social
tie graph Gs(U,Es, ws), where Es = {(i, j)|wi,j > 0} denotes the set of edges
determine whether social tie exists between two UAVs.

Intuitively, in each coalition, the member has the highest centrality in both
physical and social domains can be elected as coalition leader, which can accel-
erate the diffusion speed of task by broadcasting. In this paper, we consider K
task data packets corresponding to K coalitions, and one coalition leader corre-
sponding to one coalition. The ground controller first releases different tasks to
each coalition leader. For a given coalition and its associated task, other UAVs
in other coalitions can help to forward the task by multi-hop delivery. Hence,
the successful delivery of task is influenced by both the social tie and physical
condition between any two UAVs.

Next, we want to measure the influence according to both social tie graph and
physical link graph. For instance, if ui ∈ ck have to deliver the task information
to another coalition member and the shortest multi-hop path containing uj ∈ ck′ ,
there must exist a one-hop link passing uj . Hence, the directed influence λi,j is
defined as the preference of ui ∈ ck delivering task to its neighbor uj , as follows:
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λi,j =
∑

ui′ ∈ck\{ui},uj∈SPi,i′

ωi,i′

|SPi,i′ | (2)

where |SPi,i′ | denotes the number of UAVs within the shortest multi-hop path
in Gp(U,Ep).

Given the directed influence between any two UAVs, we further depict the
influence graph Gi(U,Ei, λi) to model the global influence. We aim to maximize
the expected number of UAVs receiving the real-time task through multihop
delivery by selecting suitable coalition leader for each coalition based on the
influence graph. Let ρt be the UAVs set that have received task until time slot
t, and Λ = {ρ0, ρ1, ...ρt} represents the task diffusion process.

To accurately model the influence, we denote Ni as the one-hop neighbor set
of ui, and ds

ij as the sum distance of shortest path between ui and uj . Next, we
further define N m

i = {uj |ds
ij < dth, uj ∈ Gp} as the multi-hop neighbor, whose

distance from ui is less than a given threshold. Next, we redefine the undirected
influence based on closer neighbor set.

Definition 1. The undirected influence of ρt on ui ∈ U \ ρt is defined as the
expected number of UAVs on the multi-hop neighbor set N m

i that will successfully
receive the task data packet from the UAVs in ρt, which is expressed as

λu(i, ρt) =
∑

ui′ ∈Nm
i

⎛

⎝1 −
∏

uj∈Nm
i′ ∩ρt

(1 − λi,j)

⎞

⎠ (3)

If uk ∈ ρt delivers the data packet to any UAV in the close neighbor set of
ui, we can say that uk has an influence on ui. If only uk in ρt can affect ui, the
uk is considered to has an exclusive influence on ui, which is given by

λu(i, k) = λu(i, ρt) − λu(i, ρt \ uk)

=
∑

ui′ ∈Nm
i

⎛

⎝1 −
∏

uj∈Nm
i′ ∩ρt

(1 − λi,j)

⎞

⎠ −
∑

ui′ ∈Nm
i

⎛

⎝1 −
∏

uj∈Nm
i′ ∩ρt\uk

(1 − λi,j)

⎞

⎠

=
∑

ui′ ∈Nm
i

⎛

⎝
∏

uj∈Nm
i′ ∩ρt\uk

(1 − λi,j) −
∏

uj∈Nm
i′ ∩ρt

(1 − λi,j)

⎞

⎠

=
∑

ui′ ∈Nm
i

⎛

⎝(1 −
∏

uj∈Nm
i′ ∩ρt

(1 − λi,j))
∏

uj∈Nm
i′ ∩ρt\uk

(1 − λi,j)

⎞

⎠

(4)
where the first term denotes the probability that uk delivers the received data
packet with at least one one-hop neighbor of uj , and the second term is the
probability that none of the members of ρt\uk can delivers the received data
packet with at least one one-hop neighbor of uj . Hence, the exclusive influence
can be expressed as the multiplication of these two terms.
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Therefore, the optimization problem in this paper can be formulated as

max
ρ0

1
t

t∑

x=1

|ρx| (5)

It is obviously that we should select the initial coalition leader set ρ0 to opti-
mize the expected number of UAVs receiving the data packet in task diffusion
process. There are some conventional methods in graph theory to solve prob-
lem (5) such as betweenness centrality and closeness centrality. However, these
methods cannot accurately measure the relative importance of each coalition
member. Hence, we need to adopt a suitable approach to accurately quantify
the cumulative contributions for any single member.

3 Cooperative Game-Based Task Assignment

Game-theoretic solutions have recently been applied into the analysis network
centrality. Particularly, the Shapley value in cooperative game can effectively
measure the relative importance of single player to a group of players [14]. In
general, if the characteristic function is defined as the influence of a node on
other nodes over a graph, the Shapley value can be adopted to measure the
influence of each node on other nodes. Consequently, the Shapley value in the a
given game can be used to measure the centrality of a node over a graph, which
has a high degree of flexibility to capture the relative importance in both social
and physical domains. Now, we will formulate the optimization problem as a
coalition game, and then adopt the Shapley value to measure the importance of
each coalition member.

Based on the graph model above, the social-aware coalition game can be
defined as G = (U,C, v), where U denotes all the players (UAVs), C represents
the coalition structure of U , and v is a characteristic function assigning each
coalition in the structure a value. Since the coalition formation problem can be
solved by the some existing methods [8], we assume that the coalition structure
is given by C = {ck}K

k=1, and mainly focus on the coalition leader selection based
on the value (characteristic function) design. The value of a given coalition ck

is denoted as v(ck). Based on the aforementioned diffusion model, it is obvious
that the diffusion process Λ is determined by the directed influence, one-hop and
multi-hop neighbor set. Therefore, the value function for the coalition game G,
reflecting the cumulative undirected influence can be defined as

v(ck) =
{∑

ui∈U\ck

∑
uj∈ck

θλu(i, j), if ck �= ∅;
0, Otherwise.

(6)

where θ represents the price parameter to quantify influence. In this way, the
value function in (6) will be a monetary value and of transferable utility (TU)
[14]. The higher value function indicates a higher probability of delivering the
data packet to other UAVs.
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Now, we adopt the Shapley value of TU game G to measure the contribution
of each coalition member to the value function of any subset sk belonging to
coalition ck compared to UAVs in ck, which is given by

φi(ck,G) =
∑

sk⊆ck\ui

(|ck| − |sk| − 1)!|sk|!
|ck|! (v(sk ∪ ui) − v(sk)) (7)

The Shapley value can measure the degree of collaboration between two
coalition members. Then, we illustrate the relationship between Shapley value
of ui and its exclusive influence on UAVs in other coalition, which corresponds
to the case that some coalition member without the ability to communicate with
its leader directly, so they need assistance from other coalitions to forward data
packet.

Theorem 1. The Shapley value of ui ∈ ck, can be calculated as the exclusive
influence of ui on other UAVs that are not in ck, which is given by

φi(G) =
∑

Nm
j ∩Ni �=∅

θ

1 + |N m
j | (8)

Proof. Based on the expression of exclusive influence, the Eq. (7) can be rewrit-
ten as

φi(ck,G) =
∑

sk⊆ck\ui

(|ck| − |sk| − 1)!|sk|!
|ck|!

∑

uj∈U\sk

λu(i, j) (9)

Given a coalition sk and ui /∈ sk, the ui is viewed to have a exclusive influence
another uj . if and only if there is no intersection between the multi-hop neighbor
set of uj and the one-hop neighbor sets of all coalition members in sk, satisfying
that {∪u′

i∈sk
Ni′} ∩ Nm

j = ∅. According to [9], the probability of satisfying this
condition equals to 1

1+ |Nm
j | . Moreover, if ui wants to deliver task to the multi-

hop neighbor set of uj , at least one multi-hop neighbor of uj must belong to
one-hop neighbor set of ui, which implies N m

j ∩ Ni �= ∅. Hence the Theorem 1.

Given the expression of Shapley value for each coalition member, the strategy
of selecting coalition leader can be summarized as follows:

– All UAVs are divided into different coalition by mission types and they
exchange context information in both social domain and physical domain.
The ground controller constructs virtual graph models based on the physical
link condition and social tie.

– In each coalition, the coalition member with highest Shapley value among
the members of its coalition will be elected as the coalition leader. Then, the
ground controller sends the data packets about different task to the coalition
leaders. The coalition leaders first broadcast the data packet to its one-hop
neighbor, and all coalition member will help other members within or without
its coalition, by acting as the multi-hop relay node.
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The main computational complexity consumption of proposed scheme comes
form the computation of Shapley value. Firstly, the original Shapley value for-
mula needs to consider O(2|N |) coalitions [9], which causes too large computa-
tional complexity consumption in the dense network. According to Theorem1,
the complexity can be simplified to only calculate the node degree and the num-
ber of shortest path in graph model. Herein, the complexity of calculating the
node degree and calculating the shortest path can be represented as O(|N |) and
O(|Ed| + |N | log |N |), respectively.

4 Simulation Results and Performance Analysis

In this section, we compare our proposed social coalition-aware task assignment
scheme, termed as “SCTA” with other benchmarks including betweenness cen-
trality, closeness centrality, random selection, and our proposed scheme without
considering the social tie. We conduct the simulation in a three-dimensional
(2 × 2 × 2 km3) space, where all UAVs are randomly distributed and in the rel-
atively stationary state. The main simulation parameters are given as follows:
bandwidth B = 10 MHz for each channel, the noise power density equals to
−174 dBm/Hz, the transmit powers of UAV are set to 30 dBm, the duration for
each time-slot is 1 ms, the distance threshold to determine the close neighbor is
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Fig. 2. The diffusion speed with varying number of UAVs per coalition.
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Fig. 3. The diffusion speed versus the social link probability.

400 m, and the size of each data packet is 1000 bits. To simplify, the internal of
social tie is uniformly selected within [0, 1].

Figure 2 compares the diffusion speed attained by our proposed SCTA with
other benchmarks. The diffusion speed of task represents the average difference
between the number of UAVs that received the data packet during two consecu-
tive time slots. The number coalition is set to 10. In this figure, it is obvious that
the diffusion speed increases with the number of UAVs per coalition, and our pro-
posed scheme can always achieve the optimal performance. This is because the
betweenness centrality and closeness centrality do not comprehensively consider
the relative importance in coalition leader selection. In general, the closeness
centrality always select the coalition leader which is close with other coalition
members, and betweenness centrality always select the coalition leader which
are in the most of the shortest path sets.

In Fig. 3, the diffusion speed is shown with varying probability that the social
tie exists, where the number of coalition is 10, and the number of UAVs is set to
10 per coalition. We aim to investigate the impact of social relationship on the
task diffusion. It can be seen that the diffusion speed increase with the social link
probability. It is worth mentioning that, as the social link probability increases,
the advantage of our proposed algorithm is more obvious. Therefore, the rational
utilization of social attributes can effectively enhance the performance of task
assignment.
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5 Conclusion

In this paper, we proposed a novel social coalition-based scheme for task assign-
ment in Flying IoT, where the UAVs, as coalition members, can self-organize
their task delivery process. Based on the SIoT paradigm, the UAVs can build
the social networks of objects without human intervention. To model the collab-
orative effect, we construct three different graph models, and a cooperative coali-
tion game is formulated. For this game, we adopt the Shapley value to measure
the contribution of single coalition member to each other, and then dynamically
select a leader for each coalition. Simulation results proved the superiority of our
proposed scheme in terms of diffusion efficiency.
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Abstract. Semantic search helps the user queries to be understandable for
electric agents searching. In this way, ontology plays the main role to define the
semantic and the relations between user queries. The national database of natural
resources and environment is a very large database system. Therefore, building a
search engine software for the system with high accuracy and fast speed is very
important for sharing information in the field of natural resources and envi-
ronment. However, the existing search engine software in the national database
needs to be improved to better meet user’s needs. We proposed the architecture
of ontology-based semantic search for the national database of natural resources
and environment. Based on the proposed architecture, we have built semantic
search software (VnNRESS) to demonstrate better results than the existing
search software (NRESearch).

Keywords: Ontology � Semantic search � Search engine �
Ontology-based semantic search

1 Introduction

In recent decades, the knowledge economy has been chosen as the development
strategy in almost all countries. Studies have shown that ICT is the infrastructure to
implement most of the activities of the knowledge economy, is an effective means of
supporting and facilitating for creating and using knowledge.

The national database of natural resources and environment is a very large database
system. Therefore, building a search engine software for the system with high accuracy
and fast speed is very important for sharing information in the field of natural resources
and environment.
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Keyword-based searching software was built in the project of building the national
database of natural resources and environment. However, the software needed to
improve some functions in order to better meet the needs of users: (i) keyword auto-
suggestions and autocomplete input box, (ii) pre-processing in the case of Vietnamese
without accents, (iii) word tokenizer and extracting a group of keywords from the
user’s query, (iv) processing with synonyms and related semantic words, (v) removing
stop words and (vi) sorting search results. Thus, to reach improvement requirements
with the above functions require the new searching software to analyze and “under-
stand” the semantics of user query from which search results are the most relevant to
user’s demand.

Currently, semantic search and ontology-based semantic search are interested
topics of the scientific community. There are works related ontology-based semantic
search. Gupta et al. [2] proposed a novel architecture of ontology-based semantic
search engine. Aghajani et al. [3] introduced a semantic search engine based on
ontology with the name is Semoogle. Moawad et al. [4] proposed an ontology-based
architecture for the semantic search engine for the Arabic language. Khan et al. [5]
introduced an ontology-based semantic search engine in Holy Quran and an archi-
tecture of ontology-driven semantic search proposed by Bonino et al. [6].

In Vietnam, related to the field of research on semantic search, there are two typical
research projects. The first is the knowledge-based search for water-related information
system for the Mekong Delta, Vietnam by Tran Thai Binh (Universität Bonn
University) and the second is classifying questions towards Vietnamese semantic
search in the field of health by Nguyen Minh Tuan (University of Technology - VNU).

Therefore, building a semantic search software for the national database of natural
resources and environment can solve the above-mentioned problems. In the current
solutions to build semantic search software, ontology-based semantic search is a
suitable and feasible solution.

This paper presents an ontology-based semantic search architecture for the national
database of natural resources and environment. This paper has two main contributions:
(i) propose an architecture of ontology-based semantic search for the national database
of natural resources and environment, (ii) develop a semantic search software based the
proposed architecture to evaluate the effectiveness of the proposed architecture.

The rest of this paper is organized as follows. In the next section, we briefly outline
fundamental concepts of ontology building, semantic web and semantic search. Sec-
tion 3 describes the proposed architecture of ontology-based semantic search for the
national database of natural resources and environment. In Sect. 4, we present exper-
imental results and comparing search results and performance of the semantic search
software that was developed in our experiments with the existing search engine soft-
ware. In the last section, we present conclusions and future work.
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2 Ontology and Semantic Search

2.1 The Semantic Web

Semantic Web came up in 1998 by Tim Berners-Lee which was published on the road
map to the Semantic Web on the home page of the WWW Consortium. According to
Tim Berners-Lee, “the Semantic Web is an extension of the current web in which
information is given well-defined meaning, better enabling computers and people to
work in cooperation”. The Semantic Web is considered a future generation of the Web,
in which:

• Data could be processed by machine and automated agents.
• The meaning of information and services on the Web is defined for the Web to

comprehend and satisfy the requests of people and machines to use its content.
• Explicit semantic information on the Web pages which can be used by intelligent

agents to solve complex problems of information collection and Query-reply.

The final objective of the Semantic Web is to be able to keep the accountability of
Web content and capability to semantically analyze. It needs a group of structures to
model the knowledge and a link between the knowledge and contents. In this way, it
depends on two basic components: ontology and semantic annotations. Ontology is
used to interpret the textual content of a resource regardless of its format. There have
been many fundamental approximations in the Semantic Web in which it is supposed
that resources have been semantically annotated (Fig. 1).

Fig. 1. The semantic web architecture
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2.2 Ontology

Ontology term was initially used preferably by AI researchers and now it is one of the
bases of the Semantic Web. It is impossible to envision the Semantic Web with no
ontology because Semantic Web is the prime research project concerning ontology.
The term Ontology is lent from philosophy. There are different definitions for the
concept of ontology applied to information systems, each emphasizes a specific aspect.
Gruber (1993) defines an ontology as a formal specification of conceptualization or, in
other words, declarative representation of knowledge relevant to a particular domain.
According to Uschold and Gruninger (1996) ontology is as a shared understanding of
some domain of interest. Ontology provides “well-defined meaning” to the information
enclosed in the Web also the benefit that different parties over the internet now have
“shared” definitions about certain key concepts. The most important characteristic of
ontology for the present research effort is their role as a structured form of knowledge
representation. Ontology is used for the reason of interoperability among systems based
on different schemas and comprehensively describing knowledge about a domain in a
structured and sharable way, ideally in a readable format that is processable by a
computer.

Noy and McGuinness [7] introduced the process of ontology building with four
main steps. Firstly, define classes of the ontology. Secondly, reorganize classes in the
class hierarchy of the ontology. Thirdly, define the properties of classes and finally, find
instances of classes and value of properties of classes (Fig. 2).

In the TNMT.2015.08.06 project [1], we built an ontology in the field of natural
resources and environment and this ontology will be used for the proposed architecture
in Sect. 3.

2.3 Semantic Search

Basically, a semantic search engine has a similar structure to a regular search engine
that also includes two main components: the front-end component and the back-end
component.

Fig. 2. Example of Vietnam’s weather ontology
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The front-end component has two main functions:

• Query interface: allows users to enter queries.
• Display searching results.

The back-end component plays an important role in the semantic search engine and
it has three main functions:

• Analyzing user’s queries.
• Searching in databases or document stores for user’s queries.
• Document sets, search data/semantic network.

The difference in the structure of semantic search engines compared to a search
engine is usually in the internal architecture part, specifically in two components:
analyzing questions and searching data sets. Figure 3 shows the basic architecture of
the semantic search system:

3 The Proposed Architecture of Ontology-Based Semantic
Search

Figure 4 shows the proposed architecture of ontology-based semantic search of the
national database of natural resources and environment:

Searching Services

1.
Input 

queries

5.
Display 
results

2.
Queries

Classification

3.
Transfer

Queries form

4.
SearchingSemantic

Network
Semantic

Web/Ontology

Fig. 3. The basic architecture of a semantic search system
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According to the proposed architecture, semantic search software includes the
following main functions:

• Input queries: Allows users to enter a query. The system uses a dictionary and
ontology to suggest search keywords.

• Queries prepossessing: analysis and processing the query the user has entered
includes the following steps: Firstly, removing spaces and special characters in the
query except for the search operator characters. Secondly, removing stop words
which are words that have no meaning in the query (using a Vietnamese dictionary
of stop words). Thirdly, converting Vietnamese without accents to accented Viet-
namese. Finally, separating the query into sentences by search operators.

• Extracting list of keywords: using Vietnamese natural language processing tech-
niques with VietWordNet (a WordNet for the Vietnamese language) and ontology
as additional knowledge to extract a list of keywords that match the meaning that
the user desires.

• Transfer queries to logic form: building the query in the searchable query format in
DBMS.

• Get searching results from the service: using the search service provided by the
NRESearch software with input is the processed query to retrieve the search results.

• Sorting search results.
• Display search results.

Fig. 4. The proposed architecture of ontology-based semantic search of the national database of
natural resources and environment
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In functions from 1st to 5th, the ontology of natural resources and environment
domain is used as additional knowledge, to improve efficiency and accuracy.

4 Experimental Results

4.1 Datasets

Ontology
The ontology used in this research was built in the TNMT.2015.08.06 project for two
domains of natural resources and environment field include geodesy and cartography
domain and meteorological hydrological domain. Total classes in this ontology about
111.150 classes.

Databases
Data used for searching include text, tabled data, geospatial data were stored in data-
base systems of the national database of natural resources and environment. The
database systems were built in the project of building a national database of natural
resources and environment by Ministry of Natural Resources and Environment.

4.2 Evaluation Method

We have created 300 different queries belonging to different types of queries such as
Vietnamese-accented queries, Vietnamese without accents queries, and queries have
Vietnamese language errors (extra space, contain special characters, contain stop
words, etc.) and queries contain a combination of search operators (AND, OR, XOR,
NOT).

We used these queries as input to the VnNRESS software and the NRESearch
search software. Then for each query, we evaluate the search results of two search
softwares based on a list of evaluation criteria such as:

• The semantic relevance of the search results for the user’s question.
• The number of search results.
• The sort order of search results.
• Total processing time to produce search results.

4.3 Experiment Results and Analysis

• With most of the queries, the VnNRESS software gave better results than NRE-
Search software on the following issues:
– Keyword suggestions: suggestion of search keywords in NRESearch software is

not correct. VnNRESS software not only suggests exact search keywords with
the Vietnamese-accented query but also exactly with the Vietnamese without
accents query. In addition, VnNRESS software also supports a suggestion of
search keywords with synonyms and near meanings in the conceptual hierarchy
of the ontology.
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– Handling Vietnamese without accents: Since using the ontology has established
the equivalent meaning of the Vietnamese word with accents and the Viet-
namese word without accents corresponding, so the VnNRESS software handled
very well with Vietnamese without accents queries, while the NRESearch
software did not yet have this function.

– Tokenizer and extracting a list of search keywords: it is very simple with the
NRESearch software because of separation of the query by space into a list of
single words. Meanwhile, the VnNRESS software performs separation by
meaningful words using the dictionary and the ontology (e.g. “Ho Chi Minh
city” can be understood as three keywords “Ho Chi Minh City”, “City” and “Ho
Chi Minh”. With the separation of keywords into the above meaning, the search
results will be more appropriate for the searching needs of users.

– Elimination of stop words: using a dictionary of Vietnamese stop words
inherited from previous studies, eliminating stop words of the VnNRESS soft-
ware will help to get more suitable search results.

– Sorting search results: The order of sorting the search results of results display
function of the VnNRESS software is more appropriate than the NRESearch
software.

– Handling search operators: The VnNRESS software supports most of the basic
search operators and gives more accuracy than the NRESearch software.

– Accuracy of the search results: Through the above tests, the VnNRESS software
has made a list of results that are more suitable for search requests in the user’s
search content.

• In addition, the VnNRESS software has been added some following functions:
– Support suggests other search content, more suitable than the content that the

user has entered.
– Having the function of identifying the name in the content of the user’s search

by using information about place names and information about administrative
units: provinces, districts and communes.

– Supporting the standardization of key words through the relationship between
words (for example, geographic names often come together; provincial/district/
commune information often goes together,…).

– Support the identification of information about place names, give correct
answers about names, geographical locations, locations on the map of places that
appear in the user’s search sentence.

– Supporting search by synonyms, related words (upper level concepts, lower
levels in the ontology).

• Performance: Although it takes a lot of time for analyzing users’ questions,
extracting a list of appropriate keywords but search execution time of the
VnNRESS software is acceptable and guaranteed (Figs. 5 and 6).
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5 Conclusions and Future Work

Through the above experimental and assessment results, the VnNRESS software has
been proven effective and suitable, more accurate than the NRESearch software. At the
same time, the empirical results also confirm the proposed architecture of ontology-
based semantic search for the national database of natural resources and environment is
appropriate and feasible.

However, in order to achieve greater efficiency, our future works need focus on two
main issues:

• Firstly, we need to build a completed ontology for all domains of natural resources
and environment field using semi-automatic and automated techniques based on
web resources to reduce the effort and cost of ontology building.

• Secondly, we will have to use the complete ontology for all phases of the data
search process. Especially in the search indexing phase because in the national

Fig. 5. The search results of the NRESearch software with input query is “hiển trạng and hà nổi”

Fig. 6. The search results of the VnNRESS software with input query is “hiển trạng and hà nổi”
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database system of natural resources and environment, indexing is using Apache
Lucene software and it separate sentences of document records into a list of single
words without taking care of semantics of all words in those sentences.
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Abstract. In this paper, we aim to develop a multi-cascade fuzzy model for the
ship dynamic positioning system influenced by environment to enhance its
quality. The cascades of fuzzy model are selected corresponding to the level of
output feedback error. The optimized tuning of the structure parameter for
fuzzy-case 2 and fuzzy-case 4 is realized by the genetic algorithm. Then, the
simulation studies which compare our proposed control strategy with fuzzy
control strategy using Matlab are carried out, and the simulation result proves
the effectiveness of the multi-cascade fuzzy model.

Keywords: Dynamic positioning system � Environmental impact �
Multi-cascade fuzzy � Genetic algorithm

1 Introduction

Offshore exploration and exploitation of ocean resources have led to the increasing
demands for ship dynamic positioning (DP) system. In a DP system, a computer
coordinates the propulsion system consisting of thrusters and propellers to keep the
vessel in position. The environmental factors, which have an effect on a hull, are
regularly changing. So the vessel moves under various conditions that make the object
highly nonlinear. In the early 1960s, the first ship dynamic positioning system uses
traditional proportional-integral-derivative control [1]. Subsequently, the modern the-
ories are employed for improving the quality of controller are applied. Among them,
the fuzzy algorithm is one of the most widely used theories in DP control because it has
robust characteristics for the nonlinear object. Chang et al. apply an application of
Takagi-Sugeno (TS) fuzzy to represent the nonlinear DP system [2]. Via parallel
distributed compensation rule, the DP control system can be merged by the linear
controllers of all rules. However, it is necessary to take practical test cases such as
environmental impacts for verifying the advantage of proposed solution. In order to
improve the control quality, Chen et al. provide an approximation technique based on
adaptive control in combination with type-2 fuzzy model [3]. The proposed adaptive
type-2 fuzzy model is able to reduce the hydrodynamic disturbances. But the rigorous
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theoretical examination is necessary. Ho et al. combine the orthogonal function
approach and the hybrid Taguchi-genetic algorithm to define quadratic finite horizon
optimal controller design fuzzy problems [4]. The standard algebraic process in sug-
gestion approach allows easy calculation. Therefore, the process of designing finite
quadratic optimal controllers for DP is much simpler. Hu et al. present an adaptive
fuzzy controller for the DP system under unexpected impacts from environmental
operation [5]. The unexpected impacts are approximated by the adaptive fuzzy struc-
ture. The proposed solution scheme does not require knowledge of vessel dynamic
model parameters and time-varying environmental disturbances. Fang et al. apply a
Neural-Fuzzy algorithm into practice to find out the best of ship propulsion systems [6].
In this case, the environmental disturbances are estimated and reduced by the neural
structure. However, the real-time signal treatment of sensor with a Kalman suggests
and the thruster power lags are critical aspects that should be carefully analysis. The
fuzzy method has been widely used for identifying nonlinear system, only simple
structure tests. For an uncertain DP system structure, it requires more work to deter-
mine the optimal fuzzy rules. On the other side, the goal of control should be confirmed
under the operating condition of different seas to enhance the quality structure of
controller.

This paper provides an optimized multi-cascade fuzzy model for the nonlinear DP
system. The designed controller is composed of four fuzzy cascades which are selected
from simple to complex edition which correspond to the level of output error, due to
environmental impact. The unknown parameters caused by environmental factors that
are estimated by the fuzzy sets. Subsequently, a real-coded genetic algorithm (GA) is
applied in an iterative fashion together with a rule base of fuzzy algorithm in order to
optimize and simplify the model, respectively. The proposed results is demonstrated for
system identification and a classification problem.

The paper is organized as follows. In the next section, the problem formulation and
preliminaries are discussed. The multi-cascade fuzzy model controller is proposed in
Sect. 3. Section 4 presents the fuzzy genetic algorithm design controller. The super-
visor design is given in Sect. 5. The simulation results are provided to validate the
designed controller in Sect. 6, followed by the conclusions of the paper in Sect. 7.

2 Problem Formulation and Preliminaries

The DP motion of vessel is described by three degrees of freedom [1]. Two separate
coordinate systems presented by Fig. 1 include: one is a vessel fixed non-inertial frame
O� XYZ; and the other is the inertial system approximated to the earth O0 � X0Y0Z0.
Model representation of the DP system with three degrees of freedom, namely, surge,
sway, yaw and external force acting are shown in equations as below:

_g ¼ J gð Þv ð1Þ

M _vþDv ¼ sþ JT gð Þse ð2Þ
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where position x; yð Þ and heading wð Þ of the absolute coordinate system X0Y0Z0 are
denoted as a vector from g ¼ x; y;wð ÞT . The vector v ¼ u; v; rð ÞT describes velocities
of the vessel motion in the relative frame of reference. The control vector s produced
by propeller and thruster systems. Vector se represents the impact forces from envi-
ronmental factors, including wave, wind and current.

The vertical centering of the relative coordinate system XYZ is placed at the roll
axis of vessel, xG denotes the longitudinal position of the gravity centre of the vessel
towards the relative frame of reference. The transformation matrix J wð Þ and M 2 R3x3

and D 2 R3x3 are the inertia and damping matrix, respectively. Such matrixes are taken
as

J wð Þ ¼
cos wð Þ � sin wð Þ 0
sin wð Þ cos wð Þ 0

0 0 1

2
4

3
5 ð3Þ

M ¼
m� X _u 0 0

0 m� Y _v mxG � Y_r

0 mxG � N _v Iz � N_r

2
4

3
5;D ¼

�Xu 0 0
0 �Yv mu0 � Yr
0 �Nv mxGu0 � Nr

2
4

3
5 ð4Þ

where m is the vessel mass, IZ is the moment of inertia about the body-fixed Z-axis, xG
represents the location of G in x-axis direction, u0 is velocity component at mid-vessel.
Rewriting (1) and (2) in matrix form [7], yields the following

_g
_v

� �
¼ 0 J gð Þ

0 �M�1D

� �
g
v

� �
þ 0

M�1

� �
sþ 0

M�1JT gð Þ
� �

se ð5Þ

Fig. 1. Definition of the earth-fixed and the vessel-fixed reference frames.
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We defined the following vatiables

x tð Þ ¼ g; v½ �T¼ x1; x2; x3; x4; x5; x6½ �T

u tð Þ ¼ s ¼ u1; u2; u3½ �T
se tð Þ ¼ se1; se2; se3½ �T

ð6Þ

Let us compute the parameters of products matrices M�1D, M�1 and M�1JT gð Þ as

M�1D ¼
d11 0 0
0 a22 a23
0 a32 a33

2
4

3
5M�1 ¼

1 0 0
0 m01 m02

0 m20 m10

2
4

3
5 ð7Þ

M�1JT gð Þ ¼
cos x3 tð Þð Þ sin x3 tð Þð Þ 0

�m33sin x3 tð Þð Þ m33cos x3 tð Þð Þ �m32

�m23sin x3 tð Þð Þ �m23cos x3 tð Þð Þ m22

2
4

3
5 ð8Þ

Next, substituting (7)–(8) into (5) gives the result as

_x1
_x2
_x3
_x4
_x5
_x6

2
666666664

3
777777775

¼

0 0 0 cos x3 �sin x3 0

0 0 0 sin x3 cos x3 0

0 0 0 0 0 1

0 0 0 �d11 0 0

0 0 0 0 �a22 �a23
0 0 0 0 �a32 �a32

2
666666664

3
777777775

x1
x2
x3
x4
x5
x6

2
666666664

3
777777775
þ

0 0 0

0 0 0

0 0 0

1 0 0

0 m01 m02

0 m20 m10

2
666666664

3
777777775

0

0

0

u1
u2
u3

2
666666664

3
777777775

þ

0 0 0

0 0 0

0 0 0

cos x3 tð Þð Þ sin x3 tð Þð Þ 0

�m33 sin x3 tð Þð Þ �m33 cos x3 tð Þð Þ �m33

�m23 sin x3 tð Þð Þ �m23 cos x3 tð Þð Þ �m23

2
666666664

3
777777775

0

0

0

se1
se1
se1

2
666666664

3
777777775
ð9Þ

The state equation of DP system can be rewritten in more compact form as

_x ¼ Ax tð ÞþBu tð ÞþEse tð Þ ð10Þ

In this paper we make the following assumptions:

Assumption 1: The force of environmental factors se are time-varying and unknown.
On the other hand, the structure of controllers are built with a fixed status. Therefore,
DP system of vessel with unknown parameters and fixed status becomes the significant
challenge of the DP control design.
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Remark 1: The vessel motion operates in a practical case under environment impacts,
so the object parameter is highly nonlinear underlying physical processes. Thereby
carrying out the DP control with fixed status on the nonlinear object does not give high
precision. As such, the Assumption 1 is reasonable and more practical.

In this paper, the controller is to design a multi-cascade fuzzy model for the DP
system of vessel (1) and (2) under the Assumption 1 such that the vessel is maintained
at the desired values of its position and heading with arbitrary accuracy, while GA
suggestion is adapted to calibrate the fuzzy-case 2 and fuzzy-case 4. Thereby
enhancing the quality of system and optimizing the controller structure for vessel
motion.

3 Multi-cascade Fuzzy Model

In this study, we design a multi-cascade controller which comprises four fuzzy cases
for the DP system which constitutes a nonlinear object. Structurally, the designed
controllers form a cascade architecture. A fuzzy-TS dynamic model has been proposed
by Do et al. to represent local linear input/output relations of DP systems [8]. The
inference process system combines membership functions (MFs) with if-then rules and
the fuzzy logic operators. The TS model consists of rules where the rule consequents
are often taken to be linear functions of the inputs given as follow [9]:

Plan rule Ri

If z1 isFi
k1 and . . . and zn isF

i
kn Then _x tð Þ ¼ Aix tð ÞþBiu tð ÞþEse tð Þ ð11Þ

where Fi
k1;F

i
k2; ::F

i
kn are the fuzzy sets [10], for i ¼ 1; 2; . . .; n; Ai 2 Rn�n and Bi 2

Rn�m are the input and state matrix, n is the number of If-Then rules, and z1; z2; . . .; zn
are the premise variables. The overall fuzzy system is given by

_x tð Þ ¼
Pn

i¼1 li z tð Þð Þ Aix tð ÞþBiu tð Þð ÞPn
i¼1 li z tð Þð Þ þEse tð Þ

¼
Xn
i¼1

hi z tð Þð Þ Aix tð ÞþBiu tð Þð ÞþEse tð Þ
ð12Þ

li z tð Þð Þ ¼
Yn
j¼1

Fij zj tð Þ
� �

hi z tð Þð Þ ¼ li z tð Þð ÞPn
i¼1 li z tð Þð Þ

z tð Þ ¼ z1 tð Þ; z2 tð Þ; . . .; zn tð Þ½ �

ð13Þ
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for Fijðzj tð Þ) is the rank of MFs of zj tð Þ in Fj. In this paper, we assumes that li z tð Þð Þ� 0
with i ¼ 1; 2; . . .; n and

Xn
i¼1

li z tð Þð Þ� 0;
_

t ð14Þ

We get hi z tð Þð Þ� 0, for i ¼ 1; 2; . . .; n and

Xn
i¼1

hi z tð Þð Þ ¼ 1 ð15Þ

Therefore, from (5) we have the following

_x tð Þ ¼ Fx tð ÞþGu tð ÞþEse tð Þ

¼
Xn
i¼1

hi z tð Þð Þ Aix tð ÞþBiu tð Þð Þþ F xð Þ �
Xn
i¼1

hi z tð Þð ÞAix tð Þ
 !(

þ G xð Þ �
Xn
i¼1

hi z tð Þð ÞBix tð Þ
 !

u tð Þ
)
þEse tð Þ

ð16Þ

where F xð Þ �Pn
i¼1

hi z tð Þð ÞAix tð Þ
� �

þ G xð Þ �Pn
i¼1

hi z tð Þð ÞBix tð Þ
� �

u tð Þ
� 	

indicates the

estimation error between the DP system (5) and the fuzzy system (11). Let us assume
that the following fuzzy system is carried out to control the internal system (15) design
as:

Plan rule Ri:

If z1 tð Þ isFi
k1 and . . . and zn tð Þ isFi

kn;Then u tð Þ ¼ Kjx tð Þ; for j ¼ 1; 2; . . .; r ð17Þ

where Kj is the control adjustment. Hence, the following overall fuzzy controller is
represented as:

u tð Þ ¼
Pr

j¼1 lj z tð Þð ÞKjx tð ÞPn
j¼1 lj z tð Þð Þ ¼

Xr
j¼1

hj z tð Þð ÞKjx tð Þ ð18Þ

where hj z tð Þð Þ is defined in (13) (for j ¼ 1; 2; . . .; r). Next, substituting (18) into (16)
yields, the closed-loop DP nonlinear control system as follows:
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_x tð Þ ¼Fx tð ÞþGu tð ÞþEse tð Þ

¼
Xn
i¼1

Xr
j¼1

hi z tð Þð Þhj z tð Þð Þ Ai þBiKj
� �

x tð Þþ F xð Þ �
Xn
i¼1

hi z tð Þð ÞAix tð Þ
 !

þ
Xn
i¼1

hi z tð Þð Þ
Xr
j¼1

hj z tð Þð ÞðG� Bix tð ÞÞKjx tð ÞþEse tð Þ

¼
Xn
i¼1

Xr
j¼1

hi z tð Þð Þhj z tð Þð Þ Ai þBiKj
� �

x tð ÞþDf þDgþEse tð Þ ð19Þ

Defining and applying

Df ¼ F xð Þ �
Xn
i¼1

hi z tð Þð ÞAix tð Þ
 !

ð20Þ

and

Dg ¼
Xn
i¼1

hi z tð Þð Þ
Xr
j¼1

hj z tð Þð ÞðG� Bix tð ÞÞKjx tð Þ ð21Þ

The environmental factors make the control signal to be erroneous. So the building
of MFs is an important thing to ensure the quality of fuzzy controller. If the passive
parameter of MFs are used, the system performance will be lowered, and the object will
be even out of balance. The GA is an effective tool for structure optimization of the
controllers. Hence, integration and synthesis of fuzzy schematic and GA have been
proposed to reduce the nonlinear characteristic. However, if the vessel operates under
normal environmental conditions, the complex fuzzy controller (optimized by GA) is
not effective, leading to slow response time. In the paper, we propose a multi-cascade
fuzzy model which is divided into four fuzzy control cases corresponding to the level
of environmental impact. In the no environmental impact case, the first fuzzy model is
defined by a simple architecture which is described by 3 � 3 memberships function
(fuzzy-case 1). So the closed-loop DP nonlinear control is rewritten as

_x1 tð Þ ¼ Ks

X3
i¼1

X3
j¼1

hi z tð Þð Þhj z tð Þð Þ Ai þBiKj
� �

x tð ÞþDf þDgþEse tð Þ ð22Þ

where Ks is the fuzzy model selection, is defined by the supervisor module. In the low
environment impact, the structure of second fuzzy is the same in first case. However,
the value of fuzzy sets is optimized by GA (fuzzy-case 2). The DP control is given by

_x2 tð Þ ¼ Ks

X3
i¼1

X3
j¼1

hi z tð Þð Þhj z tð Þð Þ Ai þBiKjk
� �

x tð ÞþDf þDgþEse tð Þ ð23Þ
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where k is the adjusting fuzzy structure coefficient. In the case of medium environment
impact, we propose the architecture of third fuzzy model which is defined by 5 � 3
memberships function (fuzzy-case 3). The DP control is rewritten as

_x3 tð Þ ¼ Ks

X5
i¼1

X3
j¼1

hi z tð Þð Þhj z tð Þð Þ Ai þBiKj
� �

x tð ÞþDf þDgþEse tð Þ ð24Þ

As in the case of high level environmental impact, the structure of fourth fuzzy
model would be optimized by GA in the same as the second fuzzy model (fuzzy-case
4). So the DP control is expressed as follow:

_x4 tð Þ ¼ Ks

X5
i¼1

X3
j¼1

hi z tð Þð Þhj z tð Þð Þ Ai þBiKjk
� �

x tð ÞþDf þDgþEse tð Þ ð25Þ

In the next section, the design of fuzzy structure which is optimized by GA is
discussed in detail. Since the fuzzy sets are set up by experience according to the
Remark 1. Thereby, the object membership function is fixed to the control signal for
the nonlinear DP system is not optimized with time-varying object.

4 Fuzzy Genetic Algorithm Design

In the cascade structure, the second fuzzy controller case (3 � 3) and fourth fuzzy
controller case (5 � 3) will be fixed by the optimal algorithm. This paper presents a
combined genetic algorithm and fuzzy logic method, a fuzzy genetic algorithm (fuzzy-
GA) for the DP system is designed to achieve the control goal stated in Sect. 2. So
Fig. 2 represents the flowchart of optimizing fuzzy system. Thereby solving problems
presented by Remark 1. Building control consists of a two-stage process.

Fig. 2. Optimization flowchart of fuzzy system uses the GA.

172 V. D. Do et al.



Process 1: Determine the fuzzy system with optimized parameter. The fuzzy
modulator has a double-input, ex tð Þ, dex tð Þ=d tð Þ and a single-output, s tð Þ [11]. These
fuzzy sets adjusted flexibly by k coefficient to optimize the control structure. In the
fuzzy-GA controller, the value and overlap degree of MFs, which are optimized by the
GA, are used. Following Eq. 18, the fuzzy output can be redescribed as belows:

u tð Þ ¼
Xr
j¼1

hj z tð Þð ÞKjx tð Þk ð26Þ

Process 2: Adjusting the optimized fuzzy parameter. The GA optimization module
completes the calibrating of fuzzy sets with vector kðk1; k2; k3; k4Þ adjusting coeffi-
cients that synthesise the optimum control structure. Adjusting a structure of fuzzy
system can be viewed as an optimization subject in 4-search space as many options of
the controller could be achieving better response. The adjustment of normal solutions
do not ensure an optimal goal and in the adjusted structure controller needs demonstrate
through the erroneous. The GA includes a group of solutions named population and
continuity modifies to them. At every stage, the GA chooses an k individuals from the
current population to become parents and uses these individuals to make children for
the next pedigree [12]. The detail of coding and decoding system, crossover and
mutation operation and fitness evaluation are given in the next sections.

4.1 Coding and Decoding

Coding is the genetic representation of solutions [13]. The nominate solutions are
displayed by strings of determine length, which named chromosomes. Figure 3 pre-
sents a method of genotype for individuals. Code mask Af is a binary vector with a
length of Nf , where a 0 or 1 at the ith position represents the absence or presence of the
ith feature. The value of ith position is given by

Ai ¼
1; P Ai

f ¼ 1

 �

¼ mfse=mf ; i ¼ 1; 2. . .Nf

0; P Ai
f ¼ 1


 �
¼ 1� mfse=mf

8<
: ð27Þ

Fig. 3. Describing the coding values of MFs.
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where mfse is an original factor and expresses the amount of selected characteristic.
This suggestion make the characteristics of genetic evolution in lower cases. The
relationship between code mask Af and its phenotype representation is

~D ¼ D:diag Af
� � ð28Þ

where D and ~D present the preset parameter and the parameter after characteristic
selection, respectively. The Npj expresses the genotypic length of ith parameter for the
fuzzy set. Npj is given by

Npj ¼ round log2
rpj;up � rpj;low þD

Dpj

� �� �
þ 1 ð29Þ

where rpj;up and rpj;low show the upper and lower searching bound, respectively. Dpj is
an original factor and display an accurate appraisal. The genotype Apj of parameters j
should be decoded into phenotype rpj by

rpj ¼ rpj;low þ rpj;up � rpj;low
� � PNpj

i¼1 A ið Þ
pj


 �Npj�1

2Npj

0
B@

1
CA ð30Þ

where A ið Þ
pj represents the ith position value of Apj.

4.2 Crossover and Mutation Operation

Homologous crossover operator is carried on this study, which is an initial random for
creating a new variety of genes between two individuals. The amount of crossover is
defined by the amount of optimal solution. In mutation operation, the proposed control
realizes two different method for fuzzy factors and code mask. In terms of optimal
solution, a gene could be randomly changed. Two genes can be chosen and crossed
their parameter now and then, which can keep mfse from change.

4.3 Fitness Evaluation

The minimum initial values that caused by the error between response value and
referent value is the optimal goal. So the fitness function is used for iterations to value
the quality of all the proposed solutions to the problem in the current population. The
fuzzy-GA control structure for DP system shows in Fig. 4. In this paper, the fitness
function is chosen by the ITAE criteria [15] as follows:

ITAE ¼ Z1

0

t e tð Þj jdt ð31Þ
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5 Supervisor Design

The supervisor consists of two subsystems: Estimator, and a switch logic. Figure 5
shows the structure of the supervisor using two different process models [16]. Inputs to
the supervisor are the process input, s, and measured process states, g. The supervisor
output is the switching signal, KS.

In the proposed method, namely multi-cascade fuzzy model, control signal for real
model (environmental impact) is adjusted by the KS factor. This adjustment is based on
the output error n between ideal model (without peripheral factors) and real model. The
response of real model is controlled to adapt to the ideal model. Therefore, the error
caused by peripheral factors is minimized [17]. The structure of multi-cascade fuzzy
model is shown in Fig. 6. Ideally, we eliminate the impact of environmental factors, it
is mean Ese tð Þ ¼ 0. So the equation of ideal model are as

Fig. 4. The fuzzy set values of MFs are calibrated by GA [14].

Fig. 5. The supervisor structure for cascade multi fuzzy model.
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_̂x ¼ Ax tð ÞþBu tð Þ ð32Þ

From Eq. 16, the equation of ideal model rewritten as

_̂x tð Þ ¼
Xn
i¼1

Xr
j¼1

hi z tð Þð Þhj z tð Þð Þ Ai þBiKj
� �

x tð ÞþDf þDg ð33Þ

The control signal of real model is selected by Ks, which is the key ideal of
supervisor function. This selection is computed according to the output error n, i.e., the
error between the real model and the ideal model. The output error n is shown as

n ¼ _x tð Þ � _̂x tð Þ ¼ P tð Þ:U tð Þ � P̂ tð Þ:U tð Þ ð34Þ

The error n helps to estimate the value and level of relative environmental impacts.
The proposed method aims to remove the unexpected value n. The control signal of the
real model is adjusted by selecting KS to adapt the real model to the ideal. That is,
n ! 0 when t ! ∞, and then

P tð Þ:U tð Þ ¼ P̂ tð Þ:U tð Þ ð35Þ

The switch logic [18] signal of the real model can be presented by

_x ¼ AKs x; seð Þ ð36Þ

ep ¼ Cp x; seð Þ; p 2 P ð37Þ

where x defines the state vector of process, the multi-fuzzy model and the multi-
estimator, and se is the vector of environmental impacts. AKs and Cp are functions that
denote the dynamics of the switch logic system and output functions, respectively.

Fig. 6. The optimized multi-cascade fuzzy model structure for DP system of vessel.
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6 Simulation Studies

6.1 Configuration Parameter

Performance comparisons between the proposed optimized multi-cascade fuzzy model
and the fuzzy controller are conducted to assess the precision and effectiveness of the
proposed controller. Multi-cascade fuzzy model (Sect. 3) with the optimal goal (Eq. 31)
is tested on the supply vessel with length overall 52.08 m, length between perpendic-
ulars 46 m, beam 12.07 m, design draft 5.52 m and design speed 11 knots [1].

D
5:024e4 0 0

0 2:722e5 �4:393e6
0 �4:393e6 4:189e8

2
4

3
5; M ¼

5:312e6 0 0
0 8:283e6 0
0 0 3:745e9

2
4

3
5

Case 1: The optimized multi-cascade fuzzy model and fuzzy force the vessel to
arrive at the desired value [3 m, 7 m, 20°] in around 200 s from reference [0 m, 0 m,
0°]. Case 2: These controllers are proposed to keep vessel routine for achieving desired
trajectory under environmental impacts. Figures 7(a) and 8(c) reveal that the optimized
multi-cascade fuzzy model can make the vessel motion to aim at the expected position
in simulation cases. The real position (x, y) and heading are kept at the target value
illustrated by Figs. 7(b) and 8(a). On the other hand, Figs. 7(d) and 8(b) show that the
control forces and moment by the optimized multi-cascade fuzzy model and fuzzy
controller are glossy and justice. The environmental impacts are presented by Fig. 7(c)
[19]. The environment impacts include wave, wind and currents se which expressed by

se ¼ swave þ swind þ scurrent ð38Þ

here, the wave impact is described as follow [1]:

swave ¼ fqr x; y; tð Þ ¼ faqrsin xqtþ/qr � kq xcoswr þ ysinwrð Þ� � ð39Þ

where wave height Hs ¼ 0:8 m; wave spectrum peak frequency xp ¼ 0 rad=s, wave
direction w0 ¼ �300; spreading factor s ¼ 2; number of frequencies N ¼ 20; number
of directions M ¼ 10, cutoff frequency factor f ¼ 3; wave component energy limit
k ¼ 0:005 and wave direction limit wlim ¼ 0. The wind forces are performed by

VR ¼ Vw

gR ¼ bw � wL � wH
ð40Þ

The wind simulation parameters are sorted as follows: AL ¼ 2:4, AT ¼ 9:34; wind
speed Vx ¼ 2 m=s and the angle of impact wind bx ¼ 200.

uc ¼ Vccos bc � wL � wHð Þ
vc ¼ Vcsin bc � wL � wHð Þ
scurrent ¼ uc; vc; 0½ �T

ð41Þ
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Besides that, the simulation parameters for current factor are set to their default
values accept as follows: VC ¼ 2 m=s; vessel direction bC ¼ 300, low frequency and
high frequency of rotation are ignored wL ¼ wH ¼ 0.

6.2 Simulation Results

The DP controllers of the position error vectors in cases are given by Figs. 7(a) and 8
(c), which illustrate that the optimized multi-cascade fuzzy model has a good stable
performance in each of simulation case under environmental impacts acting on the
vessel in case, respectively. Having done so, it dealt with the question of causation
according to Assumption 1 and Remark 1. Only using a fuzzy controller for keeping
balance of the DP system, the vessel position will be stable from the low-impact case
and vibratile at the higher impact cases. Besides that, the vessel heading fluctuates
strongly according to the level of environmental impacts. The satisfactory results prove
that the optimized multi-cascade fuzzy model has the adaptability to nonlinear systems
of vessel motion and against time-varying environmental impacts. Thereby improving
the quality of control signal, that make amplitude of surge, sway and yaw fluctuation at
low-level and keep the vessel balance.

Fig. 7. The simulation of cases 1 consist of two controllers. (a) Trajectory of the vessel position
in xy-plane. (b) The real position (x; y) of vessel and the heading w of vessel. (c) Environmental
impacts (swave,swind and scurrent) have an effect on the vessel. (d) Surge control force sx, sway
control force sy and yaw control force sw.
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7 Conclusions

In this paper, an optimized multi-cascade fuzzy model has been developed for the DP
system in the presence of environmental impacts. Our proposed control strategy is able
to keep the vessel at the desired values of its position and heading with accuracy.
Proposed algorithm optimize structure parameters fuzzy and reduce the nonlinear
characteristics of the DP system which caused by environmental impacts. Calibrating
control structure of fuzzy system was intuitive to perform. The main advantage of the
proposed controller, compared to the conventional fuzzy control, it is optimal to
variations in its displacement and the environmental conditions. This study can be
extended by using the robust algorithm to improve the DP control quality when the
vessel operates in unstable state for constantly.
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Abstract. In the plethora of technologies in wireless networks and embedded
systems, Internet of Things (IoTs) technology plays a vital role, be applicable in
many different domains, such as agriculture, industry, education, transportation,
just to name a few. The deployment of IoTs applications in these application
domains normally requires complicated phases not only in the analysis, design,
implementation but also in the actual operations, e.g., to control the devices and
application remotely via the wireless protocols. Therefore, the development of a
low cost physical IoTs-based reconfigurable testbed supporting well-known
hardware and software platforms is significant and will be presented in this
paper. By enabling over-the-air programming (OTAP) with a proper enhance-
ment on Arduino ESP266 device, the proposed testbed system can be used for
testing real-time IoTs application, as well as for (re)programming to change or
adapt the operations of IoTs devices and IoTs applications remotely, through the
wireless network protocols. In addition, the testbed system also provides a
virtual laboratory for studying IoTs technology, be a cost-effective approach for
students to share IoTs devices and practice IoTs programming remotely.

Keywords: OTA (re)programming � Arduino ESP8266 �
OTA upgrade firmware � IoTs reconfiguration

1 Introduction

The Internet of Things (IoTs) connects everything through the Internet, bringing many
benefits to users such as more convenient services, utilities for users; better resource
allocation; better control of devices and applications remotely via the wireless network
protocols. Today, IoTs technologies are indispensable for users in ambient assisted
living, transportation, and healthcare [1]. More and more IoTs products have been
launched to serve consumers in many different fields such as agriculture [2], industry
[3], transportation [4], etc. The release of the breakthrough technologies as 5G tech-
nology [5] providing faster speeds, reducing the power consumption and improving the
response time and bandwidth. Thus, the appearance of IoTs/5G technologies is nec-
essary for billions of IoTs devices to communicate easily and effectively. These
improvements are expected to not only improve the user experience but also pave the
way for further improvements in the development of IoTs applications and solutions. In
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this approach, IoTs testbeds have been developed in order to evaluate IoTs applications
and protocols before deploying such IoTs applications and protocols into the real
world.

At present, some IoTs-based systems have been integrated with the reconfiguration
and reprogramming features to manage IoTs devices and applications remotely. This
approach allows the users to reconfigure behaviors of IoTs devices to adapt upon the
dynamic changes or unpredictable events in the environment. The remote reprogram-
ming of IoTs devices and IoTs applications through wireless network protocols, aka
Over-The-Air-Programming (OTAP), is a potential research topic which has been
attracted the attention of many famous research centers in the world. However, most of
the existing testbeds are expensive and not to be popular with beginners. In this paper,
we propose UiTiOt-VLab, which uses cost-effective Arduino-based IoTs devices based
on the OTA programing approach.

The UiTiOt-VLab has been deployed on the IoTs lab and integrated into the cloud
infrastructure at the University of Information Technology - VNUHCM. Because the
UiTiOt-VLab can be remotely accessed and controlled through a web interface, dif-
ferent users can use this testbed for doing their own researches and experiments in the
areas of OTAP/reprogramming, reconfiguration/re-adaptation of both the operations in
IoTs devices and the behaviors in IoTs applications.

The paper structure is organized as follows. Section 1 introduces the topic and
shares researches and systems deployed in the world as well as contributions in our
research. Section 2 lists similar works implemented in the world, summarizing the
nature, purpose, and mode of operation of each project. Section 3 focuses on clarifying
the process of system deployment. This section contains 4 sub-sections, each of which
presents the core work when building the system. Part 3 is the result of our deployment
in a realistic scenario. Finally, Sect. 4 concludes the research paper with the conclu-
sions and future work.

2 Related Work

Nowadays, there are many existing IoT device management systems which released in
the modern industry and bring positive effects.

PlanetLab [6] is a global coverage network for developing and delivering wide area
network services. The goal of PlanetLab is to grow up to 1000 geographically dis-
tributed sensor nodes, which are connected by diverse links. PlanetLab allows multiple
services to run simultaneously and continuously, each service in a separate sensor
node. Worldwide network services have appeared such as network-embedded storage
[7], peer-to-peer file sharing [8], content distribution networks [9], robust routing
overlays [10], scalable object location [11], scalable event propagation [11]. All of
these applications have one common: take advantage of the wide connectivity with
network protocols. To support the design and evaluation of the applications, PlanetLab
has been developed to form a global network of networks which is initially deployed
over 100 nodes distributed on 42 websites. In the near future, PlanetLab will be a
microcosm for the next generation Internet.
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MoteLab [12] includes a lot of sensor nodes connected to a central server that
handles reprogramming and logs generated data by experiments by a continuous
database. The user can access data via a web interface or directly from the database.
MoteLab also allows users to interact directly with individual sensor node during
testing using the Web interface. MoteLab helps everyone can deploy quickly by pro-
viding connections into real-sensor network device network. Additionally, MoteLab
speeds up error correction and application development by automatically data logging,
allowing the software to evaluate the performance of sensor networks operate offline. In
addition, by providing a web interface, MoteLab allows both internal and external users
to access the testbed, the system limits access time and limits bandwidth to ensure
uniform distribution. The project has great significance for research as well as teaching.
MoteLab’s source is shared free, easy to install and has been used in some research
institutes. The widespread use of MoteLab will accelerate and improve the research of
wireless sensor networks.

FIT/IoT-LAB [13] is part of the FIT experimental platform, providing a method for
testing IoT with mobile wireless communication devices in both network and appli-
cation layer, thereby speeding up design and research advanced network technologies
for the Internet. There are more than 1500 wireless sensors nodes spread over six
different sites in Grenoble, Lille, Saclay, Strasbourg, Paris, Lyon (France) to create a
heterogeneous platform. The project provides fixed nodes or mobile nodes moving on
the ground to serve mobility in testing. The remote users access the Web interface to
register necessary entities, with direct command line connection to the platform.

EU IoT Lab [14] is a large-scale research project in Europe, aiming to study the
potential of providing IoTs equipment in society, creating a multidisciplinary research
environment, experiment with interaction from multiple users. EU IoT Lab also pro-
vides Testbed service, a platform to create a combination of participant groups
(workers, end-users, and researchers) to solve practical and collaborative challenges at
work.

Indiana IoT Lab [15] provides pioneers in this IoTs industry with resources in a
collaborative environment. Indiana IoT Lab builds a connection between industries
established in India with technology companies specializing in IoT. The area is 24,000
feet wide.

Almost systems in the world use the expensive boards with the ability to operate in
the large project; however, these types of board are not popular with students, who start
to study and approach to IoTs technologies. The re-programming research uses
Arduino ESP8266 platform, which is low cost and easy to program, is suited to the
current research needs. To sum up, the proposed solution solves problems in remote
(re)programming low-cost Arduino-based devices with many utilities such as manag-
ing IoTs equipment remotely, providing an environment for users to test their code,
connecting with each other to support research and work. The equipment in the project
can be provided for a large number of users to conduct their experiments simultane-
ously with various scenarios.
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3 Implementation

The IoTiOt-VLab is a system which comprises a set of software tools for managing an
IoTs testbed of connected sensor network nodes. A central server handles the autho-
rized connection between user and device, reprogramming nodes, logging data, and
providing a web interface for users. The UiTiOt-VLab consists of three main software
components include:

• Mongo Database Backend: stores data collected during experiments, information
used to generate web content, and state driving testbed operation.

• Web Interface: ReactJS generate pages which present a user interface for deploy-
ment, granting, and data collection as well as an administrative interface to testbed
control functionality.

• Job Daemon: Python script run as a cron job to set up and tear down jobs.

Throughout this section, we refer to a “job” running on UiTiOt-VLab. A UiTiOt-
VLab job includes some number of executables nodes, a description mapping each pair
of nodes used to executable, and several Javascript files used for data logging. To
create a job, the user uploads the sketch onto board via a web interface. Once the job is
created, UiTiOt-VLab executes the script on the real device and send data to the user.
The UiTiOt-VLab limits usage time of each device so that other users can use the
testbed to run their own code.

The system architecture is described in detail by listing all components of the
model. The Arduino device block includes a master and slave board. The master is
preconfigured to receive and transmit code to Slave. The sensor/actuator devices
directly connect to the Slave board to run the author’s programs. The receiver data,
parameters are distributed to Master, then forwarded to the server.

In Fig. 1, describes the overview architecture of the system, in which:

Fig. 1. Architecture of testbed system
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• IoTs gateways are Arduino-based devices which are remotely (re) programmable.
• Sensors connected directly to IoTs gateway via the Slave board.
• Application system, including rental service, management, and access devices.
• The manage block is a web-based user interface which is used to upload code into

the board.

According to the above architecture, our IoTs system consists of three main
components: (i) sensors, actuators control block, (ii) firmware update mechanism for
the master and slave Arduino boards, and (iii) user interface for remote deployment.

3.1 Sensors and Actuator Control Block

Depend on the using purposes, there are many types of sensor nodes for monitoring
environmental parameters. For example, the sensors array can include pH sensor,
temperature sensor, humidity sensor, module relay to control the on-off of the light or
the machine, which is connected to the Arduino circuit directly. In this proposed
system, all sensors, actuators have to be connected in advanced to provide the sensor
lists and connection ports for users on the website.

3.2 OTA Update Firmware Mechanism for Arduino Boards

Arduino [16] is a microprocessor circuit board used to build applications that interact
with each other or with a favorable environment. The Arduino hardware includes a
power circuit board designed on the Atmel 8bit AVR processor platform or 32-bit
ARM Atmel. The current models are equipped with 1 USB interface port, 6 analog
input pins, 14 digital I/O ports compatible with many different expansion boards.

It is reported that Arduino-based programming is easy, inexpensive for scientists,
students, and professionals. It is easy to design a simple IoT-based application that can
interacts with the environment through sensors and actuators such as simple robots,
environmental parameters collection or motion detection. In addition, the Arduino
community has also provided an integrated development environment (IDE) that runs on
regular personal computers and allows users to write Arduino programs in code C/C++.

The Arduino supports both digital and analog input. In terms of output, we can use
PWM to simulate an analog output. Digital I/O pins on Arduino can be configured for
input or output. Only analog input pins are used for Input.

3.2.1 The Limitation of the Existing OTA Update on ESP8266
To conduct the basic OTA update firmware process on ESP8266, it is efficient to use an
embedded computer such as Raspberry Pi works as a local server. Raspberry Pi (RPi) is
a small-sized computer with powerful hardware built-in capable of running the oper-
ating system and installing many applications. RPi is suitable for applications that need
powerful processing, multitasking, entertainment, and especially low cost. RPi features
built around the Broadcom BCM2835 SoC processor (is a powerful mobile processor
with small size, or used in mobile phones) including CPU, GPU, audio/video pro-
cessor, and other features… integrated inside this low-power chip (Fig. 2).
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In this library, RPi works as a local server, to control and deploy program onto
Arduino ESP8266. The detailed operation of the reprogramming via the RPi follows
steps below:

1. RPi checks and compiles sketch into a .bin file, send a signal via Wifi router to
Arduino start the process of reconfiguring.

2. The packet is received by the Arduino, processed and written to the last section of
the flash memory.

3. After receiving the last packet of the binary file, Arduino returns the SUCCESS
packet to RPi and installs boot params to enable the built-in OTA mode in the
bootloader.

4. The OTA mode available after ESP restart, copy the entire binary to 0x000000 in
flash and restart after the copy has been completed.

However, this approach has some disadvantages which are inappropriate to be used
in a reusable IoT testbed. These drawbacks include: (1) the user’s code must be
reprocessed, insert the code to call the OTA library to make sure OTA is active after
being uploaded; (2) the OTA library won’t work properly if there is an infinite loop or
delay too long in the user code; (3) all Serial.print() functions can’t run.

3.2.2 The Proposed Method for OTA Programming the Running Board
Due to the physical design limitation, Arduino only handles single threads per task, so
we cannot run the received signal to begin the reconfiguration process and user code
execution tasks. In this case, we suggest using an ESP8266 board to be able to handle
the two tasks simultaneously (Fig. 3).

Wifi Router 
Modem 

Raspberry Pi Arduino ESP8266

Handle for 
HTTP re-
quest 

Write bi-
nary to 
flash 

Sending 
SUCCESS packet, 
update boot pa-
rameters

Restart to update 
firmware mode 

Fig. 2. Diagram of loading an Arduino ESP8266 with basic OTA library
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The code on the ESP8266 master simulates the operation of the upload code with
the virtual COM port set up by sending and receiving HTTP request. After receiving
the binary from the Server via Ethernet port and writing to flash, the ESP8266 Master
sends restart signal to Slave and then switches to the upload mode and sends it to
SYNC to establish the connection. The flash section used to store the binary file is
blanked by writing 0xff. The Master board continues to transmit binary packets to write
to flash starting at 0x000000 address. Finally, the Slave board is restarted into the
executive mode.

The detailed operation of the Master board sequentially follows steps below:

1. Every 10 s, the Master board sends a ping signal to the server with a device name
and password to inform the status of the operation.

2. Every 10 ms, the Master board reads packets from Slave’s serial port; The Master
sends information from the serial port to the MQTT server with topic
ARD_NAME/com every 100 ms, so that this information is available to the user
promptly.

3. If there is an MQTT packet to topic ARD_NAME/binary, then receive the file, write
it to memory and stop reading the data from the Serial, stop sending the Ping packet
to set device status to offline.

4. After receiving the binary file completely, the master begins waiting for the server
sends the signal to start the process of uploading code on the device. From the time
of the last packet of the binary file is completed, the master waits for a 10 s timeout
period, if there is no request, responding to the server status with the topic
ARD_NAME/status.

Fig. 3. The diagram of uploading firmware uses an additional ESP as a virtual COM port
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5. After the process of uploading the code to Slave, the Master evaluate whether the
loading process has an error, whether the Slave startup with an error and record the
result into EEPROM. Then, send the Flash process feedback to the server with the
topic ARD_NAME/status.

6. Finally, the Master performs a soft reset to return the original state.

The code uploading process from user to Slave board consists of 3 steps below:

1. The server sends a published message MQTT to the topic ARD_NAME/binary with
the compiled binary file and requests that the device proceeds the reconfiguration.
The Master board subscribes to a topic with the device identifier to receive signals
from the server. After completing the file transfer process, the Master board auto-
matically upload binary to Slave board.

2. After uploading the binary file to flash memory of the Slave, the Master sends an
MQTT request to the topic ARD_NAME/status to notify the status of the uploading
process to the server (Failed, successfully uploaded or no file). If the timeout
expires, report the error reported from the server to the user.

3. The server continues to send requests include the data received from Slave, which
are processed by the server and forward to users.

3.3 The Web-Based Application for Remote Deployment

The main function of the web-app is the user interface to manage, deploy the recon-
figuration, and activate the reprogramming process. The main components of the web-
app include: (i) Displaying ready-to-use devices, separating each platform,
(ii) Managing lists, modifying information of all devices in the system, (iii) Managing
user list, edit profile, system management permissions for each object, (iv) managing
content of practice tutorials, (v) Interacting with Arduino devices (Fig. 4).

Fig. 4. Manage devices in use interface
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Device management system with functions for management level (admin, technical
staff, lecturers): add, delete, get device description, information access equipment, edit
the description, show device’s status; functions for all role, including show device lists,
borrow and return devices, load code onto Arduino board (Fig. 5).

The editing source code page provides 2 modes: compile and upload code onto one
device or multiple devices. The upload to single device mode is to upload and deploy
on the device that the user presses the “Load” button on the management site. The
upload to multi-device mode is to upload and deploy one array of user-selected devices
below. In addition, we provide two more methods: type the code directly on the website
or upload the sketch file to the system. However, the method of processing code and
feedback for users is similar.

4 Experiment Results

In this section, the experimental results of the proposed system are illustrated. The
results provide information on various metrics related to the use of algorithms, analysis
of packet transmission performance of wireless sensor nodes.

Fig. 5. Upload code onto the Arduino board interface
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Compared to the three OTA libraries provided by Arduino Dev, our solution has
some remarkable betterment, which is suitable to be used in practical implementation.
The Table 1 below indicates the advantages and disadvantages of our proposed solu-
tion with the existing OTA approaches in ESP8266.

By embedding a timer counter on the device, the time of distribution code from the
server system to the device clearly, accurately. We have collected some useful infor-
mation such as the code size before compilation, the code size after compiling (before
loading onto the device), disseminating time, number of packets to be transmitted as
well as the average size of the package. The diagram below shows the results in the
distribution process of source code with 05 different applications, each application
tested 05 times (Table 2).

Table 1. The comparison of three OTA libraries on ESP8266 with our proposed solution

Feature With

Arduino 

IDE 

With 

Web 

Browser

With 

HTTP 

Server

The 

proposed 

method

User code reprogramming

Using only one board

Affected by errors from user code

Sending the data from the serial port

Deploying on the circuit without 

wireless protocol

Multi-upload onto the board at the 

same time

Easy to manage device
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5 Conclusion and Future Work

In summary, this paper introduces the development of UiTiOt-VLab, which is low cost,
physical IoTs testbed, working as an IoTs virtual laboratory for testing and learning
IoTs programming remotely via the wireless protocols. Our enhancement on OTA
upgrade firmware mechanism in ESP8266 board allows the running devices can receive
new firmware version simultaneously. The proposed solution is not only suitable to
build a physical IoTs testbed but also helpful for real world IoT-based deployments.

In the future, we will do more research in the development of reconfiguration and
reprogramming solutions on other microchip platforms and integrate such developed
solutions in the actual IoTs-based projects.

Table 2. The experimental results of the distribution process with 5 applications

- Application name
- File .ino length
(kilobytes)
- File .bin length
(kilobytes)

No. Download
time (s)

Time of
deployment
from master
to slave (s)

Time of
deployment
with the
system (s)

Time of
deployment
with IDE (s)

Blink
0,627
261.824

1 5,500 31,604 37,104 32,80
2 5,394 31,605 36,999 33,13
3 5,273 31,575 36,848 32,71
4 5,505 31,581 37,086 32,41
5 5,369 31,575 36,944 32,10

Basic HTTP Client
1,712
280.752

1 5,685 33,341 39,026 35,52
2 5,603 33,345 38,948 36,34
3 5,475 33,338 38,813 36,54
4 5,550 33,339 38,889 36,13
5 5,583 33,340 38,923 36,05

Web updater
0,989
306.352

1 6,025 35,635 41,660 39,13
2 6,000 35,634 41,634 39,31
3 6,061 35,642 41,703 39,80
4 5,990 35,639 41,629 39,33
5 6,014 35,633 41,647 39,04

Chat server
2,026
294.768

1 5,938 34,535 44,473 43,06
2 5,676 34,542 44,218 42,92
3 5,785 34,538 44,323 42,95
4 5,674 34,542 44,216 42,88
5 5,784 34,534 44,318 43,10

Basic OTA
1,540
287.792

1 5,845 33,986 39,831 37,29
2 5,719 33,987 39,706 37,51
3 5,840 33,985 39,825 37,54
4 5,684 33,959 39,643 38,34
5 5,739 33,985 39,724 37,99
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Abstract. In this paper, we present the performance analysis of energy
harvesting amplify-and-forward (AF) relaying wireless sensor network
with best relay selection scheme over Nakagami-m fading. Specifically,
this considered network consists of one sink, multiple energy-constrained
relays, and one destination sensor node. The best relay is chosen to
amplify and forward the message to the destination after powered by the
sink. In order to evaluate the performance, the closed-form expression of
outage probability and throughput are derived by applying the discrete
optimal power splitting ratio. Based on this expression, we investigate
the behavior of this network according to the key parameters such as
transmit power, number of relays, time switching ratio and the distance.

Keywords: Wireless sensor network · Wireless power ·
Relaying network · Amplify and forward · Time switching ·
Power splitting · Outage probability

1 Introduction

Nowadays, wireless sensor networks (WSNs) present extensive potential in
human life, i.e., health monitoring, security and tactical surveillance, intru-
sion detection, manufacturing control, disaster management, weather monitor-
ing, traceability, farming monitoring, and safety services. The next generation
network (i.e., 5G), the platform of the Internet of Things (IoT), is developing
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to deploy in the near future. This drives the wide application of WSNs into real
life. However, there are a number of challenges that WSNs faced when they are
deployed widely, such as the limitations of the resource (i.e., processing ability,
memory capacity, antenna, and battery capacity). The limited energy of sensor
nodes degrade the coverage of WSN, reduce the processing ability of the sensor
node and decrease the lifetime of the network.

A novel technology trend in energy harvesting that can solve the limited
energy problem in WSNs is wireless power transfer, namely RF energy harvesting
(EH). RF EH in WSNs (RF EH-WSNs) refers to the sensor nodes (SNs) harvest
energy from RF energy sources (TV/radio broadcasts, mobile base stations, and
handheld radios) and converting it into electrical energy for information trans-
mission. Although the harvested energy from the above environmental sources is
dependent on the presence of the energy sources and must consider their unsta-
ble natures, the RF energy harvesting approach may represent a practical trend
for future energy-aware systems because of it’s ready available in the form of
transmitted energy and in small form factor implementations, and low cost [1–
4]. The relaying and cooperative techniques are applied in the modern WSNs
to improve the performance and extend the coverage area of wireless networks
and reduce the energy consumption of SNs [5–10]. Naturally, the embedding EH
into relaying WSNs or cooperative WSNs have attracted a lot of attention from
the academia and industry in the recent decade [11–21]. There are two models
of RF EH architecture: time switching (TS) and power splitting (PS). In the TS
architecture, the SNs switch and use either the RF energy harvesting circuit or
the information receiver circuit for the received RF signals, for example, a part of
the time for energy harvesting and remain time for information receiving. Mean-
while, in the PS architecture, the received RF signals are split into two streams
for the RF energy harvester circuit or information receiver circuit according to
PS ratios. One problem introduced is how to find the optimal TS or PS ratio to
enhance the performance of WSNs. In [13], the authors introduced the block-wise
TS-based protocol for EH AF relaying network in which the relay can implement
EH and information processing. By derivation of analytical expressions of the
achievable throughput, the performance of this considered networks with two
modes of continuous and discrete time EH at the relay was analyzed and evalu-
ated. The PS-based protocol was applied at each relay of simultaneous wireless
information and power transfer (SWIPT) multi-relay network to coordinate the
received signal energy for information decoding and EH in [15]. By using the
interior-point method, the solutions for the optimization problems of PS ratios
at the relays were provided for both basic relay schemes, i.e., decode-and-forward
(DF) and AF. In the work of [19], the authors proposed a hybrid TS-APS proto-
col for EH DF relay networks with the discrete-level battery of relays. The results
of this work have shown that the proposed TS-APS scheme can achieve better
effective transmission rate than the previous works. The authors in the work [20]
analyzed the performance of an energy harvesting relay-aided cooperative net-
work with proposed on-off relay-aided cooperative protocol. By the help of the
Markov property of energy buffer status, the analytical closed-form expression
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of outage probability was derived for Nakagami-m fading channels. This paper
concluded that this approach can improve the system outage performance when
EH relays were employed and The studied results have also shown that the more
relays the better system performance. A TSAPS-OBR protocol based on optimal
capacity for energy harvesting AF relaying network was proposed in [21]. The
optimal PS ratio was found to maximum the end-to-end SNR and the simulation
results confirmed that the performance of this considered system is improved by
applied this optimal value. However, they have not derived the expression of
outage probability for performance analysis.

Motivate by the work of [21], in this paper we consider the AF multi-relay
wireless sensor networks with RF energy harvesting over Nakagami-m fading
channels. The main contributions of our paper are as follows.

1. Deriving the closed-form expressions of outage probability and throughput of
this considered WSN in two cases: fixed and adaptive PS ratio.

2. Evaluating the performance of the considered system in different key system
parameters, such as transmit SNR, EH time, relay location, and number of
relays in two cases: fixed and adaptive PS ratio.

The remain of this paper is organized as follows. Section 2 presents the sys-
tem and channel models. The closed-form expressions of outage probability and
throughput are derived in Sect. 3. The numerical results and discussion are shown
in Sect. 4. Finally, the conclusion of the paper is provided in Sect. 5.

Notation: P0 is the transmit power of S; n represents additive Gaussian noise,
i.e., n ∼ CN (0, N0); d1 and d2 are the distances of S−R and R−D, respectively;
θ is the path loss exponent, for simplicity, the path loss exponent is assumed the
same for all relays; η (0 ≤ η ≤ 1) is the energy conversion efficiency; ∗ is denoted
as the best relay chosen according to TSAPS-ORS protocol [21].

2 System and Channel Models

The Fig. 1 depicts a RF EH AF wireless sensor network, where a sink node (S)
communicates with destination sensor node (D) via the assistance of K energy-
constrained relays Rk (1 ≤ k ≤ K).

The operation scenario of this considered system is assumed as [21]. The
dual-phase protocol for this considered system as follows:

(i) In the first phase, S broadcasts information/energy signal to the energy-
constrained relays in the time of αT (α is the fraction of the block time,
0 ≤ α ≤ 1) based on TS scheme. The relays split the received signal into
two parts with the splitting ratio ρ (0 ≤ ρ ≤ 1) based on PS scheme: one
part is for information signal and other parts for EH leaving for amplifying
and retransmitting;

(ii) In the second phase of the remaining duration of (1 − α) T , the best relay
selected among K relays amplifies the information part of RF signal received
from S and retransmit to D by using the harvested energy in the first phase.
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Fig. 1. System and channel models for EH AF WSNs

Note that, the PS ratio can be dynamically adjusted according to the varia-
tion of channel coefficient to maximum the end-to-end signal-to-noise ratio
(SNR). Note that the optimal relay is selected among N AF relays based on
the criteria of optimal system capacity. The relays can estimate the instanta-
neous channel gain based on the algorithm of channel estimation in request-
to-send (RTS)/clear-to-send (CTS) transmission from the source and the
destination [21].

According to [21], in high SNR region, the end-to-end SNR of this considered
system is given by

γ∗
e2e ∼ cγ0γ

∗
1γ∗

2 (1 − ρ∗)ρ∗

c(1 − ρ∗)γ∗
2 + ρ∗ , (1)
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1 − α
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1 =
|h1|2
dθ
1
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|h2|2
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2

.

In order to maximum γ∗
e2e, the optimal ρ∗ was introduced in [21] as follows

ρ∗ =

√
cγ∗

2√
cγ∗

2 + 1
. (2)

Due to the relay node can only split the received signal into two power parts
based on a finite discrete set of PS ratios in practice, we design that ρ∗

i can only
pick the value from the following set:

ρl ∈
{

1
L

,
2
L

, · · · ,
L − 1

L

}
, (3)
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where L is the number of PS ratio levels and 1 ≤ l ≤ L−1. Note that, ρ∗
l cannot

is selected as zero (no information part) or one (no energy part). According to

(2) and (3), we assign ρ∗
l =

l

L
when the channel gain of R - D link satisfies the

following condition:

bl =
l2

(L − l)2c
< γ∗

2 < bl+1 =
(l + 1)2

(L − l − 1)2c
, (4)

where l ∈ {1, 2, · · · , L − 1}.
Note that due to the links of S - R and R - D undergo the Nakagami-m fading,

the cumulative distribution function (CDF) and probability density function
(PDF) of random variable (RV) SNRs, i.e., γn, n ∈ {1, 2} are respectively given
by

Fγn
(x) = 1 − e

− mn

λn
x

mn−1∑

k=0

1
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(
mn

λn
x

)k

, (5)

fγn
(x) =

xmn−1

(mn − 1)!

(
mn

λn

)mn

e
− mn

λn
x
, (6)

where λn = E(γn), mn ≥ 1/2 is the fading severity factor, in which mn = 1
corresponds to Rayleigh fading and mn = (V + 1)2/(2V +1) approximates Rician
fading with parameter V .

3 Performance Analysis

This Section presents the derivation of the expression of outage probability and
throughput of this considered WSN system.

System Outage Probability. In order to characterize the performance of a
wireless communication system, the outage probability is used as an important
performance metric. It is defined as the probability that the instantaneous capac-
ity (C) falls below a predetermined rate threshold R > 0, which is expressed as

OP = Pr(C < R). (7)

In this considered system with TSAPS-ORS scheme [21], the overall outage
probability can be obtained as

OP ∗ (a)
= (P ∗

out)
K =

[
Pr

(
C∗

opt < R
)]K =

[
Pr(γ∗

e2e < 2
2R
1−α − 1)

]K

, (8)

where C∗
opt is the optimal instantaneous capacity for best relay. Note that step (a)

is obtained by assuming the channels are modeled as i.i.d over different relaying
channels [19].

To analyze the performance of this system, we obtain the following theorems.
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Theorem 1. Under Nakagami-m fading, the outage probability of overall sys-
tem is obtained as

OP ∗ = {1 −
L−1∑

l=1

m1−1∑

j=0

j∑

i=0

e
− m1γth

λ1ρlγ0

i!(j − i)!(m2 − 1)!ci(1 − ρl)iρj−i
l

(
m1γth

λ1γ0

)j (
m2

λ2

)m2

×
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p=0

(−1)pap
1

p!am2−i−p
2

[Γ (m2 − i − p, a2bl) − Γ (m2 − i − p, a2bl+1)]}K , (9)

where a1 = m1γth

λ1c(1−ρl)γ0
, a2 = m2

λ2
.

Proof. See Appendix.

System Throughput. The second important and related performance metric
is the throughput (τ) at the destination under the delay-limited transmission
mode. This metric is found by evaluating the outage probability at a fixed source
transmission rate − R bps/Hz. Taking into account the fixed source transmission
rate R bps/Hz, the effective communication time from the source node to the
destination node in the total block time T is (1−α)T

2 . We obtain the following
theorem.

Theorem 2. Under Nakagami-m fading, the overall throughput of this consid-
ered system is written as

τ =
1

2
(1− α)R

{
1−

{
1−

L−1∑
l=1

m1−1∑
j=0

j∑
i=0

e
− m1γth

λ1ρlγ0

i!(j − i)!(m2 − 1)!ci(1− ρl)iρ
j−i
l

(
m1γth

λ1γ0

)j

×
(

m2

λ2

)m2 ∞∑
p=0

(−1)pap
1

p!am2−i−p
2

[Γ (m2 − i − p, a2bl)− Γ (m2 − i − p, a2bl+1)]
}K

}
. (10)

Proof. According to the definition of throughput [14], we have

τ = (1 − OP ∗) R
(1 − α)T/2

T
=

1
2
(1 − α)R (1 − OP ∗) . (11)

Substituting (9) into (11), we obtained the throughput of this considered system
as (10). This is the end of our proof.

4 Numerical Results and Discussion

In this section, we provide the simulation and analysis results in terms of OP ∗

and τ to reveal the impact of key system parameters on system performance,
such as average transmit SNR (γ0), number of relays (N), TS ratio (α), EH
efficiency (η), relay location (d1) and fading severity factor (m).
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4.1 Impact of Average Transmit SNR and Number of Relays

The impact of average transmit SNR γ0 and the number of relays K on system
performance are shown in Figs. 2 and 3. According to these figures, the perfor-
mance gets better with increasing γ0 and K. This is because the higher transmit
power the better signal and the more energy harvested, leading to the higher
power to amplify the retransmit signal in the second phase. However, when γ0
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Fig. 2. OP ∗ vs. average transmit SNR γ0 with d1 = d2 = 1, m1 = 2, m2 = 25,
R = 1bps/Hz, θ = 2, α = 0.7, η = 1, L = 20.
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Fig. 3. τ vs. average transmit SNR γ0 with d1 = d2 = 1, m1 = 2, m2 = 25, R =
1bps/Hz, θ = 2, α = 0.7, η = 1, L = 20.
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is large enough, OP ∗ → 0 and τ → (1−α)R
2 . From these figures, we can also

understand that increasing the number of relays can improve the performance
of this system because we have more choices to select the best relay to forward
the information to the destination sensor node.

4.2 Impact of Energy Harvesting Time and Energy Harvesting
Efficiency

Figures 4 and 5 plot the outage probability and throughput of this considered
system versus α and η, respectively. It is seen from Figs. 4 and 5 that when α

Fig. 4. OP ∗ vs. α and η with γ0 = 20dB, d1 = d2 = 1, m1 = 2, m2 = 15, R = 1bps/Hz,
θ = 2, L = 20.
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Fig. 5. τ vs. α and η with γ0 = 20dB, d1 = d2 = 1, m1 = 2, m2 = 15, R = 1bps/Hz,
θ = 2, L = 20.
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grow up, OP ∗ decreases, τ scales up and the performance is upgraded. This is
explained that due to more time spent on energy harvesting as α grows leads
to higher transmission power, hence better performance results. However, when
α continues to increase, OP ∗ gets larger, τ scales down and the performance
is degraded. That is because the information time is reduced, which leads to
the increasing of real data rate. Overall, there is an optimal value of α that
can minimize OP ∗. This is clearly seen by the single bottom of the OP ∗ curve
plotted in Fig. 4 as a function of α.
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Fig. 6. OP ∗ vs. d1 and m1 with γ0 = 20 dB, d2 = 2 − d1, m2 = 25, R = 1 bps/Hz,
θ = 2, α = 0.7, η = 1, L = 20.

4.3 Impact of Relay Location and Fading Severity Parameters

The impact of relay location (d1) and fading severity parameters (m1) on outage
probability and throughput are illustrated in Figs. 6 and 7, respectively. In these
two figures, increasing d1 makes OP ∗ and τ worse. This is because of the higher
values of dθ

1 lead to the smaller values of energy collected as well as poorer
received signal strength at the relay nodes. Similarly, we can understand that
OP ∗ decreases and τ increases with increasing m1. This is because the channel
qualities are better with larger fading severity parameters.

In general, from above figures we can see that the superior match between
analytical and simulation results occurs in the high average transmit SNR or
in large P0 region. For a more clear explanation, when γ0 holds low values,
the analytical and simulation results do not match well because we use the
approximated expression of the end-to-end SNR at the destination node as (1)
[21] and using finite terms of (1.211-1) in [22].
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Fig. 7. τ vs. d1 and m1 with γ0 = 20dB, d2 = 2 − d1, m2 = 25, R = 1 bps/Hz, θ = 2,
α = 0.7, η = 1, L = 20.

5 Conclusion

In this paper, the closed-form expressions of outage probability and throughput
have been derived. The simulation and analysis results have been presented to
verify our derivations. Once again, these results have shown that the performance
of this system can be improved by applying the TSAPS-ORS protocol.

Appendix

Here, we derive the expression of P ∗
out as (12) on the top of next page. Substi-

tuting (12) into (8), we obtain the closed-form expression of outage probability
for this system.

P ∗
out = Pr(γ∗

e2e < 2
2R
1−α − 1)

= 1 −
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(
cγ0γ1γ2(1 − ρl)ρl
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[
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where γth = 2
2R

(1−α) − 1. Note that step (b) and (c) are obtained by the help of
(1.211-1) and (3.381-3), respectively, in [22].

This concludes our proof.
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Abstract. Software testing is a process that produces and consumes huge
amounts of data. Thus, the test data is usually either gathered manually by the
testers or randomly generated by tools. The manual method consumes lot of
time and highly depends on the testers’ experience while the random approach
faces the problem of redundant test data caused by identical use cases. By
leveraging the concept of Model-based testing, this paper provides a novel
method of testing to save the cost of manual testing and to increase the reliability
of the testing processes. In Model-based testing, test cases and test data can be
derived from different models. In this paper, we present a technique to generate
test data from UML-based Web Engineering (UWE) presentation model for web
application testing by using formal specification and Z3 SMT solver. We also
build a model-based testing Eclipse Plug-in tool called TESTGER-UWE that
generates test data based on the model of UWE for the web application. We
evaluate the proposed methods by applying them to generate test data for an
Address Book project of UWE. Experimental results show that our proposed
methods can reduce the time significantly when generating test data for
automation test tools such as Selenium, Katalon, Unit test, etc.

Keywords: Web application testing � Model-based testing �
Test case generation � UML-based Web Engineering

1 Introduction

The UWE is an object-oriented approach, which was presented by the end of the 90s
[1, 2]. This concept aims to find a standard for building models of analyzing and
designing web systems based on object-oriented hypermedia design method
(OOHDM) [3], relationship management methodology (RMM) [4], and web search and
data mining (WSDM) [5]. These models are built at the different phases of the software
development process and represent different views of the Web application corre-
sponding to the different concerns. UWE follows a strict separation of concerns in the
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early stages of the development and implements a model-driven development process.
In UWE, UML diagrams are exploited to visualize the models. By such ways, UWE
can represent the structural aspects of the different views and provide support for
model-driven web applications development [5]. Model-driven software development
stresses the use of models at all levels of the software development process. This result
changes the way software is designed, maintained, and tested [6]. According to [7]:
“Testing often accounts for more than 50% of the required effort during system
development”.

A testing cycle encompasses three main parts: (i) Test case generation, (ii) Test
execution, and (iii) Test evaluation. Test case and test data generation is perhaps the
most complex and challenging part. Testing is a cumbersome task which needs to
assure customer satisfaction and product safety. Automated test data generation is one
of the main factors that contribute to the quality of automated testing. It is used for
automatically generating test data for software under test (SUT) during software test-
ing. Automation in the test data generation process could reduce testing expenses and
increase the reliability of the entire testing process. For these reasons, automated test
data generation has remained a topic of interest for the past four decades [9]. In many
cases, model-based testing is more efficient than other testing techniques due to its
possibility in generating large test suites and test data to provide evidence for accurate
system implementation [8, 10].

In this paper, we aim at proposing a technique to generate test cases and test data
from the UWE presentation model for Web application testing. We used the results of
the previous study of Nguyen et al. [29] on the generation of test data using the formal
specification and Z3 SMT Solver. From UWE presentation model and content models,
they are transformed to XMI file, from which the formal specification file (called
myDSL-Domain Specific Language defined by [29]) is generated for each Presentation
class. Then the generation test engine invokes Z3 SMT Solvers to generate test data.
We also build a plug-in tool called TESTGER-UWE that supports to transform XMI to
myDSL and generate test data. The proposed method applies to the Address Book
project of UWE.

The rest of this paper is organizing as follows: Sect. 2 provides the related studies;
the proposed method is presenting in Sect. 3; In Sect. 4, we apply the proposed
approach to generate test data for an Address book case study; Sect. 5 presents the
results and discussion; Sect. 6 concludes the paper and describes our future works.

2 Related Works

UML is most generally used to provide a standard way to visualize the design of a
system and also widely used for test case generations. There are many types of research
in recent years about various techniques for the generation of test cases from UML
diagrams.

Wang, et al. [11] proposed use case modeling for system tests generation. The
proposed technique uses use case specifications, a domain model, a class diagram and
constraints to generate executable system test cases. Oluwagbemi and Asmuni [12]
presented an enhanced method for generating test cases from various UML diagrams.
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A robust scheme for collecting artifacts from the underlying diagrams of the software
under test was proposed. The intermediate representation of the artifacts is in the form
of a tree over which the traversal of contents generates test cases. Anbunathan and
Anirban [13] developed a method using basis path testing approach for test cases
generation from UML class diagrams. From the class diagrams, a corresponding state
chart diagram has been drawn and then is converted into a control flow graph. Test
cases are generated manually as well as automatically, and the effectiveness of test
cases has been performed using mutation analysis. Results show a significant decrease
in cost as compared to other existing techniques.

Vinaya and Ketan [14] have presented a method for the generation of test cases
from UML use case diagrams, class diagrams, and sequence diagrams, and then
transform it into a Sequence Diagram Graph. A data dictionary is presented in the form
of Object Constrained Language (OCL). The UML diagrams are drawn with the help of
magic draw tool and then exported to XML format. The XML file has been parsed in
java for extracting different nodes of the graph and generates all set of the scenarios
from start node to end nodes.

Papadopoulos and Walkinshaw [15] presented a model-inference driven testing
framework that is designed to support the inference-driven test generation for programs
that are not sequential. The framework is designed to be modular; it is not necessarily
tied to a specific model inference or test generation framework and can be in principle
applied to any executable program, without the need for access to the source code.

The framework is deliberately flexible and uses C4.5 algorithm to infer decision
trees from program executions and uses the Z3 solver to generate and execute tests
from it [15]. The authors provided an openly-available Java implementation that can be
extended to handle different types of programs, models, and test generators. The
authors developed an evaluation of three openly-available programs and indicated that
inference-driven testing could produce better test sets more efficiently than random
testing.

According to Jain and Porwal survey, most of the researches proposed an approach
to test data generation based on actually executing the program, analyzing the dynamic
data flow, and using a function minimization method. These researches use popular
heuristic approaches like Genetic Algorithm, Simulating Annealing, Particle Swarm
Optimization, Ant Colony Optimization has been widely applied to search for effective
test data. These approaches are verified to be more optimized than the random tech-
nique [16–22].

Currently, on the market, there are some tools to support test data generation online
and offline for Data Driven Testing such as Generate data, Mockaroo, Yan Data Ellan
[26–28] but these tools only let testers create data generation fields, select predefined
data types and generate data. Their limitation is not to modify data size constraints and
other user-defined constraints.

From the literature review, we could observe that there are different methods
available to generate test cases and test data using different techniques. Studies focused
on test case generation from UML diagrams by converting UML models to interme-
diate graphs and generating test cases. Other studies on test data generation are mostly
based on the program code using meta-heuristics algorithms and optimization
techniques.
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3 A Novel Approach for Test Data Generation from UWE
Content and Presentation Models

A metamodel represents these model elements and their relationships. UWE is com-
patible with the MOF exchange metamodel and therefore with XMI-based XML
exchange format tools. The advantage of UML CASE tools which support for UML
profiles or UML extension mechanisms can be used to create UWE models of web
applications such as automatic model generation.

The presentation model provides an abstract view of the user interface (UI) of a
web application. It is based on the navigation model. It describes the basic structure of
the user interface, such as UI components (e.g., text, images, anchors, forms) used to
represent navigation nodes. The UI components do not represent specific components
of any presentation technology, but only describe what functionality is required at that
particular point in the user interface. The basic elements of the presentation model are
presentation classes, which are directly based on the nodes from the navigation model.
Presentation classes may contain other presentation elements. In the case of UI com-
ponents, such as text or images, the presentation properties associated with the navi-
gation attribute containing the content will be displayed.

Based on our previous research on model transformation with OCL integration [23,
24] and development of rules and algorithms for code in UWE [30], we continue to
expand and develop test case/test data generation technique for generating code, as well
as test data based on UWE metamodels. In this context, we propose a new approach to
generate test data using XMI file, domain specific language and Z3 SMT Solvers from
the study of Nguyen and et al. [29]. The proposed framework is shown on Fig. 1.

Fig. 1. The proposed framework for Test Data Generation.
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The process of developing Web Application with model transformation techniques,
using MagicUWE will include 5 steps as follows. We propose the technique for test
data generation from UWE Content and Presentation Models to be implemented in
step 3, step 4 and step 5, according to the framework shown in Fig. 1.

Step 1. Build up the charts in term of Content, Navigation, Presentation, Process
structure and/or Process flow.
Step 2. Use MagicDraw to transform Content, Presentation Models to XMI file (e.g.
Fig. 2)

Step 3. Leverage suggested functions to transfer XMI to formal specifications DSL.
We utilize the results of previous research, proposed by Nguyen et al. [29]
regarding the use of formal language to specify software requirements, the myDSL
edit tool is built upon xText and DSL (Java environment), Fig. 3 shows the formal
specification (called myDSL) of the Contact Class in Presentation model.

Step 4. Then, the engine generates data by transferring specification from the 3rd

step to Z3 SMT language and call Z3 SMT solvers to find a set of solutions (test
cases and test inputs). Z3 offers a compelling match for software analysis and
verification tools since several common software constructs map directly into

Fig. 2. An example of XMI file of Content model

Fig. 3. myDSL of Contact class.
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supported theories. It is best used as a component in the context of other tools that
require solving logical formulas. Figure 4 show the screenshot of generating test
data.
Step 5. The results provide the test data in the format of XLS or CSV that shown in
Table 1 (an example data), Tester and Developer can use these results for different
testing purposes, especially for Data Driven Testing method of web applications.
They also can use the results of test data to do some heuristics to optimize the data
results by adding other constraints to the myDSL file and performing test generation
again.

In Black Box Testing the code is not visible to the tester, functional test cases can
have test data meeting following criteria:

• No data: Check system response when no data is submitted
• Valid data: Check system response when Valid test data is submitted
• Invalid data: Check system response when InValid test data is submitted
• Illegal data format: Check system response when test data is in an invalid format
• Boundary Condition Dataset (BVA): Test data meeting boundary value conditions
• Equivalence Partition Data Set (EPC): Test data qualifying your equivalence

partitions.

4 Case Study: Address Book Web Application

Address Book with Searches is a typical example, used as a case study in UWE
engineering research [25]. In this study, we also use this example to illustrate the
proposed technique given in Sect. 3. This is an address book of contacts. Each contact

Fig. 4. Screenshot of generating test data tool
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will contain a name, two phone numbers (main and alternative), two postal addresses
(main and alternative), an e-mail address and a picture. The page will publish the
details of the contact(s) matching a filtering condition. Users can create new, edit,
update and search the contacts.

Figure 5 shows the content model of the Address Book with Searches, with the
classes defined for Address-Book, Contact, Address, and Phone [25]. Figure 6 indi-
cates the presentation model. The address book page contains the Introduction section
and the Contacts list. For each contact, the corresponding email, phone and address
fields are displayed [25].

Fig. 5. UWE content model of the Address Book with Searches [25]

Fig. 6. UWE presentation model of a simple Address Book [25]
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UWE specifies Web applications following the separation of concerns, i.e. mod-
eling content, navigation structure, and presentation separately. Increasing functionality
of the web application suggests making a detailed elicitation of requirements. Figure 7
(a) is the use case of the project. Figure 7(b) shows the presentation model of the
running case study. The container form is selected to provide a more intuitive repre-
sentation of pages. The ContactCreationOnUpdate page contains Contact’s fields to be
updated, buttons, image, message forms.

Apply the proposed method in Sect. 3 by following 6 steps:

Step 1 – Open AddressBookContent.mdzip in MagicDraw.
Step 2 – Export UWE content and presentation models to XMI format.

Table 1. Example test data for Contact form

Name Email Result

oJRNjn dmC3Ih Fail
hhC4fCkA 0ZQ6kf@qe9Y.ca Success
m x Fail
6de FeX Fail
yrw9bobAMpLyOrAfw 6elcYlQV Fail
5u j7 Fail
jfyK8Yi SsQtPWd Fail
5GhPr0LXw oJ3WWV@NShJV.bMN Success
ntZt y13 M Fail
Hj%rD G6amh@CO.Va Fail

Fig. 7. (a) Use case of Address Book, (b) Presentation models [25]
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Step 3 – Transform XMI to DSL.
Step 4 – Call gentest engine to generate test data from DSL input file.
Step 5 – Validate the output and add some Heuristics and/or modify DSL file and
re-generate test data.

Steps 3 to 5 are features of TESTGER-UWE plug-in tool.
Use the output to different purposes such as Selenium, Katalon, Testcomplete or

Data Driven Testing framework.

5 Results and Discussion

Experimental results for Address Book application (including Simple Address Book,
Address Book with Search feature and Address Book with Update Content), depending
on the number of input fields on each form, or attribute fields in classes of Content
models, the data type of each field as well as their size that are adapted from XMI to
each respective DSL specification. For data fields at Presentation model, it must be
based on the class diagram of a Content model to determine the type and size (or data
constraints). The data generated for the fields is described in Table 2.

In this study, we only tested about 100 records data for each class/form. Data may
be generated more by adjusting the data generation parameters. The data types sup-
ported in this study are Numeric, String (string length), Boolean type. Other data types
will be studied in the future. The generated data corresponding to each data type is

Table 2. The result of generating test data for content and presentation models

Class of
content/presentation

Data
type

Coverage of test data No. Rows
generated

AddressBook String Random values; minlength, maxlength,
BVA, EPC (len), Valid data, Invalid data

100

Contact String Random values; minlength, maxlength,
BVA, EPC (len), Valid data, Invalid data

200

Address String Random values; minlength, maxlength,
BVA, EPC (len), Valid data, Invalid data

200

Integer Random values; min, maxint, BVA, EPC,
valid data, invalid data

200

Phone Integer Random values; min, maxint, BVA, EPC,
valid data, invalid data

200–1000

Picture Integer Random values; min, maxint, BVA, EPC,
valid data, invalid data

200

SearchForm String Random values; minlength, maxlength,
BVA, EPC (len), Valid data, Invalid data.

100

WorkingAreaForm String Random values; minlength, maxlength,
BVA, EPC (len), Valid data, Invalid data.

200

Number Random values; min, maxint, BVA, EPC,
valid data, invalid data

200
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declared/bound to valid data, invalid data, invalid format, using BVA and EPC to
optimize output and detect the corner error.

Table 3. The comparison of 3 online tools with TESTGER-UWE

TESTGER-UWE Generatedata Mockaroo Yan Data Ellan

Format output
data

CSV, XLS CSV, XLS,
JSON, SQL,
XML

CSV, XLS,
JSON, SQL

CSV, XLS,
JSON, SQL,
XML

Data coverage Valid, invalid data,
invalid format, BVA,
EPC

Valid, invalid
data

Valid,
invalid data

Valid, invalid
data

Generate type Random Random Random Random
Change/add
constraints

Yes No No No

Number row of
data at a time

5000+ 5000 5000 10000

Meaningful of
data

No Yes Yes Yes

Ease of use Plug-in/standalone Online Online Online
Expected result Yes No No No

Bold values in this table are advanced features of TESTGER-UWE compared to other tools.

Fig. 8. Generatedata.com screenshot
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Comparing experimental results with the Generate data [26], Mocka-roo [27], Yan
Data Ellan [28] shows that these tools have many advanced features such as generating
data into SQL, XML, Firebase, JSON, and more meaningful data. However, most of
them have fees (to pay), do not generate data to cover cases of invalid data, data sizes,
wrong format, additional constraints to optimize, adjust generated data as TESTGER-
UWE tool. Table 3 presents a comparison of 3 online tools with TESTGER-UWE.
Figures 8 and 9 are a screenshot of Generatedata.com and Mockaroo.com and gener-
ated data.

6 Conclusion and Future Work

In this paper, we proposed a method to generate test data from UWE Content and
Presentation. Specifically, our method first converts the content of the UWE Content
and Presentation into XM. We also developed a tool named TESTGER-UWE tool,

Fig. 9. Mockaroo.com screenshot and generated data example
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which generates the specification DSL and call Z3 SMT solver to generate test data.
Our proposed approach is not only suitable for unit testing and Data Driven Testing but
also can be applied to various testing purposes.

In the future, we will expand our approach to cover other types of data and generate
test scripts for unit test or automated tests using Selenium, Katalon.

Acknowledgments. This research is funded by Hanoi University of Science and Technology
under Grant number T2018-PC-015.
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Abstract. This paper proposes the adaptive indirect learning architec-
ture (ILA) based digital predistortion (DPD) technique using a recursive
prediction error minimization (RPEM) algorithm for linearizing radio
frequency (RF) power amplifiers (PAs). The RPEM algorithm allows
the forgetting factor to vary with time, which makes the predistorter
(PD) parameter estimates more consistent and accurate in steady state,
and hence reduces mean square errors. The proposed DPD technique is
evaluated with respect to the error vector magnitude (EVM) and the
adjacent channel power ratio (ACPR). The simulated PA Wiener model
is used to validate the efficiency of the proposed algorithms. The simu-
lation results have confirmed the improvement of the proposed adaptive
RPEM ILA based DPD in terms of EVM and ACPR.

Keywords: Power amplifier · RPEM algorithm · Linearizing

1 Introduction

The development of future wireless communication systems, e.g., the fifth gen-
eration (5G) or beyond, continuously demands higher data rates and larger
user capacities, which faces significant challenges. It requires not only wide-
band transceiver architecture, but also higher-order modulation schemes. The
signals of these systems characterized by non-constant envelopes and high peak-
to-average power ratio (PAPR), leading to stringent linearity requirements for
signal amplification. In the meantime, the power dissipation of the future com-
munication systems must be remained as low as possible [1]. To cope with
these challenges, high efficiency and linear radio frequency (RF) power ampli-
fiers (PAs) are indispensable components. Unfortunately, due to the inherent
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nonlinear behavior of PAs, efficiency and linearity requirements often conflict
each other. In order to provide highly-efficient power conversion, PAs should be
driven into the saturation region. However, the saturated PAs produce not only
in-band distortion but also result in spectral regrowth that interferes the adja-
cent frequency band channels. Consequently, the spectra utilization efficiency is
reduced. In contrast, the nonlinear distortion can be mitigated by a traditional
back-off approach, but this generates low power efficiency due to high PAPR of
the transmitted signals. In order to maintain a low level of distortion without
sacrificing the system energy efficiency requirement, PA linearization techniques
are often used [2]. Thanks to its flexibility and excellent linearization perfor-
mance, baseband digital predistortion (DPD) has been recognized as one of the
most cost-effective linearization techniques [3–9], and it also tends to be popu-
larly and widely used in wireless transmitters for the next generation wireless
communication systems. In this scheme, a predistorter (PD) block is placed in
front of a PA. The PA input signal is pre-distorted by the PD whose transfer
function is the inverse of that of the PA. Ideally, the cascade of the PD and PA
behaves as a linear amplification system and the original input is amplified by a
constant gain.

In practice, the PA characteristics change with time due to process, sup-
ply voltage, and temperature (PVT) variations. In order to track time-varying
change in the PA characteristics, an adaptive DPD using cost-effective learn-
ing architectures has become one of the most preferred choices. There are two
commonly and widely used learning architectures for PD parameter identifica-
tion: indirect learning architecture (ILA) [10–12] and direct learning architecture
(DLA) [8,9,13,14]. Although DLA is more robust than ILA in terms of noise at
the PA output and can provide unbiased parameter estimates, it is more com-
plex identification process since the adaptive algorithms used in DLA require
many iterations to find a set of parameters that minimizes the optimization cri-
terion [3]. For these reasons, the adaptive ILA is most often used for identifying
the PD parameters in RF PAs [3]. The adaptive ILA using least mean squares
(LMS) for linearizing PAs was developed in [15]. The advantage of LMS is its
simple implementation. However, it provides inaccurate estimation and has slow
convergence since increasing the step size parameter leads instability problems.
Moreover, it is also sensitive to the scaling of the input signal, making it very
hard to choose a proper step size [15]. In order to obtain faster convergence of
the adaptation, authors in [10,12] proposed the adaptive ILA using recursive
least squares (RLS). It is worth noting that the choice of forgetting factor λ is
often essential to make a good trade-off between the convergence and accuracy.
For RLS, a decrease in the forgetting factor λ leads to its sensitivity to noise
and a larger fluctuation of parameter estimates [16], resulting in inefficiency
linearization performance.

In this paper, we propose an adaptive ILA using recursive prediction error
minimization (RPEM) algorithm to linearize PAs, which allows time-varying
forgetting factor λ. Thus, the RPEM algorithm reduces the fluctuation of the
PD parameter estimates, speeds up the convergence, mitigates the steady-state
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mean square error and hence minimizes the total nonlinear distortion at the
PA output. As a result, the adaptive ILA with RPEM effectively compensate
the nonlinear distortion of the PA even if the PA characteristics changes due
to PVT drift and other factors such as type of signals, high-order modulation
schemes, input power levels etc. The rest of the paper is organized as follows.
Section 2 proposes the one using RPEM. Simulation results are presented in
Sect. 3. Conclusions are finally drawn in Sect. 4.

2 Proposed Adaptive ILA Using RPEM for Linearizing
RF Power Amplifiers

Figure 1 shows the block diagram of the ILA-based DPD technique, where a
post-distorter (or training) block is used to identify the postinverse of the PA.
The baseband signal u(n) is fed to the predistorter, which generates a signal
x(n) that is a PA input. The PA output signal is normalized by a linear gain
G0, producing the normalized output z(n), i.e., z(n) = y(n)

G0
. The postdistorter

model has the input z(n) and the output zp(n). Its parameters are identified by
minimizing the error signal e(n) = x(n) − zp(n) using the adaptive algorithms.
Note that both the PD and postdistorter models are identical. Thus, when the
coefficients of the postdistorter are identified, they are directly copied to the
PD model. This process is repeated iteratively until the ILA linearization has
converged. At convergence, the cascaded PD and PA system behaves linearly.
Since the MP models have owned low computational cost, satisfactory accuracy,
and easy hardware implementation, they have become promising choices and
been widely applied for behavioral modeling and predistortion of PAs exhibiting
nonlinear memory effects [2,4,12,17]. Therefore, both the PD and postdistorter

RF PA

-

+

Predistorter

+ Postdistorter
(Training)

Adaptive RPEM 
algorithm

Fig. 1. Block diagram of Indirect learning architecture (ILA) using the proposed
RPEM adaptive algorithm.
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are modeled by the same MP model that has Q as the nonlinearity order and P
as memory depth, and ωkm as coefficients. The input and output relation of the
PD model is given by

x(n) =
Q∑

k=1

P∑

m=0

ωkmu(n − m)|u(n − m)|k−1 = ωTφ(n), (1)

where
ω = [ω10, . . . , ωQ0, . . . , ω1P , . . . , ωQP ]T, (2)

and
φ(n) = [φ10(n), . . . , φQ0(n), . . . , φ1P (n), . . . , φQP (n)]T (3)

with
φkm(n) = u(n − m)|u(n − m)|k−1

. (4)

The symbol T indicates the matrix transpose.
The input and output of the postdistorter model can be expressed by

zp(n) =
Q∑

k=1

P∑

m=0

ωkmz(n − m)|z(n − m)|k−1 = ωTz(n), (5)

where ω is defined as in (2) and

z(n) = [z10(n), . . . , zQ0(n), . . . , z1P (n), . . . , zQP (n)]T (6)

with
zkm(n) = z(n − m)|z(n − m)|k−1

. (7)

The prediction error e (n, ω) is defined by

e (n, ω) = x(n) − zp(n) = x(n) − ωTz(n). (8)

The adaptive algorithms are derived by minimizing corresponding lost functions
that refer to scalar-valued functions of all the prediction errors e (n, ω).

The coefficient vector ω of the predistorter is estimated by using the Gauss-
Newton RPEM algorithm in [16] that minimizes the following cost function.

fL (ω) = lim
L→∞

1
L

L∑

l=1

E
{
e2 (l, ω)

}
, (9)

where e(l, ω) is given as in (8).
The formulation of the RPEM algorithm is derived in [16], which requires the

negative gradient of e (l, ω) with respect to ω. From (8), the negative gradient
is given by

− ∂e (n, ω)
∂ω

= zT(n). (10)

When applying the RPEM algorithm [16] for PA linearization, the adaptive ILA-
based DPD using RPEM algorithm is described in Algorithm 1, where ρ also is
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Algorithm 1. The proposed adaptive ILA-based DPD technique using RPEM.
1: Initialize: n = 0, λ0, λ(0),P(0) = ρI.
2: for n = 1 to L − 1 do
3: x(n) = ωT(n − 1)φ(n)
4: y(n) = FPA {x(n)} .

5: z(n) = y(n)
G0

6: zp = ωT(n − 1)z(n)
7: e(n) = x(n) − zp(n)
8: λ(n) = λ0λ(n − 1) + 1 − λ0

9: k(n) = P(n−1)z(n)

λ(n)+zT(n)P(n−1)z(n)

10: P(n) = 1
λ(n)

[
P(n − 1) − k(n)zT(n)P(n − 1)

]

11: ω(n) = ω(n − 1) + k(n)e(n).

12: End For

a positive constant and λ(n) is a forgetting factor that tends exponentially to 1
as n → ∞. λ0, λ(0) and P(0) are initial variables designed by users. Typically
chosen values for λ0 and λ(0) are λ0 = 0.99 and λ(0) = 0.95 [16].

It is crucial that the evaluation criteria should be adopted to clearly validate
the performance of PA behavioral modeling and DPDs. Therefore, this part
defines the figures of merit for performance evaluation. The most commonly
used criteria are normalized mean square error (NMSE) in time domain, adjacent
channel power ratio (ACPR) in frequency domain, and error vector magnitude
(EVM) that are defined as in [3,18].

Firstly, NMSE is an estimator of the overall difference between the predicted
and measured signals in time domain. It is often defined in decibels as

NMSE = 10log10

⎛

⎜⎜⎝

N∑
n=1

(|y[n] − x[n]|)2

N∑
n=1

(|x[n]|)2

⎞

⎟⎟⎠ , (11)

where x(n) is the experimental output (or desired output) of the DUT, and y(n)
is the output obtained from the model.

Moreover, ACPR is the ratio between the total adjacent channels’ powers to
the main channel signal power. It describes the degree of the signal regrowth
into neighbouring channels. Since the ACPR characterizes the maximum power
allowed to be radiated outside the allocated band, it plays a very important role
in wireless radio standards. The ACPR is often expressed in decibels as

ACPR = 10log10

(∫
Badj

|Y (f)|2
∫
Bch

|Y (f)|2
)

(12)

where |Y (f)| denotes the power spectrum of the measured output signal y(n),
Badj and Bch refer to the bandwidth of the adjacent and main channels, respec-
tively.
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The EVM is a measure criterion that quantifies the imperfection to the output
signal when compared to the input one. It describes the in-band distortion of
the PA and is defined as

EVM =

√√√√√√√√

L∑
j=0

[(
Ij − Îj

)2

+
(
Qj − Q̂j

)2
]

L∑
j=0

[
I2j + Q2

j

] (13)

where Ij and Qj are the ideal output signal in-phase and quadrature components,
and Îj and Q̂j are their output measured counterparts, respectively.

3 Simulation Results

In order to demonstrate the proposed DPD linearization method, we tested a
simulated PA that is modeled by a Wiener model consisting of a FIR filter
followed by memoryless nonlinearity model. The coefficients of the FIR filter are
as in [19–21]

h0 = 0.7692, h1 = 0.1538, h2 = 0.0769. (14)

For the memoryless nonlinearity model, we use Saleh’s model [22], which is
defined by

y(n) =
αa |v(n)|

1 + βa|v(n)|2 e
j∠

[
v(n)+

αϕ|v(n)|2
1+βϕ|v(n)|2

]
, (15)

with
v(n) = h0x(n) + h1x(n − 1) + h2x(n − 2), (16)

where x(n) and y(n) are the input and output of the simulated PA, respectively,
and v(n) is the input of Saleh model. The parameters of Saleh model are as
in [19]

αa = 20, βa = 2.2, αϕ = 2, βϕ = 1. (17)

The transmitted symbols are modulated by 16-QAM with 3.84 MHz bandwidth.
The input modulated signal is filtered by a raised cosine pulse shaping filter with
the roll-off factor of 0.22.

The AM/AM and AM/PM characteristics computed at the instantaneous
samples of the PA input and output, are shown in Fig. 2. It is clear that the
simulated PA suffers from the nonlinearity and memory effects. Figure 3 shows
the gain performance of the simulated PA with the average input power. One
can observe that the gain in linear region is about 26 dB. The average input
power at 1 dB compression point and at 3 dB are around −1 dBm and 4.3 dBm,
respectively.

The MP model is used to model nonlinear behavior of the PA. In order to
reduce the computational complexity, the orders (N and M) of the MP model are
optimized by using a performance-based sweeping method [17]. Figure 4 shows
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Fig. 2. The PA characteristics. (a) AM/AM. (b) AM/PM.

the NMSE performance versus the orders of the PA model. From this figure, we
can see that the optimal values of N and M are N = 5 and M = 2, respectively,
in order to achieve a good trade-off between the best NMSE and computational
complexity.

In order to validate the proposed DPD, the RPEM algorithm is initialized
when λ0 = 0.99, λ(0) = 0.95 and the initial weight vectors ω(0) have a first ele-
ment as 1 and the others as 0. In this simulation, the ACPR values are measured
at the upper adjacent channels, corresponding to frequency offsets of 5MHz.
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Figure 5 shows effectiveness in canceling the spectral regrowth of the pro-
posed approach. for the input power of −4 dBm. It can be seen that there is a
significant spectral regrowth reduction after DPD. The adaptive RPEM algo-
rithm converges after 10-K samples, as shown in Fig. 6.
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Figures 7(a) and (b) respectively show the ACPR and EVM performance
of the proposed DPD for various input power levels. From these figures, one
can observe that the proposed DPD technique shows a significant performance
improvement in terms of ACPR and EVM. It obtains the ACPR values almost
equal to those of input. Furthermore, after applying RPEM-ILA, the EVM values
are significantly reduced and less than 0.26%, which shows excellent performance
in in-band distortion mitigation. This is because the RPEM algorithm makes
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Fig. 7. ACPR and EVM performance after the proposed DPD using adaptive RPEM
algorithm. (a) ACPR. (b) EVM.

the PD coefficient estimates more consistent and precise in steady state. The
simulation results have clarified the improvements of the proposed technique
compared with LMS [15] and RLS-based [10,12] ILA methods.

4 Conclusions

In this paper, an adaptive ILA linearization using the RPEM algorithm has
been proposed. Thanks to the time-varying forgetting factor, the PD coefficient
estimates are consistent and accurate in steady state, leading to speed up the
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convergence, reduce the NMSE, and minimize the total nonlinear distortion at
the PA output. The simulation results confirm that the nonlinear distortion of
the PA operated under different conditions (for example, the different input
powers), can be almost fully compensated by employing the adaptive ILA with
RPEM. In other words, the proposed DPD technique effectively linearizes the
PA even if its characteristics change. So, this approach provides a very promising
solution for future wireless communication system where the PA characteristics
change due to the type of signal, high-order modulation, working condition, etc.
The future works will target the optimization, hardware implementation and
more detail analysis results of the proposed linearization technique.
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Abstract. In this paper, we propose to extract two types of feature
from Neighbor-Center Difference Image (NCDI). NCDI is a variant of
Local Binary Pattern (LBP) and originally used as input for Convolu-
tional Neural Network (CNN). NCDI is a high dimensional feature and
thus histograms are extracted from these NCDI features to mainly store
useful information for statistical analysis. Two types of histograms are
extracted from NCDI and then concatenated to further capture useful
information. Experimental results on several benchmark color texture
datasets show that the proposed approaches outperform the original LBP
with a large margin (in accuracy) on several benchmark color texture
datasets.

Keywords: LBP · Neighbor-Center Different Image ·
Color texture classification

1 Introduction

Texture analysis is one of the most active area of research in computer vision with
a wide range of real-life applications, including industrial inspection, medical
magnetic resonance imaging, materials science. In reality, the texture of the
same material or object varies in illumination, orientation, scale, and rotation.
Therefore, it needs a robust descriptor to characterize and discriminate different
classes. Various approaches have been proposed to overcome these drawbacks
in illumination, orientation, and other visual appearance problems. There exist
many works to propose a new efficiency and discriminant image descriptors.
Most approaches are based on local and global techniques.

One simple yet efficient local descriptor is Local Binary Pattern (LBP) intro-
duced by Ojala et al. [1]. LBP is a computational efficiency operator with high
discriminative power and robustness against illumination. However, it may not
work properly for noisy images due to its threshold function [2]. Various variants
of LBP and its extension have been proposed to minimize its limitation [3]. Lu
et al. [4] have proposed Neighbor-Center Difference Vector (NCDV) which is
extracted by subtracting the center pixel value from its neighboring pixel val-
ues. They extract NCDV features of different sizes from several non-overlapped
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blocks of training samples. For NCDV features extracted from each block, they
train one projection to map it into a binary feature vector. Then, they cluster
these binary codes into a codebook and encode these binary codes within the
same face as a histogram feature vector. Finally, an age ranker is trained on these
histograms. Their approach has shown to provide very good results on several
datasets.

Recently, Wu and Lin [5] have proposed a new descriptor based on NCDV
to capture edge information, namely Neighbor-Center Difference Image (NCDI).
Normally, Convolutional Neural Network (CNN) model takes RGB images as
input. However, Wu and Lin [5] have proposed to feed CNN model with hand-
crafted feature NCDI which collects NCDV from all patches to reconstruct the
image. This approach has shown to improve the accuracy in the facial expression
recognition task. Edge information is useful to a wide range of computer vision
tasks but NCDI is a high dimensional feature. Therefore, we propose to extract
two types of histogram feature from NCDI to mainly store useful information
and use it for texture classification.

The rest of this paper is organized as follows. In Sect. 2, LBP, NCDI, and K-
Nearest Neighbors are briefly reviewed. Section 3 introduces the feature extract-
ing methods. Next, four benchmark color texture datasets and experimental
results are introduced in Sect. 4. Finally, the conclusion is discussed in Sect. 5.

2 Related Work

2.1 Local Binary Pattern (LBP)

LBP is a powerful local descriptor to deal with texture and related to classifi-
cation tasks. LBP operator takes values of points on a circular neighborhood,
thresholds the pixel values of the neighborhood at the value of the central pixel
value. The binary results are then used to form an integer LBP code. The for-
mula to compute the LBPP,R code from P circular neighbors of radius R is
defined as:

LBPP,R =
P−1∑

i=0

θ (gi − gc) × 2i (1)

where gc is the value of central pixel and gi is the value of ith neighborhood
pixel. The threshold function θ (.) is defined as:

θ (t) =
{

1 if t ≥ 0
0 otherwise (2)

LBP is a computational efficiency descriptor with high discriminative power
and robustness against illumination. However, LBP has several disadvantages,
it loses intensity information due to the threshold function and may not work
properly for noisy images [6]. Many variants of LBP have been proposed to
minimize LBP’s limitation [3].
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2.2 Neighbor-Center Difference Image (NCDI)

LBP may lose intensity information due to the threshold function θ (.). In
order to tackle this issue, several approaches have been proposed, one of these
approaches is NCDI which is proposed by Wu and Lin [5]. NCDI is extracted
on a grayscale image by iterating each pixel (x, y) and subtracting its value gc
from P neighboring pixel values {gi}Pi=1.

NCDI (x, y)i = gi − gc (3)

Finally, NCDIPi=1 were concatenated to create a multi-channel image. The P -
channel of NCDI are extracted from a grayscale image will have edge information
in P directions.

2.3 K-Nearest Neighbors Classifier

The K-Nearest Neighbors classifier (K-NN) is among the simplest classifiers of
all machine learning algorithms and it is widely used in texture classification.
To classify a testing image, firstly, the distance in the feature space between the
testing image and each training images is computed. Then, the testing image is
assigned to the class that has the highest number of images among K nearest
neighbors. K is a user-defined constant. If K = 1, the testing image is assigned as
the class of the nearest neighbor in the feature space. The value of K is commonly
set to 1 and the distance metric is usually L1 or Euclidean. The L1 distance dL1
between two feature vectors a, b is computed as follow:

dL1 =
∑

i

|ai − bi| (4)

Where ai, bi is the ith value in the feature vector a, b respectively.

3 Proposed Approach

The edge information is useful for several computer vision tasks. The 8-channel
NCDI feature has shown to provide better results for facial expression recognition
[5]. However, The 8-channel NCDI feature is a very high dimensional feature.
Therefore, we investigate to extract two types of NCDI histogram feature to
reduce the dimension and apply it for texture classification.

– The first histogram feature is obtained from each NCDI by counting the
frequency of each value from −255 to 255. These histograms have information
about the intensity of difference between pixel values.

– To further capture the edge information from NCDI, the second histogram
feature is extracted from each NCDI by counting the frequency of 256 LBP
values. These histograms have information about the correlation of difference
between pixel values.
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A LBP value at each point only stores information of which neighbor pixel
value is larger than the center pixel value. In case of the NCDI, at each pixel,
it stores how much each neighbor pixel value larger than the center pixel value.
Therefore, the histogram of each NCDIs has more information about the inten-
sity of difference between pixel values. However, the histogram of each NCDI
channels does not have correlation information of neighboring values, thus we
propose to combine NCDI Histogram and LBP-NCDI histogram to incorporate
the intensity of difference and the correlation of difference information.

4 Experiments

4.1 Dataset Description

The proposed approaches are evaluated on four benchmark color texture
datasets, including New BarkTex [7], Outex-TC-00013 [1], USPTex [8] and STex.
Training and testing set of each dataset is divided by the holdout method (as
shown in Table 1).

Table 1. Summary of image datasets used in the experiment.

Dataset name Image size # class # training # test Total

New BarkTex 64× 64 6 816 816 1632

Outex-TC-00013 128× 128 68 680 680 1360

USPTex 128× 128 191 1146 1146 2292

STex 128× 128 476 3808 3808 7616

4.2 Experimental Setup

In order to evaluate the proposed approaches, experiments are conducted on
the same training and testing set of four benchmark color texture datasets by
using the nearest neighbor (1-NN) classifier associated with the L1 distance. It
is worth to note that the sophisticated classifier might provide a better classifi-
cation performance (i.e SVM classifier), but at the cost of computing and tuning
parameters.

Firstly, the baseline result (LBP RGB) is obtained by extracting three LBP8,1

histograms from the three channels of RGB images.
Secondly, two types of proposed histogram feature are evaluated separately.

To begin, 8-channel NCDI is extracted from each channel of RGB image. Then,
LBP8,1 histograms of NCDI and histograms of NCDI are extracted from these
NCDIs. Next, 1-NN classifier is used to obtain the accuracy of each type of
feature.

Finally, two proposed types of histogram feature are concatenated produce
the result of the proposed approach.
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All experiments are implemented in Matlab-2015b and conducted on a PC
with a configuration of a CPU 4 cores 2.2 GHz, 8 GBs of RAM.

4.3 Results

Table 2 shows that the proposed approaches take a longer time to extract fea-
tures. However, the proposed approach to combine two types of NCDI histograms
is still very fast. It takes only 0.068 s to extract features from the three channels
of a 128 × 128 RGB image.

Table 2. The computation time (in seconds) to extract features from a 128×128 RGB
image of the proposed approaches compare with the original LBP.

Methods Computation time

LBP RGB 0.008

LBP NCDI 0.047

NCDI Histogram 0.024

NCDI Histogram & LBP NCDI 0.068

Table 3. Classification accuracy (in %) of the original LBP approach and the proposed
approaches on four texture datasets New BarkTex, Outex-TC-00013, USPTex, and
STex. LBP RGB stands for LBP histogram feature extracted on three channel of RGB
image. LBP NCDI is the approach that uses the LBP histogram feature extracted on
NCDIs. NCDI Histogram is the histogram feature extracted by counting the frequency
of each value in NCDIs. NCDI Histogram & LBP NCDI is the proposed approach that
concatenates two types of histogram features.

Methods New BarkTex Outex-TC-00013 USPTex STex

LBP RGB 76.6 86.0 85.3 85.5

LBP NCDI 74.4 88.9 82.3 87.8

NCDI Histogram 69.4 86.3 80.8 76.9

NCDI Histogram & LBP NCDI 78.3 90.2 88.7 89.1

Table 3 clearly shows that the combination of two proposed feature types
outperforms the result of LBP histogram from RGB image. Comparing with
features from LBP histograms of RGB image, the proposed approaches achieved
significant gain of more than 1.7%, 4%, 3.4% and 3.5% in accuracy on New
BarkTex, Outex-TC-00013, USPTex, and STEX dataset respectively.
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Table 4. Classification accuracy (in %) of the proposed method compared with other
approaches on four texture datasets New BarkTex, Outex-TC-00013, USPTex, and
STex.

Methods New BarkTex Outex-TC-00013 USPTex STex

Color ranges LBP [9] 71.0 86.2 79.1 -

Wavelet
coefficients [10]

- 89.7 - 77.6

Color contrast
occurrence matrix [11]

- 82.6 - 76.7

Soft color
descriptors [12]

- 81.4 58.0 55.3

LBP and local color
contrast [13]

71.0 85.3 82.9 -

CLBP [14] 72.8 84.4 72.3 -

Mix color order LBP
histogram [15]

77.7 87.1 84.2 -

LTP [6] 76.1 90.6 88.4 87.0

LPQ [16] 66.2 81.4 86.6 87.6

TPLBP [17] 61.3 75.0 80.0 71.7

LBP Median [18] 72.3 83.0 84.1 81.9

NCDI Histogram &
LBP NCDI

78.3 90.2 88.7 89.1

Table 4 shows that our proposed approach to concatenate two types of feature
obtains better results than several other approaches. According to the experi-
ments on STex dataset, the proposed approach outperforms other approaches
by a margin of more than 1.5%. The classification results obtained on the USP-
Tex dataset by the proposed method provides slightly better result than other
approaches. In the case of Outex-TC-00013 dataset, the Mix color order LBP
histogram approach give slightly better accuracy than ours. However, the pro-
posed method outperforms that approach by improving 2.2%, 0.3%, and 2.1%
on New BarkTex, USPTex and STex datasets, respectively.

5 Conclusion

In this paper, two types of histogram features are proposed to extract edge
information from NCDI. These two types of histograms are then concatenated
to further capture useful information from NCDIs. Experimental results on four
benchmark color texture datasets show that the concatenation of features from
NCDI outperforms the original LBP with a large margin in accuracy. Moreover,
the proposed approach has achieved better results compare with several other
approaches on four texture datasets.
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The future of this work is to reduce the dimension of proposed features by
feature selection method and apply it to other related computer vision tasks.
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Abstract. Today, a customer is easy to express his opinions about a bought
products thanks to accelerated development of social networks and ecommerce
websites. These opinions are very useful indicators to evaluate the degree of the
customers’ real satisfaction. From that, the traders will emerge the strategies and
predict the trends to get the directions for their products and businesses in the
future. In this paper, we have built a dataset and executed many experiments
based on the multiple classifiers with complementing lexicon features to
increase the accuracy of sentiment polarities. The experimental section shows
good results and proves our approach is reasonable.

Keywords: Machine learning � Text mining � Natural language processing �
Sentiment analysis � User behavior

1 Introduction

Sentiment analysis task is a hot trend in natural language processing applied widely in
many domains, especially in ecommerce system, this identifies the sentiment polarity
between positive and negative comments. Through sentiment, managers of the brand
and product can quickly get an overview of customer attitudes towards their brand at a
certain time or within a certain period of time. Moreover, sentiment analysis also points
to brand or product strengths and weaknesses in the eyes of the customers, which
aspects are being appreciated and what are the focal points of negative discussion. In
addition to monitor sentiment changes over a long period of time will tell brand health,
which helps the brand managers and marketers to re-evaluate the performance and
giving directions for the future campaigns. This not only improves the effectiveness of
business, but also helps to be more proactive in preventing and handling crisis.

In this paper, we have proposed the sentiment analysis solution based on multiple
classifiers with enhancing lexicon features. Our main contribution is to build the
Vietnamese dataset from reputation ecommerce websites for sentiment analysis, apply
preprocessing techniques for the dataset such as word segmentation, lowercase trans-
formation, punctuation removal and feed more features to the feature vectors such as
the adjective phrases, negation and emotional icons replacement. The experiments of
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various aspects are executed to evaluate the well-known classifiers and various features
to find the suitable solution for real-time applications.

In the rest of this paper is organized as follows: Sect. 2 presents the related works,
Sect. 3 shows background and our approach. Next, Sect. 4 shows the experimental
results. Finally, the conclusions and future works are presented in Sect. 5.

2 Related Works

Sentiment Analysis is a potential field attracted many research groups having studied
with various experiences and approaches.

Medhat et al. [1] showed the main approaches for sentiment analysis problem
including machine learning, lexicon-based and hybrid approaches. Actually, sentiment
analysis is a kind of text classification problem identifying the user’s comments as
positive or negative polarities, so it can totally apply the machine learning algorithms
with the linguistic features to sentiment polarities. About lexicon-based approach relies
on the emotional lexicons and is divided into dictionary-based or corpus-based
approaches built by statistical or semantic methods to find the emotional polarities.
Besides, the hybrid approach combines these two approaches to utilize the advantages
and limit the disadvantages of them in the hope of increasing more accuracy.

Although the lexicon-based approach also has drawbacks such as reliability of the
lexicons, dependencies on their contexts or languages. But the emotional lexicons are
important factors to recognize the customers’ emotions in their comments, so it has
many lexicon-based studies in particular languages, especially adjective, adjective
phrases, verb and verb phrases. The adjective and verb phrases are the essential clues
for sentiment analysis problem to enhance the accuracy of the adjective and verb
phrases, also build the sentiment wordnet. Trinh et al. [2] proposed the lexicon-based
approach for sentiment analysis with facebook data in Vietnamese and built the
Vietnamese emotional lexicon dictionary, including noun, verb, adjective, adverb
based on the English emotional analysis applied to the Vietnamese language and used
support vector machine classifier to identify the emotions. Tran et al. [3] proposed a
fuzzy language computation based on Vietnamese linguistic characteristics to provide
an effective method for computing the sentiment polarity of verb phrases.

Deep learning is also an trending solution mentioning a lots in the recent years. Vo
et al. [4] integrated the advantages of CNN (Convolutional Neural Network) and
LSTM (Long ShortTerm Memory) for sentiment analysis with their Vietnamese pro-
posed corpus as comments/reviews in ecommerce websites. Araque et al. [5] enhanced
deep learning sentiment analysis with ensemble techniques, including ensemble clas-
sifiers and ensemble features.

Our approach has based on the multiple classifiers and complemented the lexicon
features. According to the experiments of Duong and Truong Hoang [6], we choose
logistic regression, SVM (Suport Vector Machine), random forest, OVO, OVR which
are classfiers obtains the best score in current.

Next, it presents the theory background of our approach and the experiments to
evaluate the well-known classifiers and also the dataset.
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3 Background

3.1 Feature Extraction

Each dimension of comment vectors is tf � idf weight of a term, where tf is the number
of the terms appearing in a document, df is the number of the documents containing a
term, idf is the inversion of df weight. This weight is widely used in natural language
processing because tf shows the importance of the term, but if that term also appears
many times in other documents, it may be a less meaning word, so incorporating with
idf to punish that one. Deng et al. [7] executed the exhaustive experiments showing
tf � idf has still gotten the high score in text classification, our approach also chooses
this one for dimensions of the feature vectors. This weight is calculated as follows:

tf � idfð Þwi
¼ freq wið Þlog N

1þ df
ð1Þ

Subject to N is the number of the comments, freq(wi) is the frequency of w term in
the i-th comment. Besides, it also incorporates unigram and bigram for feature vectors.

3.2 The Vietnamese Phrases

Woking in Vietnamese processing will face the first challenge as word segmentation.
It’s different from English which the words are the tokens divided by the space
characters, Vietnamese words may one token or two tokens such as tốt (good), xuất sắc
(excellent), tuyệt vời (wonderful), hoàn hảo (perfect). The second one is Part of Speech
(POS) tagging which is used to assign parts of speech to each words such as noun,
verb, adjective, adverb helps to increase more semantic to texts. They are important
problems in natural language processing, this study has used pyvi1 library for Viet-
namese word segmentation (F1 score 0.979) and POS (F1 score 0.925), and relies on
them to get the adjective phrases to increase the semantic dimensions for feature
vectors. The adjective phrases are the essential indicators in sentiment analysis to
determine the degrees of customers’ satisfaction. An adjective phrase in Vietnamese
has the structure:

P1\center adj[P2

The previous (P1) and post (P2) sub-sections may be lack, but the center adjective
is required. P1 is often the adverbs of complementing for the center adjectives. For
example, “rất tốt” (very good): “tốt” (good) is an adjective and “rất” (very) is the
adverb of complementing for “tốt”. P2 is often adverbs of degree. For example “đẹp
quá” (so beautiful): “đẹp” (beautiful) is an adjective and “quá” (so) is the adverb of
degree. It also may be noun, adjective, verb making more clear the features of the
center adjective. For example, “anh ấy khó thuyết phục” (it is difficult to convince him):
“khó” (difficult) is the adjective and “thuyết phục” (convince) is the verb.

1 https://pypi.org/project/pyvi/.
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The adjective phrases are especially important to distinguish strong satisfied and
only satisfied polarities. The special point is to distinguish two of them as the adverb
complementing for the adjective to increase the emotion of the adjective word. For
example, a user’s said: “tôi rất hài lòng về sản phẩm” (I’m very pleased about the
product) is more satisfied than “tôi hài lòng về sản phẩm” (I’m pleased about the
product) or “tôi tạm hài lòng về sản phẩm” (I’m a little bit pleased about the product),
“sản phẩm đẹp quá” (the product is so beautiful) is more satisfied than “sản phẩm đẹp”
(the product is beautiful). Moreover, comments are the short texts, so the study focuses
on two forms of the adjective phrases as P1 <center adj> and <center adj> P2.

3.3 SVM

SVM (Support Vector Machine) is a strong classifier using both regression and clas-
sification problem. The main idea is to find a hyperland (calling M0) to divide the
dataset into various groups in the multi-dimensions space. Firstly, SVM is used for the
binary problem and the linearly separable dataset, it means M0 divides the dataset into
two groups and gets the same distance with two support vector hyperlands of those two
groups (see Fig. 1 is the dashed lines). The support vectors of groups are the data points
having the nearest distance to M0. Clearly, these data points are more important than
other ones in finding M0-. The cost function of M0 forms as follows:

y ¼ wTxþ b ð2Þ

Where yn wTxn þ bð Þ� 1; 8n ¼ 1; 2; . . .;N (N is the number of data points) and b is
the bias. It needs to find w and b have satisfied as below

w; bð Þ ¼ argminw;b
wk k22
2

ð3Þ

This is an optimal problem with constraints which can solve by Lagrange function.
It means to need find the roots of the following equation, where an are Lagrange
multipliers 8n ¼ 1; 2; . . .;N

L w; b; að Þ ¼ wk k22
2

�
XN

n¼1

an yn wTxn þ b
� �� 1

� � ð4Þ

After solving this, the category of a data point is calculated by f(x) = sign(wTx + b).
If the dataset has any noise data points (only nearly separable linear dataset), the set

of the data points will be divided into safe, unsafe and wrong data point areas (see
Fig. 1). It combines with slack variables (n) for this division, slack variable of the i-th
data point (di) is calculated: ni ¼ wTxi þ b� yi

�� ��, it means

• ni ¼ 0 ! di is the safe data point (belongs to right category).
• 0\ni\1 ! di is unsafe data point (still belongs to right category, but in area

between M0 and support vectors hyperland of that category).
• ni [ 1 ! di is the wrong data point (belongs to wrong category).
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It needs to find w and b of the following equation satisfying yi wTxi þ bð Þ� 1� ni

w; b; nð Þ ¼ argminw;b;n
wk k22
2

þC
XN

i¼1

ni ð5Þ

For the non-linear separable dataset needs to find the transformation to transform
the dataset from the non-linear separable space to the linear separable space.

3.4 Logistic Regression

Logistic regression is a statistical approach to determine the relationship between the
dependent variable y and a set of independent variables x. The prediction of a data point
is a probability of each category by logistic function and uses a threshold 2 0; 1½ � to
determine it belongs to that category or not, the form of logistic function is as follows:

y ¼ logistic wTxþ b
� � ð6Þ

It looks like the linear models which needs to estimate the coefficients wT and
b from training phase. However, the logistic function is a non-linear function, the most
often using is sigmod function as follows:

f xð Þ ¼ 1
1þ e�x ð7Þ

Although the name contains “regression” word, but it’s used more in classification
problems. This approach is high score and good performance, easy to implement, so
it’s widely used in various fields of machine learning.

Safe data points

Safe data points

Unsafe data points

Wrong data points

Square group

Circle group

Fig. 1. Illustration for the nearly separable linear dataset.
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3.5 Random Forest

Random forest is one of the most used algorithms today applied to both regression and
classification problem developed Breiman in 2001. The main idea is to combine the
decision trees into a single model, each decision tree is built from a random subset of
the features in the training dataset using classification and regression trees (CART)
technique. For the original random forest, the label of an unlabeled data point is
determined via majority voting. Afterward, there are many studies to boost its per-
formance, our context uses average of probabilistic prediction via scikit-learn2.

The decision tree is built by splitting the training dataset recursively from the root
node, CARD uses Gini Index to measure the impurity of data for the split feature in a
decision node, this one is calculated as:

G ¼ 1�
XN

i¼1

pið Þ2 ð8Þ

Where N is the number of categories, pi which is probability of a data point in a
subset belongs to the i-th category. The split process continues recursively until the
decision tree reaches the max deep or can’t split subsets anymore.

Random forest is a simple algorithm, obtains great result and avoid the big problem
in machine learning as overfitting. However, its main limitation is slow and not
effective in real-time prediction when the number of subtrees is large.

3.6 OVO and OVR

OVO (One-vs-One) classifier has got each pairwises of the categories and applied the
binary classifiers, the final category of the document is decided by the majority voting
of them. So, if having c categories, it decomposes c(c − 1)/2 iterations for pairwises of
the categories to execute the binary classifier. This is a simple approach and obtains the
good experiments, but gets high computational cost and takes a long time for training.

Another approach has the less computational cost than OVO, namely OVR (One-
vs-Rest) classifier, this approach has executed c binary classifiers of c categories, each
i-th one defined whether the documents belong ci category or a probability of the
document belongs to that category. The final category based on the probability.

In our experiments, we use linear SVM for each iterations of OVO and OVR.

4 Approach and Experiments

Our dataset has collected 7200 comments on the ecommerce websites such as tiki.vn,
thegioididong.com, fptshop.com.vn grouped into StrongSatisfied (2380 comments),
Satisfied (2440 comments), UnSatisfied (2380 comments) sentiment polarities manu-
ally. This dataset shows more challenges than the original sentiment analysis problem

2 https://scikit-learn.org/stable/.
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which only contains two sentiment polarities as Positive and Negative. For evaluation,
the dataset is preprocessed and complemented the useful lexicons, the comments is
vectorized with each dimension of feature vectors is tf � idf weight of terms or phrases,
they are feeded to the multiple classifiers for sentiment polarities.

Based on a comparative evaluation of preprocessing techniques of Symeonidis et al.
[8] by measuring their accuracy in twitter sentiment classification, we also applied some
preprocessing techniques including lowercase transformation, number removal, punc-
tuation removal to improve the accuracy. Next, we have complemented the adjective
phrases by using the label of the part of speech to the comments and the adjective structure
to indicate the adjective phrases. Then, it replaces negation lexicons and emotional icons,
a list of negation lexcions ismanually determined such as “không” (not), “chưa” (not yet),
“chẳng” (not) and two lists of positive lexicons and negative lexicions based on Viet-
namese SentiWordNet built byVu et al. [9] and our collected dataset. For those ones, each
negation lexicon which follows as a positive lexicon is replaced by “not_positive” lex-
icon or a negative lexicon is replaced by “not_negative” lexicon. Similarly, it also pre-
pares a list of emotional positive and negative icons, positive icons are replaced by
“positive” lexicion and negative icons are replaced by “negative” lexicon.

In order to prove our approaches, we executes various experiments with the well-
known classifiers. Since the dataset hasn’t been much big enough yet, so we have used
k-fold cross-validation method to evaluate, this divides the dataset into k subsets and
executes k iterations. For each iteration, one of the subsets is used for the testing data,
the remaining ones are used for the training data. It uses k as 5 for the experiments and
all of the experiments are executed on Macbook Pro (2017) 2.8 GHz Intel Core i7,
RAM 16 GB 2133 MHz. The first experiment executes with the original features,
Table 1 shows the average of F1 scores, average of training and testing time (in
seconds) when executing the multiple classifiers without preprocessing and feeding the
proposed feature indicators. Where F1 score is the weighted average of precision and
recall, this reaches the best score at 1 and worst score at 0.

Table 1. Executing the multiple classifiers with tf � idf weight of features.

Classifiers Parameters Average of
F1 score

Training
time (s)

Testing
time (s)

Logistic
regression

multi_class = ovr;
solver = lbfgs

0.801 0.210 0.001

multi_class = multinomial;
solver = lbfgs

0.809 0.523 0.001

Random
forest

subtrees = 10 0.734 0.346 0.005
subtrees = 50 0.787 1.683 0.022
subtrees = 80 0.792 2.684 0.035
subtrees = 100 0.802 3.343 0.043

SVM kernel = linear; C = 1e5 0.784 4.432 0.913
kernel = rbf;
gamma = auto

0.766 4.752 0.826

OVR linear SVM 0.804 10.088 2.300
OVO linear SVM 0.817 4.299 2.964
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Table 2 shows the results in the same strategies as Table 1, but applying the
proprocessing techniques and complementing the useful lexicons. Observing the F1
score stats of Fig. 2 and the time stats of Table 2, the results are improved and OVO
classifier still obtains the highest score for now, but training and testing time are also
rather high, this is a big disadvantage for the bigger dataset and difficult to apply the
real-time prediction. In other hands, logistic regression classifier obtains a little bit

Table 2. Executing the multiple classifiers with preprocessing the dataset and implementing the
lexicon features.

Classifiers Parameters Average of F1
score

Training
time (s)

Testing
time (s)

Logistic
regression

multi_class = ovr;
solver = lbfgs

0.829 1.289 0.003

multi_class = multinomial;
solver = lbfgs

0.837 2.032 0.002

Random
forest

subtrees = 10 0.765 1.070 0.007
subtrees = 50 0.807 5.377 0.034
subtrees = 80 0.812 8.468 0.060
subtrees = 100 0.818 10.694 0.078

SVM kernel = linear; C = 1e5 0.839 9.750 2.103
kernel = rbf;
gamma = auto

0.847 10.067 2.097

OVR linear SVM 0.842 20.246 4.936
OVO linear SVM 0.850 8.887 6.324

0.66
0.68

0.7
0.72
0.74
0.76
0.78

0.8
0.82
0.84
0.86

L R 1 L R 2 R F 1 R F 2 R F 3 R F 4 S V M 1 S V M 2 O V R O V O

Table 2 Table 3

Fig. 2. The F1 scores stats of the experimental results
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lower than OVO classifier, but training and testing time are much faster, so it’s a nice
option to deploy in the real-time applications.

5 Conclusions and the Future Works

In this paper, we have built the sentiment dataset and used the multiple classifiers
approach with enhancing lexicon features to the comment’s vectors to improve the
accuracy of sentiment polarities and executed various experiments to prove our
approach and suggest the suitable solution for the real-time prediction. In the experi-
ment, it has obtained the good results.

In future works, we will build a Vietnamese sentiment dictionary, investigate mis-
spelling words, wrong grammars of the sentences, synonymy words, antonymous
words, slang, also more for emotional icons/symbols, negation. Besides, the dataset
will continue to broaden in more fields.
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Abstract. In 2012, Tim Güneysu, et al. proposed the GLP signature
scheme, a practical and efficient post-quantum signature scheme. It is
built on the modification of Vadim Lyubashevsky’s idea of construct-
ing previous signature schemes. It has a significantly smaller signature
and key size than prior signature scheme. The design of the GLP is a
foundation to construct newer signature schemes such as Bai-Galbraith,
Dilithium. However, Tim Güneysu has only given the description of the
GLP signature scheme that has not yet given a detailed security proof
for this scheme. Therefore, in this paper, we will present a full security
proof for the GLP signature scheme. Specifically, we show that the GLP
signature scheme is EU-CMA secure in the random oracle model.

Keywords: Latticed-based signature · R-SIS problem ·
The GLP signature scheme · Post-quantum cryptography

1 Introduction

The security of currently popular signature schemes is based on hard problems
in number theory, such as integer factorization or discrete logarithm problem.
More than 20 years ago, Peter Shor proposed an efficient algorithm to solve
these hard arithmetic problems on a quantum computer [Sho99]. Therefore, as
soon as quantum computers achieve sufficient computational power, widely-used
signature schemes will be insecure. This urges researchers to search for new cryp-
tography primitives resistant to quantum computing-based attacks. Due to the
recent innovative development of quantum computers, post-quantum cryptogra-
phy becomes more and more crucial. Among the candidates for post-quantum
cryptography, lattice-based cryptography is the most potential candidates.
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The last few years have witnessed surprising development of lattice-based
cryptography, especially constructions of new signatures schemes. At present,
lattice-based signatures have become more practical and competitive with clas-
sical signatures related to efficiency and security level. Among the methods of
constructing signatures, Fiat-Shamir technique is attracting the attention of the
cryptography community for its effectiveness and practicality. The first Fiat-
Shamir lattice-based signature was introduced by Lyubashevsky [Lyu08] in 2008.
This scheme based on the hardness of the shortest vector problem. Later, sev-
eral improved schemes was proposed in [Lyu12,DDLL13,BG14,DLL+17]. One
of them, the Dilithium signature scheme, has been submitted to NIST to stan-
dardize as a post-quantum signature.

The GLP signature scheme [GLP12]1 is constructed by adapting the idea
from [Lyu12] and [Lyu08]. Concretely, GLP follows the idea that ephemeral
values in signing algorithm are chosen randomly from a uniform distribution
over a set the same as in [Lyu08], instead of from a Gaussian distribution in
[Lyu12]. Moreover, the way how to select a valid signature of GLP is the same
as the proposed way in [Lyu08] (in [Lyu08] the signatures is simply checked to be
in some interval or not, while [Lyu12] uses rejection sampling to output a valid
signature). However, due to the usage of optimized parameters to reduce the
signature size and key size, the security proof of GLP was founded on the proof in
[Lyu12]. Key size and signature size of GLP is significantly smaller than those of
other signature schemes in [Lyu12,Lyu08]. Besides, the construction idea of GLP
is a foundation to construct later improved scheme such as [BG14,DLL+17].

Our contribution: In [GLP12], the authors described the GLP signature
scheme but did not prove its security in details (concretely, [GLP12] provided
a guideline to prove based on [Lyu12]). Therefore, our main contribution is to
present a full security proof for the GLP signature scheme based on previous
technique in [Lyu08,Lyu12]. We show that the GLP signature scheme is EU-
CMA secure in the random oracle model under assuming the hardness of the
worst-case lattice problems.

Organization of the paper: In Sect. 2, we recall the definitions of SIS problem
and its hardness on ideal lattices. The description of GLP is recalled in Sect. 3. In
Sect. 4, we present a security proof of the GLP signature scheme in the random
oracle model. Finally, the conclusion of this paper is described in Sect. 5.

2 Preliminaries

Throughout the paper, we will assume that n = 2α where α is a positive integer,
p ≡ 1 mod 2n and Rpn

= Zp [x]/〈xn + 1〉. Each element of Rpn

can be presented
as a polynomial of which the degree is at most n − 1 and the coefficients are
in

[−p − 1
2 , p − 1

2

]
. We let Rpn

k be a subset of the ring Rpn

in which the elements
of Rpn

k can be presented as polynomials with degree at most n − 1 and the

1 A later scheme version is given in [GLP15]. But, it still does not contain a full
security proof.
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coefficients in [−k, k], where |k| < p − 1
2 . For any set S, let s ←$ S mean that

s is chosen uniformly at random from S. We denote U(0, 1) to be the uniform
distribution on (0, 1). Let s = s0 + s1x + . . . + sn−1x

n−1 be a polynomial, we
denote ‖s‖∞ = maxn−1

i=0 |si|.
Definition 1 (R-SISp,n,γ,β problem, [Lyu12]). Given the polynomials
a1,a2, . . . ,aγ are chosen uniformly random from Rpn

, find the polynomials
s1, s2, . . . , sγ �= 0 in Rpn

β such that a1s1 + a2s2 + . . . + aγsγ = 0.

Definition 2 (R-SISp,n,γ,k distribution, [Lyu12]). The R-SISp,n,γ,k distri-
bution is sampled by choosing a1,a2, . . . ,aγ uniformly random from Rpn

,
the polynomials s1, s2, . . . , sγ uniformly random from Rpn

k and outputting
(a1,a2, . . . ,aγ , t = a1s1 + a2s2 + . . . + aγsγ).

Definition 3 (R-SISp,n,γ,k decision problem, [Lyu12]). Given (a1,a2, . . . ,
aγ , t), distinguish whether (a1,a2, . . . ,aγ , t) are generated from the R-SISp,n,γ,k

distribution or chosen uniformly random from (Rpn × . . . . × Rpn

︸ ︷︷ ︸
γ

, Rpn

).

The R-SISp,n,γ,β problem is consider as a hard problem. Solving the problem
R-SISp,n,γ,β have the hardness as solving worst-case lattice problems in ideal
lattices [LM06].

Definition 4 (DCKp,n problem, [GLP12]). Distinguish between the uniform
distribution over Rpn × Rpn

and the distribution (a,as1 + s2), where si are uni-
formly random in Rpn

1 and a is uniformly random in Rpn

.

As in [GLP12], the DCKp,n problem is also considered as a hard prob-
lem. The following lemma indicates a reduction from the DCKp,n problem
to the R-SISp,n,2,3α+1 decision problem. In other words, if one can solve the
R-SISp,n,2,3α+1 decision problem, then one can solve the DCKp,n problem.

Lemma 1 [Lyu12]. Let α be a non-negative integer such that GCD(2α+1, p) =
1, then there exists a polynomial-time reduction from the DCKp,n problem to the
R-SISp,n,2,3α+1 decision problem.

Proof. See [Lyu12], Lemma 3.6, p. 7. �	
The following lemma shows that, with suitable parameters, if one can solve

the R-SISp,n,2,β problem then one can solve the DCKp,n problem.

Lemma 2. 2 If 8βn ≤ p then there is a polynomial-time randomized reduction
from the DCKp,n problem to the R-SISp,n,2,β problem.

2 This lemma is stated based on Lemma 3.7 in [Lyu12]. Namely, we give a reduction
for the hard problems on the ideal lattices instead of the lattice in R

n as in Lemma
3.7.
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Proof. Given an instance (a, t) of the DCKp,n problem. Using the R-SISp,n,2,β

oracle on (a, 1) to find s′
1, s

′
2 ∈ Rpn

β such that a s′
1 +s′

2 = 0. If t = as1 + s2 then

s′
1 t = s′

1 (as1 + s2) = a s′
1 s1 + s′

1 s2 = − s′
2 s1 + s′

1 s2.

Since ‖s1‖∞, ‖s2‖∞ ≤ 1, ‖s′
1‖∞, ‖s′

2‖∞ ≤ β, and [[Lyu08], Lemma 2.8], we have

‖s′
2 s1‖∞ ≤ n‖s′

2‖∞‖s1‖∞ ≤ nβ

‖s′
1 s2‖∞ ≤ n‖s′

1‖∞‖s2‖∞ ≤ nβ

Hence ‖s′
1 t‖∞ = ‖− s′

2 s1 + s′
1 s2‖∞ ≤ 2nβ ≤ p

4 . On the other hand, if t is
uniformly random Rpn

then ‖s′
1 t‖∞ will also be uniformly random in Zp. Hence,

in order to solve the DCKp,n problem, distinguisher simply looks at the value
‖s′

1 t‖∞. If ‖s′
1 t‖∞ ≤ p

4 then he says that (a, t) is an instance of the DCKp,n

problem. Otherwise, he says that (a, t) is chosen uniformly from Rpn × Rpn

.
In the case (a, t) is an instance of the DCKp,n problem, the distinguisher will
be correct. However, in the case of the uniform distribution (a, t) is uniformly
on Rpn × Rpn

, he will make an error with probability 1
2 (because t is chosen

uniformly from Rpn

, the probability that ‖s′
1 t‖∞ ≤ p

4 is 1
2 ). �	

A signature scheme includes three algorithms: Keygen, Sign and Verify.
Keygen takes as input a security parameter and outputs a public key pk and
secret key sk. Sign takes as input a message μ and a secret key sk, outputs a
signature Σ. Verify takes as input a message μ, signature Σ and public key pk,
output valid (1) or invalid (0). We require that, with the non-negligible proba-
bility, Verify (μ,Σ, pk) = 1.

The standard security notion for signatures is existential unforgeability under
chosen message attacks (EU-CMA). Consider the following game of challenger C
and forger F . Firstly, the challenger generates a key pair (sk, pk) and sends pk
to F . The forger takes as input public key pk. Besides, the forger can make the
polynomial queries for signatures on messages μ1, . . . , μQ of its choice. For the
i-th query, the challenger answers (μi, Σi). The output of the forger is (μ∗, Σ∗).
It wins the game if Verify (μ∗, Σ∗, pk) = 1, and μ∗ �= μi for any i = 1, . . . , Q.
The signature scheme is called EU-CMA secure if there is no polynomial-time
F whose success probability in the above game is non-negligible.

3 The GLP Signature Scheme

The signature scheme has three main algorithms: key generation, signing and
verifying. In particular, the signing and verifying algorithm can access to the
random oracle H is defined in [GLP12] as follows: H : {0, 1}∗ → {v : v ∈
Rpn

1 ,
n−1∑

i=0

|vi| = 32}, where v = v0 + v1x + . . . + vn−1x
n−1 ∈ Rpn

1 .
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Key Generation Algorithm

Input: Parameters (n, p).
Output: Secret key (s1, s2) and public key (a, t).

1. Choose secret key s1, s2 ←$ Rpn

1 .
2. Choose a ←$ Rpn

.
3. Compute t ← as1 + s2.
4. Return secret key (s1, s2) and public key (a, t).

Signing Algorithm

Input: Parameters (n, p, k), message μ, secret key (s1, s2) and a.
Output: A signature for message μ.

1. Choose y1,y2 ←$ Rpn

k .
2. Compute c ← H(ay1 +y2, μ).
3. Compute z1 ← s1c + y1, z2 ← s2c + y2.
4. If z1, z2 ∈ Rpn

k−32 then
5. Output (z1, z2, c)
6. Else return to Step 1.

Verifying Algorithm

Input: The parameters (n, p, k), public key (a, t), message μ and signature
(z1, z2, c).
Output: The signature is valid or invalid.

1. If z1, z2 ∈ Rpn

k−32 and c = H(az1 + z2 − tc, μ) then
2. The signature is valid.
3. Else
4. The signature is invalid.

The secret keys are random polynomials s1, s2 ←$ Rpn

1 . The public key is
(a, t), where a ←$ Rpn

and t = as1 + s2 ∈ Rpn

.
To sign message μ, firstly, the signer chooses random polynomials y1,y2 ∈

Rpn

k . Then the signer compute c = H(ay1 +y2, μ) and z1 = s1c + y1, z2 =
s2c+y2. Before outputting the signature for the message μ, the signer will check
if z1, z2 has belong to Rpn

k−32 or not. If z1, z2 ∈ Rpn

k−32 then signer will output
(z1, z2, c) as the signature for μ. Otherwise, the signer regenerate y1,y2 and
recalculate the signature. The signer will perform the signing algorithm until it
can give z1, z2 ∈ Rpn

k−32. With the parameters chosen as in Table 1, Lemma 3 will
show that the average signer needs to make approximately 7 times to generate
a valid signature.

To verify the signature (z1, z2, c), the verifier simply checks that z1, z2 ∈
Rpn

k−32 and that c = H(az1 + z2 − tc, μ). If z1, z2 are generated from the signing
algorithm then we have z1, z2 ∈ Rpn

k−32 and

H (az1 + z2 − tc, μ) = H (a (s1c + y1) + (s2c + y2) − (as1 + s2) c, μ)
= H (ay1 +y2, μ) = c



258 T. X. Khuc et al.

Table 1. The GLP signature scheme parameters

I II

1. n 512 1024

2. p 8383489 16760833

3. k 214 215

4. The average number of executions to generate a valid signature 7 7

5. Signature size (bit) ≈ 2n log (2(k − 32) + 1) + n 15869 33789

6. Secret key size (bit) ≈ 2n log(3) 1623 3246

7. Public key size ≈ n log p 11775 24574

The Table 1 [GLP12] shows the parameters n, p, k, the average number of
executions to generate a valid signature, signature size and keys size used in the
GLP signature scheme.

The parameter k controls the trade-off between the security and the run time
of the scheme. The smaller k gets, the more secure the scheme becomes and the
shorter the signatures get but the time to sign will increase. The authors of the
implementation of [GLP12] suggest k = 214, n = 512 and p = 8383489 for ≈80
bits of security and k = 215, n = 1024 and p = 16760833 for >256 bits of security.

The size of the signature is the number of bits used to represent (z1, z2, c).
Since z1, z2 ∈ Rpn

k−32, z1, z2 can be represented by 2n log (2(k − 32) + 1). And c
can be represented by n bits. Therefore, the signature size can be represented
by 2n log (2(k − 32) + 1) + n bits.

Since s1, s2 ∈ Rpn

1 , the size of secret key can be represented by 2n log(3).
The public key consists of two polynomials (a, t), where a is shared by all users
(therefore, can be viewed as part of the signature scheme) and t is the individual
component of each user. Therefore, the public key size with each user is just a
component t ∈ Rpn

and can be represented by n log p.

Lemma 3. 3 For any w ∈ Rpn

such that ‖w‖∞ ≤ 32,

Pr
[
w + y ∈ Rpn

k−32 : y ←$ Rpn

k

]
=

(
1 − 64

2k + 1

)n

.

Proof. Let some w ∈ Rpn

such that ‖w‖∞ ≤ 32 and consider w as a vector
of dimension n with coefficients wj (for 1 ≤ j ≤ n) having absolute value at
most 32. Then the sum w+y will belong to Rpn

k−32 if for every coefficient wi the
corresponding coefficient of y (denoted yj) is in the range

[− (k − 32) − wj , k − 32 − wj ] (1)

Since every coefficient yj is generated randomly in the range [−k, k] and |wj | ≤
32, the range (1) is contained in the range of possible coefficient yj of y. The

3 This lemma is stated based on Lemma 6.1 in [Lyu08].



A Security Proof of the GLP Signature Scheme 259

probability that yj is in the range (1) is 2(k − 32)+ 1
2k +1 = 1 − 64

2k +1 . Therefore,

Pr
[
w + y ∈ Rpn

k−32 : y ←$ Rpn

k

]
=

(
1 − 64

2k + 1

)n

.

�	
Since ‖s1‖∞ ≤ 1, ‖s2‖∞ ≤ 1 and ‖c‖1 ≤ 32, we have ‖s1c‖∞ ≤ 32 and

‖s2c‖∞ ≤ 32. Hence, we have

Pr
[
s1c + y1 ∈ Rpn

k−32 : y1 ←$ Rpn

k

]
=

(
1 − 64

2k + 1

)n

and

Pr
[
s2c + y2 ∈ Rpn

k−32 : y2 ←$ Rpn

k

]
=

(
1 − 64

2k + 1

)n

Moreover, z1 = s1c + y1 and z2 = s2c + y2, the probability that z1, z2 belong
to Rpn

k−32 is

Pr
[
z1 ∈ Rpn

k−32 ∧ z1 ∈ Rpn

k−32 : y1,y2 ←$ Rpn

k

]
=

(
1 − 64

2k + 1

)2n

.

We can see that if k is too small then the probability that z1, z2 ∈ Rpn

k−32 is
very low. The below table show the relationship between n, k and the average
number of executions to generate a valid signature (Table 2).

Table 2. The relationship between n, k and the average number of executions to
generate a valid signature

n k The average number of executions
to generate a valid signature

512 214 7

512 215 3

512 216 2

1024 214 55

1024 215 7

1024 216 3

1024 217 2

4 Security Proof of the GLP Signature Scheme

In this section, we show that the GLP signature scheme is EU-CMA secure in
the random oracle model, assuming the hardness of the DCKp,n problem and the
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R-SISq,n,2,β problem. In [GLP12], it’s a bit confusing when saying that the secu-
rity of the GLP signature scheme is based only on the hardness of the DCKp,n

problem. Because [GLP12] assumes that there is a polynomial-time reduction
from the DCKp,n problem to the R-SISq,n,2,β problem as Lemma 2. However,
we can easily see that if the parameters n, p, k chosen as in [GLP12] (Table 1)
then the condition 8βn ≤ p in Lemma 2 is not satisfied. In other words, there
is no polynomial-time reduction from the DCKp,n problem to the R-SISq,n,2,β

problem with the parameters chosen as in [GLP12] by using Lemma 2.
Firstly, we see that if a adversary can derive the secret key (s1, s2) from the

public key (a, t) then he can be used to solve DCKp,n problem. Therefore, the
security of the GLP signature scheme must be based on DCKp,n problem.

The following theorem shows the security of the GLP signature scheme also
need to be based on R-SISq,n,2,β problem. Assume, for contradiction, that there
exists a polynomial-time forger F breaking the EU-CMA security of the sig-
nature scheme with non-negligible advantage. Then, we can use F to solve the
R-SISq,n,2,β problem.

Theorem 1. 4 If there is a polynomial-time adversary who can produce a valid
signature with success probability δ after making s queries to the signing ora-
cle and h queries to the random oracle H, then there exists a polynomial-
time algorithm to solve R-SISp,n,2,β problem, where β = (2(k − 32) + 64k′),

k′ = 3
⌈

2
100
n

−1√
p−1

3

⌉
+ 1, with probability at least ≈ δ2

2(h+ s) .

Proof. This theorem is proven through Lemmas 5 and 6 using the hybrid argu-
ments. To be more precise, Lemma 5 shows that the actual signing algorithm and
the actual key generation algorithm can be replaced by the key generation algo-
rithm Hybrid 3 and the signing algorithm Hybrid 3 (those are obtained from the
actual key generation algorithm and the actual signing algorithm. The advan-
tage of the adversary in distinguishing the actual algorithms and the Hybrid 3
algorithms is negligible). Therefore, if the adversary is able to produce a valid
signature with probability δ for the actual key generation algorithm and actual
signing algorithm, then he can also produce a valid signature with probability δ
for the key generation algorithm Hybrid 3 and signing algorithm Hybrid 3.

In Lemma 6, we show that if an adversary is able to produce a valid signa-
ture with probability δ for the key generation algorithm Hybrid 3 and signing
algorithm Hybrid 3, then we can use that signature to solve the R-SISp,n,2,β

problem, where β = (2(k − 32) + 64k′), k′ = 3
⌈

2
100
n

−1√
p−1

3

⌉
+ 1, with success

probability at least
(

1
2

− 2−200

)
(
δ − 2−200

)
(

δ − 2−200

h + s
− 2−200

)
≈ δ2

2(h + s)
.

�	
4 This theorem is stated based on Theorem 5.1 in [Lyu12]. Namely, we provide an

additional algorithms Hybrid 3 to prove the security of the GLP signature scheme.
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The Hybrid algorithms are described as follows.

Key Generation Algorithm Hybrid 1 and Hybrid 2

Input: Parameters (n, p).
Output: Secret key (s1, s2) and public key (a, t).

1. Choose secret key s1, s2 ←$ Rpn

1 .
2. Choose a ←$ Rpn

.
3. Compute t ← as1 + s2.
4. Return secret key (s1, s2) and public key (a, t).

Signing Algorithm Hybrid 1

Input: Parameters (n, p, k), message μ, secret key (s1, s2) and a.
Output: A signature for μ.

1. Choose y1,y2 ←$ Rpn

k .

2. Choose c ←$ {v ∈ Rpn

1 :
n∑

i=1

|vi| = 32}
3. Compute z1 ← s1c + y1, z2 ← s2c + y2.
4. If z1, z2 ∈ Rpn

k−32 then
5. Output a signature (z1, z2, c)
6. Program5 c = H (a z1 + z2 − tc, μ)
7. Else return to Step 1.

Signing Algorithm Hybrid 2 and Hybrid 3

Input: Parameters (n, p, k), message μ, secret key (s1, s2) and a
Output: A signature for μ.

1. Choose c ←$ {v ∈ Rpn

1 :
n∑

i=1

|vi| = 32}
2. Choose z1 ←$ Rpn

k−32, z2 ←$ Rpn

k−32.
3. Choose u ←$ U (0, 1)

4. Set M ←
(
1 − 64

2k +1

)2n

5. If u ≤ M then
6. Output a signature (z1, z2, c)
7. Program c = H (a z1 + z2 − tc, μ)
8. Else return to Step 1.

5 When it is queried, the oracle H is programmed to return a random c ∈ {v ∈ Rpn

1 :
n∑

i=1

|vi| = 32} without checking whether that value has been used before.
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Key Generation Algorithm Hybrid 3

Input: Parameters (n, p, k′), where k′ = 3α + 1, α =
⌈

2
100
n

−1√
p−1

3

⌉
.

Output: Secret key (s1, s2) and public key (a, t).

1. Choose secret key s1, s2 ←$ Rpn

k′ .
2. Choose a ←$ Rpn

.
3. Compute t ← as1 + s2.
4. Return secret ket (s1, s2) and public key (a, t).

The following lemma shows that, if (s1, s2) is randomly chosen from Rpn

k′ ×Rpn

k′

in which k′ is reasonably chosen, then with high probability, there exists (s′
1, s

′
2) ∈

Rpn

k′ × Rpn

k′ different from (s1, s2) satisfying as1 + s2 = as′
1 + s′

2.

Lemma 4. 6 For any a ∈ Rpn

and (s1, s2) randomly chosen from Rpn

k′ × Rpn

k′ ,
in which k′ ≥ 2

100
n −1√p. Then, with probability at least 1 − 2−200, there exists

(s′
1, s

′
2) different from (s1, s2) satisfying as1 + s2 = as′

1 + s′
2.

Proof. For any a ∈ Rpn

, consider the map fa defined as follows:

fa : Rpn

k′ × Rpn

k′ → Rpn

(s1, s2) �→ as1 + s2

We see that the cardinality of Rpn

is
∣
∣Rpn∣

∣ = pn and the cardinality of Rpn

k′ ×Rpn

k′

is (2k′ + 1)2n. Therefore, the probability of choosing (s1, s2) ∈ Rpn

k′ × Rpn

k′ such
that there are no collisions is at least

pn

(2k′ + 1)2n ≤ pn

(
2

100
n

√
p + 1

)2n <
pn

2200pn
=

1
2200

In other words, with probability at least 1 − 2−200, there exists (s′
1, s

′
2) different

from (s1, s2) such that as1 + s2 = as′
1 + s′

2. �	
Lemma 5. Let D be a distinguisher who can querry to the random oracle H.
Moreover, D can query the actual key generation algorithm, the actual sign-
ing algorithm, the key generation algorithm Hybrid 3 and the signing algorithm
Hybrid 3. If D, after making h queries to the random oracle H and s queries to
the signing algorithm (either actual or Hybrid 3), then the advantage of D in dis-
tinguishing the actual key generation algorithm and the actual signing algorithm
with the key generation algorithm Hybrid 3 and the signing algorithm Hybrid 3
is less than s (s − 1 + 2h) 2−(n+1).

Proof. We will use the hybrid arguments to prove the Lemma. Specifically, we
will use three Hybrid key generation and signing algorithms (the verification

6 This lemma is stated based on Lemma 5.2 in [Lyu12].
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algorithms are the same to the actual one, so we do not mention them here).
The key generation algorithm Hybrid 1 and Hybrid 2 are similar to the actual
key generation algorithm while the key generation Hybrid 3 is different from
the actual one in that (s1, s2) is uniformly chosen from Rpn

k′ × Rpn

k′ instead of
Rpn

1 × Rpn

1 . The signing algorithm Hybrid 1 is different from the actual one in

that c is randomly chosen from {v ∈ Rpn

1 :
n−1∑

i=0

|vi| = 32} instead of being com-

puted by c = H (a z1 + z2 − tc, μ). The signing algorithm Hybrid 2 is different
from the Hybrid 1 in that in the Hybrid 2, z1, z2 are uniformly chosen from
Rpn

k−32 instead of being computed as z1 = s1c + y1, z2 = s2c + y2. The signing
algorithm Hybrid 3 is similar to the Hybrid 2 one. We will show that with a suit-
able choice of parameters, the advantage of the distinguisher D in distinguishing
the Hybrid algorithms is negligible.

First of all, we show that the distinguisher D has advantage less than
s(s − 1 + 2h)2−(n+1) in distinguishing the actual signing algorithm with the
Hybrid 1 one. The only difference between those two algorithms is that in
the Hybrid 1 algorithm, the output of the random oracle H is randomly cho-

sen from {v ∈ Rpn

1 :
n−1∑

i=0

|vi| = 32} and then is programmed as the answer of

H (a z1 + z2 − tc, μ) = H (ay1 +y2, μ) without checking whether the hash value
(ay1 +y2, μ) has been queried to H or not. Therefore, in the signing algorithm
Hybrid 1, there may be the case that with the same input, two queries to H may
produce two different outputs, while with the actual algorithm one gets the same
output. And this is the only point that the distinguisher can distinguish between
the actual signing algorithm with the Hybrid 1 algorithm. In other words, the
advantage of the distinguisher in distinguishing these two algorithms is the prob-
ability that the signing algorithm Hybrid 1 produces two outputs with the same
query to H.

Since D makes h queries to H and s queries to the signing algorithm, there
are at most s + h values (ay1 +y2, μ) established. Now, we show that for every
call to the signing algorithm Hybrid 1, the probability of generating y1,y2 such
that a1 y1 +y2 is equal to the previous queried value is less than 2−n. Given t
arbitrarily in Rpn

, we have

Pr
[
ay1 +y2 = t;yi ←$ Rpn

k

]
=Pr

[
y2 = (t − ay1) ;yi ←$ Rpn

k

]

≤ max
t′∈Rpn

Pr
[
y2 = t′;y2 ←$ Rpn

k

]

≤
(

2k + 1
p

)n

By hypothesis k � p, then

Pr
[
ay1 +y2 = t;y1 ←$ Rpn

k ,y2 ←$ Rpn

k

]
< 2−n.

We see that the previous queried value can be generated in the random oracle
H or in signing algorithm Hybrid 1. Hence, the probability of getting a collision
after making s queries is at
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((
s
2

)
+ sh

)
2−n = s(s − 1 + 2h)2−(n+1)

Now, we need to show that outputs of the signing algorithms Hybrid 1 and
Hybrid 2 are indistinguishable. Indeed, the element c in both algorithms are
computed in a similar way. The main difference is the way z1, z2 are computed.
In the Hybrid 1 algorithm, z1 = s1c + y1, z2 = s2c + y2 and z1, z2 are output
only if z1, z2 ∈ Rpn

k−32. By Lemma 3, the probability that the Hybrid 1 algorithm

produces a valid signature is
(
1 − 64

2k +1

)2n

, whereas the Hybrid 2 chooses z1, z2

uniformly from Rpn

k−32 and the probability of producing a valid signature is

Pr

[

u ≤
(

1 − 64
2k + 1

)2n

: u ←$ U(0, 1)

]

=
(

1 − 64
2k + 1

)2n

.

Therefore, D cannot distinguish whether (z1, z2, c) is outputted by the Hybrid
1 algorithm or the Hybrid 2 algorithm.

Next, we show that D cannot distinguish the public keys generated by the
key generation algorithm Hybrid 3 and the Hybrid 2 algorithm. Indeed, by the
hardness of DCKp,n, the distinguisher D cannot distinguish between the outputs
of the Hybrid 2 algorithm and the uniform distribution on Rpn ×Rpn

. By Lemma
1, there is a reduction from solving DCKp,n to solving the R-SISp,n,2,(3α+1)

decision problem. Hence D cannot distinguish between the outputs the Hybrid
3 algorithm with the uniform distribution on Rpn × Rpn

(if it does then it is
possible to solve the R-SISp,n,2,(3α+1) decision problem, from which one can solve
the DCKp,n problem). Therefore, D cannot distinguish between the outputs by
the Hybrid 3 algorithm and the Hybrid 2 algorithm.

As a conclusion, we see that the actual key generation algorithm and the
actual signing algorithm can be replaced by the corresponding Hybrid 3 algo-
rithms. The advantage of the distinguisher in distinguishing between the actual
algorithms and the Hybrid 3 algorithms is less than s(s − 1 + 2h)2−(n+1). �	
Lemma 6. Assume that there exists a polynomial-time forger F who can pro-
duce a valid signature with success probability δ after making at most s queries
to the signing algorithm Hybrid 3 and at most h queries to the random oracle H.
Then there exists a polynomial-time algorithm to efficiently solve the R-SISp,n,2,β

problem, in which β = (2(k − 32) + 64k′), k′ = 3
⌈

2
100
n

−1√
p−1

3

⌉
+ 1 with success

probability at least
(

1
2

− 2−200

)
(
δ − 2−200

)
(

δ − 2−200

h + s
− 2−200

)
.

Proof. Denote by DH := {v ∈ Rpn

1 :
n−1∑

i=0

|vi| = 32} the range of the random

oracle H. Given a ∈ Rpn

, choose s1, s2 ←$ Rpn

k′ to be the secret key and compute
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t = a1s1 + s2. The public key is (a, t). Set t = h + s to be the upper bound of
the total number of times that H is queried or programmed by F . One query to
H can be made by the forger or H can be programmed by the signing algorithm
Hybrid 3 when the forger requests a signature of some message. Next we choose
a random coins φ for the forger, a random coins ψ for the signer (using Hybrid
3) and choose r1, . . . , rt ←$ DH to be the answers of the random oracle.

Now, we consider a sub-algorithm A with input (a, t, φ, ψ, r1, . . . , rt). The
algorithm A will run F by supplying to F the public key (a, t) and the random
coins φ as input. Whenever F requests a signature of a message, A runs the
signing algorithm Hybrid 3 and uses the random coins ψ to generate a signature.
During the signing process, the random oracle H is programmed and answers
the first value in (r1, . . . , rt) which has not been used before. Here A will save a
table consisting of all queries to H, and when a same query is requested again,
the random oracle will output the same answer. The forger can also make queries
to the random oracle. In this case, the answer is done in the same way. Whenever
F stops and produces a forgery (with probability δ), the algorithm A will take
the output of F as its output.

With probability δ, the forger F will produce a message μ and a sig-
nature (z1, z2, c) satisfying z1, z2 ∈ Rpn

k−32 and c = H ((a z1 + z2 − tc) , μ).
Note that if the random oracle was not queried or programmed with input
w = (a z1 + z2 − tc) then the probability that F produces c with c = H (w, μ)
is 1/|DH |. Hence, with probability 1 − 1/|DH |, c has to be one of the values ri

with 1 ≤ i ≤ t. Thus the probability that F succeeds in a forgery and c is one of
the values ri (with 1 ≤ i ≤ t) is at least δ − 1/|DH | . Indeed, let A be the event
that F succeeds in a forgery and B be the event that c is one of the values ri.
Then we have

Pr [A ∩ B] = Pr [A] + Pr [B] − Pr [A ∪ B]

≥ δ + 1 − 1
|DH | − 1 = δ − 1

|DH | .

Assume that j is the index such that c = rj , with 1 ≤ j ≤ t. Then there are two
possibilities as follows:

– Either rj is an answer of a query of F to the random oracle,
– or rj is programmed in the signing process.

In the second case, assume that, when signs a message μ′, the signer programs
the random oracle as H ((az′

1 + z′
2 − tc) , μ′) = c. If the forger produces a valid

signature (z1, z2, c) for μ then μ �= μ′ or (z1, z2) �= (z′
1, z

′
2) (or both are different).

Because if μ = μ′ and (z1, z2) = (z′
1, z

′
2), the adversary just outputs a message

with a signature that he already saw. If μ �= μ′ then we have a collision for H,
since

H ((az′
1 + z′

2 − tc) , μ′) = c = H ((a z1 + z2 − tc) , μ) .

If μ = μ′ then (z1, z2) �= (z′
1, z

′
2) and

H ((az′
1 + z′

2 − tc) , μ) = c = H ((a z1 + z2 − tc) , μ) .
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Thus if az′
1 + z′

2 − tc �= a1 z1 + z2 − tc then we find a collision for H. On the
other hand, if az′

1 + z′
2 − tc = a1 z1 + z2 − tc then

a (z1 −z′
1) + (z2 − z′

2) = 0.

Since ‖z1‖∞, ‖z′
2‖∞ ≤ k − 32, one has ‖z1 − z′

1‖∞, ‖z2 − z′
2‖∞ ≤ 2(k − 32).

Therefore we can solve the R-SISp,n,2,β problem where β = 2(k − 32) with
success probability at least δ − 1/|DH |.

Now we come back to the first case, i.e., rj is an answer when F makes a query
to the random oracle. In this case, first we save the signature (z1, z2, rj) of the
forger F for μ. Then, we generate new random elements r′

j , . . . , r′
t ←$ DH . Next

we run again the algorithm A with input (a, t, φ, ψ, r1, . . . , rj−1, r′
j , . . . , r′

t). By
the General Forking Lemma [[BN06], Lemma 1], the probability that r′

j �= rj

and the forger uses r′
j as an answer for a query to the random oracle is at least
(

δ − 1
|DH |

) (
δ − 1/|DH |

t
− 1

|DH |
)

,

and so with the above probability, F produces a signature z′
1, z

′
2, r

′
j for μ and

a z1 +a z2 −tc = az′
1 + az′

2 − tc′ (2)

where c = rj and c′ = r′
j . Plug t = a1s1 + s2 into (2), we obtain

a (z1 −cs1 − z′
1 + c′s1) + (z2 −cs2 − z′

2 + c′s2) = 0. (3)

Since ‖z1‖∞, ‖z′
1‖∞, ‖z2‖∞, ‖z′

2‖∞ ≤ k − 32 and ‖s1c‖∞, ‖s1c′‖∞, ‖s2c‖∞,
‖s2c′‖∞ ≤ 32k′, one gets

‖z1 −cs1 − z′
1 + c′s1‖∞, ‖z2 −cs2 − z′

2 + c′s2‖∞ ≤ (2(k − 32) + 64k′) .

Set z1 − cs1 − z′
1 + c′s1 = u1 and z2 −cs2 − z′

2 + c′s2 = u2. If u1,u2 �= 0 then
we can solve the R-SISp,n,2,β problem with β = (2(k − 32) + 64k′). Therefore, it
suffices to show that u1,u2 �= 0 with probability at least 1

2 −2−200. By Lemma 4,
with probability at least 1 − 2−200, there exists (s′

1, s
′
2) �= (s1, s2) ∈ Rpn

k′ such
that as′

1 + s′
2 = as1 + s2. If 0 = u1 = z1 − cs1 − z′

1 + c′s1 then z1 − cs′
1 −

z′
1 + c′s′

1 �= 0. Indeed, assume that

z1 − cs1 − z′
1 + c′s1 = 0 and z1 − cs′

1 − z′
1 + c′s′

1 = 0

Then z1 − cs1 − z′
1 + c′s1 = z1 − cs′

1 − z′
1 + c′s′

1. Hence

(c − c′) (s1 − s′
1) = 0. (4)

Because ‖c‖1, ‖c′‖1 ≤ 32 and ‖s1‖∞, ‖s′
1‖∞ ≤ k′, we have ‖(c − c′) (s1 − s′

1)‖∞
≤ 256k′. By the choice of parameters, 256k′ < p. Thus if (c − c′) (s1 − s′

1) = 0
over Rpn

= Zp [x]/〈xn + 1〉 then (c − c′) (s1 − s′
1) = 0 over Z [x]/〈xn + 1〉.

Since n is a power of 2, xn + 1 is irreducible in Z [x]. Hence Z [x]/〈xn + 1〉 is
an integral domain. Then, (c − c′) (s1 − s′

1) = 0 which implies c − c′ = 0 or
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s1 − s′
1 = 0. So c �= c′ and hence s1 = s′

1 (which contradicts to s1 �= s′
1 above).

Similarly, if 0 = u2 = z2 − cs2 − z′
2 + c′s2 then z2 − cs′

2 − z′
2 + c′s′

2 �= 0. On the
other hand, at the beginning, we do not know whether z1 − cs1 − z′

1 + c′s1 = 0
and z2 − cs2 − z′

2 + c′s2 = 0 or z1 − cs1 − z′
1 + c′s1 �= 0 and z2 − cs2 −

z′
2 + c′s2 �= 0. Therefore, the probability that z1 − cs1 − z′

1 + c′s1 �= 0 and
z2 − cs2 − z′

2 + c′s2 �= 0 is exactly the probability that the secret key is (s′
1, s

′
2).

Denote by E the event that there exists a related key (s′
1, s

′
2) and by F the event

that the secret key is (s′
1, s

′
2). Then the probability that z1 − cs1 − z′

1 + c′s1 �= 0
and z2 − cs2 − z′

2 + c′s2 �= 0 is

Pr [E ∩ F ] = Pr [E] + Pr [F ] − Pr [E ∪ F ]

≥ 1 − 2−200 +
1
2

− 1 =
1
2

− 2−200.

Therefore, the probability that z1 − cs1 − z′
1 + c′s1 �= 0 and z2 − cs2 − z′

2 +
c′s2 �= 0 is at least 1

2 − 2−200. Moreover, since A does not use the secret keys
as input and does not use those secret keys for signing, the forger cannot know
which secret key used in signing is (s1, s2) or (s′

1, s
′
2).

Hence in case rj is an answer for a query of F to the random oracle, we can
solve the R-SISp,n,2,β problem where β = (2(k − 32) + 64k′) with probability at
least (

1
2

− 2−200

)(
δ − 1

|DH |
)(

δ − 1/|DH |
h + s

− 1
|DH |

)
.

Since β = 2(k−32) in the first case is less than β = (2(k − 32) + 64k′) in the later
case and the success probability of solving the R-SISp,n,2,β problem in the first
case is greater than the success probability of solving the R-SISp,n,2,β problem
in the second case, the success probability will be the small one. Therefore, if
there exists a polynomial-time forger F with success probability δ after making s
queries to the signing algorithm Hybrid 3 and h queries to the random oracle H,
then there exists a polynomial-time algorithm to solve the R-SISp,n,2,β problem,
where β = (2(k − 32) + 64k′), with success probability at least

(
1
2

− 2−200

)
(
δ − 2−200

)
(

δ − 2−200

h + s
− 2−200

)
.

Since |DH | = 232
(

n
32

)
. For n = 512, we have |DH | ≈ 2200 and for n = 1024, we

have |DH | ≈ 2233. �	

5 Conclusion

In this paper, we present a full security proof for the GLP signature scheme.
Concretely, we show that the GLP signature scheme is EU-CMA secure in the
random oracle model, assuming the hardness of the DCKp,n problem and the
R-SISq,n,2,β problem. Based on the statements and arguments in [Lyu12,Lyu08],
we gave the Lemmas 2, 4, Lemmas 5, 6 and Theorem 1. The optimal version of
the GLP digital signature scheme can be proved in the same way as this paper.
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Abstract. Software Defined Networking (SDN) – a new rising terminology of
network is recently gained more and more interest in both academic and
industrial field. Not only decoupling of its control plane and data plane, SDN
also provides the whole view of entire network for better and more flexible
network management. Despite the benefits of the global view of the whole
network, SDN with a single point of failure at the controller encounters some
drawbacks and additional challenge for security. A malicious OpenFlow
application (OF app) can access to SDN controller to perform illegal activities
due to the lack of the authentication protocol in Northbound interface to ensure
that only trusted, and authorized applications access critical network resources.
The information about the whole network, such as topology data, flow infor-
mation or statistics can be retrieved. Even worse the entire network can be
controlled from the compromised controller. In this paper, we introduce Trust
Trident - a framework of securing trustworthy authentication between applica-
tions and controller, with the controller-independent capability. It gives network
administrator a fully and fine-grained observation of OF apps communicating
with the controller. Threats in Northbound interface and counter measurements
by our plugin are classified and evaluated according to the threat categories from
the STRIDE methodology.

Keywords: Northbound interface � Trust authentication � SDN

1 Introduction

Conventional network architecture has remained mostly unchanged over the last dec-
ades from its launching stage and proved to be difficult to monitor in large scale size
network. In this circumstance, SDN has recently emerged to become one of the
promising technologies for the 5G era and the future Internet. The architecture of SDN,
shown in Fig. 1, separates the network control and forwarding functions from network
device, which allows the network to be programmed by the application and monitored
from a centralized controller. However, like any other centralized architecture, the
advent of controller also brings up issues of security and availability for the network.
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T. Q. Duong et al. (Eds.): INISCOM 2019, LNICST 293, pp. 269–282, 2019.
https://doi.org/10.1007/978-3-030-30149-1_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30149-1_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30149-1_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30149-1_22&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30149-1_22


According to Kreutz et al. [1], SDN itself may be a target of some threat attack vectors.
Controller, controller-data interface and controller-application interface are identified as
three of critical positions which can be easy to exploit. In the survey of SDN security
[2], Scott-Hayward et al. described a categorization of the potential attacks to which the
architecture is vulnerable. It is composed of unauthorized access, data leakage, data
modification, malicious/compromised applications, denial of service, misconfiguration
issues, and system level SDN security. To provide protection in SDN architecture and
implementation, it is critical to entail the three basic properties of security concept such
as confidentiality, integrity and availability of information. This can be achieved by
applying authorization, authentication and encryption for a secure operation of the
network.

Regarding to controller position, when the controller is compromised, the infor-
mation about the entire network, like topology data, flow information, incoming
connections or statistics can be disclosed to unintended parties. Even in a bad situation,
a whole network can be manipulated in an unauthorized way from the compromised
one. In addition, whereas the control-data interface also known as Southbound interface
(SBI) is dominant with OpenFlow standard, there is no standard at Northbound
interface (NBI) for OF apps locating in the application plane connecting to controller.
Many controllers choose RESTful as an implementation for NBI to decouple OF app
(which can be run on a different host) and controller. These applications can request
information from the controller and external sources, then send instructions to the
controller in order to control the network, such as adding or removing flow rules. Due
to the lack of standardization, the NBI is less explored than the SBI which has many
suggestions for prevention and mitigation of its own vulnerabilities.

When it comes to NBI’s vulnerabilities, they all stem from malicious or compro-
mised OF applications. Malicious OF apps can cause data leakage if no control policy
is applied in NBI. Whether the application is malicious from the time of its installation,
or compromised by an attacker at a future date, has the same effect in these situations.

Fig. 1. Architecture of SDN
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Once such an application has access to the NBI, the attacker could exploit vulnera-
bilities of lack of authentication and fine-grained control, then seize full control over
the controller to disrupt service or listen in on communication. It can be feasible
through hijacking, man-in-the-middle attacks in the communication between controller
and network applications where attackers can use malicious apps to compromise
controller for illegal actions, according to research of SDN security challenges and
countermeasures [3].

Moreover, in the AIM-SDN study [4], Dixit et al. proposed a threat model aiming
to identify several vulnerabilities of SDN which heavily relies on its datastores to
program and control the network. They conducted several attacks which compromise
availability, integrity, and confidentiality of the network by exploiting potential vul-
nerabilities. In their scope, these attacks stem from a semantic gap problem between
different abstractions as part of the SDN network and the datastore design implemented
in SDN controllers. Northbound interface API is also described as vital element to be
easily vulnerable to many specific attacks on involved SDN entities according to CIA
triad of security concept (confidentiality, integrity and availability) for controller. For
example, the consistency and accuracy of the information that is stored in the datastores
and passed to the network can be manipulated using Northbound or Southbound
channels with SDN controller. If the configuration is installed in the network from NBI
at the time not primarily intended by the administrator, unauthorized and undesired
traffic may be allowed in the network. In addition, unchecked storage and improper
management of the stored information could lead to memory overflows and impact the
controllers’ availability. With their experiments, they realize that an OF app with
RESTful privileges could install configuration (flow rules) in the SDN controllers
without any responsibility of ensuring validity of rules. There is no limit or threshold of
flow rules that an OF app can install, also controllers will always accept a new flow
configuration.

Meanwhile, DELTA framework, a SDN-focused security assessment tool for
security flaws testing, introduced by Lee et al. [5], having capability of reinstantiating
published SDN attacks in diverse test environments. It successfully reproduced 20
known attack scenarios across diverse SDN controller environments and discovered
seven unknown SDN application mislead attacks. There are many attacks related to
NBI such as Service-Unregistration Attack which enables applications can freely
register to parse control messages arriving from the switch. The malicious or com-
promised applications can dynamically change the services of other applications
without constraint, and potentially with malicious intent. Additionally, legitimate
applications could be no longer in an ACTIVE state after undergoing Application
Eviction Attacks.

As mentioned above, those situations related to vulnerabilities in NBI for com-
munication of OF apps and controller are proven that it is crucial to build an appro-
priate OF app monitoring mechanism with fine-grained control policy to secure SDN
network. Hence, this paper proposes a framework of trust authentication between OF
apps and controller to prevent malicious OF app from accessing network resource by
fine-grained control policy. By certifying whether OF apps are trusted in their intended
activities, our approach can secure a controller from losing of control, information
disclosure and a resource exhaustion attack originating from malicious OF app through
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NBI. Our framework can operate independently with controller since its plugin
architecture and OF app isolation from critical entities in SDN without any significant
impact on transparency and functions of application. Trustworthiness of network
application is also observed and regulated for applying an appropriate treatment policy
into OF app sending commands to controller via NBI. Dissecting the methods of
exploiting vulnerabilities in OF apps is out of scope of this research, but the conse-
quences for SDN controller and counter measures are relevant in the coverage of NBI.
A mechanism of flow rule conflict detection and prevention is not also discussed here
due to our focus on trustworthiness of OF apps via its privileges and API calls.

The remainder of this paper is structured as follows. Section 2 gives an overview of
Northbound interface’s security issues and the related works. The proposed mechanism
of our approach is introduced in Sect. 3. In Sect. 4, the experiments are conducted to
analyze the proper working and efficiency of our model. Finally, we draw conclusions
and propose some future work in Sect. 5.

2 Background and Related Work

2.1 SDN NBI Security and Trust Management

NBI is a component located in application-control interface, allows OF app interact
with controller - the brain of SDN to request and send commands via NBI’s APIs. If an
application is insecure, or has vulnerabilities, a malicious actor uses such an otherwise
legitimate OF app to send harmful instructions to the controller in many ways.

To illustrate security level, threat modeling is used as a procedure for evaluating and
optimizing application, network, system by identifying objectives, vulnerabilities and
then making counter measures to prevent or mitigate the impacts of threats to the system.
According to research [6], there are diverse methods to assess security of a system, such
as PASTA, STRIDE, Trike, UMLSec, CORAS,… However, STRIDE model proposed
by Microsoft, which is standing for six categories of threats, is considered as the most
appropriate methodology for classifying security issues without implementation.
Therefore, STRIDE is selected for indicating vulnerabilities in SDN NBI in this
research. Table 1 shows the threats categories of STRIDE methodology.

Regarding to Spoofing category, credentials of authentication can be guessed or
disclosed by listening in and capturing; then rogue actor can get permission to perform
any actions in the controller. Moreover, due to the lack of authentication mechanism in
NBI that mandates the OF apps running commands in the network, some harmful or
rogue OF apps can take advantage of this privilege and disrupt network operation
thereby violating the confidentiality, integrity and availability of the network. Besides,
data is transferred between controller and OF app can be altered and tampered with
owing to having no encryption technique, according to Tampering vector. Without
cryptography-based data transmission, network state information can be disclosed to
unintended parties, according to Information Disclosure. In Repudiation category, it is
easy for a malicious actor to perform operations anonymously if there is no secure
logging policy for sending instructions to controller over NBI. In addition, in the
context of Denial of Service, NBI could be unavailable for legitimate OF apps to
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properly work if compromised ones torrentially dispatch large amount of traffic or
resource-intensive requests to the controller. Finally, relating to Elevation of Privileges
type, OF apps should only have the least amount of privileges required for their
operations. An OF app with rich-permission can perform actions with serious impacts
to the whole network. So, the method of authorization plays an important role in fine-
grained control of applications over NBI.

Additionally, every OF application should be monitored for each behavior with a
trust value showing that it is trusted based on its functions and pre-defined permission
to communicate with the controller in a trustworthy manner. Thus, attributes of OF
apps is required for real-time tracking and adjusting the trust of OF apps working
through NBI. All of their historical actions are always under observation and perma-
nently kept for further report about characteristics of behaviors in the network over
time. Access control and reliability can be achieved by checking whether an application
is trusted or not, in order to enable OF app request, command and consume network
resources in the controller.

2.2 Related Work

Despite the gaps in security, though, SDN continues to be an emerging alternative
solution to the problems of modern networks. Therefore, the urgency of enhancing
security in SDN and protection for the controller are more and more concerned. In this
context, several solutions of a secured Northbound interface used for the communi-
cation between applications and SDN controller have been proposed. Our work is
inspired by prior work in SDN security and vulnerability analysis techniques, partic-
ularly regarding NBI security as the follows.

Firstly, a comprehensive analysis of the 22 separate vectors for potential abuse or
direct attack that arise from diverse location in SDN is introduced by Yoon et al. [7].
With this research, unauthorized network-view manipulation (Internal Data Storage
Modification), unauthorized application management through controller are indicated
as some of the NBI vulnerabilities of SDN.

Table 1. Threats categories of STRIDE methodology

Threat category Security object Description of reversion

Spoofing Authentication Lack of identification in a distinctive way
Tampering Integrity Susceptibility to be altered, modified, tampered in

whole or in part
Repudiation Non-

repudiation
Not tracking its actions, its events and their role
actors

Information
disclosure

Confidentiality Revealing, disclosing its features and
communications

Denial of Service Availability Resources are partially or totally inaccessible
Elevation of
privileges

Authorization Susceptibility to be accessed by any element without
restriction
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Aliyu et al. [8] proposed a trust management framework for the access of OF apps
to the controller. Each OF app’s permission is defined in the terminology of four tasks
Read, Write, Notify and SystemCall and this framework takes the responsibility of
ensuring no OF app can encroach its granted permission. Moreover, the trust estab-
lished between applications and controller are also periodically monitored and updated
based on their operations.

In [9], Porras et al. developed a kernel solution called FortNOX to overcome the
problem of malicious OF app’s intrusion to the controller and unauthorized flow rule
installation. SE-Floodlight [10] is another solution extended from FortNOX. Both of
them categorize applications into three groups and apply authentication based on these
roles. However, with the responsibility of processing a large volume of requests, an
additional feature of access control and conflict verification can lead the controller to be
overloaded and suffered an increasement in response time.

Consider trust as an important factor, Isong et al. [11] introduced a model aiming to
protect the controller by requiring a specific OF app to meet at least a trust level to
communicate with the controller and consume network resources. This approach cre-
ates a trust matrix of applications corresponding to their identity used for effective
resources management in SDN.

Besides, ControllerSEPA [12] utilizes a repacking service to manage the transferred
data from the controller to OF app, which prevents controllers from being affected by
malicious applications. It also provides management services of authentication,
authorization, accounting (AAA) based on the features and granted permission of a
specific OF app, while these applications communicate with controller via a TLS-
enabled northbound interface. Developed as a plug-in model, its operations take place
outside of the controller, without significant effect on the overall performance of the
SDN control plane will occur.

In comparison with the aforementioned studies, our framework has a proactive
approach like a plugin model in ControllerSEPA’s idea to enable authentication and
access control tasks is performed independently with controller to meet SDN network
brain’s performance. In addition, trust degree of OF app is also paid attention to
monitor for manipulation and adjustment its actions according to the matching between
actual behaviors and intended function description with granted permission of network
application in SDN. In our trust management principle, a trustworthiness in trust
relationship is represented by a trust value which is collected, stored or updated in our
framework for further analysis at later time. Then, controller can certify how much
trusted an application is to be eligible to execute different actions related to network
resource consumption. Moreover, a treatment policy for OF app with assigned trust
level is designed to give a relevant counteraction for network administrator, such as
blocking or limiting the involvement of OF app with controller through NBI in case of
exceeding declaration of actions.
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3 Trust Trident – A Trust-Based Authentication Framework

This section presents our proposed framework for trust-based authentication, named
Trust Trident, which plays a role as a plug-in intercepting communication between OF
apps in application plane and the SDN controller, in order to ensure the security of this
centralized component. The name Trust Trident firstly indicates the capability of this
framework which provides three services of authentication, authorization, and
accounting for security. The architecture of this framework is given in Fig. 2, con-
sisting of four main modules: Authentication module, Authorization module,
Accounting module and Repacking service. Additionally, TrustStore and database are
used to enable our framework to store trusted certificates and privileges of OF apps
when interacting with controller.

3.1 OF App in Context of Trust Trident

In the scope of our research, considered OF apps are applications which communicate
with controller for requesting information via its REST API. The plug-in keeps in its
knowledge some identity information of a specific application to be able to distinguish
one to one.

Certificate. Each application joining in Trust Trident-enabled SDN network must have
a certificate for authentication purpose. These certs are pre-created when an application
registers itself to the plug-in to gain permission for later requests.

Fig. 2. Trust Trident framework
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Trust_value. This value represents the measure of trust of our plug-in on a specific
application, in the range of 0 to 1000. In our context, the higher trust_value is, the more
reliable the application is.

Status. An OF app can have its status in enabled or disabled. Besides depending on
trust_value of application, the plug-in can also considers allowing or denying appli-
cations from accessing SDN controller based on the current status of it. The admin-
istrator can use this property to manually block a potential malicious OF app due to its
suspected behaviors.

Permission on a Resource. Inherited from [8], our plug-in defines privileges of an OF
app for consuming specific resources in terms of four groups: READ for information
queries, WRITE for modifying or configuring on the network, NOTIFY for getting
informed about events, SYSTEM CALL for requests on system resources.

3.2 Requesting via Trust-Based Authentication Framework

To illustrate, our proposed framework will be dissected in the context of processing a
request sent from an OF app to query information from the SDN controller.

Trust Trident REST API. This component, which has similar features like the
common Northbound REST API, plays as a communication interface between OF app
and our framework. This interface, however, is transparent to applications, OF apps
have no doubt and believe that they are interacting with the controller via northbound
as usual. With the existing of this interface, traffic is forwarded to our plug-in for
authentication purpose before they can get into the target controller.

Authentication Module. In this step, the application is authenticated and verified by
the Authentication module. Applications use their pre-created certificates to prove their
identity with the plug-in. OF app and our plug-in send its certificates to each other for
the bilateral trust to be established. This operation is supported with the third-party
TrustStore, where certificates of all component are stored. After that, SSL/TLS
(HTTPS) is always used for all of the data transmission between them. By default, any
new coming application cannot pass the verification from this module will be blocked
until its information is updated in our plug-in.

Authorization Module. This module takes the responsibility of checking whether a
request from an application meets the requirements of permission to consume network
resources. The verification process takes two steps to complete. At first, our plug-in
looks at the status of the application to prioritize any manual decision made on it by
administrator. A disabled OF app will be denied from accessing network resources
regardless of their privileges. In case of active applications, this module makes a
mapping of requested information or operation to their corresponding required per-
missions based on the data stored in the database, then verify if the application has
properly granted one to make this request.

This module also keeps an eye on the trust_value of the application in the view of
our plug-in. It re-evaluates this value based on the validation of received requests. The
regular request will remain the trust in the high value, but over-privilege ones can cause
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a drop in trust_value as a punishment, which is 5 points per unprivileged request. Until
a pre-defined threshold is met, this module warns the administrator about applications
that need more attention.

Repacking Service. Upon the authentication and permission verification process,
legal requests need to be sent to controller unchanged to be transparent to OF apps
when receiving response data. Our plug-in has this duty performed by Repacking
service. Being a traffic forwarder, this component operates like an application in the
application plane sending requests to the controller via its Northbound interface, which
is REST API in this case. Controller sends a response containing network resources
data to applications through Repacking service then.

Accounting Module. Accounting module keeps record of every request sending to the
controller, including the application name, the permission of OF app and the trust_-
value of it at the time of that event. This information can be useful in the system audit
trail process. Our framework also provides a web interface for administrator to have an
overview of underlying operations and receive warning messages of suspicious
activities.

4 Experiment and Evaluation

4.1 Network Emulator

To design an experiment to evaluate our proposed mechanism, Mininet [13] is used to
demonstrate a simple SDN network managed by a controller. We create a linear-type
network with two switches and two hosts connect to each of them. Mininet is run on a
Linux virtual machine with Ubuntu 14.04 LTS.

As mentioned above, Floodlight [14] is our choice of SDN controller to develop
our solution as its plug-in. Trust Trident is operated on the same machine as Floodlight
controller in order to simplify the interception of communication traffic between this
core component and OF apps.

Our tested OF apps locate in another machine of Ubuntu, then they connect to
controller to request for specific information or features on the managed SDN network.

4.2 Permission and Trust Configuration

For experiment purpose, we pre-define some configurations of mappings between API
requests and permissions as well as the trust policy used in our plug-in.

Request and Permission Mappings. In the scope of this paper, we demonstrate and
evaluate our proposed plug-in in the case of analyzing some common API requests
used by many OF apps. These APIs are categorized into four above-mentioned per-
missions based on their requested information or operation on the SDN network.

Trust Policy. These configurations are applied based on the trust_value of a specific
OF app to protect the control plane of the SDN network.
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Deactivate Policy. This is the policy for applications with the trust_value less than
deactivate trust_value, which is 50 in our case. Matched applications will be changed
to disabled status and no request can be made to the controller during this time.

Low Trust Policy. Applications whose trust_value are lower than 75 – the warning
trust_value are targets of this policy. Legitimate requests from these OF apps are still
processed by the controller without any interruptions, but some warning messages will
be notified to the network administrator to have more attention on the behaviors of
these applications.

High Trust Policy. Applications with decent behaviors will be presented in the high
value of trust_value, which is classified to the best condition of a given application in
the communication with SDN controller. These applications are trusted by plug-in and
their operations are considered as harmless to the SDN network.

Default Policy. The policy is applied when no other policy matching its current status.

4.3 Our Scenarios

Four scenarios of OF apps with different pre-granted permissions and requested
operations on SDN network will be tested to observe the proper behavior of our plug-
in. Our aim is to verify whether the suggested plug-in can catch and analyze these
requests for the authentication purpose to prevent controller from communicating with
malicious applications. STRIDE methodology is used to evaluate the security object of
NBI after running Trust Trident. The information of tested applications is given in
Table 2.

Table 2. OF applications used for evaluation

Application name Granted
permission

Requested
information/operation

Required
permission

Information of SDN No
permission

SDN controller version
checking

READ

SDN topology
information

READ

SDN uptime checking NOTIFY
SDN Firewall management READ,

WRITE
SDN Firewall status
checking

READ

Firewall rule listing READ
Firewall rule
configuring

WRITE

SDN Firewall management
version 2.0

READ,
WRITE

SDN Firewall status
checking

READ

Firewall rule listing READ
Firewall rule
configuring

WRITE

SDN uptime checking NOTIFY
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Scenario 1. Authentication of New OF App. A new OF app – called Information of
SDN, makes its first connection to the SDN network and requests the following
information: the version of Floodlight running on the SDN controller, the uptime of
SDN and its topology information. This application communicates with the controller
in the first time, therefore it has not yet authenticated with the controller as well as our
plug-in and no specific permission is assigned to it.

Scenario 2. A Well-Behaved OF App. This is an example of an authenticated
application named SDN Firewall management with given privileges for specific
requests of Firewall status checking, Firewall rule listing and configuring on SDN
controller. This application has relevant permissions allowing it to perform these
requests without any warnings or impediments from our plug-in. All information
transmitted between our plugin and OF app are protected from tampering (targeting on
the integrity of data) and information disclosure (targeting on the confidentiality of
data) by HTTPS connection.

Scenario 3. Over-Privileged Requests. In case of upgraded applications, some of the
new features are added into the current version of applications. SDN Firewall man-
agement application version 2.0 with some updates compared to the version at scenario
2 can be an example, which introduces a new capability of system uptime monitoring.
However, the authentication and authorization of the plug-in have not yet updated this
fresh feature and no permission related to it is granted to application.

Scenario 4. Manual Punishment for Consecutive Bad Behaviors. In this test, we
observe the decision made by our plug-in in the case of applications trying to request
unallowed information or operations for many consecutive times, which alerts the
administrator many times about this strange behavior. SDN Firewall management is
still used as an example in this scenario.

4.4 Evaluation Results

The overall result of our tested scenario can be viewed in Table 3, along with the
information about the requests from applications and the corresponding privileges
needed for them to be allowed. Comparing these permissions to the granted one of
application, we expect some proper operations of our plug-in, also keep an eye on its
actual handling tasks to make an evaluation of this proposed solution.

Scenario 1. Authentication of New OF App. Due to the lack of authentication
information of this new applications in the knowledge of the plug-in, our solution is not
able to identify if this application is a safe one to communicate with controller. Thus,
all of its requested information and operation are denied and returned errors as
responses. When an OF app desires to use NBI in order to access network resources, it
must register with our plugin by declaring which API it wants to access. Subsequently,
administrator could consider whether an OF app is granted specific permissions with
default trust_value or not.
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Scenario 2. A Well-Behaved OF App. Requests from example application are
legitimate based on its granted permission. As a result, the SDN controller and then our
plug-in response it with the corresponding information of Firewall status or the list of
Firewall rules, through HTTPS connection. In this context, the integrity and confi-
dentiality are ensured for both parties during bilateral communication. The trust_value
of this OF app is remained with the current value.

Table 3. Evaluation results

Scenario Granted
permission

Request Requested
permission

Expected
operation

Confirmed
behavior

(1) Authentication
of new OF app

No
permission

Controller
version
checking

READ Failed to
authentication
and
communicate
with controller

Failed to
communicate with
controller

Topology
information

READ

Uptime
checking

NOTIFY

(2) A well-behaved
OF app

READ,
WRITE

SDN
Firewall
status
checking

READ All requests
are allowed
and forwarded
to controller

All requests are
allowed and
forwarded to
controller,
trust_value remains
unchanged

Firewall
rule listing

READ

Firewall
rule
configuring

WRITE

(3) Over-privileged
requests

READ,
WRITE

SDN
Firewall
status
checking

READ Requests are
allowed and
forwarded to
controller

Requests are
allowed and
forwarded to
controller

Firewall
rule listing

READ

Firewall
rule
configuring

WRITE

SDN
uptime
checking

NOTIFY Denied due to
over-privilege

Response with
error message,
trust_value is
dropped

(4) Manual
punishment for
consecutive bad
behaviors

READ,
WRITE

SDN
Firewall
status
checking

READ Denied due to
disabled status
of a bad-
behavior
application

Response with
error message,
trust_value is
increased to re-gain
the allowed statusFirewall

rule listing
READ

Firewall
rule
configuring

WRITE
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Scenario 3. Over-Privileged Requests. According to the saved authentication
information in the plug-in, features of firewall management have been allowed for this
application, therefore the result is returned to it without any error. However, the new
capability of requesting system uptime is denied, at the same time the trust_value of
this application is decreased as a punishment for over-privileged behaviors. In the case
of the dropped trust_value matched the Deactivate policy, this application is disabled
for further requests.

Scenario 4. Manual Punishment for Consecutive Bad Behaviors. The tested
application has sent multiple over-privileged requests, which results in the drop of
trust_value to 65, therefore administrator has been notified with the number of about 10
warning messages and decides to disallow this application. The punished application,
still with a reasonable trust_value, is in disabled status so it cannot request even
allowed information or operations. However, these abused activities are still recorded
in the plugin while the trust of this application can be re-gained manually by the
administrator after receiving enough number of legitimate requests in the blocking
time.

With mentioned experiments, our framework can secure NBI between controller
and OF apps, compliant with STRIDE methodology. Table 4 summarizes the capa-
bility of Trust Trident in assuring security properties against different threat categories.

5 Conclusion

In this paper, we propose a trust-based authentication framework in the NBI, which
manages the secure communication between OF apps and SDN controller, to protect
and prevent controller - the vital component from being compromised and taken
advantages to control the whole SDN network. Our plug-in approach provides the
capability of intercepting requests from applications to further analyzing without any
interruption or significant effects on operations of the controller. It is attributed to a
trust management and fine-grained control activity using privileges. The mechanism of
trust aims at giving applications the required privileges to perform in the network and
not to exceed declared limit of operation. The experiment results show that this solution
is feasible to be used as an effective protection method for controller in many scenarios.
In the future, auto-detecting and preventing malicious OF app without the administrator
as a supervisor, also integrating mechanism of flow rule verification into this

Table 4. Trust Trident evaluation for security assurance in NBI with STRIDE

Threat category Security object Solution Scenario

Spoofing Authentication Certificate 1, 2
Tampering Integrity HTTPS 2
Repudiation Non-repudiation Logging, Accounting 4
Information disclosure Confidentiality HTTPS 2
Denial of service Availability Out of scope Out of scope
Elevation of privileges Authorization Fine-grained control 3, 4
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framework can be a potential research problem in enhancing the security of the NBI as
well as SDN network.
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Abstract. As mobile communications increase their presence in our life,
service availability becomes a crucial player for the next generation of
cellular networks. However, both 4G and 5G systems lack of full protec-
tion against Denial-of-Service (DoS) attacks, due to the need of designing
radio-access protocols focused on providing seamless connectivity. This
paper presents a new method to detect a DoS attack over the Radio
Resource Control (RRC) layer, offering three original metrics to iden-
tify such attack in a live Intrusion Detection System (IDS). The pro-
posed metrics evaluate the connection release rate, the average session
establishment and the session success rate to identify the attack. The
presented results provide an average detection rate above 96%, with an
average false positive rate below 3.8%.

Keywords: LTE security · DoS attacks · RRC signaling attack ·
Dempster-Shafer

1 Introduction

The 4th Generation (4G) of mobile cellular networks has been designed to provide
high-speed access to broadband mobile services even in the worse scenarios, such
as high mobility scenarios, overcrowded cells or rural areas; without detriment to
the Quality-of-Service (QoS). Additionally, 4G systems are expected to provide
safe communications among a huge number of cellular users, which is growing
constantly every year.

The major contribution of the 4G is the portability of the entire network
architecture into a flat, all-IP infrastructure where all the services are pro-
vided over IP networking and circuit switching is no longer used. This improve-
ment facilitates easy mobility among different radio-access technologies, such as
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Worldwide Inter-operability for Microwave Access (WiMAX), Wireless Fidelity
(WiFi), Global System for Mobile communications (GSM) or Universal Mobile
Telecommunications System (UMTS), besides making easy backward compati-
bility with previous technologies.

However, compatibility with heterogeneous access technologies, which are
provided by multiple Mobile Network Operators (MNOs), produces an increase
in the number of Radio Access Network (RAN) hangovers. The main consequence
of this effect is the mandatory negotiation of strict security policies between the
MNOs with the purpose of defining trust policies and authorize users’ migration,
as well as defining secure countermeasures against identified vulnerabilities.

Since the first release of the 3 rd Generation Partnership Project (3GPP) for
the Long Term Evolution (LTE) standard, several publications have pointed out
important shortcomings with regards to the security capabilities of this technol-
ogy [1–4]. Most of the weaknesses were identified in the RAN, which is the most
vulnerable part of the entire system due to its wireless nature and attacks can be
easily performed remotely without having physical access to the infrastructure
(Fig. 1).

Fig. 1. LTE End-to-End network architecture

The security capabilities of LTE to protect the radio link are based in pre-
defined secure domains with limited scopes and security contexts associated
to each user, which are established during the user attachment procedure. The
security context enables the encryption of the communications and is built based
on a master key, K, previously shared between the mobile operator and the UE.
Additional keys are dynamically computed on every session to guarantee their
freshness, protecting the master key from being directly used.
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The procedure in which the session keys are derived is called EPS-AKA [5],
or Authentication and Key Agreement Protocol for Evolved Packet System, and
it is triggered during the initial attachment of the mobile device. The EPS-AKA
protocol plays an important role into the establishment of an initial security
context for each user. At the same time, it exhibits most of the identified vulner-
abilities of LTE, such as breach of privacy for the user’s identity, weak mutual
authentication between core-network elements or lack of perfect forward secrecy
into the key hierarchy [6].

The AKA protocol has been redefined in recent specification drafts [7,8] for
the 5th Generation (5G) of mobile communications, to enhance the privacy for
the identity of the mobile subscriber. The International Mobile Subscriber Iden-
tity (IMSI) has been replaced by the Subscriber Permanent Identifier (SUPI),
which should never be transferred through the radio channel.

Instead, an encrypted version of it is used as identifier, named as Subscription
Concealed Identifier (SUCI). However, the 3GPP recognises several scenarios in
which the privacy of the SUPI cannot be guaranteed [7]. Specifically, during the
execution of any emergency services and/or whenever the Mobile Equipment
(ME) is in use of the null-scheme, as the home network has not provisioned the
Home Network Public Key in the Universal Subscriber Identity Module (USIM).
These two exceptional cases make the next generation of cellular networks also
vulnerable against the aforementioned DoS attack over the RRC layer.

This paper focuses in the detection of a particular vulnerability of the EPS-
AKA protocol which allows the attacker to perform a DoS attack against the
core network. Section 2 describes the vulnerability itself, how LTE networks are
secured and a description on how to perform a local DoS attack over the Radio
Resource Control (RRC) layer. Section 3 presents the detection methodology,
defines the metrics proposed to detect the attack and explains the application
of Dempster-Shafer theory [9] as a data fusion technique. Section 4 presents the
experimental environment and Sect. 5 presents and evaluates the results. Finally,
conclusions and future work are stated in Sect. 6.

2 Background Work

Looking at the work carried out by the research community, two main research
areas are clearly defined: the identification and impact assessment of the studied
signalling DoS attack, and the enhancements on the AKA mechanism.

The first publication acknowledging the studied signalling DoS attack was
presented in [2], where the authors described the entire process of launching the
attack. First, the UE is lured to transmit the IMSI value instead of using the
temporary identity. This action allows the attacker to gather the required list
of legitimate IMSIs, and finally perform the signalling attack as explained in
Sect. 2.2.

Other signalling DoS and intelligent jamming attacks have been identified
on LTE networks [10,11], exploiting the initial allocation of radio bearers to
exhaust the resources within the radio cell and disrupt the service. The authors
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in [10] successfully managed to replicate the attack in an OPNET simulator, and
provide a detection mechanism without evaluating its performance thoroughly.
However, such type of attacks go beyond the scope of this work, which focuses
only on DoS attacks above the physical layer.

The other area of research has focused on improving the existing AKA mech-
anism proposed by the 3GPP. The disclosure of the IMSI during the initial UE
attachment to the RAN is the main vulnerability exploited for performing DoS
attacks [12] in LTE networks.

The research community has proposed interesting solutions to deal with this
shortcoming, proposing a list of amendments on the original AKA protocol. The
author in [13] enhanced the AKA mechanism to provide mutual authentication
between RAN and UE. The protocol includes a new concept of USIM card [13],
called Enhanced Subscriber Identity Module (ESIM), which is capable of comput-
ing pseudo-random values. The new feature enables the generation of challenge
requests inside the UE, which are used to confirm the identity of the serving
network. However, this proposal adds additional computational load to the orig-
inal radio access mechanisms, and imposes further challenges when maintaining
compatibility with legacy systems.

The authors in [12] modified the security architecture to act as a wireless
public key infrastructure and used digital certificates to confirm identity. The
certificates have to be provided in advance to all involved entities in the authen-
tication process, to be able to gain access to the radio system. This requirement
makes more difficult the actual implementation on a real LTE deployment.

A more robust solution is introduced in [14,15] that combines passwords with
fingerprints and public keys to provide full mutual authentication. Unfortunately,
the high computational cost to execute the Diffie-Hellman key agreement and
mutual authentication, and the requirement of storing biometric parameters,
make its implementation less viable in a commercial deployment.

Due to the aforementioned inconveniences, the authors of this paper believe
that further research is required to improve the existing LTE standard without
actually modifying the specification documents. A detection mechanism is pro-
posed to provide security against signalling DoS attacks while still transferring
the IMSI in clear-text whenever the use of temporary identities is not possible.

2.1 Authentication and Key Agreement (AKA) Preliminaries

User identification is the first step before gaining access to the network, as shown
in the blue section of Fig. 2. UE establishes contact with the nearest evolved-Node
B (eNB) triggering the registration process. During the first attempt, there is no
Globally Unique Temporary Identity (GUTI) available for the UE to be identified
by the Mobile Management Entity (MME). Therefore, the MME sends a User
Identity Request message.

A reply message is made by the Mobile Equipment (ME) with its IMSI trans-
ferred in clear text, because no security context has been established before. This
action, does not comply with the user identity confidentiality requirements [16],
which exposes the user identity to eavesdropping attacks over the radio interface.
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Once the MME receives the User Identity Response, a GUTI is allocated and
paired with the corresponding IMSI. The Temporary Mobile Subscriber Identity
(TMSI) may change due to different reasons, being no necessary to transfer the
IMSI unless serving network can not retrieve a new TMSI from the GUTI.

Before the establishment of a security context, mutual authentication
between the ME and the UE is achieved using the EPS-AKA protocol [5]. The
process is triggered by the MME, after the user is successfully identified. Figure 2
shows the sequence diagram.

Fig. 2. Authentication sequence during EPS-AKA (Color figure online)

During the Authentication Vector (AV) generation phase, i.e. green section
of Fig. 2, the MME checks the stored key material and its freshness. If there is
any AV available, it will be used to start the authentication process. Otherwise,
MME requests new AVs from the Home Subscriber Server (HSS). Whenever the
HSS has no available AVs, 3GPP specifies [5] that multiple vectors should be
computed and stored for future use, increasing the computational load in the
core network. Each AV is composed according to the equation

AV := RAND ‖ AUTN ‖ XRES ‖ KASME (1)

where:

RAND is the challenge to prove the user authenticity.
AUTN is the parameter to prove freshness of authentication vector and
serving network authenticity.
XRES is the expected response to the challenge.
KASME is an identifier to derive the same key hierarchy in both end points.

The AKA process starts with a User Authentication Request message, com-
posed of three parameters: RAND, AUTN and KSIASME , the Key Session Iden-
tifier used by the ME to generate the same key value for KASME .
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Once the ME receives the message, it retrieves the KSIASME parameter and
passes the other parameters to the USIM. The USIM verifies the freshness of the
authentication vector, deriving the sequence number from the AUTN parameter.
If the derived value matches with the expected sequence, a challenge response
RES is computed and sent back to the UE. Then, two keys are derived from the
master key K, one for integrity (IK) and another for confidentiality (CK).

A User Authentication Response is sent back to the MME, generating on it
the same key pairs CK/IK and completing the AKA process. Now, both end
points are able to generate the same key material following the scheme of Fig. 3.

Fig. 3. Key hierarchy for E-UTRAN

Each time an AKA process is called, key material is re-generated based on
the new value of KASME . Master key K is securely stored in the HSS and IMSI,
without being transmitted or used directly. It is only used to derive the entire
key hierarchy.

2.2 RRC Signalling Attack

The attack exploits a vulnerability in the specifications of the RRC layer [17],
which is the third level of the Open Systems Interconnection (OSI) model [18],
shown in Fig. 5. The attack was originally identified in [2], and subsequently
acknowledged in several publications, such as [19–21].

In [2], the authors performed a simulation with the purpose of getting mea-
surements to assess the impact of the attack inside the core network. The results
conclude that there is no requirement of having high-computational hardware
in order to perform this attack, since it can easily be launched by using a non-
sophisticated equipment, such as a normal desktop PC. The attack is able to
collapse the system in just 30 s by using a number of previously gathered legit-
imate IMSI values which are leveraged to send 500 service requests per second,
following a Poisson distribution [2].
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The aim of this attack is to consume available resources inside the core net-
work by flooding the system with radio service requests which contain previously
collected, legitimate IMSIs. Initially, the malicious user retrieves legitimate user
identities or IMSI from the radio channel by luring the user to connect to a rogue
MME and force the transmission of the IMSI with an Identity Request message.
The approach to gather all IMSI is widely explained in [23].

Once the attacker has collected enough number of legitimate identities to
perform the attack, it is ready to initiate it by sending RRCConnectionRequest
spoofed messages including one of the eavesdropped IMSIs within each request.
MME receives the service request and retrieves an authentication vector from the
HSS. Because there is no means to identify the injected messages as illegitimate,
the authentication process continues with both MME and HSS validating the
user identity by checking the value of the IMSI.

MME sends a RRCConnectionSetup message and launches a timer while
awaiting for a RRCConnectionSetupComplete message, which never arrives.
Once the timer is expired, the authentication session is cancelled and all the
occupied resources are released. HSS requires to consume hardware resources,
such as RAM memory and CPU usage, in order to compute each authentication
vector, as well as for storing the derived session keys until the authentication
session is completed or fails. The attacker only has to simultaneously initiate
a limited number of RRCConnectionRequest in order to exhaust the available
resources of the HSS and collapse the cell service completely.

In conclusion, this attack has a twofold impact on the system performance.
First, legitimate users are unable to connect to the network, since the available
resources are depleted by the attacker. Secondly, by serving multiple spoofed
service requests, the core network is collapsed. The collapse occurs due to a
heavy computing load registered on the HSS to generate and distribute the
authentication vectors (Fig. 4).

Fig. 4. Data-flow diagram of a DoS attack over the RRC layer.



290 G. Escudero-Andreu et al.

3 Detection Methodology

3.1 Proposed Metrics

Three metrics are proposed in this work that have been specially designed to
expose the characteristics of the examined signalling DoS attack. To the best
of the authors’ knowledge, this is the first proposed methodology for detecting
such attack and the main contribution of the work presented on this paper. All
the novel metrics used for detecting the signalling DoS attack are extracted from
the same layer, the RRC layer [16] and are presented below.

Connection Release Rate (CRR). Since the attacker will never be able
to successfully complete the authentication phase, the RRC connection will be
closed with a rrcConnectionRelease message sent by the base station. Because
the RRC connectivity remains active, this would never occur under normal cir-
cumstances, unless the node is experiencing handover. The CRR is given by

CRR(x) =
#CRX

ΔT
(2)

where CRx is the number of Connection Request messages on the current sliding
window, x, and ΔT is the duration of the window.

Average RRC Session Establishment (SMT). A UE is considered to have
established an RRC session once it is able to allocate a radio link to initiate
the RRC authentication phase. This metric evaluates the frequency of estab-
lished RRC sessions within a certain period of time, x. During the attack, all
the attacking nodes will trigger a new RRC session establishment every time
the eNB rejects the previous request due to an incorrect challenge response or
due to a master key mismatch. Additionally, legitimate session establishments
might be triggered on already established RRC sessions whenever the MME
decides to reconfigure the link by reassigning a new bearer or changing any
additional parameter previously negotiated. As a result, this negatively impacts

Fig. 5. Protocol stack for LTE control plane traffic [22] against OSI model [18]
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the effectiveness of this metric to distinguish between rogue and legitimate node
behaviour.

ASE(x) =
∑

SEX

n2
(3)

where SEx is the average Session Establishment duration for the sliding window
x and n is the number of established sessions within the sliding window.

Session Success Rate (SR). This metric evaluates the number of successful
RRC sessions established between each node and the serving eNB. Since the
attacker nodes will not be able to complete any RRC session establishment,
this metrics is expected to positively characterise the attack and reduce the
uncertainty.

SSR(x) =
x∑

0

#AA − #AF

#CR
(4)

where #AA, #AF , #CR are the number of Attach Accepted, Attach Failure
and total number of Connection Request messages for the current window, x,
respectively.

3.2 Dempster-Shafer Theory

The Dempster-Shafer (D-S) theory of evidence [9] is used to fuse the evidence
collected from the proposed metrics. The D-S theory starts by defining a Frame of
Discernment, which is a finite set of all possible, mutually exclusive propositions
about a specific problem domain. In our case, a frame in the LTE network might
either be normal or malicious (attack) and this is represented as: Θ = {N,A}.
Θ is also exhaustive, which means that one proposition from the set has to be
true.

Given a Frame of Discernment, any hypothesis or proposition, A, is an ele-
ment of the power set P (Θ) with |P (Θ)| = 2Θ. Note that the power set contains
all possible subsets of Θ, including the empty set (∅) and the universal set, i.e.
the Frame of Discernment, Θ, itself. Thus, the formula to represent the power
set is as follows: P (Θ) = {N,A, {N,A}, ∅}. In the case where a hypothesis has
only one element, i.e. no subsets, it is referred to as a singleton. In our case,
hypotheses A and N are singletons. However, {A, N} is not singleton as it has
A and N as subsets.

In Bayesian probability theory, all hypotheses are singletons. However, this
is not necessary in the theory of evidence. As a consequence, in the case of
assigning belief towards a non singleton hypothesis, H ⊆ Θ, there is no explicit
commitment of belief towards a subset of H, A ⊆ H. Thus, the theory of evidence
gives the freedom to explicitly assign belief to uncertainty. For example, by
assigning a belief value to {A, N}, there is no explicit information on whether
A is more probable than N [24]. As a result, the additivity rule is no longer
required. In other words, in the theory of evidence framework, the belief in a
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hypothesis and its complement can be less than one, i.e. Bel(H)+Bel(¬H) ≤ 1
[24].

Each proposition from the Frame of Discernment, H ⊆ Θ, is assigned a belief
value within the range [0, 1] through a mass probability function, m : 2Θ → [0, 1].

The mass function, also known as basic probability assignment or basic belief
assignment, follows the following three conditions [9]:

∑

H⊆Θ

m(H) = 1 (5)

m(H) ≥ 0,∀H ⊆ Θ (6)

m(∅) = 0 (7)

where:

m(H) is the the amount of belief strictly supporting hypothesis H.
m(∅) is the probability of the empty set, which is equal to zero for a nor-
malised mass function.

Once a mass value has been assigned for all the hypotheses, the rule of
combination [9] defines the method to combine evidence from multiple observers
about the same hypothesis. The fuse of evidences is only possible whenever all
the observers are facing the same problem and set of hypotheses. In essence, this
condition requires all the observers to share the same Frame of Discernment.

The rule of combination is applied to fuse the beliefs of two independent
observers into a common belief, and it is defined by the following formula:

mcomb(H) =
∑

X∩Y =H = m1(X) ∗ m2(Y )
1 − ∑

X∩Y =∅
= m1(X) ∗ m2(Y )

∀H 	= ∅ (8)

where:

mcomb(H) is the combined belief, by two independent observers, supporting
the hypothesis H.
X,Y correspond to any supported hypothesis by observers 1 and 2 respec-
tively.
m1(X) is the probability supporting hypothesis X as perceived by observer 1.

3.3 Detection Framework

All the necessary information required to detect the signalling DoS attack is
extracted from captured traffic by constantly monitoring the network activity.
Figure 6 presents the general view of the entire detection process, which is com-
posed of four main phases.

The monitoring phase applies to the OSI model of the protocol stack and is
represented in the left most side of Fig. 6. The selected LTE metrics, indicated
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Fig. 6. General view of the detection process (Color figure online)

in red colour, are extracted from the Network layer. The output from this phase
is a single buffer containing the individual samples of each monitored metric.

The Basic Probability Assignment (BPA) computation phase is responsible
for calculating the beliefs for each of the hypotheses composing the power set
in the D-S framework. To this end, using a sliding window of an experimentally
selected [25], pre-defined size of 30 samples, the statistical BPA parameters are
calculated during each time window, as described in [26]. These parameters,
along with the actual metric samples extracted from each frame are introduced
into the BPA function. The output of this phase is three distinct buffers con-
taining a triplet set of BPA values, one for each hypothesis, per metric.

During the data fusion phase, the individual buffers obtained during the
BPA computation phase are iteratively fused, using the D-S rule of combination
(E.q. 8), treating each metric as an independent source of information and fusing
them in pairs. The final output of this procedure is a triplet of beliefs for each
frame, containing the beliefs for the three hypotheses.

Finally, in the decision phase, the resulting, per frame, fused beliefs for
Attack, Normal and Uncertainty are received. The hypothesis with the high-
est probability is selected as the final decision. In the case where the Attack and
Normal probabilities are equal, the decision of Normal is chosen. To the best of
the authors’ knowledge, the work presented on this paper is the first application
of D-S theory for detecting DoS attacks on LTE networks.

4 Experimental Environment

4.1 Generating and Collecting the Data

This research project was initially focused on implementing the selected DoS
attack within a simulated environment, aiming at verifying its feasibility beyond
the theoretical approach, and evaluating its impact on the core-network compo-
nents. Using OPNET Modeler Suite ver. 17.5, it was possible to confirm the side
effects that running the Radio Resource Control (RRC) signaling attack could
inflict on the Home Subscriber Server (HSS). Figure 7 shows the Central Pro-
cessing Unit (CPU) utilisation registered in the HSS, where the attack was able
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to saturate the resources in a short period of time. Once the attack was stopped
after 4 min, the system quickly recovered back to its normal behavior.

During this simulation, the attacker node was sending 500 RRC Connection
Request messages per second using different IMSI values, forcing the MME to
compute all the required cryptographic material to challenge the UE and authen-
ticate it. However, OPNET Modeler ver. 17.5 was not able to provide real traffic
captures to be used when evaluating the proposed metrics to detect the attack.
The LTE modules were in an early stage and there were not plans in the devel-
opment pipeline to implement the additional traffic information for the lower
layers in the protocol stack, which was the main interest of this research project.

Due to the limitations with OPNET, a physical test-bed was designed using
hardware-based emulating equipment, as discussed below, to run the required
application-level services, and the core components composing a 4G deploy-
ment: Evolved Packet Core (EPC) entities, Mobile Management Entity (MME),
evolved-Node B (eNB) and UE/s. The final architecture of the test-bed is dis-
played in Fig. 8 and includes the following components:

App Traffic Generator. The network traffic was managed in a Lenovo Think-
Centre M73 Tiny Desktop PC, equipped with an Intel Core i3-4130T Processor
(2.9 GHz), 8 GB RAM and Windows 7 Pro 64 bits. This host was configured
to run an FTP server with Microsoft IIS 6.0, allowing the UEs to perform file
downloading via FTP to keep a continuous data flow throughout the duration
of the emulation session.

eNode-B. The RAN infrastructure was emulated using an LTE Enterprise Fem-
tocell board, manufactured by Mindspeed with model number M84300, including
a Transcend T3310 chipset for implementing all the standard LTE modulation
schemes. The femtocell station was configured to have 3 sectors, requiring only
one sector to create a single cell for covering all the UEs required for conducting
the experiments.

Fig. 7. CPU utilisation registered in the MME with 500 req/s
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All the communications between the femtocell and the UE emulator were
performed with wired connections and physical signal fading emulators, able
to reproduce multiple radio path-loss schemes for signal attenuation. Free-space
path-loss scheme was selected for this test-bed, making the UE emulator respon-
sible for implementing the urban path-loss attenuation prediction on the regis-
tered radio measurements.

Evolved Packet Core (EPC). A single Aeroflex PXI 3000 modular platform
was equipped with the Aeroflex LTE Base Station RF Measurements modules for
providing the EPC capabilities to the test-bed. The equipment was configured to
use FDD modulation for both downlink and uplink. All the UEs were registered
in the HSS with the same master key, to reduce the computational complexity
of each experiment.

UE Emulator. The UE emulation was managed in an Aeroflex E500 Network
Tester, able to emulate the behaviour of up to 4000 UEs with the configuration
used on this test-bed: 4 x Aeroflex TM500 modules interconnected to each other.
The attacker’s UEs were configured with an incorrect master key, forcing the
unsuccessful authentication against the core network in the same manner the
attack would occur in real life.

The data traffic load was generated on the UE side using a Spirent C50 Test-
Center, model number C50-KIT-04-START, with 4-port 10/1 Gbps Ethernet
SFP able to manage a volume of up to 40 Gbps. The TM500 was configured to
emulate different groups of malicious and legitimate UE nodes, as described in
Table 1.

4.2 Scenario Definition

The proposed LTE scenario complexity is a reduced representation of a commer-
cial deployment. Specifically, the test-bed scenario is mainly composed of an LTE
emulated eNB connected to an emulated LTE core network. During the RRC sig-
nalling attack implementation, there are two types of UE nodes; legitimate and
rogue UEs. Both types of UEs are registered in the HSS as active subscribers.
However, legitimate UEs use a valid master key (K) value, while rogue UEs have
been configured with an incorrect K value, which forces a failure during the
establishment of the RRC session.

In a real-life attack, the attacker would perform exactly the same actions, as
the only information under its control would be the IMSI value of legitimate UEs,
but it would not be able to compromise the private master key (K) associated to
every mobile subscriber. Since the aim of a malicious user is to disrupt the service
in the most efficient manner, the attacker’s effect was replicated by multiple sets
of rogue UEs acting as a single attacker node. Configuring multiple rogue UEs
that attempt to establish RRC sessions in parallel, it is possible to reproduce the
equivalent network traffic volume that would be produced by a single attacking
UE targeting a commercial LTE cell.
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Fig. 8. LTE Test-bed architecture

Table 1. Emulation Scenarios for LTE experiments

Properties Scenario 1 Scenario 2 Scenario 3

Legitimate UEs 200 50 200

Rogue UEs 200 450 200

Initial, attack phase 30 s 300 s 300 s

Final phase 95 s 221 s 431 s

Total duration 2min 35 s 13min 41 s 17 min 11 s

The ratio between legitimate and rogue nodes has been modified across the
three scenarios, as described in Table 1 to evaluate the impact on core equipment
when the rogue traffic load is equal (Scenarios 1 and 3) and higher (Scenario 2)
than the traffic generated by the legitimate UEs. The simulation of the attack
is composed by three phases: initial phase, where the legitimate nodes are acti-
vated; attacking phase, when the attacking nodes are activated in parallel to
the existing legitimate nodes; and final phase, when the attacking nodes are
deactivated to recover the normality on the network.

The duration of initial and attacking phases is set to 30 seconds for the
Scenario 1, and 5 min for Scenarios 2 and 3; whereas the duration of the final
phase varies on each scenario. Moreover, the time allocated to the initial and
attacking phases includes the time required for initiating the legitimate and
malicious UEs, having a gradual increase in the cellular network traffic received
at the eNB.

5 Result Evaluation

The evaluation of the results have been conducted using the evaluation metrics of
Detection Rate (DR), False Positive Rate (FPR) and False Negative Rate (FNR).
The DR, also known as Recall, indicates the proportion of malicious frames
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detected in comparison with the total number of frames emitted by the attacker.
This parameter offers a clear indication of how efficient the detection algorithm
is. However, this value is not able to provide a fair assessment of the detection
performance by itself and could lead to an error when analysed individually,
since it does not take into account the negative effects of misclassifying malicious
frames as normal (FN), or when a false alarm is raised (FP) as result of applying
the detection algorithm.

DR =
TP

TP + FN
(9)

FPR =
FP

TotalFrames
=

FP

TP + FP + TN + FN
(10)

FNR =
FN

TP + FN
(11)

This information has a direct impact onto the overall detection performance
and must be taken into account when analysing the performance. Looking at the
test evaluation in pattern recognition theory [27] and Intrusion Detection System
(IDS) [28], it is possible to judge the performance in a more complete manner
by evaluating the Overall Successful Rate (OSR), also known as accuracy, which
takes into account the correctly classified frames against the total population. In
addition, we calculated the Precision (P), which evaluates the number of frames
correctly classified as malicious among the total number of frames classified as
malicious by the algorithm and the F1-Score, which is the harmonic mean of the
DR and Precision, and evaluates the balance between these two parameters.

OSR =
TP + TN

TP + FP + TN + FN
(12)

P =
TP

TP + FP
(13)

F1 − SCORE =
2 ∗ P ∗ DR

P + DR
(14)

The above parameters are used to evaluate the results and obtain the research
findings from the experiments, which are discussed in the section below and
presented in Table 2.

5.1 Research Findings

The LTE experiments confirm the accuracy of the proposed metrics to detect
the attack, no matter if they are used individually or as part of a set of metric
combinations. Notably, if the individual performance of each metric is analysed,
the CRR metric performs the strongest in detecting the attack, with a DR higher
than 98% for all three scenarios presented in this paper. This is expected because
the DoS attack creates an unusually large number of RRC Connection Requests,
which might end up with a RRC Connection Release message when the attacker’s
requests are rejected.
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Table 2. Results collected on LTE experiments (in percentage)

Scenario# DR OSR FNR FPR Precision F1-Score Metrics

1 98.095 87.227 1.904 11.526 84.774 90.949 CRR

1 97.143 74.143 2.857 23.988 72.598 83.096 CRR, SMT

1 96.190 97.508 3.809 0 100.00 98.058 CRR, SR

1 88.571 80.997 11.429 11.526 83.408 85.912 CRR, SMT, SR

1 84.762 66.044 15.238 23.988 69.804 76.559 SMT

1 83.810 89.408 16.190 0 100.00 91.192 SR

1 82.857 88.785 17.143 0 100.00 90.625 SMT, SR

2 100.00 100.00 0 0 100.00 100.00 CRR, SR

2 98.814 98.862 1.186 0 100.000 99.403 CRR

2 97.536 97.548 2.463 0.087 99.907 98.707 SMT

2 97.536 97.548 2.463 0.087 99.907 98.707 CRR, SMT

2 97.536 97.548 2.463 0.087 99.907 98.707 CRR, SMT, SR

2 96.989 97.023 3.010 0.087 99.906 98.426 SMT, SR

2 95.803 95.972 4.197 0 100.000 97.857 SR

3 99.915 98.011 0.084 1.917 97.765 98.828 CRR

3 99.915 98.011 0.084 1.917 97.765 98.828 CRR, SR

3 93.401 93.608 6.599 0.852 98.925 96.084 SMT

3 93.401 93.608 6.599 0.852 98.925 96.084 CRR, SMT

3 93.401 93.608 6.599 0.852 98.925 96.084 CRR, SMT, SR

3 79.272 81.747 20.728 0.852 98.736 87.940 SMT, SR

3 0.423 16.406 99.577 0 100.00 0.842 SR

However, to provide robustness to the detection algorithm, other metrics
should be taken into account because normal network behaviour might also
manifest with a high number of RRC Connection Requests. This could happen,
for example, in the case of congested LTE cells without enough radio spectrum
to cope with the demand. Under such circumstances, the individual analysis
of the CRR would feed misleading information into the detection algorithm,
necessitating to weigh in additional information captured by the SMT and SR
metrics.

The best overall performance is obtained in Scenario 2, with the metric com-
bination (CRR, SR), where every frame is correctly classified and all evaluation
metrics reach their highest value. The DR, OSR, Precision and F1-Score reach
100%. This result is specially important because Scenario 2 was specifically
designed to facilitate the detection, with only 50 legitimate User Equipments
(UEs) and 5 times more rogue UEs.

If the same metric combination is evaluated in the Scenario 1 and 3, where
the legitimate to rogue UE ratio is equal to 1, the DR decreases down to 96.19%
when the emulation duration is short, or 99.92% when the simulation duration
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is similar to Scenario 2. In both cases, the OSR and F1-Score perform very well,
remaining above 97.5% due to the accuracy on the classification of the collected
network traffic.

The Session Mean Time (SMT) metric is the second best metric, bute
requires a long duration (Scenario 3) for the emulation to guarantee the best
performance. This metric is able to detect the attack with a DR of 97.54% and
93.4% for Scenarios 2 and 3, respectively. On the contrary, the OSR obtains
a better result in Scenario 2, with a 97.55% against the 93.62% evaluated for
Scenario 3 due to a 6.6% FNR. The reason for this minor difference is again
the ratio between legitimate to rogue UEs, as only the legitimate UEs are able
to successfully complete an RRC session and modify the average RRC session
monitored by the SMT metric.

If the Success Rate (SR) or the CRR metrics are combined with the SMT
metric, the individual detection performance suffers an important decrease of
the DR and increase of the FNR. Scenario 1 registers the worse case, when the
(SMT, SR) metric combination manages to obtain a decent 82.86% DR. This
value implies a reduction of almost 15% on the DR if it is evaluated against its
highest detection performance, when this metric is individually used in Scenario
2. However, even in this case, this metric combination is able to provide a high
level of accuracy, with a 100% Precision and F1-Score of 90.63%

The lowest result across all the conducted experiments is registered for the
SR metric in Scenario 3, with an unacceptable 0.42% DR and FNR of 99.58%.
The registered Precision is 100% due to the absence of FP cases, which boosts
the OSR to a minimal 16.41%.

Although the SR is present in all low DR results across all scenarios, it adds
value when combined with the CRR metric, as previously mentioned at the
beginning of this section. The (CRR, SR) metric combination provides very good
results for all three Scenarios. Besides the excellent performance in Scenario 2, it
obtains a DR higher than 96% in both scenarios 1 and 3, which is accompanied
with an OSR of 97.51% in Scenario 1, and 98.01% in Scenario 3.

Looking at the obtained results, it is possible to conclude that an attacker
attempting to execute the signalling DoS attack should inject a similar number
of RRC Connection Request messages equivalent to the actual number of legit-
imate requests registered on the network, reducing the attack duration to short
periods of time. The optimisation of the attack implies a period of monitoring
the channel, in an attempt to match the average legitimate RRC Connection
Request messages registered within a certain time. Only by carefully tailoring
the attack duration and injection rate, may the attacker be able to reduce the
chances of being detected by the proposed algorithm.

6 Conclusions

This paper has presented three new metrics to detect DoS attacks over the RRC
layer in LTE networks. The proposed solution has been experimentally validated
using an emulated LTE test-bed, obtaining a sample data-set to evaluate the
detection performance.
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The detection mechanism is able to detect the attack with a DR higher
than 98.81% and Precision higher than 88.77% using a single metric, the CRR.
Furthermore, robustness has been added by combining the use of the CRR metric
with two additional metrics, the SR and SMT, which are able to perform equally
well in terms of DR or even improve the DR by 1.2% in specific cases.

The results have revealed how the attacker could optimise the attack, by
adapting the average RRC connection Requests within the targeted network and
reducing the attack’s duration to short periods. Further research to improve this
work should be focused on evaluating the algorithm in more congested networks,
where the data fusion results have proven to be more successful to reduce the
false positives.
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Abstract. The article deals with anomaly detection of Juniper router logs.
Abnormal Juniper router logs include logs that are usually different from the
normal operation, and they often reflect the abnormal operation of router
devices. To prevent router devices from being damaged and help administrator
to grasp the situation of error quickly, detecting abnormal operation soon is very
important. In this work, we present a new way to get important features from log
data of Juniper router devices and use machine learning method (basing on One-
Class SVM model) for anomaly detection. One-Class SVM model requires some
knowledge and comprehension about logs of Juniper router devices so that it can
analyze, interpret, and test the knowledge acquired. We collect log data from a
lot of real Juniper router devices and classify them based on our knowledge.
Before these logs are used for training and testing the One-Class SVM model,
the feature extraction phase for these data was carried out. Finally, with the
proposed method, the system errors of the routers were detected quickly and
accurately. This may help our company to reduce the operation cost for the
router systems.

Keywords: Anomaly detection � Juniper devices � One-Class SVM �
Log feature extraction

1 Introduction

Nowadays, router devices are so important with Internet Service Provider (ISP) in core
network. Juniper router that is used in SCTV core network enables a wide range of
business and residential applications and services (e.g., high-speed transport, Virtual
Private Network services, high-speed Internet) [1]. To detect and prevent abnormal
operations of Juniper router devices, there are some solutions such as monitoring
systems, checking syslog server [2].

Abnormal operations of devices may be cause of routing errors in the network,
chassis errors, Distributed Denial-of-service (DDos) attack or some fail processes in
router devices. These abnormal operations of router devices are quite reported to syslog
server if they are configured. It is possible to detect abnormal operation by inspecting
manually these logs. Anomaly detection has been a practical research topic and has
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great importance in many application domains in university and in industry (e.g., [3–
5]). For conventional small systems, engineers manually define rules or check system
logs to detect anomalies based on their domain knowledge. Additionally, they can use
regular expression match or keyword searches (e.g., “error”, “fail”). However, the
extremely large sizes of log data generated (up to million logs) by hundreds of devices
make manual analysis impossible.

As a result, automated log analysis methods for anomaly detection of Juniper router
devices based on machine learning systems are highly in demand. However, we found
no resources about this problem. This paper is the first work about anomaly detection
using One-Class SVM for logs of Juniper router devices. We present a new way to get
features from log data of Juniper router devices based on importance characteristics of
log messages. The standard support vector machine (SVM) [6] is the machine learning
method to classify two class or multiple class of data. But the log data of anomaly
detection are very special, the abnormal logs are much less than the normal logs.
Therefore, the standard SVM does not work well on our task, we use One-Class SVM
described in [7] to handle the logs classification.

2 Collecting Log Data, Preprocessing and Feature Extraction

Collecting log data for training and testing is necessary because we use the real logs
from real router Juniper devices. Logs must be made clean before they can be used for
feature extraction.

2.1 Collecting Log Data and Text Preprocessing

Juniper router devices routinely generate logs to record device states and runtime
information, each including a content indicating what has happened and a times-
tamp. These devices are configured to send logs to syslog server that always receives
data on corresponding port. The log messages have some common characteristics
although the format of them is not fixed length. This valuable information could be
utilized for anomaly detection and other purposes; thereby logs are collected first and
saved as a file in syslog server for further usage. For example, Fig. 1 depicts some log
messages of Juniper router devices.

As the example above, a timestamp is the beginning of each message, a name of
Juniper router device with the same format and other characteristics: the log messages
at syslog server are written in English and comprise digits, lower, upper case letters and
many special characters. The raw logs are pre-processed by Python program. Our text
normalization procedures are given below:

• Remove timestamps: Remove whole timestamp before each message (both date and
time).

• Remove router device’s name: Remove device’s name.
• Remove digits, special characters: Remove any special character, including punc-

tuations, all digits.
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• Replace continuous spaces with a single space: The length of log message depends
on how many spaces in log message, so that replacing continuous spaces with a
single space is necessary.

• Lower cases: Replace all upper case letters by lower case.

Although timestamp information, which is the time the event happened, is very
important according to the SCTV engineers, we still remove it from the log message.
After anomaly detection, the abnormal original log messages (including timestamp
information) will be sent to the engineers.

2.2 Feature Extraction

Some methods used to perform feature extraction for text classification [8–10] are not
effective with logs of Juniper router devices. In our works, we use three characteristics
of each log message to be three elements of the feature vector: the length of log
message, the number of different words and the sum of TF-IDF in log message.

The Length of Log
The length of log message is a significant characteristic. In the process of manually
defining abnormal logs, the length of logs shows that the logs with irregular length
have a higher probability of being abnormal logs. We denote Si as the length of log i.
We use the spaces of each log message to calculate Si.

The Number of Different Words in Log Message
The number of different words in log message: the number of words which are different
from dictionary of each log message. Bag-of-Words (BoW) model and the length of log
are used to calculate this characteristic. Some of new document representation methods
[11–13] are developed based on BoW.

The dictionary is built based on normal logs that we classify from original logs. To
get the number of words that are in dictionary, BoW model is the accordant and simple
classical model for our purpose. Based on BoW, each vector represents a log message;
each element denotes the normalized number of occurrence of a word in log. The words
that do not appear in dictionary are not counted by BoW model.

Fig. 1. Some log messages of Juniper router devices.
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Based on the dictionary and BoW model, each log is converted from text to a vector
space. The log data become the matrix that is given by:

A ¼
a11 a12 � � � a1m
a21 a22 � � � a2m
..
. ..

. ..
. ..

.

an1 an2 � � � anm

2
6664

3
7775 ð1Þ

where m is the length of dictionary, n is the size of log data. Each row of the matrix
A represents a log message in log data. The number of words which are different from
dictionary of each log message is given by the formula:

Li ¼ Si �
Xm
j¼1

aij ð2Þ

where Si is length of the i-th log.

The Sum of TF-IDF
Term frequency-inverse document frequency (TF-IDF) is one of the most famous
algorithms used in document mining research; it is used for calculating the weight of
each word. The word frequency means the number of time a term is repeated in a log
message, and Inverse Document Frequency is an algorithm used to calculate the
inverse probability of finding a word in log data [14]. Some improvements of feature
extraction based on TF-IDF are mentioned in [15, 16].

TF-IDF Formula:

gij ¼ tfij � log
N
dfj

� �
ð3Þ

where gij is the weight of the word j in the log i, N is the total number of log messages,
tfij is the frequency of the word j in the log i, dfj is the number of logs containing the
word j.

The sum of TF-IDF in log is the third element of feature vector. Equation 4 is the
summary equation used to calculate the sum of TF-IDF:

Gi ¼
Xh
j¼1

gij ð4Þ

where Gi is the sum of TF-IDF of log i, h is the number of words in log i.
The feature vector of log i:

xi ¼ Si; Li;Gið Þ ð5Þ

The feature vectors are the input data of One-Class SVM model, which will be
discussed below.
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3 One-Class SVM

One famous machine learning method is the support vector machine (SVM), which was
invented by Vladimir Vapnik and Alexey Ya. Chervonenkis in 1963, and is widely
applied for pattern classification and data analyzing. However, Vladimir Vapnik and
Corinna Cortes proposed the current standard incarnation in 1993 [6].

The labels associated with training data are based to group anomaly detection
techniques for log data into two broad categories: one-class and multi-class anomaly
detection technique. The labels in log messages of Juniper router devices are grouped
into two types: abnormal log and normal log, so that one-class anomaly detection
technique was chosen for our purpose.

For the case of one-class classification, Scholkopf et al. proposed a maximum
margin based classifier that is an adaptation of the Support Vector Machine algorithm
[7]. The data are separated from the origin by a separating hyperplane w; zh i � q ¼ 0
with maximum margin (where w and q are respectively the normal vector of the
hyperplane and the distance from the hyperplane to the origin).

The maximum margin from the origin is found by solving the below quadratic
optimization problem:

min
w;q;n

1
2

wk k2 þ 1
vl

X
i
ni � q

subject to w � UðxiÞð Þ� q� ni; ni � 0:
ð6Þ

where ni are so-called slack variables that are used to model the separation errors. The
v 2 0; 1ð � is a parameter that adjusts the balance between maximizing the distance from
the origin and the region created by the hyperplane containing most of the data. Uð�Þ is
a non-linear projection is evaluated through a kernel function that is used as a mapping
from the original feature space to a possibly higher dimensional feature space:
kðx; yÞ ¼ UðxÞ � Uðyð Þ. In our works, we consider the kernel Radial Basis Function
(RBF), linear kernel, polynomial kernel and sigmoid kernel. They are expressed
respectively by these following Eqs. (7)–(10):

kðRBFÞðx; yÞ ¼ e�
x� yk k2
2r2

� �
ð7Þ

k linearð Þ x; yð Þ ¼ xTyþC ð8Þ

kpolynomialðx; yÞ ¼ cxTyþC
� �d ð9Þ

ksigmoidðx; yÞ ¼ tanh cxTyþC
� � ð10Þ
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4 Experimental Results

In this section, we descript the log datasets, the evaluate method, perform an experi-
mental evaluation and comparison of our anomaly detection method for log data of
Juniper router devices based on One-Class SVM model. We have chosen Python
programming language for our convenience purpose. Python is a powerful interpreted
and popular language and supports some power libraries for data science, machine
learning (numpy, matplotlib, scikit-learn, etc.) [17–19].

4.1 Log Datasets

Publicly available production logs are scarce data, especially log data of router devices
because companies and ISPs rarely publish them to community due to confidential
issues. So that we collected log data from real Juniper router devices in core network of
SCTV (Saigontourist Cable Television Company). Logs from devices were sent
through the internet network to syslog server and saved as txt files. These files can be
read directly and easily by most popular programs. The log data contains 12907 log
messages and 266 abnormal log messages, which are manually labeled by us and the
SCTV experts. Using this log dataset, we evaluated the performance and compared the
results of the models. More statistical information of the log dataset is provided in
Table 1.

After the raw logs are collected using Python script, they are called from our main
Python program. Feature extraction is applied to these log messages, each log is
represented by a feature vector include: the length of log message, the number of words
which are different from dictionary and the sum of TF-IDF value in log message. We
choose 60% of log messages as the training data and the remainders as the testing data.

Figure 2 shows the training data and testing data on 3-dimensional feature space.
Blue points are the normal data, red points are abnormal data. Due to the fact that the
log data come from over a hundred router Juniper devices, we receive a lot of similar
log messages. There are some differences between them such as the timestamp,
device’s name, etc. So a lot of log messages become the same after they are passed the
preprocess step that we mentioned above. Because of that, the data points in the figure
may look less than reality.

Table 1. Summary of log datasets.

Devices Data size Number of messages Anomalies

Router Juniper 1,7 Mb 12 907 266
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Although the visualizations in Fig. 2 shows that the data are naturally well-
separated after they are converted to feature vectors, we still propose the One-Class
SVM method to separate the normal log data and abnormal log data automatically, and
make sure the model still works efficiently in case there are more abnormal log data
appeared when the hardware system is extended.

4.2 Method Evaluation

The Precision, Recall and F-measure, which are the most commonly used metrics, are
used to evaluate the accuracy of One-Class SVM anomaly detection method using
different kernels (Radial Basis Function (RBF), linear kernel, polynomial kernel and
sigmoid kernel) as we have already the ground truth for the log data. As shown below,
Precision shows the percentage of true anomalies among all anomalies detected, Recall
measures the percentage of how many real anomalies are detected, and F-measure
denotes the harmonic mean of precision and recall [20]. They are expressed respec-
tively by the following Eqs. (11)–(13):

Precision ¼ Anomalies detected
Anomalies reported

ð11Þ

Recall ¼ Anomalies detected
All anomalies

ð12Þ

F � measure ¼ 2� Precision� Recall
PrecisionþRecall

ð13Þ

4.3 Result Evaluation

Based on evaluate methods that we mentioned, we show the results which evaluate of
each model applied on training data and testing data. Figure 3 shows the accuracy of
anomaly detection on training log data.

Fig. 2. Training data and testing data on 3-dimensional feature space (Color figure online).
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Three models (with linear, polynomial, sigmoid kernels) have no good performance
on training data with the F-measure close to 0.75. We can observe that recall measures
of these models are low (close to 0.65). We give priority to minimize the number of
abnormal log messages which the model predicted wrongly, One-Class SVM method
with RBG kernel is the best model in our case. Recall measure of this model is equal to
1, it shows that the model predicted rightly all abnormal logs. One-Class SVM RBF
kernel model’s performance on training data is better than others models. However,
their accuracy on testing data varies with different kernels.

When applying these models for testing data, three models (with linear, polynomial,
sigmoid kernels) become unacceptable. These kernels are not suitable for our purpose.
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Fig. 3. Training accuracy of One-Class SVM method.
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Fig. 4. Testing accuracy of One-Class SVM method.
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We can observe that One-Class SVM methods with RBF and polynomial kernel
achieve high Precision (over 0.95), which implies that normal instances and abnormal
instances are well separated by using our feature representation. As we observe on
Fig. 4, One-Class SVM with RBF kernel has the best results for both training data and
testing data.

The decision boundary of One-Class SVM model with RBF kernel is shown on
Fig. 5.

5 Conclusion

Logs are widely utilized to detection anomalies in Juniper router device systems.
However, traditional anomaly detection that depends heavily on manual log inspection
becomes impossible due to the limit of human ability and the sharp increase of log size.
To reduce manual effort, automated log analysis and anomaly detection methods have
been widely studied in recent years.

In this paper, we successfully created the new feature extraction for log data of
Juniper router devices and used the One-Class SVM model with different kernels for
anomaly detection. We also compared their accuracy and efficiency on training and
testing real log datasets. We find that the One-Class SVM model with RBF kernel has
the best accuracy in terms of precision, recall and F-measure.
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Fig. 5. The decision boundary of One-Class SVM model with RBF kernel.
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