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Preface

We are delighted to introduce the proceedings of the 15th European Alliance for
Innovation (EAI) International Conference on Collaborative Computing: Networking,
Applications and Worksharing (CollaborateCom 2019). This conference brought
together researchers, developers, and practitioners around the world who are interested
in fully realizing the promises of electronic collaboration in terms of networking,
technology and systems, user interfaces and interaction paradigms, and interoperation
with application-specific components and tools.

This year’s conference attracted 121 submissions. All of the submissions were
reviewed by at least three reviewers. After a rigorous review process, 40 full papers and
8 short papers were accepted for oral presentation at the main conference sessions. The
conference sessions were: Session 1: (a) Cloud, IoT, and Edge Computing and (b) Data
Analysis and Recommendation; Session 2: (a) Collaborative IoT Services and
Applications, and (b) Artificial Intelligence; Session 3: (a) Security and Trustworthy
and (b) Software Development; Session 4: (a) Algorithms, Networks, and Testbeds and
(b) Collaborative Applications for Recognition and Classification; and Session 5: Smart
Transportation. Along with the main conference, two workshops were organized and 6
papers were accepted for oral presentation at Session 6: the Third International
Workshop on Securing IoT Networks (SITN) and Cognitive Computing and Analytics
(WCCA). In addition, a panel session, Civil Protection Volunteers Training
(CiProVoT), was also organized, where panelists from various backgrounds shared
their views and visions for addressing the urgent needs of training volunteers for civil
protection. Apart from high-quality technical paper presentations, the technical
program also featured three keynote speeches which were delivered by Prof. Niki
Trigoni (Oxford University), Prof. Tasos Dagiuklas (London South Bank University),
and Mr. Jun Xu (Huawei Technologies Co., Ltd.), as well as three tutorials delivered by
Dr. Muddesar Iqbal, Dr. Shancang Li, and Dr. Leandros Maglaras.

Coordination with the steering chair Imrich Chlamtac, and Steering Committee
members Song Guo, Bo Li, Xiaofei Liao, Xinheng Wang, and Honghao Gao, was
essential for the success of the conference. We sincerely appreciate their constant
support and guidance. It was also a great pleasure to work with such an excellent
Organizing Committee and we thank them for their hard work in organizing and
supporting the conference. In particular, the Technical Program Committee, led by our
TPC chair, Dr. Honghao Gao, completed the peer-review process of technical papers
with tremendous efforts, enthusiasm, and affection, and complied a high-quality
technical program. We are also grateful to conference manager, Karolina Marcinova,
for her support and all the authors who submitted their papers to the CollaborateCom
2019 conference and workshops.

We strongly believe that the CollaborateCom conference provides a good forum for
all researchers, developers, and practitioners to discuss all science and technology
aspects that are relevant to collaborative computing. We also expect that the future



CollaborateCom conferences will be as successful and stimulating, as indicated by the
contributions presented in this volume.

August 2019 Xinheng Wang
Honghao Gao

Muddesar Iqbal
Geyong Min
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Lightweight Computation to Robust
Cloud Infrastructure for Future

Technologies
(Workshop Paper)

Sonia Shahzadi1, Muddesar Iqbal2(B), Xinheng Wang3, George Ubakanma4,
Tasos Dagiuklas4, and Andrei Tchernykh5

1 Swan Mesh Networks Ltd, Research and Development, London, UK
2 School of Computer Science and Electronic Engineering,

University of Essex, Colchester, UK
m.iqbal@lsbu.ac.uk

3 Department of Electrical and Electronic Engineering,
Xian Jiaotong University, Suzhou, China

4 School of Engineering, London South Bank University, London, UK
5 CICESE Research Center, Ensenada, Baja California, Mexico

Abstract. Hardware and software lightweight solutions became the
mainstream for current and future emerging technologies. Container-
based virtualization provides more efficient and faster solutions than tra-
ditional virtual machines, offering good scalability, flexibility, and multi-
tenancy. They are capable of serving in a heterogeneous and dynamic
environment across multiple domains, including IoT, cloud, fog, and
multi-access edge computing. In this paper, we propose a lightweight
solution for LCC (Live Container Cloud) that permits the user to access
live/remote cloud resources faster. LCC can be embedded as a fog/edge
node to permit the users to allocate and deallocate cloud resources. The
performance of such a containerization technology is presented.

Keywords: Cloud Computing · Internet of Things · Fog Computing ·
Docker · OpenStack

1 Introduction

Cloud Computing is shifting from large centralized data centers to the dis-
tributed multi-cloud environment to provide more efficient services. It can be
integrated into Internet-of-Things (IoT) devices, edge, and fog computing.

To provide computational power, storage capability, reliable connectivity,
and other resources for billions of devices, we need lightweight solutions to be
run on resource-constrained devices. They should be feasible for smart infras-
tructures and provide elasticity and flexibility. We have proposed a lightweight

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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virtualization solution for cloud services that is more efficient than traditional
VMs. Lightweight virtualization based on the container has gained popularity
for cloud deployments due to containers are more light and portable compared to
VMs [5]. A VM is an emulation of a computer system with the independent OS,
while containers are based on the host operating systems and share the same
kernel with other containers running in the same machine. That is why con-
tainers require fewer resources and smaller in size. It makes them more suitable
for resource-constrained devices [6]. Docker is one of the most popular solutions
for container deployment and management, providing flexible, extensible, and
portable computation [2]. Linux Container (LXC) LXC is a well-known set of
tools, templates, library, and language bindings.

In this paper, we present a lightweight, portable infrastructure solution based
on LXC to enable on-demand resource provisioning. We provide a performance
evaluation of the hypervisors and answer the following questions

1. Which cloud infrastructure is suitable for the public and private sectors?
2. Should we continue to use traditional VM infrastructure on the cloud or move

to lightweight technologies for fast robustness?
3. Which type of virtual servers is suitable for future technologies?
4. How do these tools help to provide service migration on future generation

technologies?

2 Literature Review

In the last era of computing, virtualization technology plays a vital role, especially
in cloud computing. After the evolution of virtualization, the demand for these
virtualized resources is increased. Two popular types of virtualization technologies
are hypervisor-based virtualization and container-based virtualization [3]. VM can
snapshot the whole working environment, including software, applications, depen-
dencies, and more [4]. These snapshot images can be hosted on other servers. This
approach facilitates reproducibility [4]. Virtualization is the key part of cloud ser-
vices as cloud computing provides virtual resources on user demand [1].

This virtual environment can be deployed on physical machines and is com-
pletely transparent to the clients.

2.1 Hypervisor Based Virtualization in Cloud Computing

A hypervisor or Virtual Machine Monitor (VMM) is executed on a host or a
physical system by splitting and allocating host resources into a guest operating
system or VM. There are two types of hypervisor-based architectures. In Type 1,
the hypervisor runs directly on the top of the host hardware, while in Type 2, the
hypervisor runs on the top of the host operating system. Several hypervisors are
used according to deployment and optimization such as KVM, QEMU, Microsoft
Hyper-V Server, etc. They provide the following features:

– Encapsulation: A virtual hard disk is located in VM to store files. This disk
can be easily moved, backed-up, copied, replicated or migrated from one host
to another one.
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– Isolation: User can run multiple virtual machines on the same host without
interfering. Each VM has its operating system and software. Failure of one
VM does not affect other VM or host operating system.

– Transparency: VM and guest operating system are unaware that they are
running in a virtual environment and programs run within the virtual envi-
ronment in the same way as they run on physical machines.

– Manageability: Hypervisor is responsible for allocating resources to VMs and
execution of VMs through a management interface.

2.2 Container-Based Virtualization in Cloud Computing

In container-based virtualization, all containers share the same operating sys-
tem, which reduces the runtime and storage overhead. A container image pro-
vides a standalone package for container instantiation and execution. It encap-
sulates everything, including system configuration and applications [8]. Multiple
containers can be executed on the same physical server or different servers to
provide fault tolerance. Although containers share the same operating system,
they are isolated from each other through process IDs, inter-process commu-
nication, network interfaces, and directory trees. Control Groups (cgroups) are
used for resource management, while namespaces are used for processes isolation.
Resource optimization is achieved by providing low overhead with transparency.

2.3 Comparison of VM and Container

OpenStack is one of the open source solutions for cloud implementation that
is widely used for private and public sectors. Hypervisors are responsible for
providing services for clients. OpenStack mostly used KVM hypervisor. However,
Google and IBM are successfully using containerization technology [1]. The main
features of VMs and containers are given in Table 1, and in Fig. 1. They show
the importance of Docker container adoption.

Table 1. Comparison of VM and container

S.no Features VM Container

1 Isolation H L

2 Resources wastage H L

3 Transparency H H

4 Runtime overhead H L

5 Storage overhead H L

6 Fault tolerance L H
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OpenStack 
Cloud IaaS

Virtual Machines

Containers

Fig. 1. Virtual Machines vs Containers

3 Use Cases

Millions of devices with sensing and actuators capabilities are connecting with
the Internet of Things (IoT) in everyday life, and mostly IoT objects send data to
cloud servers for computation purpose and then back to the devices. However,
this method is not sustainable due to the rapid growth of IoT objects as a
massive quantities of devices creates congestion, security, and latency challenges.
Fog Computing introduces a new paradigm to overcome these challenges where
edge nodes/devices are deployed at the edge of the network for local capabilities.
These edge nodes are resource constraints and varying according to processing
and storage. Cloud computing provides a lightweight solution with a container
for distributed applications deployment where computation infrastructure can be
robust for smart services. Figure 2 demonstrates the proficiency of LXC (Linux
Container) for two cases.
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Fig. 2. Lightweight architecture for future technologies

4 Implementation

To implement lightweight technology inside the cloud infrastructure, we have
the following steps:

– Configure Cloud IaaS to enable Docker: To enable Docker as a hyper-
visor in OpenStack cloud, we have configure this with compute node and
performed several tests to prove its functionality for a production-ready envi-
ronment.

– Initiated via Docker Hypervisor: In this scenario, we have compared
multiple hypervisors in cloud computing scenarios where we can compare the
performance of cloud servers via Qemu and LXC, as shown in Fig. 3.

– Live cloud resources deployment from container: In this scenario, we
have compared the performance of live cloud resources that use containers
and VMs (Fig. 4).

5 Performance Evaluation

To evaluate the performance of VM and container, we setup a cloud testbed using
OpenStack and Docker container integrated with OpenStack. Ubuntu 14.04 is
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Hypervisor 
(Qemu)LXC

Glance

VM ImageDocker 
Image

VM

Nova

VM

Container

Cloud Compute Infrastructure

Fig. 3. Docker as a Hypervisor

used as a host OS with 3-tier cloud architecture. We have measure VM hypervisor
and LXC performance in following two scenarios.

5.1 Instance/Server Performance Measurement

We have performed these tests under the following environments.

Cloud Platform: OpenStack
Host OS: Ubuntu Server 14.04
VM hypervisor: QEMU
LXC: Docker container
Image: cirros-0.3.3-x86 64 (12.6 MB), tutum/wordpress (485.5 MB)
Image format: qcow2, raw

Docker images are lightweight, but we have chosen 485.5 MB size image for
Docker and 12.6 MB size for Qemu. We have started and deleted servers with
both VM and Docker images. Booting and deleting times are shown in Fig. 5.
We see that Qemu VM is about 3.5 times slower.

5.2 Cloud Performance Measurement

To compare cloud performance of VM vs. Docker, first, we have deployed cloud
services from VM and measure parameters. Then, we have deployed live cloud



Lightweight Computation 9

LXC 

(Docker Container)
 Iden ty Service
Image Service
Compute Service 
Network Service 
Storage Service

VM

Iden ty Service
Image Service
Compute Service 
Network Service 
Storage Service

Live Deployment of Cloud 
from Container

Live Deployment of Cloud 
from VM

Fig. 4. Cloud resources access from Container
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Fig. 5. Docker vs VM server boot and delete time
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Table 2. Comparison of results

Performance measurement Cloud platform Hypervisor Image name Image size Format

Hypervisor Performance Measurement OpenStack Qemu Cirros 12.6 MB Qcow

Docker Docker Cirros 485.5 MB Raw

Cloud Performance Measurement OpenStack VM Cirros 12.6 MB Qcow

Container Cirros 12.6 MB Qcow

services from the container. Figure 6 shows that the containerized solution is
more than twice as fast as VM. Parameters of both approaches are presented in
Table 2.

0

10

20
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40

50

60

Times (sec)

Server Boot and Delete Time from VM 
and Docker Cona ner

VM Server Container Server

Fig. 6. Cloud performance measurement from container

6 Conclusion

The number of personal devices such as laptops, smart-phones, tablets, etc. are
growing rapidly. They are constrained in terms of computational power, stor-
age, connectivity, power supply, and other resources. It creates a heavy load on
IT infrastructure and needs efficient lightweight solutions to deliver on-demand
resources provisioning. To support robust and portable computation processes
and applications, Linux container plays a vital role. Containerization technol-
ogy enables to pack more applications into a single physical server compares to
VM. When we consider migration, containers take less time compared to VMs,
as they require fewer system resources. We have developed the testbed to mea-
sure the performance of the proposed solution. We compare VM and container
booting and deleting in several scenarios using OpenStack and LXC. Obtained
results clearly show that container solution is better as compared to typical VM
hypervisors in the cloud computing environment.
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Abstract. Crowdsourcing utilizes the intelligence of people to solve
problems that are difficult for machines such as entity resolution,
sentiment analysis and image recognition. In crowdsourcing systems,
requesters publish tasks that are answered by workers. However, the
responses collected from the crowd are ambiguous as the workers on
internet with unknown and very diverse abilities, skills, interests and
knowledge background. In order to ensure the quality of crowdsourcing
results, it is important to characterize worker quality accurately. Many
previous works model the worker quality by a fixed value (such as prob-
ability value or confusion matrix). But even when workers complete the
same type of tasks, the quality is affected by some factors (task diffi-
culty) to varying degrees. Here we propose a dynamic difficulty-sensitive
worker quality distribution model. In our model, the worker’s ability is
affected by task difficulty and fits a functional distribution. This model
reflects the relationship between worker reliability and task difficulty. In
addition, we utilize Expectation-Maximization approach (EM) to obtain
maximum likelihood estimates of the parameters of worker quality dis-
tribution model and the true answers to the tasks. We conduct extensive
experiments with synthetic data and real-world data. The experimental
results show that our method significantly outperforms other state-of-
the-art approaches.

Keywords: Crowdsourcing quality management ·
Worker quality distribution model · Maximum likelihood estimation

1 Introduction

Crowdsourcing can utilize the intelligence of the internet workers to solve some
problems which are difficult for machine. At present, there are many success-
ful crowdsourcing platforms, such as AMT [1], Upwork [3] and Crowdflow [2].
When requester publish tasks in the crowdsourcing platforms, workers can accept
and complete tasks to obtain the corresponding reward. Moreover, many types
of tasks can be solved by crowdsourcing, including annotation and tagging of
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images and documents, writing and reviewing software codes, product design
and financing. Although corwdsourcing use wisdom of workers enables to solve
machine-hard tasks more quickly and accurately, the quality of workers is also
uneven due to the different age, education and knowledge background. It is very
important to model the quality of workers accurately in crowdsourcing. Worker
quality also plays an important role in answer aggregation. When estimating
the answer to a task, we mainly rely on the answers from different workers. The
quality of workers will have a great impact on estimating the true answer to
the task. In addition, quality of workers also be taken into account in the task
assignment.

Consider the following example. A machine learning system needs a lot of
labeled data. It publishes some Twitter messages on crowdsourcing platforms as
emotional analysis tasks. Workers need to judge whether twitter messages express
negative or positive emotions, then workers complete tasks and submit answers.
Each task may receive multiple answers. Each worker may also answer multiple
tasks and the difficulty of each task varies. If a task receives 10 responses from
different workers, one of them is “negative” and nine responses are “positive”,
then we can see that this task is less controversial and simpler. Generally, work-
ers may be better at completing tasks which are easier to identify the answer. On
the contrary, their reliability will decrease when answering difficult tasks, and each
worker’s reliability will be affected differently. In previous works on crowdsourcing
quality management, the quality of workers is mostly expressed by the accuracy
of task completion or a confusion matrix. However, these worker models can not
accurately describe the quality characteristics of workers.

In this paper, we focus on labeling tasks, such as emotional analysis, pat-
tern recognition, image recognition and so on. We propose a worker quality
distribution model, in which the worker’s quality is a distribution that changes
with the task difficulty. It can describe the worker’s quality characteristics more
accurately, and we also propose a fitting algorithm to form each worker’s qual-
ity model. In addition, we propose an inference algorithm based on maximum
likelihood estimation to estimate the parameters of the worker quality model
and the true answer of tasks. Our aim is to estimate the correct answers to the
tasks and the quality of the workers more accurately. This paper mainly makes
contributions including the following three points.

(1). We propose a dynamic difficulty-sensitive worker quality distribution model,
which can describe the worker quality characteristics more accurately. In our
worker quality distribution model, we model the task difficulty according to
the response received by the task and design a worker quality distribution
function.

(2). We propose an inference algorithm based on maximum likelihood estima-
tion. We maximize the likelihood to estimate the parameters of the worker
quality model and the true answers to the tasks by EM method. Since there
are many unobserved variables in the likelihood function, we also propose
a fitting algorithm to get the worker quality distribution model of each
worker.
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(3). We compare our method with other crowdsourcing quality management
algorithms through experiments with synthetic data and real-world data,
and results show that our method has higher estimation accuracy than other
algorithms.

The rest of this paper is organized as follows. Section 2 reviews the related
work. Section 3 describes our conceptual definitions and the problem we study.
Section 4 presents the proposed worker quality distribution. We describe our
inference algorithms in Sect. 5. Section 6 discusses our experimental evaluation
and Sect. 7 concludes this work.

2 Related Work

In order to address the quality management problem in crowdsourcing, various
techniques have been proposed to estimate the true answers of tasks based on
the worker quality.

The general methods for quality management are majority voting [10,19],
The majority voting strategy returns the result with the most votings. In addi-
tion, Wang et al. [5] propose a worker quality-aware model is similar to Hidden
Markov Models (HMM). Ma et al. [7] propose a fine grained truth discover model
to estimate both worker topical expertise and true answers. Before the task is
answered, the workers can be evaluated whether they know the relevant knowl-
edge of the task by adding a Qualification test. This can not only eliminate some
fraudsters, but also eliminate some workers who do not know the task. It can
also make the workers more familiar with the task and improve the quality of the
results. Randomly add one in the task. Questions that have the right answers
are tested for worker quality [8]. [4] obtained the accuracy of workers’answers by
increasing the test questions, and used Bayesian theory to combine the accuracy
of workers’ answers with the answers given by workers to get the final results.

The Expectation Maximization (EM)-based methods [6,14,21,25,27–29] are
the state-of-the-art approaches to estimate task true answers and worker qual-
ity. The EM algorithm is primarily used for making up for the lack of data
by iteration calculation of maximum likelihood estimate from incomplete data
[13]. Each iteration of algorithm includes an expectation step and a maximiza-
tion step. In Crowdsourcing, the incomplete data is workers responses for tasks
and the unobserved latent variables is the task true answer and worker quality.
Worker quality can be characterized by worker model, include worker probabil-
ity [15,20] and confusion matrix [16,24]. EM-based methods iteratively update
the parameters of worker model and the true answers of tasks until convergence.
Dawid and Skene [12] used EM algorithm in a scene where was similar to Crowd-
sourcing, for the problem about errors existing in the collected patient records.
Later, Ipeirotis et al. [16] Proposed the EM algorithm for crowdsourcing with
data from AMT platform, not only estimate the correct answer of tasks, but also
get the workers quality represented by the error rate matrix. Moreover, there are
many factors that influence the quality of workers. Movellan et al. [30] proposed
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the method which took task difficulty as parameters into EM algorithm. Hence
the iterative process contains three unknown variables, the true answer of tasks,
workers’ expertise and tasks’ difficulties. Afterwards, Kurve et al. [22] proposed
to utilize EM algorithm to calculate the task answers and workers quality. They
take four latent variables into consideration, the true answer of task, skills of
workers, workers intention (i.e. honest worker or dishonest worker) and the task
difficulty.

Some workers focus on theoretical guarantees, they provide probabilistic
bounds [11,18,26,31] for task answers and worker quality estimates. For exam-
ple, Dalvi et al. [11]show that the error in their estimates of worker quality is
lower by θ under certain assumptions about the graph structure. Das Sarma
et al. [26] proposed a technique for globally optimal quality management, find-
ing the maximum likelihood item ratings and worker quality estimates. But its
assumptions are not true in reality and the amount of computation increases
dramatically as the number of tasks increases.

3 Problem Statement

In this chapter, we first introduce the notation (Table 1) involved in our method,
and then describe the problems we study in this paper, some of which will be
described in detail in later chapters.

Table 1. Notation table.

Symbol Explanation

t Task

w Worker

rwt Responses from worker w to task t

zt The true answer of task

Mt The task response set

dt The task difficulty

Q(d) The worker reliability function

L Overall likelihood

Task Question and Option. Consider a group of tasks {t}n, whose total
number is n, these tasks are completed by a group of workers {w}m, whose
total number is m. Worker w completes task t through k options {1, 2, 3..., k}
as his response rw

t . Each worker may accomplish many different tasks, and each
task may be accomplished by many different workers. And each task has a true
answer z (that is, one of the k options is the correct answer).
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Example 1. For example, there is a set of emotional analysis tasks {t1, t2} with
three options: option 1 is positive, option 2 is natural and option 3 is negative.
A group of workers {w1, w2} give responses to the emotional tasks. The real
answer to task t1 is positive, and the real answer to task t2 is natural.

Task Response Set. After the task receives the worker’s responses, we can
know the response set of the task Mt = (v1, v2, v3...vk) refers to the number of
responses received by each option of the task.

Example 2. For example, there is a task with three options {1, 2, 3}, one worker
chooses option 1, three workers choose option 2, and seven workers choose option
3. So the response set of this task is (1, 3, 7).

Task Difficulty. We get the task difficulty dt according to the state of the task’s
response set. The more difficult a task is, the more difficult it is for workers to
distinguish the correct answer for task. Then we can judge the difficulty of a task
by the response set. The closer each option of a task receives, the more difficult
the task is. The specific method for expressing task difficulty is introduced in
Sect. 4.1.

Worker Reliability. Workers have different abilities to accomplish tasks with
different difficulties, and the reliability of the answers given by workers is differ-
ent. We use function Q(d) to express the relationship between worker reliability
and task difficulty. We have a detailed introduction in Sect. 4.2.

When a group of tasks {t}n receive the responses rw
t from a group of workers

{w}m. We model the task difficulty dt for each task and build the worker quality
distribution model for each worker. Our goal is to estimate the true answer to
the task accurately based on the worker quality distribution model.

4 Worker Quality Distribution Model

In this paper, we propose a worker quality distribution model, in which a func-
tional distribution is used to represent the relationship between worker quality
and task difficulty. In general, the quality of workers will be affected by the
difficulty of the task. The more difficult the task is, the lower probability that
workers can correctly answer the task. Here, we consider that the difficulty of
tasks has a great relationship with the state of tasks (response set). We propose
a method to reflect the difficulty of task according to the state of tasks(response
set). In addition, the reliability of workers is affected by the task difficulty. Some
workers still have high accuracy even when they complete the difficult tasks, and
some workers have poor quality even if they complete simple tasks. We use a
functional distribution model to visualize worker’s reliability and how worker’s
reliability is affected by task difficulty.
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4.1 Modeling Task Difficulty

We know that the more difficult a task is, the more difficult it is to distinguish
the correct answer of task, that is, the more similar the number of answers
it receives in different options. Consider an example, the response set of an
emotional analysis task is (19, 17, 15). That is to say, 19 workers answered
“positive”, 17 workers answered “natural” and 15 workers answered “negative”.
The three options of the task received a similar number of responses. It shows
that the task caused great controversy among the workers. It indicates that the
task is difficult to estimate the correct answer. We divide tasks into binary task
and multi-task, and express the difficulty of tasks according to response set of
task, respectively.

In the binary task (tasks with two options), the response set of the task is
(v1, v2). We use the ratio of the number of answers received by the two options
to express the task difficulty. That is, the ratio of a small number to a large
number of responses received with two options.

dt =
min(v1, v2)
max(v1, v2)

(1)

In this way, the task difficulty is controlled between 0 and 1. When the
value of task difficulty is 0, it is the easiest to distinguish the answer for the
representative task. When the value of task difficulty is 1, the task is the most
controversial and the most difficult to estimate the true answer.

Example 3. For example, a task receives 10 responses, in which 2 workers
answered 0/no and 8 workers answered 1/yes. Then the value of task difficulty
is 0.25.

In multi-task (i.e. the number of task options is greater than two), the task
has K options {1, 2, 3...k}, then the task receives a response set (v1, v2, v3...vk).
We know that variance is a measure of the degree of confusion in a set of numbers.
However. if we simply use the variance of the task response set to indicate the
difficulty of the task, sometimes there will be some errors. Let’s see the following
example: a group of tasks {t1, t2} with three options. The response set of task
t1 is (1, 2, 6) and the response set of task t2 is (1, 5, 6). According to variance
formula, the difficulty values of both tasks are 14, and we can easily see that
task t2 is more difficult than task t1.

Therefore, we propose a difficulty representation method suitable for crowd-
sourcing multi-task. In the task response set, the higher degree of the most
supported option is, the easier task can identify the true answer.

dt =

√
( v1

max{v} )2 + ( v2
max{v} )2 + ... + ( vk

max{v} )2

k
(2)

We represent task difficulty by the average sum of squares of the ratio of the
number of responses received by each option to the highest number of responses.
Similarly, task difficulty ranges from 0 to 1. The greater the value of d, the more
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difficult the task is. When d = 1, the task is the most controversial and the most
difficult to estimate the true answer.

4.2 Worker Quality Distribution Function

There is a negative correlation between the quality of workers and the difficulty
of tasks, that is, the more difficult the task is, the lower the reliability of work-
ers. Here, we assume that the relationship between worker’s reliability and task
difficulty is bell-shaped distribution. The distribution function is as follows:

Q(d) = μ + e−δd2
(3)

The worker quality distribution model can describe worker’s quality char-
acteristics more vividly than other worker model. For example, a worker w1

completes a binary task t1 with response set (4, 1). If we use a fixed value such
as accuracy to represent worker quality. No matter how difficult the task is,
the reliability of worker is 0.7. In fact, the worker’s reliability may be 0.8 when
answering simple tasks. Therefore, the worker quality distribution model can
describe the worker’s characteristics in more details.

Fig. 1. Worker model

In the Fig. 1, the ordinates indicate the quality of the worker (that is, the
ability to answer questions correctly). Where μ = 0, the value of δ is constantly
changing. From the figure, we can see that the smaller the value of δ, the smaller
the impact of task difficulty on the quality of workers. And the parameters of
each worker’s quality distribution model are different.
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5 Inference Algorithm

After we get the response rw
t of workers {w} to tasks {t}. We use maximum

likelihood estimation to estimate the parameters of the worker model and the
true answer to the task. We assume that all worker’s responses are independent,
then our goal is to maximize the likelihood function.

argmaxzt,dt,qw

∏
t,w

p(rt
w|zt) (4)

5.1 Parameter Estimation Method

Here we use EM method to obtain maximum likelihood estimates of the param-
eters. EM method iteratively estimates the parameters of worker quality model
and true answers of tasks through E-step and M-step. We know that EM algo-
rithm needs initial parameters. Here, the initial parameter input of EM is task
answer or worker model parameter. The initial answers of tasks can be obtained
by the rule of majority voting; the initial parameters of the worker quality model
can be set to the worker of good quality.

E-step. We get the response rw
t of workers {w} to tasks {t}. We estimate the

probability of the true answer zt of the task according to the values of the
parameters of the worker quality model derived by M-step.

P (zt|r, d, μ, δ) = P (zt|rw
t , dt, μw, δw)

∝ p(zt)
∏
w

p(rw
t |zt, dt, μw, δw) (5)

M-step. We maximize the expectation of likelihood function L log-Likelihood to
estimate the parameters of worker quality model δ and μ based on the estimation
of the answers to tasks derived by E-step and the workers’ responses to tasks.

E(ln L) = E [ln p(z, r, d|μ, δ)]

= E

[
ln

∏
t

(
p(zt)

∏
w

p(rw
t |zt, dt, μw, δw)

)]
(6)

Since there are many unobserved variables (z, δ and μ) in the expectation of
likelihood function. We estimate the parameters of the worker quality model δ
and μ by a fitting algorithm(in Sect. 5.2) based on our worker quality distribution
function and the estimation of the answers of tasks derived by E-step.

5.2 Fitting Algorithm for Worker Distribution Model

In our worker quality distribution model, each worker’s reliability varies when
he or she completes tasks with different difficulty. And reliability of workers
will be affected differently by task difficulty. We propose a fitting algorithm
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(show in Algorithm 1) to derive the parameters of worker quality distribution
model. Next, we describe the process of fitting the worker quality distribution
function in detail.

Step 1: Finding the discrete data points of each worker model. In the previous
chapter, we describe the representation method of task difficulty (i.e. indepen-
dent variables) in the model. We use the response set of each task to indirectly
represent the difficulty of the task. In addition, the reliability of the worker’s
response to the task represents the worker’s ability (i.e. dependent variable).

Step 2: Clustering the discrete points in each worker’s quality model. The
purpose is to take some outliers into account as well. Because each worker com-
pletes many tasks with different difficulties, the data points in the model may be
too scattered and there are many abnormal points. As a result, it is difficult to fit
the worker model that best fits the characteristics of workers. So, we cluster the
discrete data points to find some centroids that best reflect the characteristics of
workers. When clustering, we will limit the corresponding task difficulty of data
points in the same cluster to a centroid.

Step 3: We use the least square method to fit a curve closest to the worker’s
quality distribution function according to the centroids obtained by clustering,
and get the parameters of each worker quality distribution model.

(a) step-1. (b) step-2.

(c) step-2. (d) step-3.

Fig. 2. An example of fitting algorithm (Color figure online)
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The Fig. 2 shows an example of fitting worker quality model. In the Fig. 2(a),
green points represent discrete data points. Figure 2(b) shows the results of our
clustering, in which different color points represent different clusters. The red
points in Fig. 2(c) represent centroid points obtained by clustering, and Fig. 2(d)
shows the worker quality model fitted according to centroid points.

Algorithm 1. Fitting Algorithm.
Input: response set of task, Mt; reliability of worker, Qw;
Output: Parameters of worker quality model μ, δ;
1: Model task difficulty dt based on Mt;
2: discrete data points {(dt, Qw)}
3: Initialize k centroids {c};
4: if cluster of any point changes then
5: for each point(dt, Qw) do
6: for each centroid c do
7: Calculate the Distance between centroid c and point (dt, Qw);
8: Put point into the nearest cluster;
9: for each cluster do

10: new centroid c ← mean of points;
11: end for
12: end for
13: end for
14: end if
15: μ, δ ← least squares method with centroids {c};
16: return μ, δ;

In the fitting algorithm, We first compute all discrete data points in the
worker model. Then we cluster the discrete data points to find some centroids
that best reflect the characteristics of workers. The time complexity of clustering
is related to the number of discrete data points, O(n). At last, we use the least
square method to estimate the parameters of each worker quality distribution
model.

6 Experiment

In the experimental part, we evaluate our method (WDM) with a set of real-
world data and synthetic data, and we compare our method with other algo-
rithms (MV, DS [12], KOS [33], Zen [32]) that are also estimating the true
answer of tasks and worker quality.

6.1 Synthetic Data Experiments

In the synthetic experiment, we use a set of data generated by the model itself to
explore the performance of our method. In this case, we can know the real values
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of the parameters of the worker model and the true answers of the tasks. We
compare our method with other four algorithms on accuracy of task true answer
estimation. In addition, we also evaluate the similarity between estimated and
actual parameters of the worker quality model.

Data Generation. In the process of generating synthetic data, we first generate
a set of ture answers to tasks. Given a fixed probability value u, we assign a real
answer to each task. The probability of task answer 1 is u, and vice versa,
the probability is (1 − u). For each task, we set a difficulty value between 0–1.
Then, we generate a different worker quality curve for each worker, i. e. setting
the parameters of each worker model, the constraints generated are that most
workers (more than 90%) are better than random ones. Then, we generate the
corresponding workers’responses to the tasks according to the quality of these
workers and the difficulty of the task. In the synthetic data, we set the total
number of tasks n = 1000 and total number of workers m = 100, then vary the
number of responses received by each task and the number of tasks completed
by each worker.

Experimental Process and Results. We evaluate our method on estimating
task true answers and parameters of worker quality model. We know that EM
algorithm needs to be inputted a set of initial parameters. Here, we set the worker
quality μ = 0 and δ = 0.5 as the initial parameters to carry out experiments. We
conducted experiments with multiple combinations of data: setting 1, each task
receives s response, the total number of workers m > s; setting 2, each worker
completes h tasks, and each task receives a different number of responses from
workers.

(a) setting 1. (b) setting 2.

Fig. 3. True answer of task estimation

True Answer of Task Estimation. In Fig. 3(a), (b), we plot the accuracy of task
truth estimation, and each algorithm correctly estimates the score of task answer
(the higher the score, the better). Here, our strategy estimates the true answer
of the task with higher accuracy than other algorithms.
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(a) setting 1. (b) setting 2.

Fig. 4. Worker quality model estimation

Worker Quality Model Estimation. Figure 4(a) and (b) show the gap between
estimated and actual worker quality. We calculated the coefficient of determina-
tion R2(the higher the score, the better) between the estimated worker quality
model and the actual worker quality. We observe that the similarity between our
estimated worker model and the real worker model is generally high, and with
the increase of data, the accuracy of worker quality estimation is on the rise.

Summary. In the synthetic data experiments, our method is superior to other
algorithms on estimation for task true answer. In addition, our method can
accurately estimate the parameters of the worker quality model.

6.2 Real-World Data Experiments

In our real-world data experiments, data is collecting by publishing a large num-
ber of movie reviews as emotional analysis tasks on AMT. The workers on the
platform will complete these emotional analysis tasks, that is, to judge whether
the movie reviews express positive or negative emotions, and finally collect the
responses of workers to the tasks. The data contains a total of 5,000 tasks, which
were responsed by about 200 workers.

Experimental Process and Results. In real data experiments, we know the
real answers of tasks, but we can not know the real quality of workers in real data.
And we randomly extract data from real data sets in three different ways. For
each data setting, we compare our method with four algorithms in the accuracy
of task true answer estimation.

Data setting 1: We randomly select a certain number of workers from all workers
in the data, then select all the response data of these workers, and we constantly
change the number of workers selected. In the Fig. 5, we plot the accuracy of
task true answer estimation (the higher the score, the better) returned by our
method and four other algorithms on varying the number of worker. We observe
that our method obtains more accurate estimation results than other methods.
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Fig. 5. Data setting 1: true answer of task estimation

Fig. 6. Data setting 2: true answer of task estimation

Data setting 2: We randomly select a certain number of tasks from all tasks in
the data, then extract all the responses received by these tasks, we constantly
change the number of tasks extracted. The Fig. 6 shows the accuracy of task
truth estimation returned by our method and four other algorithms on varying
the number of task. Here, again, our method returns more accurate estimation
results in the case of different numbers of tasks.

Data setting 3: We randomly sample a certain number of labels from all data,
then we constantly change the number of labels extracted. The Fig. 7 shows the
results of comparing our method with four other answer estimation algorithms on
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Fig. 7. Data setting 3: true answer of task estimation

varying the number of label. We observe that our method obtain more accurate
estimation results than other methods.

Summary. From the results of experiments, we observe that our method always
returns more accurate results on the three data setting. And the richer the
worker’s response data is, the better the estimation result of our method is.
Although we can not know the real quality of workers, we believe that our
method with worker quality distribution model can estimate the characteristics
of workers more accurately.

7 Conclusion

In crowdsourcing, quality management is an important problem because of the
uneven ability of workers on internet. The quality of workers can influence the
results of crowdsourcing. And the quality of workers will be affected by the diffi-
culty of the task. The more difficult the task is, the lower probability that workers
can correctly answer the task. We propose a dynamic difficulty-sensitive worker
quality distribution model to improve the quality of results from crowdsourcing.
Our model more accurately describes the relationship between worker reliability
and task difficulty. We conduct extensive experiments with synthetic data and
real-world data. The results show that our method has higher accuracy of task
answer estimation than other algorithms. Moreover, our worker quality distribu-
tion model can not only describe the characteristics of workers more accurately,
but also predict the reliability of workers in tasks they have not done. In the
future work, our worker quality distribution model can be applied to other stud-
ies of crowdsourcing, such as task allocation. We can assign tasks to the suitable
workers based on our worker quality distribution model as the task states change
dynamically.
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Abstract. With the increasing of software complexity and user
demands, collaborative service is becoming more and more popular. Each
service focuses on its own specialty, their cooperation can support com-
plicated task with high efficiency. To improve the resources utilization,
virtualization technology like container is used and it enables multiple
services running in the same physical machine. However, since the host
physical machine is shared by several services, the resource competition
is inevitable. Isolation is an effective solution, but the weak isolation
mechanisms of container cannot handle such complicated scenarios. In
the worst situation, the performance of services cannot meet the require-
ments and the system may crash. In order to solve this problem, we
propose a priority-based optimization mechanism for I/O isolation after
analyzing the characteristics of typical service workloads. Based on the
real-time performance data, priority is automatically assigned to each
service and corresponding optimization methods are applied. We eval-
uate the optimization effects of the priority-based mechanism in both
static and dynamic workload cases, besides, the influence of different
priority order is also analyzed. The experimental results show that our
approach can indeed improve the system performance and guarantee the
requirements of all the running services are satisfied.
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1 Introduction

With the development of the Internet and computing technology, one service
cannot support the various requirements of users, especially when applications
are becoming more and more complex. For example, the web services nowadays
are often composed of multiple sub-services such as location, video and commu-
nication to satisfy users’ demands [5]. The cost of developing and maintaining
a “perfect” application/service that has all the functions that users request will
be huge. Hence, collaborative service is applied [18,21]. Each service is respon-
sible for a small portion, the workload is decomposed and distributed to several
services. By cooperating with each other and sharing intermediate data and
resources, the complex task can be finished efficiently. Single service normally is
simple and the resources requirement is low. To improve the resources utilization
of servers, multiple services are deployed on a same physical machine. If these
services are working on a same task, they can use memory/disk to transmit the
data instead of network, which also further improves the service performance
and security.

Virtualization is used to support multiple services running in one physical
server. Container [1,4], as a lightweight virtualization technology which does
not pack the guest operating system, is widely used since it provides high
resources utilization and low overhead. Although we deploy multiple services
in one machine, the services themselves are independent, even they may work
together. To make sure their execution are normal and not influenced by others,
there should be strict resource isolation mechanisms. However, container mainly
relies on the original Namespace and the Cgroups of the Linux to provide isola-
tion feature [16,20]. It cannot properly handle the severe competition situations.
Besides, the workload and functionality of collaborative services are various, the
different behavior/requirements of the services make the resource competition
even more complicated. The worst case is that the requirements of most services
cannot be satisfied and the system will crash. Hence, there is a great challenge
to cope with the resource isolation and performance optimization for hybrid
deployed services.

Existing isolation optimization methods mainly target homogeneous deploy-
ment scenario, that is, the deployed services have the same type of perfor-
mance requirements. So, single optimization method is enough to protect all
services. For latency-sensitive services, the commonly used approaches are send-
ing requests repeatedly and rate limiting [3,9,12,17,19,22,23]. For throughput-
first services, disk allocation and I/O concurrency control are applied [2,6–8,10].
Asides from one-dimensional (latency or throughput) performance restriction,
there are also services that require both metrics to meet the standards. The opti-
mization method [11] is more conservative, and the resources utilization is rela-
tively low. This two-dimensional services situation still belongs to homogeneous
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case since all the services are the same type. Hence, the aforementioned solutions
can only handle specific type of services, and they are not appropriate for hybrid
deployment scenario. In addition, our previous work PINE [13] can cope with
one latency-sensitive service plus multiple throughput-first services scenario. It
classifies services according to their performance indicators and applies different
optimization methods accordingly. By leveraging the idle server resource of a
latency-sensitive service (when its workload is light), the enterprise can support
other throughput-first services to make extra profits. However, it cannot be guar-
anteed that PINE also works for multiple latency-sensitive services and multiple
throughput services scenario which usually happens in collaborate services.

In this paper, we extend PINE and propose an priority-based I/O isolation
optimization mechanism which targets more general hybrid deployed scenar-
ios. First, according to the services characteristics, different optimization meth-
ods are applied. For examples, adjusting the I/O concurrency level for latency-
sensitive services, and modifying disk allocation for throughput-first services.
Then, to support the execution of multiple latency-sensitive services, a priori-
tization algorithm is developed. The latency-sensitive services are sorted based
on their influence to the whole system, and the optimization method is applied
accordingly to maintain the status. As far as we know, this optimization mecha-
nism is the first method that effectively handles hybrid deployment scenario and
ensures that each service can meet its requirements.

The rest of this paper is organized as follows. Section 2 reviews the related
work in the performance optimization field. Section 3 analyzes the characteristics
of the hybrid deployment scenario and illustrates the priority-based optimization
mechanism. Section 4 comprehensively evaluates the optimization effects and the
performance of the prioritization algorithm. Section 5 summarizes the paper and
describes the future work.

2 Related Work

Performance optimization is a popular research topic in recent years, especially
with the widely-spread virtualization technology. According to the type of the
deployed services, previous researches can be divided into the following three cat-
egories: one-dimensional homogeneous services, two-dimensional homogeneous
services, and single hybrid heterogeneous services.

One-Dimensional Homogeneous Services Scenario: The most common types of
performance indicators are 99.9th percentile latency and throughput. The ser-
vices in this scenario have either latency or throughput as their requirements.
For latency-sensitive services, there are three optimization method: (1) Modify-
ing the queue scheduling strategy of the Linux kernel. Li et al. [12] believed that
the FIFO is a more friendly scheduling strategy for 99.9th percentile latency. (2)
Sending requests redundantly to reduce the blocking possibility. Google [3] pro-
posed that the same request can be sent redundantly, and the fastest response
will be take. The latency is improved as a result of resource overuse. (3) Inte-
grated scheduling. Wang et al. [19] designed Cake, a multi-layer optimization
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framework, to efficiently schedule several resources together so the performance
can be improved. For throughput-first services, disk resource allocation is the
commonly used optimization approach. Gulati et al. [8] proposed mClock, which
sets the upper and lower disk threshold based on the service requirements in
advance, to control the disk resource. In one-dimensional homogeneous services
scenario, the optimization methods only work for single type of services (latency
or throughput), it cannot handle hybrid deployment scenario and will inevitably
leads to part of the services failed.

Two-Dimensional Homogeneous Services Scenarios: All the services’ type in
this scenario are also the same, but each service can contain two performance
indicators (latency and throughput) instead of one. The PSLO framework [11]
exactly targets this situation. It satisfies the latency and throughput require-
ments of each service by controlling the I/O rate and concurrency level. How-
ever, since there is an obvious trade-off between latency and throughput in some
cases, PSLO provides a boundary curve which describes this relationship. If the
resource competition is too fierce that exceeds the boundary curve, PSLO will
not take any action. Besides, the optimization strategy of PSLO is also con-
servative, and the resource utilization is relatively low. Hence, the optimization
method used in this scenario cannot cope with hybrid deployment either.

Single Hybrid Heterogeneous Services Scenario: In this scenario, services with
different requirements are deployed together, specifically, only one service can
have a “special” type of requirements that different with all others. For example,
one latency-sensitive service with multiple throughput-first services. PINE [13]
is developed to handle this scenario, it achieves latency optimization through
adjusting I/O concurrency level and throughput optimization using disk alloca-
tion. As a result, all services can satisfy their performance requirements. How-
ever, PINE has over-optimization problem and resource utilization degradation
issue when multiple latency-sensitive services exist.

After analyzing the existing related works, we plan to propose an optimiza-
tion mechanism which ultimate goal is to efficiently handle general multiple
hybrid deployment situations and guarantee all the services’ requirements can
be satisfied as much as possible.

3 Priority-Based Optimization Mechanism

In this section, we first discuss the general service types in the hybrid deployment
scenario, then the performance interference and existing optimization meth-
ods are analyzed. Following that, we illustrate the prioritization algorithm and
priority-based optimization mechanism.

3.1 Service Type

After analyzing modern collaborative services, we summarized mainly two types
of services: latency-sensitive service and throughput-first service.
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Latency-Sensitive Service: With the developing of Internet, the response time
becomes a critical data that directly influence the user experience, especially
for social media service, search engines, online maps [14]. To improve the per-
formance, services normally will split the request to several sub-requests and
execute in a parallel way. So, the response time is defined by the longest task.
Compare with the average latency, the 99.9th percentile latency is selected as
the performance metric for latency-sensitive services. The execution of latency-
sensitive services are usually thread-driven or event-driven. Thread-driven ser-
vices use synchronous blocking I/O and generate a new thread for each new
user’s I/O request, while event-driven services apply asynchronous non-blocking
I/O and handle all I/O requests by several worker threads. The I/O processing
speed of a server is commonly fast until there are many request pending. The
latency will be amplified in the 99.9th percentile metric, even the interference is
very small, which leads to latency performance violation.

Throughput-First Service: Services that need to process batch jobs pay more
attention to throughput, such as analyzing working logs [15]. These services can
be delayed occasionally or restarted over time. The throughput is the main metric
that user cares most, which is decided by the available disk bandwidth. When the
disk resource of a service is enough, it can achieve the reasonable performance
requirements. If the resource competition is severe, other services may malicious
occupy the shared disk, which leads to the failure of the throughput-first service.

3.2 Performance Interference in Hybrid Deployment Scenario

In real usage scenarios, services that deployed on a same physical machine are
randomly selected. We target at general hybrid deployed situations where sev-
eral types of services may mix together and each type also can have multiple
services running. Hence, the interference exists in different types of services, and
the resource competition also comes from other same-type services. To analyze
the performance influence, we did the following experiments. MySQL represents
latency-sensitive service, which enables 64 threads to read and write 10 tables
together (the initial IO concurrency level is 64); Hadoop MapReduce as the
throughput-first service executes the MapReduce operation for 100 files.

Latency-Sensitive Service: Figure 1(a) shows the latency comparison under three
cases: running alone, mixed with MapReduce (different service type) and mixed
with MySQL (same service type). In the mixed with MapReduce case, the work-
load of MySQL is constant and the workload of MapReduce gradually increases.
Similarly, in the mixed with MySQL case, the workload of one MySQL service
increases. The results show that there is no obvious difference of the three cases
when the disk bandwidth usage is low (e.g. 50%, 60%, and 70%), which means
the competition of disk resource is not intense. While the disk usage rate rises
to 80% or more, there is a great delay in mixed cases. The 99.9th percentile
latency of MySQL in the mixed with MapReduce case is nearly 6 times higher
than running alone, and it is 8 times in the mixed with MySQL case when the
disk usage was close to 100%. Hence, the loss of performance will be significant
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(a) Performance comparison of latency-
sensitive services.

(b) Performance comparison of throughput-
first services.

Fig. 1. Performance interference in hybrid deployment scenario.

when the disk usage reaches a threshold (like 80% in this experiment), and the
impact of the same-type services is greater than different types of services for
latency-sensitive services.

Throughput-First Service: The configurations are same with the previous exper-
iments except that the position of MapReduce and MySQL is interchanged,
and we focused on the throughput of MapReduce. As the Fig. 1(b) presented,
the performance trend of MapReduce was similar with previous MySQL’s. The
influence of disk resource competition became significant when the disk utiliza-
tion is around 70%, and the impact of the same type of service is also greater.

The two experiments show that the impact of disk resource competition
on service performance will suddenly increase after the system disk utilization
reaches a certain threshold. Both latency-sensitive services and throughput-first
services will be interfered by the same-type and different types of services, and
the influence from same-type services is more serious.

3.3 Existing Isolation Method

To handle the single hybrid heterogeneous services scenario, PINE applies I/O
concurrency control for latency-sensitive services and disk resource allocation
for throughput-first services. In this section, we first analyze whether the above
two optimization methods are still feasible in general hybrid deployed scenarios
(multiple hybrid heterogeneous services scenario). Since the limitation of the I/O
concurrency control method is illustrated in [13], we focus on the disk allocation
method and the combination of the two methods.

Disk Allocation: Docker creates virtual device and assigns distinct device
number for each container, so Cgroups can be used to implement disk allocation
method. Based on the throughput requirements of the services, we can perform
an overall disk resource partition at the operating system level. Throughput-first
services can get their own share, which decreases the performance interference
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caused by the same-type services. For the latency-sensitive services, Cgroups
cannot accurately allocate disk for each individual service since they do not have
throughput performance value. From the perspective of container, the influence
of single latency-sensitive service and multiple latency-sensitive services have no
difference as long as the allocated disk is fixed. So the disk resource is allocated
for all latency-sensitive services instead of individual latency-sensitive service.
Hence, Cgroups can effectively guarantee the performance of throughput-first
services in general hybird deployment scenario.

(a) Comparison of 99.9th percentile latency. (b) Comparison of system disk utilization.

Fig. 2. Optimization comparison in hybrid deployed scenarios.

Combination of I/O Concurrency Control and Disk Allocation: After
allocating disk resource using Cgroups for each throughput-first service and the
group of all latency-sensitive services, the I/O concurrency control algorithm
in PINE is applied to each latency-sensitive service. There are two latency-
sensitive services (A and B) in the experiment, the optimization comparison
results are shown in Fig. 2(a). Comparing with the no optimization case, the
I/O concurrency control method successfully decreased the latency of service A
and B. After several iteration intervals, the 99.9th percentile latency of service
A and B are around 16 ms and 31 ms respectively, which is much lower than
the required latency value. However, with the same experimental configuration,
the latency value in the single hybrid heterogeneous services scenario is close to
its standard latency requirement. To figure out the behind reason, we analyzed
the system disk utilization in the two scenarios. Figure 2(b) shows that the disk
utilization decreases to a stable value after applying the optimization method
in both cases. In the single hybrid heterogeneous services scenario, the disk
utilization dropped to around 70%, which is 30% more than the multiple hybrid
heterogeneous services scenario. The results indicate that PINE sacrifices the
resource utilization to guarantee the latency. But it over-optimized, the latency
is less than 50% of the required value. Hence, this method is not appropriate for
general hybrid deployed scenarios.

Analysis: In general hybrid deployed scenarios, there are two levels of resource
competition: different-type service competition and same-type service. For
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throughput-first services, their performance directly related to available disk
resource. After given fixed disk space, they are total isolated from others (includ-
ing other throughput-first services and latency-sensitive services) and their per-
formance is also determined. For latency-sensitive services, there is no clear
mathematical relationship of I/O concurrency and 99.9th percentile latency.
Besides, the allocated disk resource is for all latency-sensitive services. Since
the behavior of same-type services are very similar, the resource competition
is more intense in this case. As a result, the existing method cannot efficiently
handle the same-type service competition of the latency-sensitive services. The
I/O concurrency limitation is for all latency-sensitive services, the difference
between each service is not considered. So, the over-optimized situation hap-
pens. The potential solution is control I/O concurrency of each service one by
one. Assuming there are three latency-sensitive services: A, B and C. After we
control the I/O concurrency of A, the system needs sometime to react and it also
influences the behavior/performance of service B and C. Hence, to eliminate the
over-optimization, we can only modify one variable in each iteration and wait
for the effects, then decide the next move.

3.4 Prioritization Algorithm

To deal with same-type service competition and over-optimization phenomenon
of latency-sensitive services, the asynchronous I/O concurrency control is pro-
posed. If the disk resources of one service changed, it will also influence other
services’ performance, while the assumption of synchronous I/O concurrency
control is the environment keeps constant for all services within the iteration
interval. Hence, asynchronous I/O concurrency control method, which considers
the interactions of latency-sensitive services and only sets the I/O concurrency
level of one service in each iteration, can effectively decrease the optimization
time and improve the performance as well as resource utilization.

Prioritization algorithm is designed to automatically select the service whose
I/O concurrency should be updated at each iteration interval. The throughput
variation after applying the concurrency control is the main factor we consider.
If the throughput of a service changes greatly, it will have a huge impact on the
shared disk resource, which further influences other latency-sensitive services.
Therefore, the idea of the proposed algorithm is that the greater the impact
on the disk resource, the higher the priority should be. If concurrency control
is applied to small-impact services first, then when it comes to control large-
impact services, the latest configuration will total sacrifice the optimized results
of small-impact services. Hence, we will adjust the I/O concurrency of the highest
priority service, that is, the service whose throughput variation is maximum.

The service throughput variation is decided by the current throughput and
the violation degree of 99.9th percentile latency. If the violation degree is high,
then the I/O concurrency level control will be stronger, the variation rate of
the throughput will be high. Combined with the current throughput value, the
throughput variation can be calculated. Assuming Lcur represents the current
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99.9th percentile latency and LSLO represents the required 99.9th percentile
latency, then the violation degree V io is defined as:

V io =
Lcur − LSLO

LSLO
(1)

With the current throughput Thcur, the throughput variation Thdif can be
calculated as:

Thdif =
V io

LNow/LSLO
∗ Thcur (2)

3.5 Priority-Based Optimization Mechanism

Based on the negative feedback regulation, priority-based optimization mech-
anism collects the performance requirements and real-time data of all running
services, then applies the customized optimization strategy according to the dif-
ference. The architecture is shown in Fig. 3. The optimization process includes
throughput optimization and 99.9th percentile latency optimization. Since it
takes some time for the optimization to take effect in the system, the itera-
tion interval of data collection and optimization is set to 10 s based on practical
experience.

Service starts running

Throughput 
optimization Disk allocation

99.9-percentile 
latency optimization

Data collection

Prioritize & 
I/O concurrency control

Fig. 3. The architecture of priority-based optimization mechanism.

Throughput-First Services: The performance requirement for this type of services
normally is to maintain the throughput above the predefined threshold. As the
Fig. 4(a) illustrates, the first step is collecting throughput data. It is necessary
to distinguish the different services’ traffic since the processes in the container
are all running on the host machine. Docker builds a virtual disk volume with
an distinct device ID for each container. So, the IOSTAT tool can be used to
get the performance data (e.g. IOPS) of each service, and then the real-time
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throughput value can be calculated. If the throughput does not match the pre-
defined threshold, the violation happens. To control the throughput, Cgroups is
leveraged to allocate disk resources for each throughput-first service based on
their thresholds.

All throughput requirements
are satisfied?

Allocate bandwidth
using Cgroups

NO

Calculate new bandwidth

Throughput 
data collection

YES

(a) Throughput optimization.

All latency requirements 
are satisfied?

Calculate new I/O 
concurrency for the 

highest priority service

Adjust I/O concurrency 
queue length

NO

Calculate 
services priority

99.9% latency collection

YES

(b) 99.9th-percentile latency optimization.

Fig. 4. The optimization process.

Latency-Sensitive Services: Similar to throughput optimization, Fig. 4(b)
describes the process of latency-sensitive services. To calculate the 99.9th per-
centile latency, the response time of all the requests of the service within the
iteration interval is logged. The collected latency is sorted in ascending order,
and the data at the 99.9th percentile position in the sequence is tagged as the
99.9th percentile latency of the service. Comparing with the latency threshold,
if the violation exists, we need to modify the I/O concurrency level. First, the
priority of each service which does not reach the latency requirements is calcu-
lated according to the proposed prioritization algorithm. The I/O concurrency
level of the highest priority service should be adjusted. The new value of the I/O
concurrency level for the next cycle is estimated using a linear fitting equation
in a multi-iterate manner. To control the I/O concurrency level, the I/O con-
current queue length of the selected service is set to the calculated new value.
If the current number of outstanding requests (i.e., being executed) is less than
the queue length, the new request is allowed to enter the queue, otherwise the
request is refused.

4 Evaluation

After presenting the experimental setup, we evaluate the optimization effect of
the priority-base optimization mechanism and the influence of service priority.
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4.1 Experimental Setup

The experimental setup is shown in Table 1, MySQL and Hadoop MapReduce
represent 99.9th percentile latency-sensitive service and throughput-first service
respectively. The Hadoop cluster is composed of three nodes, including one mas-
ter and two slaves.

We target at general hybrid deployed scenarios, that is, there are sev-
eral latency-sensitive services and multiple throughput-first services running
together. Without generosity, we simulate three latency-sensitive services and
three throughput-first services. The latency requirements are 60 ms (service L-
A), 80 ms (service L-B), 100 ms (service L-C), and the throughput requirements
are 20 MB/s (service T-A), 40 MB/s (service T-B), 60 MB/s (service T-C).

Table 1. Experimental setup.

Item Version

CPU 16 AMD Opteron Processor 6136

Memory 32 GB

Storage 5,400 RPM 120 GB SATA disks

Operating System CentOS7

Linux Kernel 3.10.5-3.el6.x86 64

Docker 1.17-ce

MySQL MySQL 5.6

Hadoop Apache Hadoop 1.0

4.2 Optimization Evaluation

Constant Workload Optimization: All the services’ workload are constant
in this experiment. The workload of each service is equal to the load amount
when the service runs alone and just satisfies its performance requirement. The
comparison under the with and without optimization cases is shown in Fig. 5.

Latency-Sensitive Services: As Fig. 5(a) demonstrates, there are serious latency
violations of the three latency-sensitive services in the no optimization case. The
99.9th percentile latency of service L-A has reached 243.13 ms, which was 305%
worse than its latency threshold (60 ms). The similar situations for service L-B
and L-C. On the contrary, the 99.9th percentile latency of the three services
can be stabilized at the predefined latency threshold. Taking service L-B as an
example, the 99.9th percentile latency was reduced by 65.5% compared to the
no optimization case and successfully reached the 60 ms latency requirement.

Throughput-First Service: As Fig. 5(b) shows, there are also serious throughput
violations of the three throughput-first services in the no optimization case.
Taking service T-A (requirement is 20 MB/s) as an example, its throughput was
only 5.42 MB/s, and it is 72.9% lower than the threshold. After applying the
optimization, the throughput was stabilized at 21.52 MB/s.
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(a) Latency-sensitive services. (b) Throughput-first services.

Fig. 5. The performance comparison under constant workload.

The experimental results indicate that the isolation optimization method
proposed in this paper can indeed optimize the performance of constant workload
services in hybrid deployed scenarios.

Dynamic Workload Optimization: To evaluate the priority-based optimiza-
tion mechanism in the real-world usage scenarios, we pay more attention to
dynamic workload optimization results. The workloads in actual production
environment are commonly various with time, especially for latency-sensitive
services. Without generosity, the workload changing of the same-type services
is happened at the same time, and the transition from non-violation to viola-
tion will also occurs simultaneously. In this case, the resources competition is
stronger than the workload changes one by one. Besides, based on the previous
observation experiments, the performance influence from same-type services is
greater than the effects of different-type services. Hence, we dynamically modify
the workload of same-type services and the different-type services workload are
constant for simplicity.

Latency-Sensitive Services: As can be seen from Fig. 6, there was no latency
violation of the three MySQL services due to the low workload before the 30 s.
Then the workload increased suddenly to make their 99.9th percentile latency
over the thresholds. Take service L-A (threshold is 60 ms) as an example, its
99.9th percentile latency reaches 105.11 ms at the time 30 s. In the with opti-
mization case, the latency dropped back to 60.82 ms after six iteration cycles.
The workload increased again at 110 s, which generated another latency violation
for all latency-sensitive services. In the with optimization case, the latency of the
three services all fall back to the threshold after a few cycles. Hence, no matter
how the workload changes, the latency can be kept near the predefined threshold,
and even there is a violation, it can also be adjusted back within several iteration
cycles. The priority-based optimization mechanism can efficiently cope with the
latency-sensitive service isolation problem to guarantee their performance.
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(a) Latency-sensitive service L-A. (b) Latency-sensitive service L-B.

(c) Latency-sensitive service L-C.

Fig. 6. Performance comparison of latency-sensitive services under dynamic workload.

(a) Throughput-first service T-A. (b) Throughput-first service T-B.

(c) Throughput-first service T-C.

Fig. 7. Performance comparison of throughput-first services under dynamic workload.
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Throughput-First Services: Similarly, we modified the workload of the three
throughput-first services and keeps latency-sensitive services’ constant. As illus-
trated in Fig. 7, take the service T-A as an example, its throughput was below
the threshold due to the low workload in the beginning (before 30 s). Com-
pared to the no optimization case, the throughput in the with optimization case
was more close to the value when running alone. When the workload increased
and the throughput was higher than the threshold, the optimization mecha-
nism was applied to avoid excessive occupying the resource and the through-
put was restricted around the predefined threshold. The experimental results
show that the priority-based optimization mechanism can also effectively handle
throughput-first services in the hybrid deployed scenarios.

4.3 Priority Influence

To cope with latency-sensitive same-type service competition problem and elim-
inate over-optimization, we propose prioritization algorithm which assigns pri-
ority to each latency-sensitive service based on their impact to the system disk
usage and the highest service is selected to apply I/O concurrency control. In this
part, we evaluate the influence of different priority sequence on the system per-
formance. Since the priority is calculated for each latency-sensitive service, the
experimental configuration is similar to the dynamic workload latency-sensitive
services case.

Figure 8 show the performance comparison, we analyzed three cases: Fig. 8(a)
uses the order calculated from the proposed prioritization algorithm, Fig. 8(b)
does not consider the order and applies I/O control for all latency-services at
the same time, and Fig. 8(c) uses the reverse order of Fig. 8(a)’s. In Fig. 8(a), the
workload is increased in the 30th second, and the 99.9th percentile latency of the
three services took only 2–3 cycles from violation state to normal state. While in
Fig. 8(b), it did not consider impact from other same-type services and optimized
all three services at the same time, which lead to over-optimization. In order to
relief from over-optimization, the system increased the I/O concurrency level.
Unfortunately, this action only causes the latency violation in the next cycle.
The back and forth process repeatedly happen, and the optimization time is
obviously extended. In Fig. 8(c), we actually first controlled the smallest impact
latency-sensitive service, service L-A. However, since the impact of service L-A
is small, when the system comes to control high impact service, the previous
results of modifying service L-A may be affected and service L-A need to be
re-optimized again in the subsequent optimization cycle. As a result, although
the 99.9th percentile latency of the three latency-sensitive services tends to be
stable and reached their respective latency threshold, the optimization cycle is
longer compared with Fig. 8(a), and its ability to handle burst high workloads
is even worse.
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(a) Prioritization algorithm order (descend-
ing order).

(b) Simultaneously.

(c) The reverse order (ascending order) .

Fig. 8. The latency comparison under three different priority orders.

In summary, optimizing one latency-sensitive service in each iteration cycle
can greatly avoid over-optimization. Besides, applying the optimization based
on the impact descending order (calculated according to the prioritization algo-
rithm), the system can effectively decrease the optimization time.

5 Conclusion

To improve the performance of hybrid deployed collaborative services, we focus
on the I/O isolation optimization problem. Firstly, we abstract the typical hybrid
deployment scenarios by analyzing the execution process and potential inter-
ference of collaborative services. Then, we propose a priority-based isolation
mechanism, which automatically assigns priority based on the real-time per-
formance data and applies appropriate optimization methods. Comparing with
the no-optimization case, for the latency-sensitive services, the 99.9th percentile
latency violation can be recovered to the normal value in one or two cycles with a
decreasing of 70%; for the throughput-first services, the throughput can achieve
50% higher in one cycle. The experimental results show that the priority-based
optimization mechanism can effectively guarantee the performance of hybrid
deployed services.

In the future, we will further improve the proposed mechanism from the
aspects of more complex usage scenarios, more types of sub-services, optimal
priority order and less recovery time.
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Abstract. In Internet-of-Things (IoT), IoT device management is a
challenge for device owners considering the huge amount of devices and
their heterogeneous quality of service (QoS) requirements. Recently, IoT
device management service (MS) providers are arising to serve device
owners. Device owners can now easily manage their devices by using IoT
device MSs. It is critical to select suitable MSs from numerous candi-
dates for devices. An optimal service selection must maximize the num-
ber of MS managed devices and minimize the total cost while ensuring
the QoS requirements of IoT system. To optimize the IoT Device Man-
agement Service Selection problem, we propose IDMSS, a Lexicographic
Goal Programming (LGP) based approach. However, due to the high
computational complexity of the IoT Device Management Service Selec-
tion problem, an alternative heuristic-based approach called GA4MSS
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1 Introduction

1.1 Background

Internet-of-things (IoT) [1], which integrates distributed smart objects, burgeon-
ing technologies and communications solutions [2], e.g., tracking technologies and
enhanced communication protocols, has become a promising paradigm for smart
systems such as smart cities and healthcare [3].

IoT is the network of devices, e.g., sensors and actuators. The devices sense
the physical world and take reactions to specific scenarios. To achieve a smart
system, the system builder should (a) deploy sufficient and specific designed IoT
devices to specific environment or space, (b) interconnect deployed devices by
some cores. However, due to the high difficulty of owning all-round management
techniques and resources [4,5], it is not a easy job for many IoT device owners
to maintain such huge amount of devices. In such condition, IoT management
service providers (MSP) are arising to catch business opportunities. IoT MSPs
usually provide rules engine for users which makes it possible to build IoT appli-
cations without managing any infrastructure. They also support a wide range
of communication protocols and even allow IoT devices to communicate with
each other while they are using different protocols. For example. Amazon pro-
vides MSs called AWS IoT [6], which provides all aforementioned features and
extensions like device shadow for device owners.

1.2 Motivating

According to Ericsson’s Mobility Report [7], by 2023, there will be around 32
billion connected devices. Considered to be a growing market, its great economic
benefit attracts many organizations to provide their own MS. It is predictable
that there will be more and more MSPs. By utilizing cloud computing and edge
computing, the MSs are usually convenient, reliable and economical efficiency.
Adequate utilization of IoT device MS allows device owners to improve their own
business. However, in practical scenarios, the heterogeneous QoS requirements
of devices and the heterogeneous capacities of services make IoT device owners
more difficult to work out a plan for device management optimization.

Motivated by this need, in this study, our objectives are modeling the problem
and providing approaches to solve it. First of all, the constraints in the problem
are investigated.

To build a large-scale IoT application, such as smart grid [8], a large amount
of IoT devices should be deployed. These devices, such as sensors and monitors
are spread among a large space which makes it hard to connect them to one MS
due to the nonfunctional requirements like Quality-of-service (QoS) [9].

QoS requirement of an IoT device is multiple dimensional. It is naturally,
for example, IoT devices for remote health monitoring and emergency notifica-
tion systems have stringent demands on performance and reliability for real-time
communication, and in smart grid, to satisfy certain security requirements, data
collected by video monitors should be transmitted to MS for analysis within a
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limited time frame to detect potential threats, which demands sufficient through-
put. Most of these QoS requirements are quantifiable.

According to the European Telecommunications Standards Institute (ETSI),
the typical response times of different IoT functions should meet the values in
Table 1.

Table 1. Typical response times of different IoT functions

Function Response time

Protection 1 to 10 ms

Control 100 ms

Monitoring 1 s

Metering/Billing 1 h to 1 day

Reporting 1 day to 1 year

For any IoT device, there might be list of satisfiable and selectable MSs.
However, a MS cannot bear all application devices due to the capacity limita-
tion. It is clear that in the era of edge computing, a MSP can deploy MS on
edge servers, whose computing resource such as CPU, bandwidth or memory are
limited.

Number of devices, service capacity, QoS requirement of a certain device and
the QoS prediction data between any device and service can be obtained or calcu-
lated. Based on this information, while fulfilling the above constraints, the num-
ber of devices managed by MS must be maximized. Due to the aforementioned
constraints, there might be a number of devices that cannot be assigned to MS.
Those devices will managed by device owners with extra resource. Additionally,
minimize the total cost of renting management service is another optimization
objective.

1.3 Our Work

In this study, we refer to the above problem as a Constraint Optimization Prob-
lem (COP). The IoT Device Management Service Selection problem is proven
to be NP-hard. Two approaches have been proposed to solve it. The main con-
tributions of this work are as follows:

– The IoT Device Management Service Selection problem is modeled as a COP
and we have proven its NP-hard;

– we have developed an optimal approach for solving the COP problem using
the Lexicographic Goal Programming technique;

– A genetic algorithm (GA)-based method has been proposed as an alternative
approach to solve the COP problem.

– we have evaluated our approaches against a baseline approach with experi-
ments to demonstrate their performance.
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The remainder of the paper is organized as follows. Section 2 models the
problem. In Sect. 3, we prove proposed COP problem is NP-hard and provide
a solution. Section 4 proposes an alternative approach. Section 5 evaluates pro-
posed approaches and Sect. 6 concludes this paper.

2 System Modeling

Let V1 = {d1, d2, ..., dm} represent a set of IoT devices, where m = |V1| is the
size of set V1 and V2 = {s1, s2, ..., sn} a set of candidate MSs, where n = |V2| is
the size of set V2. Obviously, the vertex sets V1 and V2 are two disjoint sets that
V = V1 ∪ V2 and V1 ∩ V2 = ∅. The potential assignment between IoT devices
and services can be presented by a set of edges E ∈ V1 × V2, such that every
edge e ∈ E has one vertex in V1 and the other in V2. Therefore, the relationship
between IoT devices and device management services can be presented by a
Bipartite Graph G = (V1, V2, E). Then, the solution space of concerned problem
can be presented as a 0 − 1 matrix.

For any IoT device di in V1, there are totally n potential services and natu-
rally eij = 1 if device i is managed by service j.

The infrastructure of management service can be Cloud data center, 5G base
station or other computational resources. Their scales are obviously heteroge-
neous. Consequentially, the maximum capacity of management services are many
and varied. In this study, the maximum connectivity, e.g., cj , determines the ser-
vice capacity. Specifically, for a service sj , the number of connected devices is
limited to cj .

Fig. 1. A breif example of proposed COP problem.
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To fulfil its function smoothly, an IoT system requires its components follow
the QoS requirements. Therefore, selecting qualified MSs is critical. As aforemen-
tioned, different IoT devices have different QoS requirements. Before allocating
an IoT device to a management service, the QoS data is required first to support
such decision. However, in IoT scenarios, the device-side QoS performance, e.g.,
response-time and throughput, are highly different due to many factors such as
network conditions and deployment environment. Considering the large number
of IoT devices and candidate services, the high expense of taking real-world ser-
vice evaluations is unacceptable. It is a commonly dilemma for QoS-based service
selection approaches. Fortunately, these QoS data can be predicted by using QoS
prediction techniques, e.g., collaborative filtering (CF)-based approaches [12,13].
Especially, the latent factor (LF)-based predictors [14–16] are proven to be highly
accurate.

Suppose an IoT device has z independent QoS requirements. The source
data for the QoS predictors is a 3-dimensional matrix, e.g., Hm×n×z which
contains numerous missing entries. The QoS predictors firstly separate Hm×n×z

into z Hm×n matrices, and implement the QoS prediction to complete them.
For any QoS Hm×n

k , 1 ≥ k ≤ z, the entry qkij indicates the kth predicted QoS
data between device i and service j. Suppose kth dimension Qos requirement of
device i is q̂ki . Comparing each qkij with q̂ki by a specific rule, e.g., < or >, we
can obtain a selectable service list notated by gk(i). The intersection of z gk(i),
e.g., g(i), is a list of selectable services for device i.

The price of device management service depends on both device and service.
According to AWS IoT Core pricing, the price is determined by Connectivity,
e.g. number of devices and duration, Messaging, e.g., message number and mes-
sage size, and Rules Engine. In this study, a matrix Pm×n contains the price
information and pij denotes the money cost by device i on service j in a unit
time.

Additionally, in this study we suppose that any IoT device is only managed
by one service, then we have the condition (Fig. 1),

n∑

j=1

eij = 1,∀i (1)

Until now, all constraints of our optimization problem are clear. As afore-
mentioned, the optimization has two objectives: (1) maximizing the number of
devices connected to MS and (2) minimizing the total cost, while satisfying the
capacity constraint and QoS constraint. Then we have modeled the IoT Device
Management Service Selection problem as a constraint optimization problem
(COP):

Maximize.F =
m∑

i=1

n∑

j=1

eij (2)

Minimize.R =
m∑

i=1

n∑

j=1

pijeij (3)
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subject to
n∑

j=1

eij = 1,∀i ∈ {1, ...,m} (4)

∑

j∈g(i)

eij = 1,∀i ∈ {1, ...,m} (5)

m∑

i=1

eij ≤ cj ,∀j ∈ {1, ..., n} (6)

eij ∈ {0, 1},∀i ∈ {1, ...,m}; j ∈ {1, ..., n} (7)

where:
eij = 1 if device di is allocated to service sj .
gj is provided by CF-based QoS predictor.
cj is provided by MSP.
The objective function (2) maximizes the number of devices that are assigned

to management service. The objective function (3) minimizes the total cost of the
management. Note that objective (2) has the higher rank compared to objective
(3). Constraint family (4) ensures each device is allocated to at most one man-
agement service. family (5) ensures the QoS requirement of any device based on
the result of QoS predictor. Constraint family (6) ensures the number of devices
allocated to any service won’t exceed its capacity.

3 IDMSS Approach

In this section, we analyse the aforementioned COP problem and proposed an
approach to solve it directly. First, we introduce the definitions of Bin packing
(BP) Problem and Vector Bin Packing (VBP) Problem, which are similar with
our COP.

Definition 1. Bin Packing (BP) Problem. Given an infinite supply of iden-
tical bins B = {b1, b2, ..., bm} and the maximum capacity of any bin bi, Ci, equals
1. And a set of n items U = {u1, u2, ..., un}. The size of a item uj, wj, satisfies
0 < wj ≤ C. The objective of BP is to pack all the given items into the fewest
bins such that the total item size in each bin must not exceed the bin capacity C.

Definition 2. Vector Bin Packing (VBP) Problem. Given a set of items
U = {u1, u2, ..., un}, the size of an item uj is denoted as a k-dimensional vector
wj =< w1

j , w
2
j , ..., w

k
j >,wj ∈ [0, 1]. given an infinite supply of identical bins

B = b1, b2, ..., bm with maximum capacity C =< 11, 12, ..., 1d >. The objective is
to pack the set U into a minimum number of bins.

BP problem is known to be an NP-hard combinatorial optimization problem
[10]. The size of an item is presented as a single aggregate measure in BP problem.
By contrast, the size of an item in the VBP problem is associated with a multi-
dimensional vector and the VBP problem is also known as multi-capacity BP
problem in some literatures, which is NP-hard.
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Proof. In our problem, there is a set of devices D = {d1, d2, ..., dm} and a set
of management services S = s1, s2, ..., si, the selectable services of a device di
is denoted as a n-dimensional vector ei =< ei1, ei2, ..., ein >, eij ∈ 0, 1. The
maximum service capacity C =< cj ∗ e1j , cj ∗ e2j , ..., cj ∗ emj >. The objective
is to pack maximum elements in set D into a fix number of bins. VBP requires
d > 2, in our COP, m is a huge number and

∑M
i=1 eij 
 d, so our COP is

equivalent to VBP.

To solve the Proposed COP, Lexicographic Goal Programming (LGP) [11]
technique is a valid solution. LGP is suitable to solve multi-objective optimiza-
tion problem whose optimization objectives are ranked by their levels of impor-
tance, or priorities. The LGP solver first finds optimal solutions satisfied the
primary objective and then proceeds to find solutions for the next objective
without deteriorating the previous objective(s).

An LGP program can be solved as a series of connected integer linear pro-
grams, which can be easily solved by commercial computing tools such as IBM
CPLEX Optimizer. This direct approach is named as IDMSS in this study.

4 GA-based Approach

As proven in Sect. 3, the proposed COP problem is NP-hard. The traditional
methods are exhausted considering the solution space of proposed COP problem
can be very big in practical. Therefore, we proposed an alternative approach
called GA4MSS, a Genetic Algorithm-based approach for MS Section.

Genetic algorithms (GAs) [17,18] belongs to a subset of heuristic algorithms.
They are inspired by the natural biological evolution and proven to be robust
and performed well in most cases. The GAs operate the solution, which is in the
form of chromosome, with genetic operators such as crossover and mutation to
boost the evolution. This process may create solutions approximate the optimum.
Basic GA components and their relationship are shown in Fig. 2.

Fig. 2. A flow chart of basic genetic algorithms.

In GAs, solutions are encoded as chromosomes. GA4MSS encodes a possible
solution as a single string, as shown in Fig. 3. The index of the string element
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denotes the device id, e.g., index 1 is device d1. The values in each position
denotes the id of a service. The encoding method promises that each device can
only select one service, which makes GA4MSS satisfies the constraint family (4).
Moreover, to satisfies the constraint family (5), the value in each position of
the chromosome can only choose from the selectable set, e.g., g(i). According to
such encoding method, GA4MSS covers all possible QoS-aware solutions and Z
solutions are generated as the Initial Population.

Fig. 3. GA4MSS encoding.

To evaluate the fitness of a solution, a fitness function is required. GA4MSS
combines two objectives by punishing the unconnected devices. The punishment
is implemented by adding an extra cost to the solution as follows:

T =
m∑

i=1

(λ × pij × êi),∀j (8)

where êi ∈ {0, 1} denotes management state of a device, êi = 1 if device di
connects no service, and λ is a (1,∞) parameter to estimate the potential cost
of managing the devices by owners themselves. It is reasonable because if there is
no qualified management service, the device owner should manage these devices
by themselves, which leads to a higher cost. Moreover, GA4MSS assimilates the
capacity constraint into the fitness function by punishing the exceeding devices.
The fitness function of GA4MSS is as follows,

Minimize.R =
m∑

i=1

n∑

j=1

pijeij +
m∑

i=1

(λ × pij × êi) (9)

Given the fitness function, the GA4MSS can iteratively approximate the
optimum by operating the gene pool. GA4MSS has 3 basic operators, namely
crossover, mutation and selection.

Crossover operator is designed to encourage the recombination of indi-
vidual features in current population in order to produce better offsprings. In
GA4MSS, it consists of 4 steps, which are explained in what follows with the
help of Fig. 4:

1. generate two replicas of two individuals which are randomly chosen from
current population.

2. Randomly generate a 0–1 crossover indicator.
3. swap the ith element of two replicas if ith value in crossover indicator is 1.
4. repeat 1–3 until a number of individuals, e.g., 2Z, in the population.
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Fig. 4. GA4MSS crossover operation

Mutation operator allows an offspring to obtain features which are not
owned by its parents. GA4MSS randomly exchange a value in di with a element
in g(i).

Selection operator works as a filter which allows a part of the operated
population into next generation. There are Kinds of selection schemes, GA4MSS
implements the truncation. The individuals in current population after crossover
and mutation is sorted by their fitness value, and the first Z individuals survive.

5 Experimental Evaluation

5.1 Experiment Settings

We have conducted a range of experiments aiming at evaluating the effective-
ness and efficiency of proposed approaches. In this study, all experiments are con-
ducted on a Windows machine with Intel(R) Xeon(R) E5-CPU and 32 GB RAM.
The IDMSS approach in Sect. 3 was implemented using IBM ILOG CPLEX
Optimizer and the GA4MSS was implemented using Java SE.

Our approaches will be benchmarked against a baseline approach called
RANDOM. In RANDOM, each IoT device will be assigned to a random ser-
vice. A device won’t be account to be a MS managed device if it violates the
QoS requirement or it exceeds the capacity of assigned service.

Experiment Data. A QoS data set collected by the WS-Dream system is
utilized as the experiment data. The data set contains 1873838 response-time
data by 339 users on 5825 real world Web-services. To implement our experiment,
we first employed INLF [16], a non-negative latent factor QoS predictor to predict
the missing QoS data. The price of managing a device by a MS is randomly
generated based on the basic price and a random factor τ . In this study, the
basic price is 0.10 dollar, which is a standard fee charged by AWS GovCloud for
one connection.

Performance Metrics. We evaluate three approaches, namely IDMSS,
GA4MSS and the RANDOM baseline approach by following metrics: (1) the
percentage of MS managed IoT devices of all IoT devices, the higher the better;
(2) total cost including the estimating cost of the devices managed by device
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owner himself, the lower the better; and (3) the execution time (CPU time), the
lower, the better.

Given the data and the experimenting parameters, we conduct two sets of
experiments. For each set, we vary one parameter and keep the other fixed to
observe the impact of each parameter. The evaluation metrics are as shown in
Table 2.

Table 2. Parameter Settings

Set capacity Basic unit Price τ λ Number of devices Number of services

#1 20 0.10 (1, 1.5] 2 100, 200,...,1000 100

#2 20 0.10 (1, 1.5] 2 1000 20, 40,...,100

5.2 Experimental Results

Effectiveness: Figures 5 and 6 show the results obtained from the experiment
set 1 and set 2, respectively. The three performance metrics are depicted in each
sub-figure: (a) percentage of MS managed devices, (b) total cost, and (c) gives
the execution time of each approach.

Figure 5 shows that in experiment set 1, when the number of IoT devices
increases from 100 to 1000, the random approach performs poorly in terms of
trusteeship device percentage (only 38%–40% of the IoT devices are assigned to
the MS) compared to our approaches. Proposed approaches perform approx-
imately equal that most devices having been managed by MS. Comparing
to GA4MSS, IDMSS can always find a better solution, although the trustee-
ship device percentage keep decreasing as the number of devices increases, the
decreasing of IDMSS is obviously slower note that the gap between IDMSS and
GAMSS is approximately growing from 0.05% to 3.7%.

In experiment set 2, we change the number of candidate services. As depicted
in Fig. 6(a), trusteeship device percentage increases while the number of services
increases from 20 to 100. IDMSS continues to achieve the best performance.
Regarding to Fig. 6(b), the total cost decreasing largely as the service capacity
increases.

Efficiency: Experiment set 1 shows that the computation time of IDMSS app-
roach increases considerably while we increasing the number of IoT devices.
As shown in Fig. 5(a), when there are 1000 devices, the GA4MSS and random
approaches take only approximately 4.3 and 1.4 s while IDMSS takes around
59.0 s to solve an instance of the IoT device management selection problem. In
experiment sets 2, where we increase the capacity of service, the IDMSS app-
roach consumes more time to make a decision. Since proposed COP problem
is NP-hard, it is expected that IDMSS approach, which optimally solves the
problem, will take the most time as opposed to the other approaches.

Increasing number of IoT devices or number of services will increase the com-
plexity of proposed COP problem, which is NP-hard, and thus take more time
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Fig. 5. Results of set #1 (number of devices changing)
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Fig. 6. Results of set #2 (number of services changing)

to find an optimal solution. Our experimental results show that the random app-
roach is not able to optimize the optimization objectives as it can only connect
around only 40% of all the IoT devices in the experiments by chance. IDMSS
and GA4MSS have similar effectiveness; they are able to assign a similar number
of IoT devices to MS. However, as shown in Figs. 5(c) and 6(c), GA4MSS out-
performs IDMSS in performance especially while the COP problem is scaling up.

6 Conclusion

IoT device management is a challenge to many device owners considering the
huge amount of devices and their heterogeneous characteristics. Recently, IoT
device management service (MS) providers raise to serve device owners, e.g.,
AWS IoT core. IoT device owners can easily do their management work by using
IoT device MS. However, it is not a easy job to select suitable service for each
devices considering the constraints, e.g., QoS constraint and capacity constraint.
An optimal service selection must maximize the number of MS managed devices
and minimize the total cost while ensuring the required QoS of devices. To
address this problem, we model the IoT Device Management Service Selection
problem as a COP and solve it by a Lexicographic Goal Programming (LGP)
approach. At the mean time, an alternative approach, GA4MSS, is proposed to
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find the approximate optimal solution within shorter time. Our experimental
results show that our approaches significantly outperforms the baseline random
approach and each of the approach has its own advantages. This research has
established a basic foundation for the IoT device management service selection
problem and in the future we will (a) improve the performance of GA4MSS, and
(b) consider more scenarios in this problem, such as IoT devices’ mobility and
service price volatility.
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Abstract. In cloud-edge hybrid environments, when QoS constraints of the
SOA-based mobile service composition change, a dynamic reconfiguration
needs to be performed. Different from the traditional cloud service, the cloud-
edge hybrid environment has the characteristics of limited resource storage,
limited energy at the edge and uncertain users who move frequently. Dynamic
reconfiguration in this mode is challenging. QoS is an important indicator of
service evaluation. Most studies focus on only the static QoS attributes of the
service. However, the QoS of a service is not statically constant; it changes
dynamically over time. Therefore, to avoid the immediate failure of the service
and ensure the stability of the mobile service composition after dynamic
reconfiguration, an LSTM neural network is applied to predict the future QoS
value for candidate service. This value is used as a service evaluation indicator
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to calculate the cost and reward of the service when it is invoked. The rea-
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1 Introduction

With the rapid development of mobile devices and cloud computing, cloud-edge hybrid
environments have been widely known for its powerful computing capacity [1]. In this
model, users can invoke services provided in the cloud or deployed on edge devices to
achieve high-performance, low-latency, and high-bandwidth service interaction expe-
riences [2]. However, due to the heterogeneity, openness and synergy of the network in
cloud-edge hybrid environments, the reliability and correctness of service-oriented
applications are seriously affected [3]. For example, as the geographic location of a
mobile device changes dynamically, there will be unpredictable latency in the com-
munication process, resulting in application failure behavior. Therefore, it is necessary
to propose a dynamic reconfiguration scheme for the application of mobile service
composition in cloud-edge hybrid environments [4].

QoS is an essential indicator for evaluating services in dynamic reconfiguration
[15]. If quality of service (QoS) constraints need to be improved, the dynamic
reconfiguration process [16] can be completed by replacing the service with a higher
QoS value in the application. The existing research mainly focuses on the dynamic
reconfiguration problem of the static QoS value of traditional services [5]. This method
mainly has the following shortcomings: (1) Because of the instability of network
environments in mobile environments, the attributes such as signal strength, response
time and reliability of mobile devices are affected, and dynamic fluctuations in service
QoS will occur [14]. Dynamic reconfiguration of a service based on the current QoS
value will cause the application to be in an unstable and unreliable state. (2) Another
unavoidable problem with cloud-edge hybrid environments is decreasing the energy
consumption of mobile terminal devices [6–8]. With the exponential growth of mobile
devices, an increasing number of mobile applications are attempting to accomplish
more complex logic functions [9]. In addition, to improve application performance and
reduce energy consumption of mobile devices, it is necessary to address the energy
consumption problem [11].

To solve the above problems and ensure the stability of the application in the
running process. We use a long short-term memory (LSTM) neural network to predict
the dynamic QoS of the service [12, 13] and build the service value attributes as an
optimization selection target. The service cost and reward attribute that guide service
dynamic reconfiguration process are evaluated. Finally, the dynamic reconfiguration
problem is formalized, a suitable solution is obtained, and a framework to unify the
above processes is built.

The remainder of this paper is organized as follows. Section 2 presents the formal
definition of cloud-edge services. Section 3 describes the quantitative calculation of
service-related attributes in the dynamic reconfiguration process. Section 4 uses the
LSTM prediction model to predict the QoS value of services. Section 5 integrates
previous papers and builds a dynamic reconfiguration framework for mobile service
composition under cloud-edge hybrid environments. Section 6 presents conclusions
and provides future research directions.
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2 Formal Definition

In this section, according to the characteristics of the cloud-edge hybrid environment,
the definitions of cloud-edge service, service plan, service invocation and composite
services are given first for clearly showing the related concepts.

2.1 Definition of Cloud-Edge Service

Definition 1 (Cloud-Edge Service): A cloud-edge service can be represented as a triple
(i, o, {QoSt}), where:

1. i is the input parameters;
2. o is the output parameters;
3. {QoSt} is a chronological sequence of quality of service.

The cloud-edge service can be either a traditional web service or an edge-end service
deployed on a variety of sensors. The service QoS value records the quality of service
sequence for a certain period. It can effectively reflect the dynamic change trend of
service quality.

Definition 2 (Service Plan): A service plan can be represented as a triple (T, P, B),
where:

1. T ¼ tif gni¼1 is a set of tasks, including two mutually disjoint subsets FT and CT,
where FT is the functional task subset, and CT is the control task subset;

2. P is a set of settings in the service plan (e.g., execution probabilities of the branches
and loops structures);

3. B provides the structural information of the service plan, which can be specified by
XML-based languages such as the business process execution language (BPEL).

The service plan is an abstract description of the business process. There are two
types of tasks in a service plan: functional tasks to imply functional requirements, and
control tasks to flow directions. The control tasks can coordinate and monitor the
structure of the service and ensure the relationship between functional tasks. Given the
two tasks, t1 and t2, the four compositional structures are shown in Fig. 1. The
structure of the service plan is divided into four categories: sequence, choice, parallel,
and iteration. In different structures, each service attribute is calculated differently.

Definition 3 (Cloud-Edge Service Invocation): A cloud-edge service invocation can be
represented as a tetrad (t, s, cost, reward), where:

1. t indicates the tasks performed in the service plan;
2. s is the service invoked to realize t;
3. cost is the cost during the invocation of s;
4. reward is the cost during the invocation of s.
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In a cloud-edge hybrid environment, the service plan is implemented by a set of
service invocations, each corresponding to a service invocation and an appropriate
service. In the process of calling a cloud-edge service, a certain number of costs and
rewards will be generated. For example, the energy consumption and traffic expense of
calling a service are service costs. However, while data redundancy requires a large
budget, more data can improve data quality to some extent [18]. So, we define the
strength of the service collection data as a reward for calling the service.

In addition, the cost and reward calculations for composition services are not the
same for different workflow structures in the service plan [15]. Given a structure S
consisting of S1, S2, …, Sn, and n subservices, we give the calculation of cost and
reward properties under four service portfolio structures.

1. Sequence

cos ts ¼
Xn

i¼1

cos tsi; rewards ¼
Xn

i¼1

rewardsi

2. Choice
Assume the probability of selecting the first branch in the selection structure is Pi,

and
Pn

i¼1
pi ¼ 1.

cos ts ¼
Xn

i¼1

cos tsipi ; rewards ¼
Xn

i¼1

rewardsipi

Fig. 1. Compositional structures.
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3. Parallel
In a parallel structure, the entire application does not continue until all branches
have completed the operation. The service cost and reward attribute calculations in
a parallel structure are essentially the same as the sequential structure, as follows:

cos ts ¼
Xn

i¼1

cos tsi; rewards ¼
Xn

i¼1

rewardsi

4. Iteration
Assume that the loop body is executed m times. Service invocation costs, such as
energy and traffic, will also increase m times. On the other hand, the reward for
calling the service is defined as the strength of the service collection data. In this
case, the service is executed m times, but the data collected by the service is the
same each time. Therefore, the reward will not change in this case. The service cost
and reward are as follows:

cos ts ¼ m � cos tsi; rewards ¼ rewardsi

Definition 4 (Cloud-Edge Composite Service): A cloud-edge composite service can be
represented as a triple (S, B, QoS), where:

1. S is the set of web services and edge service set constituting the composite service;
2. B provides the structural information of the service plan;
3. QoS expresses the quality of the composite service.

A cloud-edge composition service is a collection of services that consist of edge
services and web services. A cloud-edge composite service is implemented through a
set of service invocations where the appropriate service implementation is selected for
each task.

3 Quantitative Calculation for Service Properties

3.1 Service Value

The value property of the service is used as a measure of service availability in dynamic
reconfiguration. In determine that the service does not expire and reduce the potential
operational risk, it is necessary to accurately predict the future QoS value of it [19, 20].
Therefore, taking into account the QoS attribute value and the predicted QoS property
value of the service, we assign a value property to each service, which represents the
importance of the service to the application’s dynamic reconfiguration. Based on the
above description, we model the value function of the service si 2 S as follows:

valuekðQðTiÞ;QðTðiþ 1ÞÞ;QðTðiþ 2ÞÞÞ ¼
R Tðiþ 2Þ
Ti f ðxÞdx
Tiþ 2 � Ti

¼
Tiþ 2�Ti

6 ½QðTiÞþQðTiþ 1Þ � QðTiþ 2Þ�
Tiþ 2 � Ti
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Among them, valuek represents the value function of service k. Its value is deter-
mined by the Q(Ti), Q(Ti+1) and Q(Ti+2). Where, Q(Ti) is the service QoS value at the
current moment, Q(Ti+1) is the QoS value at Ti+1 moments and Q(Ti+2) is the QoS
value at Ti+2 moments. Q(Ti+1) and Q(Ti+2) are predicted using the LSTM neural
network. valuek is an improved service metric. It is determined not only by the current
QoS of the service but also by the possible QoS values of the service in the coming
period.

3.2 Cost-Reward Mechanism

The mobile service composition in the cloud-edge hybrid environments has many
complex characteristics. When the dynamic reconfiguration problem of service is
formalized, it is not enough to improve the QoS value of service composition. It does
not guarantee the efficient and reliable operation of the application after dynamic
reconfiguration. Therefore, the different characteristics and the specific factors of
mobile service composition are considered to define the service cost and reward
attributes. The attributes can improve the efficiency and reliability of the application
after dynamic reconfiguration.

3.2.1 Service Cost
We define a cost attribute for each service. It can be divided into two parts, energy
consumption cost and traffic cost. For a service si 2 S, its cost is defined as:

ciðEi;DiÞ ¼ aiEi þ biDi

where ci represents the cost, Ei represents the energy consumption and Di represents the
traffic expense in the process of calling service i. ai and bi represent the weight of the
traffic expenses and energy consumption, respectively.

First, for traffic consumption Di, the calling environment is dynamically changing,
and the user is frequently moving. However, the traffic calling the service is fixed and
does not change dynamically as the service objects and the service providers may
move. Therefore, the definition of Di is as follows:

Di ¼ udi þ ddi

where udi is the quantity of upload data required to invoke service i, and ddi is the
quantity of download data required to invoke service i.

Second, we focus on the impact of the mobile environment on energy consumption
during service invocation. The calculation of energy consumption in traditional cloud-
edge hybrid environments is usually static [14]. However, due to the dynamic change
in the location of the service caller, the network signal strength is unstable. It leads to
fluctuations in the transfer rate when the data are uploaded and downloaded. As well as
the response time changes a lot. Ultimately, the energy consumption of the device is
also in the process of dynamic change. The energy consumption computation model in
paper [17] is used to calculate the energy consumption Ei of service i in a mobile
environment. The definition of the mobile path of the service caller is given below.
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Definition 5 (Mobile Path): A mobile path is represented by a triple (T, L, F), where:

1. T ¼ fðti; tiþ 1Þgn�1
i¼0 is a set of discrete time intervals, with as the start time and as the

stop time;
2. L is a set of discrete location points;
3. F is a function representing the correspondence between time and location:

8t 2 ðt0; tnÞFðtÞ ! L.

Where function F(t) represents the correspondence between time and position.
Given a point in time, we can obtain the position that corresponds to the user at that
point in time.

Although the signal strength in the mobile environment changes dynamically, the
signal strength of the same path segment after the path is refined is usually stable and
can be measured. We define the formula for the energy consumption Ei of service i in a
mobile environment as follows:

Ei ¼ ucþ scþ dc

The energy consumption of uc when uploading data in the process of calling
service i is calculated as follows:

uc ¼ DðiÞ
HðGðl1ÞÞ � ðRðGðl1ÞÞþ spÞ

where D(i) is the data size; l1 = F (t1), which is the corresponding path point for the
user at time t1; H (G (l1)) is the data transfer rate at location l1 at the time of the upload.
The signal strength is G(l1). Similarly, R(G(l1)) is the location l1 where the data are
uploaded. The radiation power of the device when the signal strength is G(l1). The
standby power for the mobile device is sp. And, sc is the standby energy consumption
of the device while waiting to execute the service; the calculation method is as follows:

sc ¼ sp� rt

Among them, rt is the response time of the service, and the energy consumption of
dc for downloading data is calculated as follows:

dc ¼ DðoÞ
HðGðl2ÞÞ � ðRðGðl1ÞÞ + spÞ

l2 ¼ Fðt1 þ DðiÞ
HðGðl1ÞÞ þ rtÞ

Therefore, we use the energy consumption computation model to calculate the
energy consumption of service calls in a mobile environment. Furthermore, the cost of
the service is calculated. During the dynamic reconfiguration process, the cost attribute
value for each candidate service represents the costs of calling the service. The higher
the cost value of a service, the greater the cost of calling the service.
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3.2.2 Service Reward
The cost of calling different services is different, but this does not mean that a service
with a lower cost should be invoked as a priority. The relationship between the quantity
of data uploaded and downloaded by the service and the QoS is subject to the marginal
benefit rule to some extent [18]. In other words, when the service receives more upload
and download data, to a certain extent, it will improve the accuracy of the data to
ensure the quality of the service. However, as a result of the reduction in the marginal
increase of the data quality, data redundancy is generated. It inevitably leads to a waste
of resources. For service sj 2 S, Dj represents the quantity of data that the service
uploads and downloads. The corresponding reward for the service is:

rjðdjÞ ¼ cj � e�kjdj

Among them, kj is the initial reward of service J, which is a parameter to control the
marginal decreasing effect of the data. A larger kj indicates that the reward of the
service decreases faster as the quantity of uploaded and downloaded data increases.

3.2.3 Formal Dynamic Reconfiguration
The value property of the service is used as a metric to evaluate whether the service is
available. As described earlier, the value property of a service is an important parameter
for applying the current and future QoS property values. The greater the value of the
service, the greater its effect on improving the current and future QoS values. There-
fore, the goal of dynamic reconfiguration is to maximize the values of the mobile
service composition application.

In addition, for mobile service composition applications, the cost and reward of
calling each service are different. From the user’s point of view, the cost of calling
services should be no higher than its value. In summary, the application of dynamic
reconfiguration in mobile service composition under cloud-edge hybrid environments
can be formalized in the following form:

max:
Xs

k¼1

valuek

s:t:
X

si2S
ci �

X

si2S
ri

Among them, the first formula indicates that the goal of dynamic reconfiguration is
to maximize the value of the application. The second formula is the constraint con-
dition of the dynamic reconfiguration problem, that is, the application cost should not
be greater than the reward. Note that S is a collection of all services in the mobile
services composition app.
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4 LSTM Model for Predicting Service QoS

In a mobile environment, the quality of service will change as the location of the
service changes dynamically. This may cause the service to fail. To ensure the stability
of dynamic reconfiguration and reduce the risk in application operation, an LSTM
neural network is employed to predict service QoS.

As shown in Fig. 2, this paper constructs an LSTM prediction model with an
LSTM loop layer and two full-connection layers. The service response time,
throughput, current signal strength and other parameters are selected to predict the
service QoS value. The predictive model framework of the LSTM neural network is
similar to conventional fully connected neural networks, except that some hidden layers
in the network are replaced with LSTM structures. The input of the model is a sequence
of attributes. It affects the change of service QoS value and the output predictive service
QoS sequence in the cloud-edge hybrid environment.

The training process of the LSTM neural network is similar to conventional fully
connected neural network. First, the feedforward propagation is used to input the
training data into the network. The output value of the LSTM unit is calculated. Then
the feature is extracted by two layers of the fully connected layer so that the layer is
trained to the output layer. The “predictive estimate” of the sample data is obtained.
Second, the error value of each neuron is calculated backward. The reverse propagation
of the LSTM neural network consists of two functions. One function is the reverse
propagation along time; that is, the error entry at each moment is calculated from the
current T moment. The other function propagates the error item to the upper layer,
according to the corresponding error item. By calculating the gradient of each weight,
the model parameters are adjusted so that the prediction results are close to the opti-
mization target. Through the above iteration, the training obtains the required opti-
mization objectives to establish an LSTM neural network prediction model to meet the
error requirements.
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5 Framework

As shown in Fig. 3, the mobile service composition dynamic reconfiguration frame-
work includes the candidate service value solving process, the service constraint
condition solving process and the service dynamic reconfiguration process. The process
of solving the service value is the process of calculating the importance parameters of
the candidate service to the dynamic reconfiguration of the application. The process of
solving the cost and reward of each service is measured by the service constraint
condition. Finally, the final dynamic reconfiguration process selects the appropriate
scheme in the candidate service to satisfy the new QoS constraint process.

Solving the importance parameters of the candidate service for dynamic recon-
figuration of the application is divided into two steps. The first step trains the LSTM
neural network using the web service QoS dataset and the service invocation infor-
mation collected from the sensor. The candidate service dataset from the cloud and
edge end is the input variable to predict its QoS property value. The input dataset
primarily contains a sequence of properties that have a greater impact on applications in
cloud-edge hybrid environments, such as response time, throughput, and signal
strength of the service. The second step combines the QoS property values at the
current time and the predicted QoS property values for a future period of time to
calculate the importance value of the service for this dynamic reconfiguration. It is
based on the value function calculation formula.

Fig. 3. Mobile service composition application dynamic reconfiguration framework
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In the second phase of the dynamic reconfiguration framework, we first analyze and
process the log information of the candidate service. Then, the available information is
extracted. We collect the mobile user’s trajectory and place it into a grid to build the
mobile trajectory model. The model is used to further handle changes in the signal
strength of the user’s device during the invocation of the service. The dynamic fluc-
tuation of service-related property values caused by the changing environment of the
user is one of the factors considered in this step. Finally, the mobile trajectory data and
service upload and download, response time, signal strength and other attributes are
combined. The service flow consumption, energy consumption and service reward are
calculated according to the traffic calculation formula and energy consumption com-
putation model, respectively. In this step, the factors that have a significant impact on
the reconfiguration process are considered. Those factors guide the dynamic recon-
figuration process.

Finally, according to the service value, service cost, service reward, and other
attribute values sought in the above two stages. A formal dynamic reconfiguration
model is used to solve the better scheme of dynamic reconfiguration in cloud-edge
hybrid environments. The main goal of the dynamic reconfiguration model maximizes
the value of the application. In the process, it is necessary to ensure that the cost of
calling each service is lower than its reward so that the planned application as a
returned result has the characteristics of low energy consumption, high stability, high
reliability and so on.

6 Conclusion

Aiming at the related characteristics in cloud-edge hybrid environments, a dynamic
reconfiguration framework for mobile service composition application is proposed. The
process of this framework is divided into three stages. The first stage quantifies the
service measurement standard in the cloud-edge hybrid environment and clarifies the
service value solving process. The second stage summarizes the service constraint
quantification process and clarifies the service cost and the return solution process. And
the third stage identifies the data flow direction of the dynamic reconfiguration model.
By constructing the dynamic reconfiguration framework of mobile service composition
in the cloud-edge hybrid environment, the dependence of each module and the
reconfiguration process are shown clearly.

In the next step, the dynamic reconfiguration framework proposed in this paper will
be implemented and transformed into a real application, and the dynamic reconfigura-
tion problem under this model will be standardized. In addition, structural optimization
and loss function of the neural network will be considered to further improve its per-
formance, such as using user collaboration and Microservice deployed in mobile App.
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Abstract. Managing the huge IoT infrastructure poses a vital challenge
to the network community. Software Defined Networking (SDN), due to its
characteristics of centralized network management has been considered as
an optimal choice to manage IoT. Edge computing brings cloud recourses
near the IoT to localize the cloud demands. Consequently, SDN, IoT, and
edge computing can be combined into a framework to create a resource-
ful SDIoT-Edge architecture to efficiently orchestrate cloud services and
utilize resource-limited IoT devices in a flexible way. Besides a wide adop-
tion of IoT, the vulnerabilities present in this less secure infrastructure
can be exploited by the adversaries to attack the OpenFlow channel using
Distributed Denial of Service (DDoS) attacks. DDoS on OpenFlow chan-
nel have the ability to disrupt the whole network hence, providing secu-
rity for the OpenFlow channel is a key challenge in SDIoT-Edge. We pro-
pose a security framework called SDIoT-Edge Security (SIESec) against
the security vulnerabilities present in this architecture. SIESec prototype
employs machine learning-based classification strategy, blacklist integra-
tion, and contextual network flow filtering to efficiently defend against the
DDoS attacks. We perform extensive simulations using Floodlight con-
troller and Mininet network emulator. Our results proclaim that SIESec
provides extensive security against OpenFlow channel DDoS attacks and
pose a very less overhead on the network.

Keywords: SDN · IoT · Edge computing · Security · DDoS

1 Introduction

Information technology (IT) has revolutionized the lifestyle of human-beings
where ubiquitous computing has been widely adopted affirming Mark Weiser’s
prediction of extraordinary IT involvement in everyday life, which he proposed
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28 years ago [28]. Cisco Systems claims that more than 50 billion devices will
be connected to the internet until 2020 [4]. Internet of Things (IoT) has been
deployed in all the fields of life, including industry, agriculture, health, trans-
port, homes, and many others. The revenue for IoT vendors, service providers,
and software solution developers is expected to reach $1 trillion until 2025 [19].
Besides, such lucrative benefits, managing such a huge repository of connected
objects is a vital challenge. The resource-limitation in IoT devices makes it
challenging to deploy a security solution onto the IoT infrastructure. Software
Defined Networking (SDN) offers a layered architecture to enable flexible con-
trol, management, and programmability of the network. Therefore, the research
community believes that SDN is an optimal choice to manage decentralized IoT
infrastructure [13,15].

Since IoT devices are limited in resources, therefore cloud services facili-
tate compute-intensive tasks on IoT. Edge cloudlets are placed between the
traditional cloud and the IoT infrastructure to offload the computations. More-
over, edge cloudlets also act as data filtering and classification resource, which
only transmit the mandatory data to the traditional cloud data center and
redeem vital network resources, including bandwidth, energy, and storage. Simi-
larly, edge computing can effectively help resource-limited and latency-sensitive
IoT applications by providing computation infrastructure near the edge of
IoT. As SDN and edge are more powerful resources as compared to IoT, they
are combined to devise a sustainable infrastructure of Software Defined Inter-
net of Things using Edge computing (SDIoT-Edge) for efficient IoT service
orchestration [16].

Fig. 1. An architecture of SDIoT-Edge.
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Fig. 1 illustrates the integration of SDN, edge computing, and IoT to devise
an SDIoT-Edge architecture where IoT devices are connected with the edge
cloudlets at the data plane. The application plane contains novel edge services,
including service discovery, user handover, offloading, and virtualization to facili-
tate edge resource provisioning. The figure also represents the OpenFlow channel,
which connects the control plane and the data plane of the SDIoT-Edge frame-
work. Although the integration of IoT-Edge infrastructure in the SDN paradigm
seems a promising solution, this architecture is vulnerable toward countless novel
security challenges and attacks including Link Flooding Attack (LFA) [18] and
Distributed Denial of Service Attacks (DDoS) [11]. For example, in a recent
Mirai botnet attack, the adversary leveraged the security vulnerabilities in IoT
to prepare a huge army of compromised devices to attack internet infrastructure.
The attackers used the open Teletype Network (Telnet) ports of IoT devices and
tried to login using 61 different combinations of user-name and passwords that
were mostly used as default credentials and never changed. After acquiring access
to these devices, the attackers were able to manipulate 500,000 IoT botnets to
attack internet infrastructure [11]. In another similar incident, vulnerabilities
present in IoT architecture were exploited by adversaries to attack Dyn’s [2]
Domain Name Server (DNS)1 causing massive information and revenue loss [8].

OpenFlow channel is a vital resource in SDIoT-Edge architecture as all the
control information, e.g., flow rule installation, traffic management, and policy
enforcement need to pass through this channel [12]. Consequently, the security
of the OpenFlow channel is of prime importance in SDIoT-Edge ecosystem. Any
attack on the OpenFlow channel can provoke management inconsistencies in the
network and in severe circumstances, bring down the whole network. For exam-
ple, in a DDoS attack, a malicious adversary can exploit the resource-limitation
vulnerabilities in IoT to employ them as bots to attack the OpenFlow channel.
In such an incident, 100,000 IoT devices were compromised, which attacked indi-
vidual systems and enterprise servers around the globe, which provoked a huge
revenue loss [22]. Therefore, providing security in SDIoT-Edge infrastructure
is of prime importance to safeguard current networks. IoT devices are limited
in memory, which makes it challenging to provide security solutions on these
devices, therefore, network-based security solutions are highly needed.

Due to these vulnerabilities, there is a high need to provide security solutions
for the OpenFlow channel protection in SDIoT-Edge. Therefore, we propose a
network-level security solution against OpenFlow channel DDOS attacks named
as SDIoT-Edge Security (SIESec). We develop this as a solution at the appli-
cation plane of the SDN controller. We simulate the DDoS attack from IoT
devices to demonstrate their vulnerabilities to be manipulated and provide a
defense. SIESec employs an unsupervised machine learning classifier based on
Self Organizing Maps (SOM) and includes blacklisting of malicious hosts, con-
textual traffic filtering, and customized flow rule generation for the identified
malicious flows. SIESec performs SDN-oriented flow measurements therefore, no

1 This attack targeted DNS systems of Dyn which caused major network services
outage in Europe and North America.
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extra hardware or measurement agents are required at the data plane of SDN.
We perform extensive simulations using Mininet network emulator and Flood-
light open-source controller to demonstrate the effectiveness of detection and
mitigation of the SIESec. We present the contributions of this research in the
following.

– We propose an architecture of SDIoT-Edge and highlight DDoS vulnerabili-
ties on the OpenFlow channel of this architecture where any attack on this
channel disrupts the whole network infrastructure.

– We devise a SIESec solutions, which utilize an unsupervised SOM-based clas-
sification and malicious traffic filtering based on blacklists and contextual
information to detect and eliminate DDoS attacks in SDIoT-Edge.

– A comprehensive experimental evaluation and comparison demonstrate that
SIESec provides efficient security against the OpenFlow channel DDoS
attacks and induces a negligible overhead on the network.

Rest of the paper is organized as follows. Section 2 elaborates the architecture of
the SDIoT-Edge and its security vulnerabilities. Section 3 discusses the SIESec
solution, its components, and the working principle of all these components.
Section 4 illustrates the experimental evaluation of the solution using differ-
ent performance parameters. Section 5 presents the related work and compar-
ison analysis, and finally, Sect. 6 concludes the paper and provides some future
insights.

Fig. 2. A high-level architecture of SDIoT-Edge which extends the traditional SDN
architecture [1].

2 SDIoT-Edge Architecture

The SDIoT-Edge architecture encompasses SDN, IoT, and edge computing to
provide seamless infrastructure management and service orchestration. In this
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architecture, the cloudlets provide the offloading capability to the resource-
limited IoT devices. These cloudlets are placed between the IoT infrastructure
and the central cloud data center to facilitate the IoT devices in performing
compute-intensive tasks. A high-level architecture of SDIoT-Edge is provided in
Fig. 2, which illustrates three SDN planes and an IoT infrastructure plane facil-
itated by edge cloudlets. The data plane includes OpenFlow-enabled switches
which forward the IoT traffic by exploiting three flow rule installation strategies
including reactive, proactive, and hybrid. The application plane of the controller
enables programmability where the administrators can develop and deploy inno-
vative applications to provoke a wide range of services, including customized traf-
fic forwarding, security, and management. In this architecture, the application
plane includes edge services to effectively manage the IoT-service orchestration
by using cloud infrastructure at the edge.

Due to the presence of immense security vulnerabilities in the resource-
limited IoT devices, they can be effortlessly manipulated by the adversaries,
which can deploy them as bots and attack the sophisticated network infras-
tructure. A few examples of such attacks generated by the IoT in SDIoT-Edge
infrastructure includes information spoofing using Man-in-the-Middle (MiTM)
attacks, policy switch attacks, flow table overflow attacks, and OpenFlow chan-
nel attacks. A taxonomy of these attacks is presented in Fig. 3. The most lethal of
these attacks is the OpenFlow channel flooding attack where the controller can
be disconnected from the infrastructure plane by DDoS traffic. The adversaries
exploit IoT vulnerabilities and devise a manipulated army of bots to generate
new flow rule installation requests at the data plane switches which continu-
ously communicate with the controller for the flow rules. A higher number of
flow rule installation requests congest the OpenFlow channel and disconnect it
from the data plane in severe cases. This attack has lethal consequences on the
network where it can shut down the whole network in severe cases. We present
a defense solution to mitigate DDoS attacks on the SDIoT-Edge infrastructure.
The characteristics of the novel SDIoT-Edge architecture are illustrated in the
following.

1. Resource Limitation: IoT encompasses resource-limited infrastructure hav-
ing the lower processing speed, memory, energy, and storage capacities. There-
fore, these devices cannot support complex algorithms and defense strategies
such as endpoint encryption and security solutions against the attacks. Mean-
while, this resource-limitation can be exploited by the adversary to manipu-
late them as bots in many devastating attacks.

2. IoT Big Data: A large number of IoT devices produce a huge amount of
data which renders the basic requirement for DDoS attacks exertion and
propagation. Although the same amount of data can be generated by other
powerful infrastructures, the data generating resources in IoT are countless,
which become a potential enabler for a security threat toward the network
infrastructure.

3. Flow Rule Installation: In SDIoT-Edge the controller uses OpenFlow
channel to communicate with the infrastructure, which is the backbone
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Fig. 3. Attack vulnerabilities in SDIoT-Edge.

SDIoT-Edge. When a flow arrives at the switch, it performs a flow table
lookup and processes the flow using one of the three modes, including proac-
tive, reactive, and hybrid. In the proactive mode, the network administrators
proactively install the intended flow rules on the data plane switches to reduce
the packet processing time. In a reactive mode, the flow rules are installed
after the packets arrive at the switch using a PACKET OUT message from
the controller, whereas the hybrid mode uses both strategies to manage the
flow rules. Although the choice of proactive flow rule installation method
seems promising, the switches possess a meager Ternary Content Addressable
Memory (TCAM) which cannot store a huge number of flow rules. Therefore,
the reactive flow rule installation method is necessary to serve diverse traffic
in the network. However, the reactive flow rule installation method can be
exploited by the adversaries to transmit the flood of specially crafted flows
to the switches which continuously transfer the requests to the controller for
the flow rule installation and congest the OpenFlow channel.

4. Offloading: Although IoT devices are equipped with sophisticated sen-
sors which continuously collect and transmit data, they do not possess the
resources to perform compute-intensive tasks. The latency-sensitive appli-
cations in IoT suffer due to long waiting time induced by the central cloud
data center in serving their requests. Alternatively, edge nodes encompass the
resources to perform the offloaded tasks from the latency-sensitive IoT infras-
tructure. Moreover, data filtering and classification can be performed on the
edge nodes to avoid unnecessary resource consumption in terms of bandwidth,
storage, and energy. However, offloading and downloading of data incorporate
many security, privacy, and data provenance issues.
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Keeping in view the above-mentioned vulnerabilities in the SDIoT-Edge
infrastructure, we propose SIESec solution to secure this infrastructure against
DDoS attacks.

3 SIESec Solution

In this section we present SIESec solution, which provides defense against Open-
Flow channel DDoS attacks on SDIoT-Edge architecture.

3.1 Adversary Model

The IoT-based DDoS have become one of the most devastating attacks against
the current data center networks [8,11]. In the OpenFlow channel DDoS attack,
the adversary exploits the vulnerabilities present in the IoT devices and flood
the OpenFlow channel of the SDIoT-Edge infrastructure. We assume that the
IoT manipulating adversary has the following capabilities.

– The adversary can access the IoT devices attached to an SDN, moreover, it
can manipulate these devices to send attack packets to the other hosts in the
network.

– The adversary can program IoT devices to send carefully crafted flood packets
which cause packet miss in the switches at the infrastructure plane.

– The adversary ascertains the information of the victim’s network using prob-
ing packets, including topology, network hierarchy, ingress switches, and
packet miss information.

– The SDIoT-Edge network employs a reactive flow rule installation mechanism
which has been widely used to provide flexible network provisioning [21,24].

– The adversary attacks the data plane switches using carefully crafted flood
packets which cause packet miss and trigger new flow rule installation.

The adversary initially exploits topology discovery commands to inspect the net-
work structure. Then it sends probing packets to the attached hosts to analyze
the packet miss strategy by changing the packet header information and analyz-
ing the Round Trip Time (RTT). When a packet miss occurs, its RTT increases
as for a packet miss, the switch needs to request the controller to install a
new flow rule using a PACKET IN message. Subsequently, the controller replies
with a PACKET OUT message containing the flow rule for the packet, which
increases the RTT. The adversary analyzes maximum different packet header
combinations which cause packet miss and stores this information to attack the
network. Furthermore, the adversary sends a flood of specially crafted attack
packets to the network, which causes packet miss in the OpenFlow switches.
Consequently, the controller is forced to install flow rules for a large number
of new packets which causes extra overhead on the controller and impedes the
flow rule installation process. With a further increase in the attack traffic, the
controller becomes irresponsive, and OpenFlow channel turns into a congestion
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state. The attack invokes increase in delay, RTT, extra utilization of controller
CPU, and bandwidth saturation of the OpenFlow channel.

SIESec performs collaborative network measurements by exploiting the cen-
tralized control strategy of SDN and then deploys an unsupervised machine
learning SOM algorithm to classify the network traffic. We explain the SOM
classification strategy in the next section.

Fig. 4. Steps in SOM classification and a two dimensional graphical representation of
training samples.

3.2 Self Organizing Maps Classification Algorithm

We employ an artificial neural network-based machine learning algorithm called
SOM for the traffic classification. It first creates a randomized two-dimensional
map of the training dataset. Then a data point is randomly selected on the map
whereas a neuron called as Best Matching Unit (BMU) is chosen based on lowest
Euclidean Distance and brought closer to the data point. The distance that the
BMU covers is called the learning rate, which decreases after every iteration.
Subsequently, the neighbors of the BMU are also moved closer to the data point
to complete the first iteration. Furthermore, the learning rate and Euclidean
Distance of BMU are recomputed for the next iteration. This process continues
until the neurons in the grid take the shape of the data and finally reveal the
intrinsic clusters in the dataset.

The SOM machine learning algorithm represents the network training sam-
ples to a set of neurons at a higher dimension and align them to a lower dimen-
sion during the classification task. The training process builds a model based on
input features, and the mapping process classifies the traffic based on the low-
est Euclidean Distance values. The algorithm to compute SOM is illustrated in
Fig. 4 which describes four steps to classify the DDoS traffic. A two-dimensional
SOM strategy is employed where the weight vector at jth neuron having an m
dimension is computed by the Eq. 1.

−→wj = [wj1, wj2, ..., wjm] (1)

The weight value of every neuron is assigned in a random manner where the
feature values are constrained in a 0 to 1 range. The BMU neuron is selected
using the Eq. 2.
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(xik − xik)2 (2)

Where xi is the ith training sample which can be represented by the Eq. 3.

−→xi = [xj1, xj2, ..., xjm] (3)

Fig. 5. Workflow of SIESec solution.

The weight of the competing neurons is finally computed in order to bring
their values close to the training samples. The input to the SOM in SIESec is
6 features as discussed in the next section whereas the benign training samples
were labeled manually.

3.3 Work-Flow of SIESec

SIESec is composed of six modules, as illustrated in Fig. 5. Overall, network
security is ensured using the security solution. The detail of all the modules is
discussed in the following.

1. Collector: This module continuously collects the network statistics by
exploiting Representational Estate Transfer (REST) API of the open-source
Floodlight controller, including the switch, packet, and flow-level statistics. It
stores 6 statistics including source IP, average packet loss rate, time duration
per flow, bandwidth consumption, overall link bandwidth, and packet drop
rate.

2. Packet Inspector: The packet inspector performs two packet matching
operations, including blacklist and contextual information inspection. The
adversary tries to inject malicious traffic continuously using the compromised
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IoT devices during the attack. Therefore, we employ a malicious packet identi-
fication database for the already identified adversaries to speed up the detec-
tion process. We keep updating the database as and when an adversary is
identified. The traffic from the collector comes to the blacklist inspector,
which matches the packet source with the database entries. If the incoming
packet source is matched with an entry in the database, the control is for-
warded to the flow rule generator, which requests the controller to generate
a flow rule to drop this packet. The packet inspector also incorporates the
contextual information collection, which is a vital source for the traffic filter-
ing in the IoT network [6]. The packet inspector pre-filters the traffic based
on contextual features, e.g., a compromised temperature sensor transmitting
out of limit temperature values.

3. Feature Extraction: This module extracts the features by preprocessing
the input samples. It removes extra packet header information including ack
and syn-ack packets and presents a set of features to the classifier.

4. Classifier: The classifier employs SOM, an unsupervised classification tech-
nique to segregate the adversarial and benign traffic. We provide a manually
labeled training dataset to generate the model and then classify the traffic
at runtime. After the attack traffic classification, the SOM classifier forwards
this information to the status analyzer.

5. Status Analyzer: It analyzes the traffic status classified by the SOM and for-
wards the malicious traffic information to the flow rule generator and directs
the benign traffic toward the destination.

6. Rule Generator: This is the final operation in the SIESec solution, it
requests the controller with the malicious flow packet identity to generate
a flow rule to drop this packet. Many techniques can be applied to block or
mitigate the flooding flows, including null routing, scrubbing, and dropping
a flow. However, we utilize the flow-drop strategy to eliminate the malicious
packets because it poses only a minor computation overhead on the network.
Subsequently, the source IP of the malicious flow is added to the blacklist
database, which can be utilized for future traffic filtering. An important fea-
ture of SIESec solution is that it advocates reuse, where the information of
a malicious adversary can be stored and reused in the future. Therefore, it
saves extra effort on the classification of already identified adversaries.

The collector module continuously collects network statistics using the REST
API and provide the features to the SOM classifier. All the traffic from the
SDIoT-Edge should pass through the SDN switches where the surveillance is
performed using the security solution. The collector obtains network statistics
from the infrastructure plane and provides it to the packet inspector, which
filters the traffic packets for the identification of blacklists and contextual infor-
mation. If any of the two filtering operations is true, a notification is transmitted
to the flow rule generator with the packet information, which requests the con-
troller to drop the identified flow. Subsequently, the traffic is forwarded to the
feature extraction module which performs the pre-processing on the data and
forwards the traffic to the SOM classifier. This module classifies the DDoS traffic
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and transfers the results to the status analyzer, which moves the benign traffic
toward the hosts and malicious traffic to the flow rule generator. The controller
is requested to generate flow-drop rules for the identified malicious flows. It is
pertinent to note here that when an adversary is detected, the source is added
to the blacklists to enhance the traffic filtering in the future.

In this section, we elaborated the SIESec solution. In the next section, we
discuss the experimental evaluation of SIESec.

4 Experiment Evaluation

SIESec acts as an application in the application layer of SDN. All the network
measurements have been performed using the SDN controller, which poses a
minimal network overhead. We use iperf tool to generate traffic from the IoT
hosts, moreover, we utilize Mininet network emulator and Floodlight open-source
controller for experimentation. The controller was running on a Windows 10
machine with an Intel Core i7 processor and 16 GB of RAM, whereas the Mininet
emulator was configured on a Ubuntu 16.0.4 operating system running on an
Oracle-Virtualbox, virtual machine manager. The input parameters for the SOM
classifier includes 6 features, 2 output neurons, and a learning rate of 0.4. The
training features have been manually labeled in both legitimate and DDoS traffic
scenario. We emulate the network topology, as shown in Fig. 6. Moreover, we
employ the following traffic features.

1. Source IP
2. Average of packet loss rate
3. Time duration per flow
4. Bandwidth consumption
5. Overall link bandwidth
6. Packet received rate.

4.1 Attack Setup

We employ the network topology represented in Fig. 6 for the experimentation,
which represents four clusters of IoT devices connected with the edge gateways.
The adversary utilizes a huge repository of IoT devices at three clusters to send
DDoS traffic on the network. Similarly, a cluster of legitimate devices sends
benign traffic toward the destination hosts in the network. Therefore, the net-
work contains both legitimate and DDoS attack flows. The bandwidth of the
OpenFlow channel was set to 1 Gbps, and the attack rate varied from o to 1000
Packets Per Second (PPS).

4.2 Results

We use four performance metrics to evaluate SIESec as represented in Fig. 7.
When the attack occurs on the network, it decreases the available bandwidth of
the OpenFlow channel, increases delay, RTT, and CPU utilization. The results
of the experimentation are illustrated in the following.
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Fig. 6. The experimental topology illustrating a huge number of compromised IoT
devices sending DDoS traffic to the network.

4.3 Available Bandwidth

In this experiment, we send a flood of specially crafted packets to the switches
in the data plane causing packet miss with an attack packet rate from 0 to 1000
PPS. The bandwidth is measured during each round of the experiment. The
experiment was conducted with and without SIESec solution. In the presence of
SIESec, the available bandwidth drops initially due to the flow rule installation
for the benign traffic, which further becomes stable. In the second experiment,
we run the attack without SIESec solution, and the bandwidth is measured after
100 PPS attack intervals. The results demonstrate that the bandwidth of the
channel dropped to 0 when the attack rate reached 900 PPS. It can also be
observed in Fig. 7a that the bandwidth of OpenFlow channel saturates rapidly
with the increase in the attack packets. However, it remained stable throughout
the experiment when SIESec solution was deployed. The evaluation using avail-
able bandwidth demonstrates the effectiveness of the SIESec to comprehensively
maintain the available bandwidth of the OpenFlow channel during the attack.

4.4 Round Trip Time

We perform RTT experiment with and without SIESec and measure the RTT as
represented in Fig. 7b. We analyze the RTT using ping command at the benign
host during the attack. The graph without SIESec solution illustrates that the
value of RTT increased significantly when the attack rate reached to 200 PPS,
which further increased continuously and reached a value peak at 1000 PPS
attack rate. Experiment with the SIESec solution demonstrates that the RTT
increased slightly when the attack rate was 300 PPS, the reason behind this
fluctuation was the training of the classifier which induced a slight time delay
and increased the RTT. Subsequently, the RTT graph became stable, and the
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Fig. 7. Evaluation of SIESec using different evaluation measures.

RTT values remained closer to 0. This experiment demonstrates that the SIESec
solution efficiently minimizes RTT during the OpenFlow channel DDoS attacks.

4.5 CPU Utilization of Controller

In this experiment, the CPU utilization of the controller is observed with and
without SIESec solution, as illustrated in Fig. 7c. The CPU utilization during the
attack increased from around 25% at 5 s to a peak value of up to 100%. The CPU
utilization was around 25% at the start of the attack due to the normal traffic.
However, with the increase in the attack traffic, the utilization continuously
increased and reached to 100%. Alternatively, we perform the experiment with
SIESec solution, as we can observe from Fig. 7c that the CPU utilization was
stable and remained around 25% throughout the experiment. There is a slight
increase in the utilization ratio near 6 s, where it reached around 33% due to
the initial attack detection latency. However, further utilization remained stable
until the end of the experiment, other than a negligible uplift at the start of
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the experiment. This experiment demonstrates that SIESec efficiently manages
controller CPU utilization during the attack.

4.6 Delay

In this experiment, we measure the traffic delay with and without SIESec during
the OpenFlow channel DDoS attack. We perform the delay experiment two times
with and without SIESec, the results of the experiment are illustrated in Fig. 7d.
In this experiment, we measured the delay of the legitimate traffic during the
attack, for this, we exploit the legitimate IoT devices to send traffic packets
to the other hosts at the destination and measure the delay. We run the delay
experiment multiple times and record the average value of the experiment at each
step and plot the graph. The experiment without SIESec revealed significantly
higher values of delay. In the second experiment, we deploy SIESec solution and
run the experiment again. Figure 7d illustrates that the delay increased when the
time was 6 s and reached up to 20 ms due to the delay during the training of the
SOM model. Subsequently, the graph becomes stable where the delay remains
around 5 ms during the rest of the experiment.

The experimental evaluation of SIESec solution portrays that SIESec is effec-
tive in systematically alleviating the OpenFlow channel DDoS attacks based on
the available bandwidth, RTT, CPU utilization, and delay. SIESec actively miti-
gates the attack and introduces a minimal network overhead. As the SDIoT-Edge
infrastructure has been increasingly deployed in the current networks, this tech-
nique provides a comprehensive solution against DDoS attacks. As the other
DDoS attack mitigation techniques deploy hardware-based measurements for
network statistics collection or traffic rerouting, we perform all the measurements
using the SDN-based centralized control. Therefore, SIESec solution invokes a
minimal overhead and efficiently provides security against OpenFlow channel
DDoS attacks.

5 Related Work and Comparison Analysis

IoT is capturing tremendous attention from academia and industry during the
past few years. However, the security vulnerabilities in IoT pose a vital challenge
for the network community and effective realization of IoT. With the widespread
adoption of IoT, the issues of security assessment and devising defense mech-
anisms are of prime concern for the network security researchers. SDN pro-
vides centralized network management by separating infrastructure and control
planes. This separation provokes a flexible network evolution and programma-
bility. Therefore, SDN is considered as the best choice for IoT-Edge networks
[13,15]. However, the adoption of SDN for IoT management also impels numer-
ous security challenges [3,10,22].

The integration of IoT with fog computing using SDN has been proposed
by [20] whereas the security vulnerability assessment in IoT has been performed
by [25]. Authors in [10] propose MiTM attacks in SDN IoT-fog infrastructure.
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They provide an experimental evaluation on how the vulnerabilities in IoT can be
exploited by the adversaries to attack the OpenFlow channel, including informa-
tion spoofing, topology faking, and information theft attacks. A security solution
employing multi-hop routing technique has been proposed in [26] where a multi-
path route can be computed by identifying the neighbors, their location, and
energy of the sensory devices.

In the DDoS reflection attack, the source sends a minimal query to the IoT
device, which replies with a long message to the victim. In [17], authors propose
that the IoT devices suffer from the vulnerability of DDoS reflection attacks.
They demonstrate that the household devices can be exposed to these attacks
besides being protected by the gateways. Authors in [9] propose a DDoS solution
against IoT using a fast communication channel to actively detect and defend
these attacks. An attack graph can be used to identify probable attack routes,
where securing the route can proactively mitigate the DDoS attack. A graph-
based method to detect the sequence of paths that the adversary follows during
an attack in Industrial internet of things has been provided in [14]. A lightweight
solution against bandwidth attacks using intrusion prevention technique in IoT
has been presented in [5]. However, this mechanism is hard to implement in IoT
as it needs high computation power, which is not available in the current IoT
infrastructure.

Defense techniques against security in SDN can be divided into two cat-
egories, including data plane security [7] and the control plane defense [27].
FloodDefender [21] is a security solution against resource saturation attacks
on both control and data planes. It employs traffic filtering, table miss analy-
sis, and flow migration to defend against DoS attacks. However, this technique
induces more delay in the network traffic due to the complex analysis and time-
consuming rule migration. Similarly, FloodGuard considers DoS attack strategy
where only one adversary sends flood packets. However, SIESec provides defense
against DDoS attacks in SDIoT-Edge, where a huge number of IoT devices flood
the OpenFlow channel. SGuard [23] provides access control using a classification
strategy, however, the complex measurements in this technique increase over-
head on the network. BWManager [27] provides defense against DoS attacks on
the controller by using a scheduling strategy to process the flow requests. How-
ever, this technique also induces traffic overhead by directing the traffic to follow
the round-robin scheduling strategy. Moreover, CyberPulse [18] provides defense
against OpenFlow channel LFA using machine learning techniques. However, this
solution follows a direct attack strategy on the OpenFlow channel, which differs
from our proposed attack and defense mechanism.

The difference between the previous techniques and SIESec is that the previ-
ous solutions do not consider the complex SDIoT-Edge paradigm. Similarly, these
techniques perform complex network measurements using specialized hardware
or software agents. However, SIESec provides comprehensive security without
posing extra overhead on the network. Besides, SIESec employs blacklist and
contextual information filtering to mitigate DDoS traffic interactively. Although
the SIESec provides promising benefits, the actual implementation of SDIoT-
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Edge will precisely reveal the efficiency in a practical paradigm. Moreover, SOM
classification strategy may suffer in some cases as it needs sufficient training
samples to classify the attack traffic accurately. However, the cost-benefit analy-
sis of SIESec makes it an efficient solution against DDoS attacks in SDIoT-Edge
paradigm.

6 Conclusion and Future Work

The huge proliferation of decentralized IoT devices poses a vital challenge in
the network management. Software defined networking due to its capability of
flexible network management has been proposed to manage IoT infrastructure.
Edge computing brings cloud resources near to the IoT devices to overcome
resource-limitation bottleneck in IoT. Therefore, SDIoT-Edge integration pro-
vides a resourceful platform to enable efficient IoT service orchestration.

In this research, we first proposed the architecture of SDIoT-Edge infras-
tructure and then provided a novel security solution against DDoS attacks in
SDIoT-Edge. Nevertheless, the SDN infrastructure of IoT-Edge provides promis-
ing features, the integration of diverse platforms pose several security challenges.
To overcome the vulnerability of DDoS attacks on the OpenFlow channel, we
presented a security solution named as SIESec. The proposed SIESec solution
employs machine learning-based SOM classification algorithm, blacklist integra-
tion, and contextual information filtering of the malicious IoT traffic to provide
defense against DDoS attacks. The experiments performed using Mininet net-
work emulator, and Floodlight open-source controller demonstrates that SIESec
provides an efficient solution against OpenFlow channel DDoS attacks and poses
a minimal network overhead.

A scalable solution can be developed for large-sized SDIoT-Edge networks
by extending SIESec using SOM filtering on smaller SDIoT-Edge network seg-
ments, and then a centralized security solution for the global network can be
implemented. In future work, we plan to implement this solution using multiple
algorithms and provide the evaluation using a physical testbed.
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Abstract. Spatio-temporal data is one of the most important assets in the
context of smart cities. Spatio-temporal big data comes from a variety of sensor
devices, implies the state of urban operation, insight into the development trend.
Due to the multidimensional characteristics and diverse analysis needs of
spatial-temporal data, data analysis based on spatial-temporal data must take into
account the large capacity, diversity and frequent changes of data. This makes
spatial and temporal data analysis more difficult. In order to simplify the analysis
of spatio-temporal data, a service-oriented intelligent framework is proposed.
Firstly, the concept of spatio-temporal data service is introduced into the
framework, and several common spatio-temporal data service models are
defined. Then, a configurable scripting language was proposed to define the
analytic application. We also developed a prototype tool to implement spatio-
temporal data services on Hadoop. In order to prove the applicability of our
method, we demonstrate the effectiveness of our work through a practical
application-based study.

Keywords: Spatio-temporal data � Service composition � Configurable

1 Introduction

In nowadays, various sensors are adopted in modern cities [1], such as recognition
cameras on the trunk roads, smart-card readers in the buses, GPS equipped devices in
taxis, RFID tags embedded on freights, inductive loops at the toll stations, and
transducer in the power plants. The accumulated sensory data with attributes of space
and time [2, 3] can reflect the urban rhythm.

Spatio-temporal data is a multidimensional continuum and always accumulated as
big data. It is crucial to understand the dependencies across time and space [4] during
the analysis. Considering their large amount and high velocity, the data analyses are
intrinsically challenging. (1) First, traditionally it is a long cycle to describe require-
ments, complete programming, and plot the results. To balance the programming
availability and analysis complexity is not trivial. It is urgent to find ways to depict
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requirements easily in domain specific manner. (2) Second, for common descriptive
statistical analysis, it is inconvenient to configure multiple steps of preprocessing,
statistical processing and visualization. Each step would contain various configurable
parameters. (3) Third, for such a statistical analysis application, collaborate multiple
steps in a complete and rigorous manner is inefficient. In current solutions, only limited
capabilities (e.g., processing through Hadoop MapReduce and storage on NoSQL) are
supported, but the association with preprocessing or visualized is ignored.

In this paper, SMART is presented for typical descriptive statistics with the fol-
lowing contributions. (1) In view of the process of spatio-temporal data preprocessing,
descriptive statistic and visualization, this paper summarizes the extraction of different
types of service requirements, and on this basis, the corresponding service model is
designed. (2) A method of implementing spatio-temporal descriptive statistic service in
Hadoop environment is proposed. Statistics service program based on big data envi-
ronment can be realized automatically through configuration. (3) The spatio-temporal
data service composition language and the implementation engine are used to constrain
and describe the behavior of the spatio-temporal data service composition.

The organizational structure of this article is as follows. Section 2 introduces the
related work. Section 3 introduces the system structure of SMART. Section 4 presents
the implementation of specific cases.

2 Related Work

Web service is a technology based on standard network protocol, which is an important
means to realize the mutual access operation of application services between hetero-
geneous systems on the Internet. In the implementation of Web services, because the
implementation and operation of REST-based Web services are easier and simpler than
those based on SOAP and XML-RPC [5], REST has attracted wide attention in the
industry since it was proposed. Amazon has also put REST principles into practice. It
has implemented RESTFul services with XML as data exchange format [6], as well as
social platform FaceBook and Paypal, which provide REST-style Web services.

Current research on service composition is mostly based on service discovery and
service composition of the Internet of Things, and few studies are focused on service
discovery and modeling under the background of multidimensional analysis of large
spatial and temporal data. The literature [7] proposes a four-tier architecture, namely,
storage layer, online and historical data processing layer, analysis layer and decision
layer. This architectural approach can be used to handle large static data streams as well
as large online data streams.

3 Architectural Design and Realization

3.1 Architectural Design

The architecture of SMART is presented as Fig. 1. On the virtualized infrastructure,
data analyses as configurable applications would be built as these steps. We will
explore and study these three steps in the next work.
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(1) In the process of spatio-temporal data analysis, this paper summarizes different
types of services for data preprocessing, statistical calculation and visualization.
On this basis, the service model is studied. Following the characteristics of spatio-
temporal data analysis, the statistical application of spatio-temporal data can be
constructed quickly.

(2) A method of spatio-temporal description of statistical service in Hadoop envi-
ronment is proposed, and the statistics service based on big data environment can
be quickly realized through configuration

(3) Declarative configuration languages can describe the multidimensional charac-
teristics of spatio-temporal data. It can also be used to constrain the behavior of
services and service composition.

3.2 Spatio-Temporal Data Service Recognition and Modeling

According to the characteristics of spatio-temporal large data and multidimensional
data, this paper studies the methods of spatio-temporal large data analysis, and pre-
liminarily designs several common services: pretreatment service, descriptive statistic
service and visualization service. The model of spatio-temporal data service is
designed.

The service model of spatio-temporal data can be expressed as a quintuple <Prefix,
Type, Service ID, Parameter, Result>:

Prefix: Universal prefix for basic services, defined here as http://ip:port/hn/jsps/service;

Types: Types of service. Three types are defined here: pretreatment service, descriptive
statistic service and visualization service. These three types correspond to preprocess,
statistics, visualized.

Fig. 1. SMART architecture
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Service ID: Service ID, the unique service identification generated by a user when
creating a service on a Web page.

Parameters: A list of parameters. The different parameters of the services accessed are
different. Specific parameters are related to the content of each service. For example, the
parameters of pretreatment service are optional processing methods, the parameters of
descriptive statistic service are attributes of different dimensions such as space, time and
object, and the parameters of visualization service are optional visual graphical effects.

Result: The result returned by the service is displayed in the JSON string. Specific
results are designed according to HTTP requests.

3.3 Fast Implementation of Descriptive Statistic Service Based on Big
Data Environment

SMART provides RESTful style Web services for data communication and service
invocation of spatio-temporal data services.
Pretreatment Service: Pretreatment service extracts some data from massive redundant
spatio-temporal data and eliminates erroneous data. Pretreatment service mainly
includes three functions. (1) Data integration: According to the needs of multidimen-
sional analysis, extract part of the data from multidimensional space-time data. (2) Data
revision based on spatio-temporal correlation: excluding data with cross temporal
attributes, invalid spatial attributes and inconsistent spatio-temporal attributes. (3) Data
filtering based on business rules: eliminating illegal attributes, invalid null attributes
and duplicate redundant data.

The configuration information of the pretreatment service is obtained through the
method of selecting preconfigured services by SMART. The preprocessing module
obtains the URI of configuration information, executes corresponding preprocessing
jobs according to configuration information, and sends the address where the results are
stored to SMART. The pretreatment service API design is shown in Table 1 below.

Table 1. Pretreatment service API design

Request mode GET

Request path /HN/jsps/service/getpre?serviceID&type=ptype

Request 
parameters

Name Position Type Description

serviceID URL Route string Service ID, which is automatically generated by 
the system according to the service type.

type URL Route string Service type, automatically added by the system.

URL example http://localhost:8080/HN/jsps/service/getpre?serviceID=01&type=prepro

Reponse Body JSON format adds result sets for operations

94 J. Zhou et al.



Descriptive Statistic Service: The function of descriptive statistic service is to analyze
the data obtained by preprocessing and get the statistical results. After the pretreatment
service is executed, the MapReduce model of Hadoop platform is used to realize the
multidimensional descriptive statistical service. The descriptive statistic service API
design is shown in Table 2 below.

The descriptive statistic service obtains the URI of the configuration information of
the data statistics jobs configured by SMART, and executes the corresponding data
statistics jobs according to the configuration information. The address stored in the
statistical results is sent to SMART. Our innovative work is to design a data statistics
template based on MapReduce model of Hadoop platform for multidimensional data
statistics. When data statistics are needed, there is no need to repeat coding. We only
need to get the parameter list of descriptive statistic service and then we can get the data
statistics results in different dimensions through the template. The flow chart for
MapReduce template execution is shown in Fig. 2.

Table 2. Descriptive statistic service API design

Request mode GET

Request path /HN/jsps/service/getsta?serviceID&type=stype

Request 
parameters

Name Position Type Description

serviceID URL Route string Service ID, which is automatically generated by 
the system according to the service type.

type URL Route string Service type, automatically added by the system.

URL example http://localhost:8080/HN/jsps/service/getsta?serviceID=11&type=statistics

Reponse Body Result Set from Data Statistical Job in JSON format
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Visualization Service: Each visualization service may correspond to multiple data
statistics services. As required, we get the results of the descriptive statistic service and
select the configurable component style to display the results. The visualization service
API design is shown in Table 3 below.

Fig. 2. MapReduce diagram

Table 3. Visualization service API design

Request mode GET

Request path /HN/jsps/service/getview?serviceID&type=vtype

Request pa-
rameters

Name Position Type Description

serviceID URL Route string Service ID, which is automati-
cally generated by the system 
according to the service type.

type URL Route string Service type, automatically 
added by the system.

URL example http://localhost:8080/HN/jsps/service/getview?serviceID=21&type=view

Reponse Body JSON format to query data table fields, field types and other information result 
sets

96 J. Zhou et al.



3.4 Configurable Spatio-Temporal Data Service Composition

An application can be built using the services provided by SMART, such as Qingming
Festival vehicle travel. The application involves three services: (1) pretreatment service
extracts data from three-day traffic data and cleans data, extracts spatio-temporal related
data, and eliminates erroneous data that do not conform to spatio-temporal correlation.
(2) Descriptive statistic service performs corresponding data statistics jobs according to
the dimension information of time, space and object selected by users, and obtains the
data statistics results. (3) Visualization service obtains the results of descriptive statistic
service and prediction service, and displays them visually.

SMART provides configurable options for three types of services. Users can select
the specific information corresponding to the three types of services through SMART.
The configuration files for each service are given below:

6. <preproccess>Illegal license plate attribute</preproccess>

7. <preproccess>license</preproccess>

8. <data>

9. <url>http://localhost:8080/HN/jsps/service/enc?serviceID=10&type=encapsulate</url>

10. </data>

11. </prepro>

Configuration file2 Descriptive statistic service Information

12. <item>

13. <ID>d1</ID>

14. <space>network</space>

15. <date>day</date>

16. <vehicle>MTC</vehicle>

17. <data>

18. <input_url>hdfs://10.61.8.230:8020/user/hnetl/input</input_url>

19. <output_url>jdbc:mysql://10.61.4.120:3306/hnfreeway</output_url>

20. </data>

21. </item>

Configuration file1 Pretreatment service Information

1. <prepro>

2. <period>2018-06-16--2018-06-18</period>

3. <preproccess>Time attribute out of bounds</preproccess>

4. <preproccess>Invalid space attribute</preproccess>

5. <preproccess>Inconsistent time and space attributes</preproccess>
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4 Case Study

Any service as a job runs on the infrastructural resources, and it is an instance
parameterized from an abstract MapReduce template in our previous work [8]. Taking
the mentioned highway domain as an example, an application for the traffic flow
analysis during Dragon Boat Festival is presented as Fig. 3. The toll data used is typical
spatio-temporal one with attributes vehicle license, entry (exit) timestamp, and entry
(exit) station. The toll data of three-day vacation includes four modules: ETC and MTC
traffic flow, daily traffic flow statistics, station traffic flow ranking, daily peak hours.
Five corresponding MapReduce jobs are instantiated to execute, and the results are
displayed as defined configuration scripts.

Next, we introduce the configuration process of the tool. (1) Fill in the basic
information of the whole application on the web page, and apply the time range of title,
description and statistics. (2) The number and arrangement of configuration modules

Fig. 3. SMART editor.

Configuration file3 Visualization service Information

22. <view>

23. <form>pie plot</form>

24. <serviceID>d1,d2</serviceID>

25. <data>

26. <input_url>jdbc:mysql://10.61.4.120:3306/hnfreeway</input_url>

27. <tb_structure>tb_PerStaOneDayEM:stationID,date,type,volume</tb_structure>

28. </data>

29. </view>
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and the statistical methods of each module. (3) The third step is to configure the
services used for each module. Taking ETC and MTC traffic statistics as examples, we
first choose the method of pretreatment service. Here we choose according to our
needs. Then, in order to compare traffic flow, two traffic descriptive statistic services are
needed: the spatial dimension of the whole network, the time dimension of one day and
the object type of ETC vehicles and so on. MTC traffic statistics: the spatial dimension
of the whole network, the time dimension of one day, the object dimension of MTC
vehicles. Finally, visualization service method is selected as pie chart. After config-
uring the corresponding services of each module in turn, an application configuration
file is obtained. (4) Submit a complete application configuration file to the engine for
execution, and the results are shown in Fig. 4.

5 Summary

Three services are provided to support the multidimensional analysis of massive
redundant spatial and temporal data. Pretreatment services extract keyword fields,
eliminate erroneous data and correct available data. Descriptive statistic service con-
ducts offline data statistics to obtain statistical results. Visualization services display
statistical results with configurable composite visualized components.

A declarative language script is designed for describing the related information and
service composition of three basic services. The script combines basic services into
data analysis module, and data analysis module into data analysis application.
The platform provides a series of data analysis, which can show some existing data
analysis results, and can also be configured according to the platform to get new data
analysis results.

Fig. 4. An example data analysis application.
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SMART proposes the application of typical descriptive statistical analysis to spatio-
temporal data only by configuration. Practice proves that the method is feasible and
effective.
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Abstract. Unifying information across the organizational data silos
that lack documentation, structure and automated semantic discovery
has been of an intense interest in the recent years. Enterprise knowledge
graph is a common tool of data integration and knowledge discovery and
it has become a backbone to APIs that demand access to structured
knowledge. A piece which was previously unnoticed in building enter-
prise knowledge graph, is adding an abstract layer of themes and con-
cepts which is mapped to various documents stored as semi-structured
files in databases. Augmenting enterprise knowledge graphs by concepts
will help companies to find the trends in their data and get a holistic view
over their entire data stores. Extracting topics from semi-structured data
suffers from lack of corpus or description as its major challenge. In this
research, we investigate the impact of self-supplementation of words and
documents on probabilistic topic modeling upon semi-structured data.
Another contribution of this paper is finding the best tuning of prob-
abilistic topic modeling that fits semi-structured data. The extracted
topics are potential summaries and concepts about the dataset. More-
over, they can be mapped to their sources of origin in order to extend
the enterprise knowledge graph. We consider 2 inferencing techniques
and demonstrate the results on real data pools from Open City data
and Kaggle data containing 7.5 GB and 1.15 GB of data stored in Mon-
goDB collections, respectively. We also propose a selection heuristic for
effective identification of topics hidden in various data sources.

Keywords: Topic modeling · Knowledge graphs ·
Semi-structured data · MongoDB · Gibbs Sampling · Variational Bayes

1 Introduction

In recent years, many organizations have focused on discovering insight from
data that is isolated in various sources. The expensive task of knowledge dis-
covery, performed by data experts, faces several key issues. Analyzing the ever
increasing and rapidly produced amount of data, particularly the data with het-
erogeneous structures, is a true bottleneck. Constructing knowledge graphs is a

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019

Published by Springer Nature Switzerland AG 2019. All Rights Reserved

X. Wang et al. (Eds.): CollaborateCom 2019, LNICST 292, pp. 101–117, 2019.

https://doi.org/10.1007/978-3-030-30146-0_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_8&domain=pdf
https://doi.org/10.1007/978-3-030-30146-0_8


102 N. Abolhassani and L. Ramaswamy

potential solution to this problem. A knowledge graph consists of metadata infor-
mation about the data sources. It holds the relationships and semantics which
is hidden in the raw data. In addition, it can capture data governance and lin-
eage information for security and documentation purposes. In terms of structure,
knowledge graphs are compatible with RDF data model which has an ontology
as its schema. The ontology makes knowledge graphs highly extensible [1].

Integrating information of different files and databases plays a key role in
knowledge graph construction. The information integration, summarizing the
topics (covered in all the collections), and detecting the documents containing
similar themes, make knowledge graph an excellent tool for metadata explo-
ration. Adding these topics to the knowledge graphs is important for monumen-
tal tasks such as finding trends, recommending relevant contents, and getting
insight on the organization’s dataset without reading every document.

Concept extraction and summarization of the growing volume of isolated and
semi-structured data stored in files or NoSQL databases -which is the focus of
this paper- is essential in identifying and connecting contextually related data
elements. These operations, in turn, demand vast amounts of domain knowledge
and complex tools. The following challenges are also faced:

– Schema-less nature of semi-structured data or NoSQL databases leads to seri-
ous difficulties in detecting logical connections and overlaps among different
datasets.

– The data fields has no rich corpus or description and the values are sparse
and distributed among different collections as short strings and numbers.

– The data fields usually do not have the natural structure of a sentence and
they do not have additional context for understanding words.

For example, consider a data analyst who is interested in analyzing the U.S.
cities data stored in various MongoDB collections. MongoDB collections do not
have explicit linkage points and they can store sparse and semi-structured con-
tents. There are thousands of documents covering miscellaneous topics such
as health care facilities, government jobs, health benefits of employees, school,
crime, student loans, local weather archives, etc. Categorizing the dataset to
general topics such as education, employment, weather, and health along with
connecting the topics to their associated data sources summarizes the dataset
contents. The summaries will help the data analyst to get a holistic view about
the dataset and find trends in it. In case of the semi-structured data, most of
the records contain short strings or numerical values and the short terms do
not provide adequate term co-occurrence information. Figure 1 is a sample of a
JSON document describing employee wage’s data of the city San Jose stored in
a MongoDB collection. The same keys are repeated in all documents of the col-
lection and the values are too short to contain enough term co-occurrences. The
other collections that are not about the employee wages have also similar keys
such as name and department. This makes it difficult to distinguish between the
collection themes.

To the best of our knowledge, this work is the first to consider the challenges
of the concept extraction from the semi-structured sparse data. This research
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Fig. 1. Example records of cities’ data set

evaluates the benefits of the concept extraction over real world data for the pur-
pose of knowledge graph construction. Latent Dirichlet Allocation (LDA) [2] is
often used for topic modeling and concept extraction from large corpus of text
documents. However in the case of semi-structured data, scanning files and data
collections word by word does not lead to effective topic extraction using LDA,
because of the lack of enough textual words in the files that convey a specific
concept. Therefore, we design various configurations of words and documents
related to the semi-structured nature of data. The proposed approach is to aug-
ment the base data and emphasize more on descriptive words. Furthermore, we
do a comparative study on the designed word-document configurations in order
to figure out which one creates the appropriate corpus that leads to a correct
topic modeling from semi-structured data. In summary, this paper makes the
following contributions:

– Proposes a corpus self-supplementation approach based on the nature of semi-
structured files in order to solve the short text topic modeling problem.

– Does a comparative study about applying LDA topic modeling based on four
different word and document configurations, two feature extraction methods
and two inferencing algorithms in order to find the best tuning that fits the
semi-structured data.

– Advocates a simple proposed heuristic topic selection approach in order to
choose the best topics from the non-replicable LDA results.

The rest of the paper is organized as follows: In the next section, emerging indus-
trial use cases and related literature are highlighted. In Sect. 3, the preliminary
steps of topic extraction from semi-structured data are explained. Section 4, gives
a detailed description of the concept extraction procedure. Multiple experiments
are run and evaluated in Sect. 5. We conclude the paper with some future works
in Sect. 6.

2 Motivation and Related Work

Developments in the industry research is still ongoing in the data integration
and knowledge discovery field. According to Gartner [3], knowledge graphs are
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included in the hype cycle for blooming technologies. In this section, we cover
some emerging use cases and complementary enterprise knowledge graph tools.
Since concept extraction and topic modeling is a focus of this paper and we
are dealing with the short and sparse data in semi-structured files, a section is
devoted to the related works in short text topic modeling.

2.1 Modern Knowledge Graph Tools

There have been a number of recent developments in metadata integration.
Google Knowledge Graph is a significant example of linked data knowledge bases
that enhances the Web search. It provides a short summary about the searched
topic in a structured format along with a list of contextually related websites.
Knowledge graphs for Web search engines were the inspiration to solve the data
silos integration problem in enterprises. One of these solutions is Google Goods
[4]. It is a platform for metadata integration across heterogeneous datasets of
Google’s data lake. Its main storage is the temporal key-value store, BigTable [5],
that keeps the linkages between datasets as a catalog. Another metadata inte-
gration system is Ground [6], a UC Berkeley developed open-source data context
service, which extracts and manages the metadata over the various versions of
data. A recent development is CoreKG [7,8] which offers a Rest API for extract-
ing metadata, enriching the extracted information by providing more features
(e.g. synonyms and stems), linking the extracted features to the external knowl-
edge bases, and querying data using available data virtualization tools. Where-
Hows [9] is another example of enterprise knowledge graphs. It is a LinkedIn
product which helps employees to find the answers to questions, such as who
owns a workflow, what datasets were aggregated to form a view, when was the
last ETL, where is a specific profile data, and how was the dataset originally
created. The connections to the backend repository of schedulers and a strict
schema context help WhereHows extracts and stores its operational metadata.
In another study, we have introduced UMR [10] which is a metadata integration
platform providing data reconciliation, single logical view, traceability and data
lineage. In UMR, the technical and business metadata is extracted via various
profiler tools. These modern tools cover many aspects of hidden knowledge in
heterogeneous data sources. A missing piece that we are covering in this paper is
adding summaries and concepts about the semi-structured data to the enterprise
knowledge graphs.

2.2 Emerging Use Cases

Concept extraction from semi-structured data introduces several use cases in dif-
ferent industries, specifically, the industries that support enterprise knowledge
graphs. Concept extraction enables companies, such as Amazon that work in
various industries (online shopping, web services, media), to segment their tech-
nical data into each of their sections and products. Categorizing technical data,
which is declared in semi-structured format via clustering it into distinct topical
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groups, provides a logical view about the data and reduces the manual tasks of
data experts.

Figure 2 demonstrates an example knowledge graph which integrates docu-
ment stores containing JSON documents about open city data. The collected
data can help an urban planner understand city’s problems and conduct city
services. There are nodes in the knowledge graph for different collections in
databases (e.g. Police Reports) and different data fields along with their data
types (e.g. Location, String). There are also edges connecting database nodes to
data field nodes and data field nodes to other data field nodes that have overlap-
ping information. In order to query this knowledge graph, the user must know
the address of each data field and its parent database. A single abstract layer
containing the summary of concepts in each data source (e.g. Crime) and con-
necting it to its data source of origin has various benefits. The user can search
for her topic of interest, and the knowledge graph will automatically resolve the
address of its data source (through the dotted lines shown in Fig. 2). Moreover,
the user can get a global view about various data silos and monitor their data
trends.

Fig. 2. Example knowledge graphs augmentation with concepts

Strategic planning and data monitoring are other use cases for the topic
extraction from semi-structured data that exist in any data driven company. An
organization can monitor the state of its semi-structured data and discover the
trends in them more effectively using the discovered topics. There is always a
demand to track documents that relate to decisions and recommendations in
business planning. There are business nodes in an enterprise knowledge graph
which should be linked to their correspondent technical documents. Discovering
the topics and concepts while keeping track of the data sources that contain those
topics connects the business and the technical nodes of an enterprise knowledge
graph.
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2.3 Short Text Topic Modeling

Existing topic modeling approaches such as, LDA and PLSA [11] have shown
great achievements on long texts. However, uncovering the latent topics within
the short and sparse texts which do not have a rich corpus and sufficient word
co-occurrence is challenging. There are some methodologies proposed in the lit-
erature to solve the short text topic modeling problem. In [12] authors clustered
twitter messages based on Probase which is Microsoft’s probabilistic taxonomy
obtained from billions of web pages [13]. They have developed a Baysian infer-
ence model to draw out concepts according to instances and attributes detected
in Probase. Another conceivable approach is to enrich the short texts with aux-
iliary long documents [14]. [15] studies how word embedding for vector repre-
sentation of words based on external knowledge sources like Wikipedia enhances
the extraction of latent topics. However, finding relevant external long docu-
ments are not always feasible. [16] proposes a biterm topic modeling approach
in which the topic assignments are drawn on corpus level distribution instead of
the document level and the unordered biterms of a document are sampled from
the same topics. Another approach is a two phase topic modeling which provides
more autonomous word co-occurrences [17]. In the first phase the short texts are
self aggregated into pseudo-documents generated based upon LDA, and in the
second phase, a word is sampled based on the probability distribution over the
generated pseudo-documents.

The above mentioned short text modeling methodologies were bench-marked
over twitter datasets or news titles that are quite different in structure and con-
text than the semi-structured data. The researches in the literature are usually
using external long knowledge sources which is not always available for domain
specific problems. In this paper, we evaluate LDA topic modeling with different
word and document configurations and corpus self-supplementation based on
the nature of the semi-structured data over MongoDB datasets while proposing
a heuristic topic selection approach.

3 Preliminaries

The Latent Dirichlet Allocation (LDA) topic modeling technique is a generative
probabilistic model where documents of a corpus are assumed to be probability
distributions over latent topics p(z|d) and topics are assumed to be distributions
over words p(w|z) [2]. The model also considers two Dirichlet priors for the
per document topic distribution α and the per topic word distribution β. LDA
uses posterior distribution to uncover the latent variable z which explains the
topic. The following equation shows the LDA posterior distribution of the hidden
variables given the words in the documents.

p(φ1:K , θ1:D, z1:D|w1:D) =
p(φ1:K , θ1:D, z1:D, w1:D)

p(w1:D)
(1)

Where K is the number of topics, D is the number of documents, θ is the
distribution of topics in document d, and φ is the distribution of words in topic
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k. Since the denominator of the above equation is not tractable, the solution is
to approximate the posterior inference. Two representative inferencing method-
ologies in this area are Gibbs Sampling [18] and Variational Bayes [19].

Gibbs Sampling finds the posterior approximation based on an empirical
distribution using Markov Chain Monte Carlo approach. It starts with random
initialization of each word to one of the K topics and it samples a new topic
assignment iteratively using the following equation while it assumes that all topic
assignments except for the current one are correct.

p(zi = k|wi = w, z−i, w−i, α, β) =

n
(d)
k,−i + α

∑K
k′=1 n

(d)
k′,−i + Kα

× v
(k)
w,−i + β

∑W
w′=1 v

(k)
w′,−i + Wβ

(2)

Where zi is word i topic assignment and z−i is all topic assignments to other
words. n

(d)
k,−i is the number of times document d uses topic k excluding the current

assignment and v
(k)
w,−i is the number of times topic k uses word w excluding the

current assignment. The above equation finds how much a document likes topic
k and how much a topic likes word w in each iteration.

Variational Bayes approximates p(z|w) by a simpler distribution q(z) for
which marginalization is tractable. Variational inference turns into an opti-
mization problem which assumes a variational family of distributions over the
latent variables q(z; v). It fits the variational parameters v to be close in Kull-
back Leibler (KL) distance to the exact posterior KL(q||p). It approximates
p(φ, θ, z|w,α, β) with the below equation.

q(φ, θ, z|λ, γ, η) = Πq(φk|λk)Πq(θd|γd)Πq(zd,n|ηd,n) (3)

Where λ, γ, and η are the hidden variables of the variational distribution.
For further theoretical overview on Variational Bayes see [19].

Each input document to the LDA can be represented based on its word
occurrences. Bag of Words (BoW) model and Term Frequency Inverse Document
Frequency (TFIDF) model are two feature extraction methods that convert text
documents to vectors representing the frequency of all the distinct words in
documents. BoW only considers the term frequencies. However, TFIDF reduces
the impact of words with higher frequencies in all documents. Since LDA shows
topics as clusters of high ranked words, the association between a word and its
data source of origin is necessary in building conceptualized layer of enterprise
knowledge graphs. Therefore, another preliminary step to concept extraction is
to store the mapping between the words that are ingested to LDA and their
associated data sources while creating the feature vectors. The concept abstract
layer will be connected to its data source of origin using this association map.

4 Corpus Self Augmentation-Based Topic Extraction

Our framework for concept extraction takes semi-structured data as inputs and
returns a set of ranked word clusters that describe the hidden topics existing in
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the entire dataset. The two novel aspects of the framework are its corpus creation
and topic selection filtering. The corpus creation component results in building
the best corpus that fits the semi-structured nature of data for better topic
modeling and the topic selection filtering finds the most distinctive topic word
clusters. The result concepts can further be visualized using topic visualization
tools such as LDAviz [20]. The framework is illustrated in Fig. 3.

Fig. 3. An overview of the topic extraction framework for semi-structured documents.

Load and Flatten Dataset. This module ingests a variety of semi-structured
datasets such as, JSON, CSV, and etc. Documents in a semi-structured file such
as a JSON document in MongoDB or a column family in HBase can have nested
formats. In a JSON example, a key can hold another set of key value pairs as its
value. In this case, flattening the files can help in reducing the complexity of the
analysis. In our experiments, we focused on MongoDB databases that contain
collections of JSON documents. Therefore, flattening is a mandatory step. For
instance, when we have Key1 with another document as its value containing
two keys called Key2 and Key3, JSON flattening will result in generating new
keys called Key1.Key2 and Key1.Key3. The new generated keys still keep their
unique association to the values in the subsumed document.

Corpus Creation. This component makes different word-document config-
urations. First, each document of the data sources should be scanned, tok-
enized, and normalized. Next, the words and documents should be declared
based on the contents of the semi-structured file. Table 1 shows the LDA con-
figurations which include 4 different word-document settings. In case of Mon-
goDB data, either a document or a collection can be considered as LDA input
document. Attribute names, such as keys in JSON documents can be iden-
tified as words all by themselves. This setting is denoted as Keys-MongoDB
Collection in Table 1. Values subsumed by the keys play a significant role in
finding topics from the data. Therefore, in the other settings we makes long
pseudo documents based on corpus self-supplementation. We take advantage of
adding values to the LDA input words. If a key is appeared in multiple doc-
uments, the key is included once besides all the N values associated with it.
This setting is denoted as 1Key NValue-MongoDB Collection. In this setting, the
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semi-structured document is ingested after the normalization without any corpus
self-supplementation. Corpus self-supplementation is another word-document
configuration which helps in creating long pseudo documents. In this configura-
tion, each value can be accompanied by its key although the same key may appear
in the collection multiple times. 1Key 1Value-MongoDB Collection refers to this
setting. The last configuration is 1Key 1Value-MongoDB Document which takes
all the words of each MongoDB document as input words to LDA. Since keys are
unique in each document, they appear only once in the 1Key 1Value-MongoDB
Document setting. Finally the corpus of words can be vectorized using BoW or
TFIDF models.

Table 1. Summary of 16 different experimental LDA settings. The proposed word-
document configurations are designed for the semi-structured data based on MongoDB
terminology.

Inferencing technique Feature extraction Word-document configuration

Variational Bayes BoW Keys - MongoDB Collection

1Key Nvalues - MongoDB Collection

1Key 1Value - MongoDB Document

1Key 1Value - MongoDB Collections

TFIDF Keys - MongoDB Collection

1Key Nvalues - MongoDB Collection

1Key 1Value -MongoDB Document

1Key 1Value - MongoDB Collections

Gibbs sampling BoW Keys - MongoDB Collection

1Key Nvalues - MongoDB Collection

1Key 1Value - MongoDB Document

1Key 1Value - MongoDB Collections

TFIDF Keys - MongoDB Collection

1Key Nvalues - MongoDB Collection

1Key 1Value - MongoDB Document

1Key 1Value - MongoDB Collections

LDA Topic Extraction. This component runs LDA topic modeling based on
two inferencing methods, Gibbs Sampling and Variational Bayes. The inferencing
methods are well discussed in Sect. 3.

Topic Filter and Selection. The inferencing methods applied to LDA are
based on random initiation. Thus each time LDA is run, it shows different words
in the topic’s top words cluster. We know intuitively that distinct data sources
have higher chance of covering different topics and we want each topic word
cluster to be as distinct as possible from the other topics. Therefore, based on
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the word-data source map, the number of times each data source appears in a
topic’s top word cluster can be calculated. We define the coverage filter as the
set of topics that have minimum similarity in their associated data sources, i.e.:

Coverage = min
∑

i<j

sim(ti, tj) (4)

Where each topic ti = [C1, C2, ..., Cn] and Ck is the number of times data
source k appears in topic ti. Here, n is the number of distinct data sources.
The coverage filter can be applied to the topic results in two ways. In the first
approach, a single LDA run generates a set of top ranked words as topics for the
coverage filter. Afterwards, the filter is applied to all runs one by one and the
run with the highest coverage is selected. In the second approach, all LDA runs
generate sets of top ranked words as topics and then all possible combinations
of sets of top ranked words are generated from the extracted topics. Next, the
coverage filter will find the combination with the highest coverage. Using the
coverage, we filter out the topic word clusters that only select their words from
quite a few data sources and keeps the topic word clusters that covers as many
data sources as possible.

5 Evaluations and Results

In this section, we present the results of running 16 different configurations of
LDA on real world data pools of Kaggle data [21] and Open City data. Table 2
shows some statistics over these datasets. Open City data is collected from 18
different cities of the United States. The collected data is about various topics
such as, employment, crime, schools, and recreations. The dataset is stored in
MongoDB databases as JSON documents and it has a total size of 7.5 GB. The
Kaggle data, which is about movie and political elections, includes various JSON
files stored in MongoDB databases with the total size of 1.15 GB. We compared
the 16 different LDA configurations and the heuristic topic selection using the
precision metric while considering the top 8 words in each topic. The precision
is represented as follows:

Precision =
|top relevant words in all topics|
|top retrievedwords in all topics| (5)

Table 2. Dataset statistics for the experiments

Data source DB size # Collections # Documents

Kaggle data 1.15 GB 12 1, 246, 310

Open city data 7.5 GB 45 5, 823, 732
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(a) BoW feature extraction (b) TFIDF feature extraction

Fig. 4. Evaluation of the experimental analysis based on Variational Bayes Inferencing
on Open City data.

(a) BoW feature extraction (b) TFIDF feature extraction

Fig. 5. Evaluation of the experimental analysis based on Gibbs Sampling Inferencing
on Open City data.

As an alternative evaluation, we compared all of the configurations and the
heuristic topic selection using the UMass coherence proposed by Mimno et al.
[22]. Given the T top words of a topic z the coherence score is defined as:

CoherenceUMass = ΣT
i=2Σ

i−1
j=1log

D(w(z)
i , w

(z)
j ) + 1

D(w(z)
j )

(6)

Where D(w) is the document frequency of term w and D(w,w′) is the number
of documents containing both words w and w′. Based on the above equation,
when the words co-occurred within the same document of the corpus and they
belong to the same topic, the coherence score is high. This metric is more intrinsic
in nature because it compares words of the original corpus and it does not need
any external source of knowledge.

In our experiments, the number of iterations for Gibbs Sampling inferencing
is set to 1000. Each LDA configuration is run for 10 times because the applied
inferencing methods are based on random initiation. The average precision of
the LDA topic modeling based on the Variational Bayes and Gibbs Sampling
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with their associated feature extraction and word-document configurations are
depicted in Figs. 4, 5, 6, and 7. The precisions of the heuristic topic selection
which belong to the run with the highest coverage and the topic combination
with the highest coverage are also shown along with the average precision.

(a) BoW feature extraction (b) TFIDF feature extraction

Fig. 6. Evaluation of the experimental analysis based on Variational bayes Inferencing
on Kaggle data.

(a) BoW feature extraction (b) TFIDF feature extraction

Fig. 7. Evaluation of the experimental analysis based on Gibbs Sampling Inferencing
on Kaggle data.

Keys in JSON files, headers in CSV files, column names in columnar
databases, and elements in XML files, summarize the meaning of their sub-
sumed content. The subsumed contents can be numbers, named entities, and
short text descriptions. Therefore, corpus self-supplementation, which is accom-
panying keys with values as the input words of the LDA topic modeling for
semi-structured data, shows higher precision in our results compared to the
1Key NValue-MongoDB Collection in which the semi-structured document is
ingested as it is. The high precision of Keys - MongoDB Collection corpus also
is a proof of the impact of Keys in the quality of topic extraction. The exper-
iments show lower average precision when key and values both are considered
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as words (1Key 1Value) and MongoDB documents are considered as LDA doc-
uments compared to the case where MongoDB collections are LDA documents
with the same word configuration. The reason is considering MongoDB docu-
ments as LDA documents results in fewer words in each document of the corpus.

The TFIDF feature extraction reduces the impact of words such as, id which
occur in most of the collections and have less semantical value. However, the
precision of the configurations which include TFIDF approach are lower than the
precision of BoW model in all the different setting. TFIDF feature extraction is
slightly shrinking the corpus and this can justify the result. The results also show
better precision for average Gibbs Sampling inferencing compared to average
Variational Bayes. Figures 4, 5, 6, and 7 also demonstrate the precision of our
heuristic topic selection approach which is even more than the average precision
or very close to it in all of our experiments. This proves that the LDA results
which cover heterogeneous data sources define more reasonable topics.

(a) Open City Data (b) Kaggle Data

Fig. 8. Coherence evaluation of the two approaches of implementing topic selection
heuristic compared to the average coherence upon the 16 different topic modeling
configurations.

Figure 8 shows the coherence result of the two datasets. In both of the
datasets, the second approach of implementing the heuristic topic selection which
finds the best topic combination from the LDA models generated from all runs
demonstrates the best coherence. The minimum (worst) coherence among all the
16 different LDA configurations belongs to the 1Key NValue-MongoDB Collec-
tion in which the semi-structured document is ingested as it is without any
self-supplementation.

Tables 3 and 4 illustrate the top words of LDA topic modeling approach
for both datasets. In Open City data, Variational Bayes inferencing and BoW
feature extraction along with the 1Key 1Value-MongoDB Collection corpus self-
supplementation resulted in the best topics. The top selected words of each topic
can clearly show a distinct concept. Topic 1 can be labled as school, topic 2 as
crime, topic 3 as recreation/park, and topic 4 as employment. In Kaggle data,
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Table 3. Topics learned from the best LDA configuration with the highest data source
coverage on Open City data. Configuration: Variational Bayes inferencing, BoW feature
extraction, 1Key 1Value - MongoDB Collection

Topic1 Topic2 Topic3 Topic4

id id Park Total

School Type id id

Address Address Objectid Job

Objectid Victim Zone Contribution

Elementary Offense Thegeom Department

City Name Acre Name

X Crime Parkname Code

Name Date Location Pay

Variational Bayes inferencing and BoW feature extraction along with the Keys-
MongoDB Collection resulted in the best topics. The top selected words of each
topic can again show a distinct concept. Topic 1 can be labled as movie, and
topic 2 as election.

Table 4. Topics learned from the best LDA configuration with the highest data source
coverage on Kaggle data. Configuration: Variational Bayes inferencing, BoW feature
extraction, Keys - MongoDB Collection

Topic1 Topic2

id Index

Rating Election

Year Fair

Runtime Voter

Genre Vote

Director Electoral

Score Law

Title Ballot

Table 5 shows precision and elapsed running time of the two of the word-
document settings that resulted in the highest precision among the average of
10 runs. This table captures the trade off between running time and precision
of the two evaluated inferencing techniques. Although Gibbs Sampling perform
with higher quality, it takes longer than the Variational Bayes to run. Table 5
compares only 4 of the experiments. However, Variational Bayes has almost
50% time performance improvement in the average case of all the 16 different
settings compared to Gibbs Sampling. According to the results shown in Figs. 4,
5, 6, and 7 and the running time performance, Variational Bayes accompanied
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by the BoW feature extraction and the topic selection heuristic filter (the second
implementation approach which find the best topics combination) provide the
high quality tuning for LDA with more time efficiency.

Table 5. Average running time and average precision of the best performing algorithms
for each scenario

Setting Precision Elapsed time (Seconds)

Kaggle data Open city data Kaggle data Open city data

Variational Bayes Keys

MongoDB Collection BoW

81% 71% 0.54 1.94

Gibbs Sampling Keys

MongoDB Collection BoW

87% 88% 30.90 30.96

Variational Bayes lKey lValue

MongoDB Collection BoW

68% 73% 8.36 58.02

Gibbs Sampling lKey lValue

MongoDB Collection BoW

68% 73% 33.09 58.62

6 Conclusion and Future Work

In light of the results presented in Sect. 5, we conclude that the LDA model
performs with the highest precision (above 80%) for semi-structured data when
considering keys only as the words. The second highest precision is provided when
using the corpus self-supplementation. It allows more impact on the keys while
considering their subsumed values from an entire collection. This configuration
accompanied by BoW model has an average precision of 73% on the Open City
data. The heuristic coverage filter for topic selection also improves the precision
to 90%. Regarding the inferencing techniques, we often see higher precision for
Gibbs Sampling. However, the Variational Bayes inferencing is more time effi-
cient and has almost 50% time performance improvement in the average case of
all the 16 different settings. The trade off between the precision and the time per-
formance in Variational Bayes and Gibbs Sampling upon semi-structured data
match the results of the same techniques upon the unstructured data in the lit-
erature. The results also show the same trends on the Kaggle dataset regarding
the precision and time performance.

Considering the fact that we have the word-data source mapping as explained
in the preliminary step, each topic can be connected to its relevant data sources
when we build an enterprise knowledge graph. This work has applications in
recommendation systems and data trend discovery. It also allows enterprises to
explore and understand their large scale semi-structured data with less effort.
Our research in finding optimal concept extraction approach for semi-structured
data has been very promising and can add another level of knowledge to the
knowledge graph systems. However, an engaging direction for future work is
adding state-of-the-art automatic topic labeling to our framework for describing
the cluster of words selected as concept representatives in a more extensive way.
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Abstract. We design and analyze collaborative contextual combinatorial cascad-
ing Thompson sampling (C4-TS). C4-TS is a Bayesian heuristic to address the
cascading bandit problem in the collaborative environment. C4-TS utilizes poste-
rior sampling strategy to balance the exploration-exploitation tradeoff and it also
incorporates the collaborative effect to share information across similar users.
Utilizing these two novel features, we prove that the regret upper bound for C4-
TS is Õ(d(u +

√
mKT )), where d is the dimension of the feature space, u is

the number of users, m is the number of clusters, K is the length of the rec-
ommended list and T is the time horizon. This regret upper bound matches the
theoretical guarantee for UCB-like algorithm in the same settings. We also con-
duct a set of simulations comparing C4-TS with the state-of-the-art algorithms.
The empirical results demonstrate the advantage of our algorithm over existing
works.

1 Introduction

Most recommendation systems recommend an ordered list of candidate items to users
due to the limited space. The user examines the recommended list sequentially, clicks
on the first satisfying item and stops examining further. The click of the user reveals
that the items before the clicked item are not satisfying and the items after the clicked
item are unexamined. The recommendation systems observe this feedback and adjust
its recommendation strategy accordingly. This kind of interaction is often formulated
as the cascading model, which is simple, intuitive and effective in characterizing user
behaviours.

We consider the contextual combinatorial cascading model in a collaborative envi-
ronment. In the stochastic contextual settings, the expected reward of an item is assumed
to be a linear function of the item features and a stationary but unknown user vector.
At each time step, the learning agent recommends a combination of items to the user. It
then observes the cascading feedback of the user and adjusts its recommendation strat-
egy accordingly. The goal of the learning agent is to maximize the cumulative reward
in T rounds. As the expected rewards of the items are unknown to the learning agent,
it has to balance between exploring new information to improve future performance
and exploiting the best empirical items so far. This tradeoff is modelled by the ban-
dit problems which have been well studied in the literature. While effective, standard
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bandit algorithms often work in a content-dependent regime, so that any collabora-
tive effects among users are ignored. This drawback hinders the practical deployment
of bandit algorithms in highly dynamic and large-scale domains, in which incorporat-
ing collaborative effects often helps to accumulate information more efficiently. Thus,
exploiting collaborative effects into bandit algorithms can be one of the most promis-
ing approaches to further improvement of the recommendation performance. But it also
raises new challenges in the design and analysis of the algorithm.

In this paper, we propose collaborative contextual combinatorial cascading Thomp-
son sampling (C4-TS) algorithm. Following the approaches in [8,13], C4-TS maintains
a dynamic graph to represent the partition of users. If two users are connected, they are
considered to be in the same cluster. The graph is fully-connected at the beginning, and
the edges are gradually removed as the algorithm accumulates more information about
user preference. At each round, the algorithm considers both the historical feedbacks of
the user and the collaborative information to make decisions. It applies posterior match-
ing strategy by recommending the items according to their probability of being optimal.
The feedback of the users is then used to update the user vector and the graph.

Our algorithm is based on Thompson sampling because of its advantage over UCB
in both empirical performance [5,6,15,17,18] and computational efficiency [3,16].
Although the regret upper bound of UCB-like algorithm in similar settings has been
studied [13], the randomness of Thompson sampling presents additional challenges.
Under some reasonable assumptions, we utilize the matrix martingale theory to bound
the variance of the reward estimator and quantify the exploration-exploitation tradeoff.
We prove an upper bound of Õ(d(u +

√
mKT )) for the expected cumulative regret,

where u is the number of users,m is the number of clusters, d is the dimension of feature
space, K is the length of the recommended list, and T is the time horizon. The notation
Õ ignores dependence on the logarithmic factors. This bound matches the regret upper
bound for UCB-like algorithm. We also conduct experiments on a synthetic dataset to
demonstrate the advantage of the model and algorithm over existing studies.

The rest of this paper is organized as follows. Section 2 introduces the related
works in similar settings. Section 3 introduces the basic model settings (learning model,
notations and assumptions) and presents a detailed description of C4-TS algorithm.
Section 4 provides the theoretical analysis of its regret bound. Section 5 reports the
result of simulations. Section 6 concludes this paper.

2 Related Work

Cascading bandit was first introduced by Kveton and Branislav [10]. They also pro-
posed CascadeUCB1 and CascadeKL-UCB to solve the problem and provided gap-
dependent regret upper bound of the algorithms. The regret upper bound of CascadeKL-
UCB matches the lower bound of the problem within a logarithmic factor. Zong and
Ni [18] then generalized the cascading bandit with linear payoff and proposed Cas-
cadeLinUCB and CascadeLinTS. They also provided an upper bound on the regret
of CascadeLinUCB and suggested that the same theoretical guarantee should hold for
CascadeLinTS. The work [12] by Li and Wang generalized the contextual combinato-
rial cascading setting with position discounts and more general reward functions and
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provided a similar theoretical guarantee. The first theoretical analysis of Thompson
sampling for non-contextual cascading bandit is provided by Cheung and Tan [6]. They
proved that the regret upper bound of CascadeTS matches the state-of-the-art regret
bounds for UCB-like algorithms.

Beyond the general settings of cascading bandit and Thompson sampling, our work
is also closely related to the dynamic clustering of bandits. Clustering over bandits to
utilize collaborative information has been studied in a series of works. These works
are based on the assumption that the algorithm servers a large set of users and these
users can be partitioned into several groups. All users in the same group can share
feedbacks to facilitate customizing personal recommendation. The work [8] first con-
sidered online clustering of contextual bandits. It used the confidence interval of the
user vector to estimate user similarity and share information across similar users. The
work [14] incorporates dynamic clustering to divide users into groups and customizes
the bandits to each group. They first used the K-means clustering algorithm within the
contextual bandit framework. In [19], the authors developed a collaborative contextual
bandit algorithm and leveraged the adjacency graph to share information and feedbacks
among similar users while online updating. In [11], the authors extended the work [19]
by performing online clustering at both the user side and the item side. They also used
a sparse graph to represent the clusters to avoid expensive computation. The work [7]
considered a variant of online clustering where the clusters over users are estimated in
a context-dependent manner.

The most similar work to ours is [13]. In this paper, the authors first formulated the
problem of dynamic clustering of contextual cascading bandits. They designed UCB-
like algorithm CLUB-cascade to address the problem and provided an upper bound for
its cumulative regret. Our work is based on Thompson sampling which tends to out-
perform UCB-like algorithms empirically [18]. We also give an alternative proof of the
convergence rate of online clustering and provide a theoretical analysis of Thompson
sampling in the contextual cascading settings.

3 Preliminaries

3.1 Problem Settings

We first formulate the collaborative contextual combinatorial cascading problem. In
this problem, there are u users and these users can be partitioned into m clusters where
n � m. The clusters are fixed but unknown to the learning agent. All users in the same
cluster share the same preference which is encoded by a user vector θ ∈ R

d. For any
users i and j, if they are not in the same cluster, then ‖θi − θj‖ ≥ γ.

At each round t, the learning agent interacts with user it to customize personal rec-
ommendation. It first selects an ordered list of items Xt = (Xt,1,Xt,2, ...,Xt,k) from
item set X ⊂ R

d to recommend. The user checks the recommended list sequentially,
clicks the first satisfying item and stops checking further. The learning agent observes
the index of the clicked item Ct. It reveals that the first Ct − 1 items are not satisfy-
ing, the payoff of the Ct-th recommended item is 1, and the rest items are not checked
by the user. If no item is clicked, the observed payoff will be Ct = ∞. The observed
payoff r(x) of an item x is generated by sampling from a Bernoulli distribution with
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mean E[r(x)]. The expected reward E[r(x)] of an item x is calculated by a linear func-
tion E[r(x)] = xT θ. We assume that the probability of the user clicking each item is
independent. Thus, the expected reward of a list X is

E[r(X)] = 1 −
∏

x∈X

(1 − xT θ).

It is worth noting that rearrangement of the items does not change the expected
reward of a list. We define the optimal item list X∗ as the list with maximum expected
reward X∗ = argmaxX⊂X E[r(X)].

The instantaneous expected regret R(t) at round t is defined as the gap between the
expected reward of the optimal item list and that of the recommended list. The objective
of the algorithm is to minimize the expected cumulative regret in T rounds:

E[R(T )] = E[
T∑

t=1

(r(X∗) − r(Xt))],

where the expectation is taken over the randomness in selecting the recommended list
Xt and the noise of the feedbacks.

3.2 Notations

We use ‖x‖p to denote the p-norm of x ∈ R
d. For matrix M ∈ R

d×d and vector
x ∈ R

d, we denote by ‖x‖M =
√

xT Mx the weighted 2-norm. We use λmin(M) and
λmax(M) to denote the smallest and the largest eigenvalue of matrix M respectively.

Assumption 1 (Contextual vector and user vector). The contextual vectors and the user
vector are in a closed subset of Rd such that 0 < ||x||22 ≤ 1 for all x ∈ X and θ. This
assumption is required so that the regret bound does not depend on the scale of the
vectors. If 0 < ||x||22 ≤ L, the regret bound would increase by a factor L.

Assumption 2 (Eigenvalues). For any round t, there exists a constant λmin such that
∀t, λmin ≤ λmin(E(xtx

T
t )). In standard contextual bandit algorithms, this assumption

is often violated. The probability of selecting the optimal item will be 1 after enough
rounds. Thus the smallest eigenvalue will be λmin(E[xtx

T
t ]) = λmin(x∗x∗T ) = 0. But

in cascading settings, if the expected reward of the optimal item is smaller than 1, then
the suboptimal items will be checked by the user with at least constant probability, thus
λmin(E[xtx

T
t ]) > λmin is a reasonable assumption.

3.3 Collaborative Contextual Combinatorial Cascading Thompson Sampling

Our algorithm maintains a posterior distribution N (θ̂t, Vt) of user vector θ for each
user. The posterior distribution is updated with the recommended lists and the feed-
backs. Let (X1,X2, ...,Xn) be the sequence of lists recommended to one user and
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(C1, C2, ..., Cn) be the observed rewards until round t , the posterior distribution of
user vector θ at round t + 1 is N (θ̂t, V

−1
t ), where Ki = min(K,Ci) and

Vt =
n∑

i=1

Ki∑

k=1

Xi,kXT
i,k, ft =

n∑

i=1

Ki∑

k=1

XT
i,kI{k = Ci}, θ̂t = (λI + Vt)−1ft. (1)

Our algorithm also maintains an undirected graph Gt(|u|, Et) to store the clus-
ter information. The graph is initialized as a fully-connected graph and the edges are
removed gradually. At each round t, the algorithm first selects a user it to serve. It then
finds the connected component set of it in graph Gt−1, which is referred to as Mt. The
posterior distribution is then calculated by all the checked items and the feedbacks of
the cluster Mt. The algorithm then samples θ̃it,Mt

from the distribution and generates
the list by Xt,k = maxx∈X\{Xt,1,Xt,2,...Xt,k−1}xT θ̃it,Mt

. The algorithm then observes
the feedback of the user and updates the user vector and the graph respectively.

Theorem 1. For the collaborative contextual combinatorial cascading bandit problem,
under Assumptions 1 and 2, the expected regret bound for C4-TS algorithm within time
horizon T is

E[R(T )] = O(d
√

mKT lnKT + ud ln duT )

Algorithm 1. C4-Thompson sampling
Input: Set of items X , λ, α, β > 0
Init: G0 = (|u|, E0) is a fully-connected graph over the user set |u|, for any user i ∈ [u],
fi,0 = 0d, Vi,0 = λId, θ̂i,0 = (Vi,0 + λI)−1fi,0.
for t = 1, 2, 3..., T do

Select user it to serve and find the user set Mt ⊂ |u| from graph Gt−1 so that all users
in Mt are connected to it

Compute the following variable:
Vit,Mt = λI +

∑
j∈Mt

Vj,t−1

fit,Mt =
∑

j∈Mt
fj,t−1

θ̂it,Mt = V −1
it,Mt

fit,Mt

Sample θ̃it,t from distribution N (θ̂it,Mt , αV −1
it,Mt

)
for k ∈ [K] do

Extract Xt,k = argmaxx∈X\{Xt,1,Xt,2,...Xt,k−1}xT θ̃it,t
end for
Recommend list Xt to user it and observe payoff Ct

Set rt = I(Ct ≤ K) and Ct = min(Ct, K)
Update fit,t, Vit,t, θ̂it,t and Nit,t as in Equation (1)
for l ∈ [u] do

if ‖θ̂it,t − θ̂l,t‖2 ≥ β(

√
1+ln(1+Nit,t

)

1+Nit,t
+

√
1+ln(1+Nl,t)

1+Nl,t
) then

Delete the edges (it, l) ∈ Et−1

end if
end for

end for
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4 Regret Analysis

4.1 Proof Outline

The proof of Theorem 1 can be split into two parts. In the first part, we bound the
expected number of rounds the algorithm need to partition the users into the right
clusters, which is O(ud ln duT ). In the second part, we prove that when the users are
correctly partitioned, the expected regret bound is O(d

√
mKT lnKT ). Thus the total

regret is E[R(T )] = O(d
√

mKT lnKT + ud ln duT ).
We follow three steps to show that the algorithm needs at mostO(ud ln duT ) rounds

to partition the users into the right clusters. First, we notice that for any user, the 2-norm
distance between θ̂t and θ decreases very fast [13]:

‖θ̂t − θ‖22 ≤ ‖θ̂t − θ‖2Vt−1

λmin(Vt−1)
= O(

d lnNt−1

Nt−1
),

where ‖θ̂t − θ‖2
V −1
t−1

is the weighted 2-norm and λmin(Vt−1) is the smallest eigenvalue

of matrix Vt−1. Second, we prove that under Assumption 2, the smallest eigenvalue of
the cumulative matrix Vt−1 grows linearly with the number of checked arms Nt−1 =∑t−1

i=1 Ci with high probability. Third, we model Ct as a truncated Poisson variable
and show that after serving the user for O(d lnudT ) rounds, the confidence interval for
user vector will be smaller than γ/2, where the γ is the constant in the assumption of
clusters. Thus, after O(ud lnudT ) rounds, the edges between different clusters will be
removed.

After the clusters are correctly partitioned, the recommendation is based on the
estimates of cluster vector and its covariance matrix. We follow three steps to bound
the expected cumulative regret up to round T . First, we define event Fk = {the k-th
item in Xt is examined} for any time t and k ∈ [K], and decompose the regret as [18]:

E[R(t)] ≤ E[
K∑

k=1

I(Fk)(r(X∗
k) − r(Xt,k))]

Thus, the instantaneous regret can be bounded by the difference between expected
rewards of the best items and the checked items. Second, We define event Eμ(t), Eθ(t)
and prove that these events happen with high probability. If both events are true, we
further decompose the regret as

E[R(t)] ≤ E[
Ct∑

k=1

(αt + βt)(st(X∗
k) + st(Xt,k))],

where st(x) = ‖x‖Vt−1 .
Finally, we show that under assumption 2, the smallest eigenvalue of the matrix

Vt−1 grows linearly with the number of items the user has observed, which is
referred to as Nt−1 in the algorithm. We can then prove that the sum of the variance∑T

t=1

∑Ct

k=1 st(X∗
k) is of order

√
dKT lnKT . Then, substituting this result along with

Lemma 2, we obtain the desired expected regret bound:

E[R(T )] = O(d
√

mKT lnKT + ud ln duT )
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4.2 Proof of Part 1

Definition 1. DefineEλ(t) as the event that the smallest eigenvalue of Vt grows linearly
with Nt, where Nt is the number of checked items after t rounds. Formally, define Eλ(t)
as the event that

λmin(Vt) ≥ 1/2Nt · λmin, ∀Nt ≥ (
8

λ2
min

+
4

3λmin
) ln

dut2

δ
,

We prove that event Eλ(t) holds with probability at least 1 − δ
ut2 by substituting

δ = δ′/ut2 into Lemma 6.

Definition 2. Define Eθ(t) as the events that the estimator θ̂ is close to its real value θ.
More precisely, define Eθ(t) as the event that

|θ̂t+1 − θ|Vt
≤ αt,

where αt(δ) = R
√

d ln ut2(1+Nt/λ)
δ +

√
λ.

We prove that event Eθ(t) holds with probability at least 1 − δ
ut2 by substituting

δ = δ′/ut2 into Lemma 5.
If the events Eλ(t) and E

θ(t) both hold for all users, then for any user,

‖θ̂t+1 − θ‖2 ≤ ‖θ̂t+1 − θ‖Vt√
λmin(Vt)

≤
√
2αt√

Ntλmin

≤ γ

2
,

where the last inequality is valid when

Nt ≥ 8d
λminγ2

ln
uT 2

δ
.

Combining with the condition in Eλ(t), it is required that

Nt ≥ max{ 8d
λminγ2

ln
uT 2

δ
, (

8
λ2

min

+
4

3λmin
) ln

duT 2

δ
}.

If the user has been served in t rounds, where

t ≥ 2K2

q2
ln

8duT

δ
+

2
q
{ 8d
λminγ2

ln
uT 2

δ
, (

8
λ2

min

+
4

3λmin
) ln

duT 2

δ
} := t0,

the algorithm will be able to partition the user into the real cluster with probability at
least 1 − 4δ/u. The above inequality is proven by modeling Ct as a truncated Poisson
variable with mean q where q = O(K/p). And the lower bound of t is calculated by
using Lemma 4.

It reveals that the after ut0 rounds, the user clusters are correctly partitioned with
probability at least 1 − 4δ. Thus the cumulative regret before all the users are correctly
partitioned is

E[R′(T )] = O(ud ln duT )
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4.3 Proof of Part 2

After the users are correctly clustered, the information learned by a user is shared by
all users in the same cluster. And the users in different clusters are independent. We
consider the cumulative regret of one cluster. Suppose the users in the cluster are served
in T rounds.

Following the previous approach [10,11], we rearrange the elements of the optimal
list X∗ so that if x ∈ X∗ and x ∈ Xt, then index(X∗, x) = index(Xt, x). Under this
arrangement, for all round t,

∀k ∈ [K], X∗T
k θ ≥ XT

t,kθ and X∗T
k θ̃t ≤ XT

t,kθ̃t.

The algorithm uses the user feedbacks and contextual vector to update the estimator
θ̂t and the covariance matrix V −1

t . As the algorithm accumulates more information
each round, θ̂ approaches θ gradually and the variance of expected reward of each item
decreases. If θ̃, θ̂, and θ are close enough, the algorithm is likely to select the optimal
list and the regret can be bounded by the variance. This intuition leads to the definition
of the following two events.

Definition 3. Define E
θ(t) and E

μ(t) as the events that xT θ̂t and xT θ̃t are concen-
trated around xT θ and xT θ̂t respectively. Formally, define Eθ(t) and E

μ(t) as

Event E
θ(t) : ∀x ∈ X : |xT θ̂t − xT θ| ≤ αtst(x)

Event E
μ(t) : ∀x ∈ X : |xT θ̃t − xT θ̂t| ≤ βtst(x),

where αt(δ) = R
√

d ln t2(1+Nt/λ)
δ +

√
λ, βt =

√
4d ln t

δ and st(x) = ‖x‖V −1
t−1

.

We prove in Lemma 5 that both events hold with probability at least 1−δ/t2. And if
events Eμ(t) and E

θ(t) are both true, the instantaneous expected regret can be decom-
posed as:

E[R(t)] = E[
∏

k∈[K]

(1 − r(X∗
k)) −

∏

k∈[K]

(1 − r(Xt,k))]

≤ E[
K∑

k=1

[
k−1∏

j=1

(1 − r(Xt,j))](r(X∗
k) − r(Xt,k))]

≤ E[
K∑

k=1

I(Ft,k)(r(X∗
k) − r(Xt,k))]

≤ E[
K∑

k=1

I(Ft,k)(αt + βt)(st(X∗
k) + st(Xt,k))], (2)

where Ft,k is defined as the event that the item Xt,k is checked by the user. Equation
(2) is by

r(X∗
k) − r(Xt,k) ≤ (X∗T

k − XT
t,k)θ̃t + (αt + βt)(‖X∗

k‖V −1
t−1

+ ‖Xt,k‖V −1
t−1

)

≤ (αt + βt)(st(X∗
k) + st(Xt,k)).
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If event Eλ(t) holds, then the expected cummulative regret is

E[R(T )] ≤
T∑

t=1

E[
K∑

k=1

I(Ft,k)(αt + βt)(st(X∗
k) + st(Xt,k))]

≤ (αT + βT )
T∑

t=1

E[
Ct∑

k=1

st(X∗
k) + E[

Ct∑

k=1

st(Xt,k)]

≤ (αT + βT )(
√

2d
λmin

(2
√

TK lnTK + K) +

√
2dTK ln(1 +

KT

λd
)).

(3)

If event Eλ(t) is true for any round t, then λmin(Vt−1) ≥ 1/2Nt−1λmin. It implys

that for any item x ∈ X , ‖x‖V −1
t−1

≤
√

2d
Nt−1λmin

, where Nt−1 =
∑t−1

i=1 Ci is number

of checked items. Thus applying Lemma 7, we get that

T∑

t=1

Ct∑

k=1

st(X∗
k) ≤

√
2d

λmin
(C1 +

T∑

t=2

Ct√∑t−1
i=1 Ci

)

=
√

2d
λmin

(
√
2KT lnKT + K).

And the second term of Eq. (3) follows from Lemma 2.
Substituting the value of αT and βT in E[R(T )], we obtain that for one cluster, if

the users in the cluster are served in T rounds, the cumulative regret is:

E[R(T )] = O(d
√

KT lnKT ).

Suppose the users are partitioned into m clusters and each cluster is served in
T1, T2, ..., Tm rounds where

∑m
i=1 Ti = T , the total regret is

E[R′′(T )] =
m∑

i=1

E[R(Ti)]

≤ d lnKT

m∑

i=1

Ci

√
KTi

= O(d
√

mKT lnKT )

Combining the results of part 1 and part 2 completes the proof of Theorem 1.

4.4 Technique Lemmas

In this section, we introduce the technique lemmas used in the proof of Theorem 1.

Lemma 1. (Confidence Ellipsoid [1]). Let (xt : t ≥ 0) be a sequence of d-dimensional
vectors and ‖xt‖2 ≤ 1. Let rt = xT

t θ+εt where εt isR-sub-Gaussian for some constant
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R, Vt = λI +
∑t

i=1 xtx
T
t and θ̂t = V −1

t

∑t
i=1 xiri. Then, for any 0 < δ < 1 and

t ≥ 1,

||θ̂t − θ||Vt
≤ αt(δ)

holds with probability at least 1 − δ, where

αt(δ) = R

√
d ln

1 + t/λ

δ
+

√
λ.

Lemma 2. (Sum of standard deviation [13]). Let λ > 1, for any sequence
(X1,X2, ...,XT ), let Vt = λI +

∑t
i=1

∑Ct

k=1 Xi,kXT
i,k where Ct ≤ K. Then

T∑

t=1

Ct∑

k=1

‖Xt,k‖V −1
t−1

= O(

√
dTK ln(1 +

TK

λd
)).

Lemma 3. (Azuma-Hoeffding inequality [4,9]). If (Yt : t ≥ 0) is a super-martingale
process, and for all t ∈ [T ], |Yt+1 − Yt| ≤ ct for some constant ct, then for any a ≥ 0,

P (YT − Y0 ≥ a) ≤ 2e
− a2

2
∑T

t=1 c2t .

Lemma 4. (Sum of variables) Let (Ct : t ≥ 1) be a sequence of truncated Poisson
variables with mean 1 ≤ qi ≤ K and q = mini∈[t]{qi}. Let δ > 0 and B > 0, then

t∑

i=1

Ci ≥ B

holds for all t ≥ 2B
q + 2

q2 k2 ln 2
δ with probability at least 1 − δ.

Proof. We construct a super-martingale process by defining Xi = Ci − qi and Yi =∑i
j=1 Xj . By the Azuma-Hoeffding inequality (Lemma 3), we obtain that for all t ≥

2B
q + 2

q2 k2 ln 2
δ ,

P (
t∑

i=1

Ci ≤ B) = P (
t∑

i=1

(qi − Ci) ≥
t∑

i=1

qi − B) ≤ 2e− (tq−B)2

2tk2 ≤ δ.

Lemma 5. (High probability property of the events). For all t and 0 < δ < 1, event
E

μ(t) happends with probability at least 1 − δ
t2 . And for any possible filtration event

E
θ(t) happens with probability at least 1 − 1

t2 .

Proof. The proof of this lemma follows from previous work on linear Thompson sam-
pling [3]. The high probability property of Eμ(t) is proven by applying the concentra-
tion inequality stated as Lemma 7 in [1]. The probability bound for Eθ(t) is obtained
by applying the concentration inequality of Gaussian random variables [2].
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Lemma 6. (Lower bound of the smallest eigenvalue of sum of hermitian matrices). Let
(xtx

T
t : t ≥ 1) be a sequence of d × d matrices generated sequentially from random

distribution xtx
T
t ∈ R

d×d. Suppose that for all t, E[xtx
T
t ] is full rank Hermitian matrix

and E[xtx
T
t ] ≥ λmin (Assumption 2) and ‖x‖ ≤ 1 (Assumption 1). Let Vt =

∑
t xtx

T
t ,

then for any t ≥ ( 8
λ2
min

+ 4
3λmin

) ln d
δ , event λmin(Vt) ≥ 1/2tλmin holds with proba-

bility at least 1 − δ.

Proof. We first define three random sequences:

Xt = E[xtx
T
t ] − xtx

T
t

Yt =
t∑

k=1

Xk =
t∑

k=1

E[xkxT
k ] −

t∑

k=1

xkxT
k

Wt =
t∑

k=1

Ek−1[X2
k ].

As EXt = E[E[xtx
T
t ] − xtx

T
t ] = 0, Yt is a matrix martingale whose values are

Hermitian matrices with dimension d × d and Xt is the difference sequence. Note that
λmax(Xt) ≤ 1, then by the Matrix Freedman’s inequality, for any a and b:

P(λmax(Yt) ≥ a and λmax(Wt) ≤ b) ≤ d · exp− a2/2
b+a/3 .

We define that Vt =
∑t

k=1 xkxT
k and Gt =

∑t
k=1 E[xkxT

k ], then Vt + Yt = Gt.
By the Wely’s Theorem λmin(Vt) + λmax(Yt) ≥ λmin(Gt), then

P(λmin(Vt) ≥ 1
2
tλmin) ≥ P(λmin(Gt) − λmax(Yt) ≥ 1

2
tλmin)

= P(λmax(Yt) ≤ λmin(Gt) − 1
2
tλmin)

= 1 − P(λmax(Yt) ≥ λmin(Gt) − 1
2
tλmin)

≥ 1 − P(λmax(Yt) ≥ 1
2
tλmin) (4)

= 1 − P(λmax(Yt) ≥ 1
2
tλmin and ‖Wt‖ ≤ t) (5)

≥ 1 − d · exp(− λ2
mint2/8

t + 1/6λmint
).

Equation (4) holds because of the assumption that λmin(E[xtx
T
t ]) ≥ λmin and

the Wely’s inequality and Equation (5) holds because of the fact that λmax(Wt) =
λmax(

∑t
k=1 E[(xkxT

k )
2] − E[xkxT

k ]
2) ≤ t holds with probability 1.

Thus, for any t ≥ ( 8
λ2
min

+ 4
3λmin

) ln d
δ , P(λmin(Vt) ≥ 1/2tλmin) ≥ 1 − δ, which

completes the proof.

Lemma 7. Suppose S = (at : t ∈ [T ]) is a finite sequence of positive integer and
1 ≤ ai ≤ K for any i ≤ T . Let f(S) = a1 +

∑T
t=2

at√∑t
j=1 aj

. Then, f(S) =

O(K +
√

KT lnKT ).
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Proof. We first prove that for any sequence S1 = (a1, a2, ..., aT ), if there exist 1 ≤
i ≤ T that ai ≥ ai+1, we can switch these two elements ai+1 and ai so that we get
another sequence S2 = (a1, a2, ..., ai+1, ai, ...aT ) and f(S2) ≥ f(S1). We set that∑i−1

j=1 aj = M , then

f(S2) − f(S1) =
ai+1√

M
+

ai√
M + ai+1

− ai√
M

− ai+1√
M + ai

=
ai+1 − ai√

M
+

ai√
M + ai+1

− ai+1√
M + ai

We define a function g(x) = 1√
M+x

, as g′′(x) = 3
4 (M + x)−

5
2 ≥ 0, g(x) is a

convex function. Then,

∀x1, x2 ≥ 0 and t ∈ [0, 1], g(tx1 + (1 − t)x2) ≤ tg(x1) + (1 − t)g(x2).

We substitute x1 = 0, x2 = ai+1, t = 1 − ai/ai+1 into above inequality, and we
obtain

g(ai) ≤ (1 − ai

ai+1
)g(0) +

ai

ai+1
g(ai+1)

Thus,

ai+1√
M + ai

≤ ai+1 − ai√
M

+
ai√

M + ai+1

,

so that f(S2) ≥ f(S1).
For any sequence S, if the elements of the sequence are fixed, we can recursively

switch the elements to get the maximum value of f(S). The maximal value is obtain
when a1 ≤ a2 ≤ ... ≤ aT . As the value of the elements can only be selected from
K positive integers, we assume that the integer 1 ≤ k ≤ K is selected Tk times and∑K

k=1 Tk = T , thus

a1 +
T∑

i=2

ai√∑i
i=1 ai

≤ K +

√√√√(
T∑

i=1

ai)(
T∑

i=2

ai∑i
j=1 aj

) (6)

≤ K +

√√√√KT (
T∑

i=2

ai∑i
j=1 aj

)

≤ K +

√√√√KT (
K∑

k=1

Tk∑

j=1

k
∑k−1

h=1 hTh + (j − 1)k
) (7)

≤ K +

√√√√KT (
K∑

k=2

ln
k

k − 1
+ ln

K∑

k=1

k

K
Tk) (8)

= O(K +
√

KT lnKT ),
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where Eq. (6) follows from the Cauchy–Schwarz inequality and ai ≤ K, Eq. (7) follows
from the fact that after the rearrangement of the sequence, ai ≤ ai+1 holds for any 1 ≤
i ≤ T − 1, and

∑K
k=1 Tk = T . Equation (8) holds because

∑Tk

j=1
k

∑k−1
h=1 hTh+(j−1)k

≤
ln

∑k
i=1

i
kTi − ln

∑k−1
i=1

i
kTi.

5 Experiment

We evaluate our algorithm C4-TS on a synthetic dataset. Its performance is compared
with CLUB-cascade, CascadeLinUCB and CascadeLinTS, which are the most related
algorithms. The empirical results demonstrate the advantage of using Bayesian heuristic
and online clustering.

Fig. 1. These figures compare C4-TS with CLUB-cascade, CascadeLinUCB and CascadeLinTS
on Synthetic dataset. Plots reporting the cummulative regret over time step T. The basic setting is
that there are 200 items, 20 users and 2 clusters. The users in different clusters have orthogonal
user vectors. The dimension of feature space is d = {20, 40}. The length of recommended list is
K = {4, 6, 8}

In all the subfigures, we generate a candidate set with Nitems = 200 items, each
item is represented by a d-dimensional feature vector x ∈ R

d with xT x ≤ 1 and
d ∈ {20, 40}. We then generate Nusers = 20 users and the users can be grouped
into two clusters. We set that the users in the same cluster share the same user vectors
θ ∈ R

d. And for users in different clusters, we set that their user vectors are orthogonal
so that γ =

√
2 in these settings. The observed payoff for user θ to item x is a Bernoulli

random variable, whose mean is the linear function xT θ. At each round, the algorithm
selects a user to serve and recommends K = {4, 6, 8} items to the user. The algorithm
then observes the cascading feedback and updates its parameters accordingly.

In Fig. 1, we plot the cumulative regret as a function of time step T for C4-TS,
CLUB-cascade, CascadeLinUCB and CascadeLinTS. It is obvious that our algorithm
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outperforms other algorithms in all settings. We compare the performance of the col-
laborative algorithms and the standard bandit algorithm. It can be seen that the collabo-
rative algorithms significantly outperform those algorithms without online clustering in
all settings, which demonstrates the advantage of utilizing collaborative effect in these
algorithms. We can also compare the performance of Thompson sampling and UCB-
like algorithms. Although CascadeLinTS does not perform as well as CascadeLinUCB,
our algorithm outperforms CLUB-cascade in all settings. In fact, we can tune Cas-
cadeLinTS by adjusting the exploration rate so that CascadeLinTS performs as well
as CascadeLinUCB, but Fig. 1 is a clear proof of the collaborative effect on Thomp-
son sampling. It can be seen that the collaborative algorithms benefit from collabora-
tive effects after several rounds. This observation is empirical evidence of part 1 that
the algorithm can find the cluster structure efficiently. Another important property of
Thompson sampling is that it often has higher variance than UCB. An explanation is
that Thompson sampling requires additional randomness because it samples from the
posterior distribution of θ to explore information. In contrast, UCB-based algorithms
explore by adding a deterministic positive bias.

6 Conclusion

We design and analyze C4-TS algorithm for the stochastic cascading bandit in a col-
laborative environment. We prove that the regret bound of our algorithm matches the
regret bound for UCB-like algorithms. And the experiments conducted on a synthetic
dataset demonstrate the advantage of our algorithm over existing UCB-like algorithms
and standard Thompson sampling algorithm. Further investigations include deriving the
lower regret bound for cascading bandit and the frequentist regret bound for Thompson
sampling algorithms.
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Abstract. With the increasing number of web services on the Internet, how to
effectively classify and recommend service labels has become a research issue. It
plays an important role in web service organization and management. However,
the deficiency of current approaches is that they either recommend only a single
label for a web service or a set of independent labels without order ranking that
is still difficult for service providers to publish their web services. In this paper,
together with label embedding techniques, we propose a novel approach for
service multi-label recommendation using deep neural networks. Unlike tradi-
tional approaches, the predicted service labels of our approach not only satisfy
the demands of service multi-label recommendation, but also provide the
importance with an ordered label ranking. The experiments are conducted to
validate the effectiveness on a large-scale dataset from ProgrammableWeb,
involving 13,869 real-world Web services. The experimental results demon-
strate that our approach for multi-label recommendation of web services out-
performs the competing approaches in terms of multiple evaluation metrics.

Keywords: Web service � Multi-label recommendation � Label embedding �
Deep neural networks

1 Introduction

With the rapid advancement of web technology and the increasing demands on service-
oriented applications, more and more software vendors publish their applications on the
Internet as web services. Web services are platform-independent, modular, loosely
coupled and self-describing distributed software components. As of 2019, the world’s
largest online web service registration platform, ProgrammableWeb, has registered
20,230 APIs and 7,937 mashup services. Those services significantly accelerate
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machine-to-machine interactions and promote the development of service-oriented
applications. They can be published, discovered and selected [1], automatically com-
posed [2, 3], scheduled [4], recommended [5, 6] and invoked over the Internet.

As the increasing number of web services published on the Internet and their
diverse functionalities across different application domains, there are always hundreds
of service categories in an online RESTful service repository. This makes it difficult to
effectively organize and manage web services in a manual manner. As a result, it tends
to be a labor-intensive challenging task for service providers to search and find one or
multiple appropriate categories from registered ones, when publishing their API ser-
vices on a service management platform [7]. Therefore, how to design a novel approach
for service providers and help them effectively and automatically recommend appro-
priate service labels have become a challenging research topic.

In recent years, correlative research efforts have been posed to support automated
organization and management of web services. Machine learning methods have been
adopted for web service classification and recommendation. In the traditional approa-
ches [7–15] for service classification and recommendation, only a single service label is
recommended for a web service. However, in service-oriented software system appli-
cations, a web service often holds cross-domain characteristics. Thus, a service provider
is required to choose multiple labels for a web service when it is published to a service
management platform. Moreover, unlike the traditional multi-label classification prob-
lem, service multi-label recommendation aims at recommending a sorted sequence of
service labels, instead of a set of independent ones. For example, each web service in the
ProgrammableWeb has a sorted sequence of service domain labels with different pri-
orities. Therefore, as the number of services increases dramatically, how to recommend
ordered multiple labels for web services is an urgent research issue to be solved.

To handle above research issue, we proposed a novel approach for service multi-
label recommendation using deep neural networks. First, a convolutional neural net-
work [16] is applied to extract service general and sequence features. Then, by using
the relationship among service labels, a label embedding model is proposed to generate
label feature representation of a web service. Finally, together with label embedding
and attention mechanism [17], a Gated Recurrent Unit (GRU) deep neural network is
used to recommend a sorted sequence of service labels. Consequently, the predicted
service labels not only satisfy the demands of service multi-label recommendation, but
also provide the importance with an ordered label ranking.

To test the performance of service multi-label recommendation, extensive experi-
ments are conducted on a large-scale real-world dataset from ProgrammableWeb,
involving 13,869 real-world web services with 474 service labels. We compare our
approach with the state-of-the-art three existing machine learning-based approaches on
service multi-label recommendation. The experimental results demonstrate that our
approach can outperform those competing approaches in terms of multiple evaluation
metrics. The main contributions of this paper are summarized as follows.

• We propose a novel service multi-label recommendation framework with the
combination of deep neural networks, where convolutional and recurrent neural
networks are combined together to predict an ordered sequence of service labels,
instead of a set of independent ones without label ranking.
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• We propose a novel model for service label embedding. With the consideration of
the associations among different service labels, a label embedding model is trained
to support more accurate generation of service multi-label recommendation.

• We design and implement a prototype system and conduct extensive experiments
on a real-world dataset from ProgrammableWeb. The experimental results
demonstrate that our approach for multi-label recommendation of web services is
superior to existing completing approaches.

The remainder of this paper is organized as follows. Section 2 presents the overall
framework. Section 3 presents the details of our approach for service multi-label rec-
ommendation. Section 4 shows extensive experiments and analyzes the results. Sec-
tion 5 reviews the related work. Finally, Sect. 6 concludes the paper.

2 Framework of the Approach

To recommend multiple labels for a Web service, we propose an approach using deep
neural networks. It mainly consists of two components, including service feature
extraction and service label generation. Figure 1 shows the overall framework of
service multi-label recommendation.

Service function 
description

Word 
embedding 

layer
CNN

Sequence feature

General 
feature

GRU

Attention
Position 

embedding

Label embedding

Service labels

0 0[ , ]l c

General 
feature GRU GRU

1l

1 1[ , ]l c

3l2l

2l

Recommended labels

Feature extractor

Label generator

Fig. 1. The framework of multi-label recommendation of web services
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In the stage of extracting service features, taking the functional description of web
services as inputs, it is converted into a matrix representation through the layer of word
embedding. Convolutional neural network (CNN) is then used to extract service
general and sequence features respectively, where service general feature is a feature
vector to reflect the whole feature of service functional description and sequence
features correspond to each service description word.

In the stage of service multi-label recommendation, the extracted service features
are taken to the label generator that is a recurrent neural network based on GRU.
Specifically, service general feature is used as the initialization of the hidden feature of
GRU model. Service labels and their positions are converted to a vector by the label
embedding model. Then, the attention layer converts service sequence features to a
vector. By merging service feature vector and label vector as the input of the GRU unit,
it outputs the label probability of a web service. Through the iterative process, a
sequence of sorted service labels is generated recommended.

3 Service Multi-label Recommendation

3.1 Service Feature Extraction

In order to extract service features, convolutional neural network (CNN) is applied to
transform functionality description of a web service into a low-dimensional feature
vector. Two kinds of service features are extracted based on convolutional neural
network, including service general and sequence features. Service general features aim
to describe the overall functionality of a web service, while service sequence features
convey location information for each service description word. The process of
extracting service features is shown in Fig. 2.

In the word embedding layer, it takes a service function description as an input,
where each word is converted into a vector of length t. By using a matrix e with n� t

Service function 
description

Word embedding layer Convolution layer

Service 
sequence 
feature

Service
general 
feature

1×3 Max pooling

Max-over-time 
pooling

Fully connected 
layer

Fig. 2. Service general and sequence features extraction by convolutional neural network
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dimension, where each row represents a representation of a word, the embedded feature
of a service description word is expressed as

WeðwiÞ ¼ onehotðwiÞTe ð1Þ

Where onehotðwiÞ is an n dimension vector, and the value of the i-th is 1 and the
rest of the values are 0. WeðwiÞ is the embedded representation of wi. e is initialized by
the trained word embedding model.

Definition 1 (Service Embedding Representation). Given a service function
description Ds, word embedding representation of a web service s is denoted as
eðDsÞ ¼ ðWeðw1Þ;Weðw2Þ; . . .;WeðwmÞÞT, where, w1;w2; . . .;wm 2 Ds and eðDsÞ is a
matrix with the dimension m� t.

In the convolutional layer, three different scales of convolutional kernels with the
representation of parameter matrix W are used for one-dimensional convolution, which
is expressed as

Yconv ¼ eðDsÞ �W ð2Þ

In the convolutional operation, the value of each point in the convolution result
vector is calculated by

yi ¼ rð
Xm
k¼1

wT
k ei�kþ 1Þ ð3Þ

Where yi is value of the i-th point on the convolution result Yconv, wk is the
parameters of the k-th line in the convolutional kernel matrix W , and ek is the k-th line
of the embedding matrix of service function description. r is a nonlinear function that
determines activation degree of each neural unit. For faster convergence, an activation
function ReLU is used to improve the model learning efficiency.

When extracting service features, maximum pooling is applied to generate
sequence features with the same length as the input sequence. For service general
features extraction, max-over-time pooling is used based on a fully connected layer.

3.2 Service Label Embedding

To improve of the accuracy of service multi-label recommendation, service labels are
embedded from the idea of Word2vec. Embodying service label semantics and label
relationships, a service label is converted into an embedding vector. The training
process of service label embedding is illustrated in Fig. 3, which is divided into pre-
training stage and actual training stage.

In the pre-training stage, a Word2vec model is first trained through Wikipedia
corpus, and then service function descriptions from web service library are selected as
training data to boost the accuracy of Word2vec model. In the actual training stage, all
of the service labels extracted from web service library and their relationships are taken
into account to learn service label embedding model, when trained based on the
generated Word2vec model.
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Based on the pre-trained word embedding model, the pre-trained service label
vector can be obtained. When a service label contains only one word, its vector can be
directly obtained by pre-trained word embedding model. However, if a service label
that is composed of multiple words, its corresponding vector is equal to the sum of the
vectors of all the words in the label. For each position of the word embedding vector, it
is divided by the number of words in the label. It is expressed as

eðliÞ ¼ 1
WordsðliÞj j

X
wj2WordsðliÞ

e0ðwjÞ ð4Þ

Where WordsðliÞ represents the list of words contained in the label li, e is the pre-
trained service label vector with multiple words, and e0 is the pre-trained word
embedding vector.

To learn a label embedding model, a training set based on the relationship between
web services and their corresponding labels is generated. Assume that each web service
in the training set has multiple labels. The process of training label embedding aims at
applying the model to predict correlative service labels. Accordingly, a set of labels
pairs are generated as training set of label embedding. Given a web service si that has j
number of service labels l1; l2; . . .; lj, j group of service labels can be generated,
including ðl1jl2; . . .; ljÞ; ðl2jl1; l3. . .; ljÞ; . . .; ðljjl1; . . .; lj�1Þ. As a result, each service
label group ðlxjl1; . . .; lx�1; lxþ 1; . . .; lj�1Þð1� x� jÞ, where a set of service label pairs
ðlx; l1Þ; ðlx; l2Þ; . . .; ðlx; ljÞ are generated. For example, suppose that there is a web ser-
vice with labels on news, web, and mapping, six pairs of training data are generated, as
shown in Table 1.

Web service library Web service function 
description Web service label

External corpus

Word embedding 
model

Word 
embedding 

matrix

e
Random 

initialization

e

Training

Word embedding 
model

Training

e

Label-vector 
conversion

Label relationship 
training set

el Label embedding 
model

elPre-trained label vector

Pre-training stage Actual training stage

Fig. 3. The two-stage training process of service label embedding
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After the above two steps, we construct a Word2vec model that is a simple fully
connected network for service label embedding. Specifically, a vector representation of
one of the service labels is used to predict the vector representation of the other service
label. The objective function of the label embedding training process is

L ¼
X
wi2D

X
wj2ContextðwÞ

logPðwijwjÞ ð5Þ

PðwijwjÞ ¼ expðe0ðwiÞTeðwjÞÞP
w02V

expðe0ðw0ÞTeðwjÞÞ
ð6Þ

Where L represents the objective function, D and V represent the entire corpus and
dictionary. e and e0 represent a word vector matrix to be trained and a word vector
matrix to be generated as output, respectively. e and e0 are updated using the stochastic
gradient descent method to maximize the objective function.

After completing the training, we discard e0 and use e as the finally pre-trained label
embedding model. It converts a service label into a vector representation that contains
both label semantics and inter-label associations. Thus, taking label embedding vectors
as inputs for service label generation can improve the accuracy of service multi-label
recommendation.

3.3 Service Label Sequence Generation

Based on the service feature extraction and service label embedding, a sorted sequence
of service labels can be generated by service label generator, as illustrated in Fig. 4. It
initializes the hidden feature by using the service general feature and GRU unit outputs
the first label and the hidden state. They are then used as inputs to generate a subse-
quent sequence of service labels. The generation process is finished until it reaches the
convergence condition. The service label generator consists of five correlative layers for
multi-label recommendation of web services.

(1) Service Label Embedding Layer. When service label sequence generator predicts
the t-th label, it receives the t-1 label that is converted into a label vector through
service label embedding layer. It is constructed the same as the word embedding layer.
Here, the weight matrix directly adopts the pre-trained label embedding model.

Table 1. A motivating example of six pairs of training data generated by a web service

Input label Predicted label

News Web
News Mapping
Web News
Web Mapping
Mapping News
Mapping Web
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(2) Position Embedding Layer. Together with service label embedding, we take into
account position embedding to enable recurrent neural network to better capture
location information to promote the multi-label recommendation. Position embedding
is a technique for vectorizing position numbers in a sequence, which is defined as

PE2iðpÞ ¼ sinðp=100002i=dÞ
PE2iþ 1ðpÞ ¼ cosðp=100002i=dÞ

�
ð7Þ

Where PEi is the value of the i-th element of the position vector PE, d is the
dimension of the position embedding vector, and p is the number of the current
position. Here, it takes the same dimension as the label embedding vector. The con-
nection of label embedding vector and position embedding vector is fed into the next
GRU unit that is expressed as

~x ¼ ½eðlabelÞ;PEðtÞ� ð8Þ

(3) Attention Layer. In order to solve the problem that a single feature vector lacks of
enough information, the attention mechanism is applied to calculate the attention
weight vector by the hidden state ht and service sequence feature Z at the previous
moment. After connecting with ~x, it is used as the input of the GRU layer.

Fig. 4. The model of service label sequence generation with recurrent neural networks
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x ¼ ½Attentionðht; ZÞ;~x� ð9Þ

The attention layer uses the attention mechanism to generate a vector that activates
the input sequence portion. The guided model focuses only on a portion of the input
sequence, which is express as

uti ¼ vT tanhðW1ht þW2ZiÞ ð10Þ

Where uti is the current attention score calculated by the input sequence and feature
vector at the current time step t of the recurrent neural network, W1, W2 and v are
internally adjustable weight matrices of the attention model, ht is the hidden layer
feature vector, Zi is the output of the input sequence processed by the feature extractor
at each time step. Since uti is used as a weight, it is normalized using softmax so that the
sum of the weights equals to 1.

ati ¼ softmaxðutiÞ ð11Þ

Where ati is the attention weight vector at the current time step t. After Zi and ati are
weighted and summed, they are used as input to the recurrent neural network as

ct ¼
XZj j

i¼1

atiZi ð12Þ

Where ct is used as the input to our GRU unit at time step t, and ht is the hidden
state input of the recurrent neural network.

(4) GRU and Fully Connected with the Softmax Layer. In the structure of the
recurrent neural network, GRU is used in the layer and its operation is subjected to
service multi-label recommendation through the fully connected with softmax layer.

3.4 Model Training

As the service multi-label recommendation is an end-to-end learning model, the two
crucial stages including service feature extraction and service label generation need to
be combined together for training. Here, the loss function of the model for the t-th
service label is evaluated by calculating a cross entropy as

Jt ¼ � 1
n

Xn
i¼1

ðyti logModelðxÞti þð1� ytiÞ logð1�ModelðxÞtiÞÞ ð13Þ

Where n is the dimension of the output service label and ModelðxÞ is the predicted
label of the model for input x. y is the real service label and t is the t-th service label
predicted by the model. The total loss for one piece of data is the average of the loss
predicted by the label at each location, which is expressed as
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J ¼ 1
m

Xm
t¼1

Jt ð14Þ

Upon the preset maximum number of training, the loss function J is calculated by
comparing with the real output service labels. Here, stochastic gradient descent method
is used to iteratively optimize the objective loss function that can be minimized by
backpropagation and updating the parameters in the model.

4 Experiments

4.1 Experimental Data Set

We have designed and implemented a prototype system and conducted the extensive
experiments to validate the effectiveness of our proposed approach for service multi-
label recommendation. All the experiments are run on Linux Operating System and
carried out on a platform with an NVIDIA GTX1080Ti*2 GPU, Intel(R) Xeon(R) Gold
6132*2 CPU and 192 GB RAM.

The data set used in the experiments was collected from a web service management
platform ProgrammableWeb1, the world’s largest online API and mashup service
repository. As of 2019, there are 20,230 web APIs, 7,937 mashups, 545 web services
development frameworks, 1,698 development libraries, and 14,325 SDKs. The Web
APIs included in ProgrammableWeb are web services actually used in the real world
applications. In the experiments, we have crawled API services, including service
name, function description and labels that can be visualized and downloaded from our
lab2. After the preprocessing, we obtained a collection of 13,869 API services. The
statistics of experimental data set is shown in Table 2.

Table 2. The statistics of experimental data set crawled from ProgrammableWeb

Data set item Value

Number of API services 13,869
Total number of labels 474
Total number of main labels 375
Average number of service labels 3.16
Minimum number of service labels 1
Maximum number of service labels 69
Total number of words of API services 932,450

1 https://www.programmableweb.com/
2 http://dmis.shu.edu.cn/ProgrammableWebData
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In the experimental data set, API services have different number of labels. The
distribution of the number of service labels is shown in Fig. 5. The majority of API
services correspond to the number of labels ranging from 1 to 5, while the number of
API services with 10 or more labels is 61, accounting for 0.44% of the total number of
API services.

In terms of the domain of service labels, each of which consists of the number of
API services. The distribution of the number of API services within each service label
is illustrated in Fig. 6. From the experimental data set, we can find that Tools,
Financial, eCommerce, Messaging, Enterprise, Social, Payments, Mapping, Govern-
ment, and Science correspond to the most number of API services.

Fig. 5. Distribution of the number of service labels in experimental data set

Fig. 6. Distribution of the number of API services within each service label
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4.2 Competitive Methods

In order to show the feasibility and effectiveness of our approach, we carried out
experiments and compared with three competing approaches for multi-label recom-
mendation of web services, including multi-label Bayesian classifier (ML-Bayes),
multi-label SVM classifier (ML-SVM), and convolutional neural network multi-label
classifier (CNN-ML). Our self-developed and the comparative methods both have used
the pre-trained word embedding model to convert service function description to vector
and matrix representation. The three comparative service multi-label recommendation
methods are described as below.

• ML-Bayes. It is a service multi-label recommendation method based on Bayesian
classifier. It converts a multi-label recommendation problem into a set of naive
Bayes classifiers of one-vs-other binary classification problem. Each classifier
determines whether a web service to be classified belongs to the current label or
other labels, which are combined to generate the final multi-label recommendation.

• ML-SVM. It is a service multi-label recommendation method based on Support
Vector Machine (SVM) classifier. It converts a service multi-label recommendation
problem into a set of one-vs-other two-category problem by using SVM classifi-
cation. All of the classification results are integrated to obtain the final multiple
service labels.

• CNN-ML. It is a service multi-label recommendation method based on convolu-
tional neural network. We use Text-CNN deep learning model to extract service
features. Followed by the fully connected layer of Text-CNN, the Sigmoid layer
normalizes the output probability between 0 and 1. The output of each value of the
output layer indicates the probability that a label is marked. By choosing the pre-
defined number of recommended results, it generates a series of service labels.

4.3 Evaluation Metrics

In order to measure the accuracy on service multi-label recommendation among dif-
ferent approaches, Recall and MAP (Mean Average Precision) are used as the evalu-
ation metrics. In addition, NDCG (Normalized Discounted Cumulative Gain) value is u
is also provided as a ranking reference for evaluating the performance of service multi-
label recommendation. Each evaluation indicator is described as below.

(1) Recall. It refers to the ratio of the correct number of predicted service labels in the
multi-label recommendation list to the total number of labels of web service itself,
which is defined as

Recall ¼ labelsf g\ predictedLabelsf gj j
labelsf gj j ð15Þ

Where labels is the real set of labels of a service itself, and predictedLabels is a set
of predicted labels recommended by a method. For example, given a web service s and
its corresponding labels are fl1; l2; l3g, if the recommended service labels are

fl1; l3; l5g, then the recall of multi-label recommendation is fl1;l3gj j
fl1;l2;l3gj j ¼ 2

3 � 0:667.
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Recall@n refers to the rate when the total number of labels of web service itself
labelsf gj j ¼ n. That is, the first n service labels are used to calculate the recall rate.

Here, recall measures the degree of the recommendation results that cover all of the
original service labels.

(2) MAP. It is the expected average of the precision that is the ratio of the correct
number of predicted service labels in the recommendation list, which is defined as

P ¼ labelsf g\ predictedLabelsf gj j
predictedLabelsf gj j ð16Þ

In order to measure precision of the service multi-label recommendation more
accurately, the value of the precision corresponds to the Pr function that is defined as
the value of the recall. The Pr function reflects the change in precision when the recall
rate changes from 0 to 1. Integrating Pr function in the 0-1 interval yields the
expectation of multi-label recommendation precision. It is defined as

MAP@n ¼
Z 1

0
PrðrÞdr ¼

Pn
k¼1

PðkÞrelðkÞ
labelsf gj j ð17Þ

Where PðkÞ is the precision of the first k service multi-label recommendation

results, PðkÞ ¼ flabelsg\ fpredictedLabelsðkÞgj j
k , and relðkÞ indicates whether the k-th service

label prediction is correct. That is, if it is correctly predicted, relðkÞ is set as 1,
otherwise it is set as 0.

(3) NDCG. It reflects the impact of the service multi-label recommendation at each
location in the overall recommendation. It is a location-sensitive evaluation metric, that
is, for the recommended results at each location, the value is decremented accordingly.
It is defined as

NDCG@n ¼ DCG@n
IDCG@n

ð18Þ

Where DCG@n ¼ Pn
k¼1

2relðkÞ�1
log2ðkþ 1Þ and IDCG@n represents the idealized DCG value.

That is, DCG value is calculated according to the optimal ranking in the current
recommendation.

4.4 Experimental Results and Analyses

To test the performance of our proposed approach, the extensive experiments on ser-
vice multi-label recommendation are conducted among four competitive approaches,
where GRU LabelsGen is used to represent our self-developed one. Table 3 shows the
experimental results on three different evaluation metrics.
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It can be seen from the experimental results that our proposed service multi-label
recommendation approach is superior to the existing ones among the three evaluation
metrics. Therefore, our approach with the combination of deep neural networks for
multi-label recommendation of web services is effective in large-scale data set with a
set number of service labels.

In the experiments, ML-Bayes and ML-SVM convert a label prediction task into
training a large number of classifiers. Thus, they both have high time complexity as the
number of service labels increases. Also, the performance on MAP@5 and Recall@5
of SVM-based service multi-label recommendation approach outperforms that of
Bayes-based approach. Furthermore, the proposed approaches have better performance
on MAP@5 compared to Recall@5 in MAP. The main reason is that the order of the
results of service multi-label recommendation has no absolute impact on the MAP,
although it is partially related to the order when predicting the main service labels can
improve the accuracy of the experimental results. Therefore, our approach holds a
higher MAP score by recommending a sorted sequence of service labels.

As for NDCG evaluation index, it can further test the correctness of the order of
recommended service labels for our proposed approach. Since the competitive three
service multi-label recommendation approaches cannot output an ordered sequence of
service labels, the corresponding NDCG value cannot be calculated. In our proposed
approach, NDCG represents the overall ranking accuracy of the predicted sequence of
service labels. From the results, it indicates that the proposed approach can recommend
a reasonable label sequence of web services.

In order to further test the parameter influence on the service multi-label recom-
mendation, a set of experiments are carried out among four competitive approaches.
The experimental results of parameter tuning are illustrated in Figs. 7 and 8.

Along with the changes of parameter for the number of recommended service
labels, Figs. 7 and 8 illustrate the experiments results on MAP@n and Recall@n
among four competitive approaches. In the experiments, the parameter of MAP@n and
Recall@n ranges from 1 to 5 and the results are calculated with different values.
Compared to the existing approaches, Fig. 7 shows that the experimental results of our
proposed approach has better MAP@n along with the changes of n. Specifically, as n
of MAP@n changes from 1 to 5, the experimental results of each approach have a
certain decrease, and reach the best multi-label recommendation at MAP@1. There-
fore, as the number of service labels to be evaluated increases, the predictive power of
each multi-label recommendation approaches declines. However, our self-developed
approach has the lowest decline compared with the other three approaches. From the
results, it is observed that the proposed method is more suitable for service multi-label
recommendation with short function text description.

Table 3. Experimental results of service multi-label recommendation among four approaches

MAP@5 Recall@5 NDCG@5

ML-Bayes 0.168 0.129 N/A
ML-SVM 0.209 0.113 N/A
CNN-ML 0.331 0.188 N/A
GRU LabelsGen 0.762 0.591 0.432
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Figure 8 compares the experimental results on Recall@n among four approaches.
From the results, it is concluded that CNN-ML approach is better than the traditional
two approaches without deep neural networks on Recall@1. However, along with the
increase of parameter, the difference becomes smaller and smaller. It indicates that
CNN-ML approach is more suitable for service single-label recommendation. The
downward trend of our self-developed approach is lower than the other three
approaches, indicating that the effectiveness of our proposed approach for multi-label
recommendation is superior to the existing competitive approaches for recommending
a sequence number of service labels.

Fig. 7. The experimental results of MAP@n affected by the parameter n

Fig. 8. The experimental results of Recall@n affected by the parameter n
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5 Related Work

In recent years, correlative research has been investigated on web service classification
and recommendation. Wang et al. took advantage of SVM to classify web services into
corresponding categories [8]. During the process of service classification, a standard
taxonomy, UNSPSC, was used to model the feature space of web services.
Although SVM algorithm performs well in service classification, only a single clas-
sification method has been applied to recommend and classify web services. Based on
the WSDL service description documents, Nisa et al. proposed a text mining approach
[9] to automatically classify web services to specific domains and discover key con-
cepts from their functionality descriptions. However, it is still subject to one classifi-
cation method that still cannot achieve the best classification performance. To
overcome above limitations of the conventional techniques for service classification,
Qamar et al. focused on the classification of web services using a majority vote based
classifier ensemble technique [10], where three heterogeneous classifiers Naïve Bayes,
decision tree (J48), and Support Vector Machines are applied to vote for more effective
classification of web services.

Recently, more sophisticated techniques are exploited to classify services. Since
huge service classification taxonomies at multiple hierarchical levels, Syed et al. pro-
posed a novel approach for web service classification by multi-layer perceptron neural
network (MLPNN) [11]. A multi-layer perceptron optimized with tabu search for
learning is proposed to automatically classify web services from multiple service
categories. Lee et al. developed an IoT service classification and clustering system [12],
which classifies the operation of an IoT service by their characteristics. Classic EM
algorithm is used to cluster IoT services based on their classification in terms of their
similarities. To reduce the human effort on labeling services, Liu et al. proposed a
service classification approach by active learning algorithm [13], where LDA is applied
to learn an optimum SVM model as service classifier. Based on [13], Shi et al. pro-
posed a multi-label active learning approach [14] for web service tag recommendation,
where active learning was considered to train a multi-label classifier with a correlation-
aware learning strategy. More recently, Liang et al. presented a graph-based approach
[15] to automatically assign tags to unlabeled API services by exploiting both graph
structure information and semantic similarity.

Observed from the above investigations, we propose a novel approach for multi-
label recommendation of web services with the combination of convolutional and
recurrent deep neural networks. By considering the relationships of service labels, it
achieves better service recommendation accuracy compared to the existing competitive
approaches, where a sorted sequence of labels is recommended.

6 Conclusion

To effectively predict multiple labels of web services with order ranking, we proposed
an approach for multi-label recommendation of web services using deep neural net-
work. First, a convolutional neural network Text-CNN has been applied to extract
general and sequence features of web services. Taking the associations of service
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labels, a label embedding model is then proposed to provide label feature representa-
tion. Finally, together with web services and their label embedding features, a recurrent
neural network GRU is used to recommend a sorted sequence of service labels.
Extensive experiments have been conducted on large-scale web service repository. The
results demonstrate that our proposed approach outperforms the competitive ones for
multiple labels recommendation of web services.
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Abstract. This paper proposes a deep neural network model (SDAE-BPR)
based on Stack Denoising Auto-Encoder and Bayesian Personalized Ranking for
the problem of accurate product recommendation. First, we use the Stack
Denoising Auto-Encoder (SDAE) as the input of the item’s rating data and
obtain the hidden features after encoding. Second, the Bayesian personalized
Ranking (BPR) method is used to learn the hidden feature vector of the cor-
responding item. This model can avoid the influence of the sparseness of the
matrix. Therefore, this model achieves the effect of more accurate recommen-
dations of items. Third, to reduce the cost of model training, a unique pre-
training and fine-tuning strategy is proposed in the deep neural network. Finally,
based on the Movielens 20M dataset, the results of the SDAE-BPR, a traditional
item-based collaborative filtering model and a user-based collaborative filtering
model are compared. It is shown that the SDAE-BPR has higher accuracy. This
method improves the accuracy of parameter estimation and the efficiency of
model training.

Keywords: Recommendation � Stack Denoising Auto-Encoder �
Bayesian Personalized Ranking � Deep learning � The sparseness of matrix

1 Introduction

The recommendation system plays an extremely important role in e-commerce plat-
forms, because it helps the platform promote advertisements and products to users and
leads to greater commercial benefits [1]. Currently, collaborative filtering is the most
widely used commercial recommendation algorithm. This algorithm learns to build a
rating matrix based on the existing item-user ratings to predict the user ratings of
unknown items [2, 3]. With the advent of the era of big data, the number of users and
products has soared. Most of the products have been rated by only a small number of
users. Thus, the sparsity of the rating matrix seriously affects the quality of the rec-
ommendation results [4].
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Therefore, to improve the accuracy, this paper proposes a new method. uses Stack
Denoising Auto-Encoder based on Bayesian Personalized Ranking to determine the
relevance ranking table for each unique item. This method is different from the pre-
vious method that relies on specific context information. For each item, we choose the
automatic encoder method in the feature extraction step. This approach has the gen-
eralization capability due to adding the noise to the input data, achieving greater
robustness [5]. Additionally, by ranking the similarity probabilities of other items and
itself, it is guaranteed that these similar items are ranked higher than the dissimilar
items, and this sorting method is proved to be effective and can solve the imbalance
problem. To address the large computational cost, we proposed a pre-training + fine-
tuning strategy [6] for the model.

In this paper, the proposed model integrates the advantages of the BPR and the
SDAE into a deep learning model. Compared with the traditional collaborative filtering
recommendation algorithm, this model has some unique advantages. First, the rating
vector of each item can obtain a more complex representation of the hidden features
after extracting the deep network through the SDAE. Meanwhile, the addition of noise
also improves the anti-interference property of the model, making the extracted features
more reliable. Second, the final BPR ranking part can better capture the unique char-
acteristics of each item and give the probability of the similarity between each item to
reduce the impact of data sparsity effectively. Thus, this approach helps to improve the
accuracy of recommendation. Third, in order to avoid poor parameter estimation, we
design a pre-training and fine-tuning strategy based on the Bernoulli probability model.
In the last part of this paper, the experiments carried out on real commodities datasets
are described. The results show that this model obtains more accurate recommendation
results than the classical collaborative filtering algorithm. Figure 1 shows an overview
of our method.

Fig. 1. Overview
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The remainder of this paper is organized as follows. In Sect. 2, we introduce the
deep neural network model based on Stack Denoising Auto-Encoder and Bayesian
Personalized Ranking. Section 3 presents the details and results of the experiments.
Section 4 reviews the related works. Section 5 states the conclusions and describes
future research directions.

2 Model Framework

This section first describes a pairwise raking task in the commodity recommendation
problem. Then, we propose a Bayesian deep neural network model based on the BPR
and describe the pre-training strategy. Figure 2 shows the architecture of the model.

2.1 Preliminaries

User u 2 RN , item I 2 RI . E 2 0; 1f gI�N is the rating matrix formed by all of the user’s
scores on all of the items. Notation eiu ¼ E i; uð Þ ¼ 1 indicates that user u is interested
in item i, and eiu ¼ E i; uð Þ ¼ 1 indicates that user u is not interested in item i. In most
e-commerce platforms, the rating matrix E is usually sparse because most users can
only obtain access to a small part of the entire item database.

Define a similarity probability matrix R 2 0; 1½ �I�I , with notation rij ¼ R i; jð Þ rep-
resenting the similarity probability of items i and j. Thus, for each item i, it can be
divided into two disjoint sets that include the set of items with similar relations Pi ¼
fj rij ¼ 1
�� g and the set of items with uncertain similar relations Mi ¼ fj rij\1

�� g. Here,
we seek to recommend the ranking task learning model. This model ensures that all of
the items with a similar relationship are in front of the of missing items. We can also
divide the missing items Mi into the unknown Ui and dissimilar Ni, implying

Fig. 2. SDAE-BPR
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Mi ¼ Ui [ Ni. In the training process of ranking tasks, j 2 Pi and k 2 Mi, or j 2 Ui and
k 2 Ni should be guaranteed, and the probability of item similarity rij should be greater
than rik. In Bayesian personalized sorting, this relation is called partial relation j > i k.

Based on the above definition, the product recommendations in this paper can be
divided into two types of partial relations: fj [ ik j 2 Pi [ k 2 Mij g and
fj [ ik j 2 Ui [ k 2 Nij g. The set of all partial relations for item i is expressed as
Ri ¼ f j; kð Þ j[ ikj g. Therefore, it is observed that the ranking task is the essence of the
product recommendation task in this paper. Compared with the classification and fit-
ting, the sorting task can better avoid the imbalance problem. The final goal of this
ranking task is to maximize the likelihood probability of the ranking given by:

max
Y
i2RI

Y
ðj;kÞ2Ri

Pðj[ ikÞ ð1Þ

2.2 Feature Extraction

The SDAE is a deep structure model that connects multiple Denosing Auto-Encoders.
For a common Auto-Encoder, it is easy to obtain an identity function if the features of
the rating vectors are extracted only by minimizing the error between the input and
output. The Auto-Encoders are linked together, rather than maintained as single Auto-
Encoders. The reason is that if the noise is added to the user rating of each item, the
encoder used in refactoring the input data must be forced to remove the noise. After
training, due to the process of noise removal, the feature extraction layer will obtain a
function that is more complex than the identity function. To eliminate the influence of
noise in the ratings, we add the L2 regularization term [7] into the loss function. This
term penalizes an excessively large weight. In addition, due to the background of the
massive data available on the Internet, the shallow model has limited ability to express
numerous rating vectors and cannot accurately distinguish the characteristics of dif-
ferent items. By contrast, the deep model can obtain the hidden characteristics behind
each item’s rating due to its more powerful deep extraction ability. The deep model can
extract results more vividly and representatively than the shallow model. The design of
the SDAE is described in Table 1.

Table 1. Algorithm of SDAE for feature extraction
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In Table 1, H = 3 layers. The structure of the SDAE is U-A-B. Here, U is the input
layer of each rating vector. A and B are the first hidden layer and the second hidden
layer, respectively. For the original rating x, assign value 0 to some of the data before
inputting into the network to obtain x^ in proportion. Then, x^ is input, and a greedy
strategy is used in the training network of each layer step by step. All of the above steps
comprise the pre-training of the SDAE layer. Finally, we use the results of the last layer
as hidden characteristics. Considering that the input data are nonlinear and negative, it
will be better to choose a sigmoid function as the activation function. Here, W is the
weight matrix, and B is the bias vector. The training process is as follows: first, to
obtain f 1, x^ is used as the input into the first hidden layer. Then, put f 1 into the
decoding function in order to obtain x0 1ð Þ. For each rating of the items, its reconstruction
error function in any layer is given by Eq. (2).

lðx; x0Þ ¼ �
XN
n¼1

xn logðx0Þ þ ð1� xnÞ logð1� x0nÞ ð2Þ

For the whole training set with I items, the error function of the integration in this
layer is given by Eq. (3).

JðhÞ ¼ � 1
I

XI

i¼1

XN
n¼1

xðiÞn logðx0ðiÞn Þþ ð1� xðiÞn Þ logð1� x0ðiÞn Þþ k
2N

XH�1

h¼1

XIh
i¼1

XIhþ 1

n¼1

ðhðhÞni Þ2
" #

ð3Þ

The goal of training is to minimize the error function in each step of the iteration.
Therefore, to prevent over-fitting, the regularization parameter k is introduced to avoid
the weight becoming too large. For the error function of each layer, the Back-
Propagation method and the Stochastic Gradient Descent method are combined to
obtain the parameter hl of this layer. Under this parameter, the output f l of this layer is
the input of the hidden layer of the next layer. Repeat the above training process and
keep the parameters of each training layer.

2.3 Learning to Rank

The rest of the deep model proposed in this paper is based on the hidden layer H. In the
final output layer, the BPR is adopted to rank and learn an output so that the most
similar items are ranked at the top, and the final recommended items are selected from
the top k items. The training model maximizes the likelihood probability specified by
Notation (1), and the loss function of the whole model is given by Eq. (4).

Lðhc; hrÞ ¼ �
X
i

X
ðj;k2R0Þ

Pðj[ ikÞþ k1 hck k2 þ k2 hrk k2 ð4Þ

Here, hc ¼ W1
1 ;W

2
1 ; b

1
1; b

2
1

� �
is the weight and bias of the SDAE part. hr ¼ W2;f

b2; b3g is the parameter of the other parts. After the pre-training in the SDAE layer, hc
and hr were determined again by the Backward Propagation Stochastic Gradient
Descent method. When the gradient is stable, the probability that all other items are
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similar to itself is calculated. Then, a ranking list can be created easily. Then, the
system recommends items to users according to this list. After the training, the user
rating vector of any two items is used as input, and the probability value of similarity
rij ¼ Pðeij ¼ 1Þ between two items is determined. This probability value is the reason
why we recommend these items.

Hidden Layer. The input part is Fi, Fj, Fk, which is the feature extracted by i j,
k through the SDAE. The purpose of the hidden layers is to embed them in Hi, Hj, Hk

for further calculation. In this layer of the network, we select the ReLU function as the
activation function. The hidden layer effect here is not to extract features, so we choose
the ReLU function with relatively less information but faster convergence Eq. (5).

Hi ¼ ReLUðW2Fi þ b2Þ ð5Þ

Predicting Layer. The input is Hi, Hj, Hk, the output is rij and rik, and the activation
function is given by Eq. (6)

rij ¼ rðbi3 þ b j
3 þHjH

T
i Þ ð6Þ

Sigmoid is chosen as the activation function because the probability of the final
output should be within [0, 1]. In the previous hidden layer, to improve the efficiency of
training, all of the items use the same parameter W2; b2f g, but each item has its own
unique parameter bi3 in the predicting layer. Therefore, it is more likely to explore the
inherent potential of each item and to improve the accuracy of the recommendation.
The probability of the partial relation between j and k is defined by Eq. (7).

Pðj[ ikÞ ¼ rij � rik
2

þ 0:5 ð7Þ

2.4 Pre-training of hr and Fine-Tuning

In the feature extraction section above, the pre-training method of hc was described.
Here, the pre-training method of hr and the fine-tuning method of the whole model are
mainly introduced. Table 2 describes the flow of these two algorithms. Later, we will
provide a detailed explanation of how each step in the algorithms is implemented in
combination with this chart.

Pre-training hr. The feature Fi generated after training in the part of the SDAE is
used as the input, and the output is rij, rik. To estimate the parameter, set hr ¼
W2; b2; b3f g of project i, and the remaining structural parts must be pre-trained. The

similarity relation eij between the items in the training set is regarded as a sample of the
Bernoulli distribution with a parameter rui given by Eq. (8).

pðeijjrijÞ ¼ reijij ð1� rijÞ1�eij ð8Þ
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The likelihood probability corresponding to the above equation is defined as
follows:

L ¼
X
i;j

ðeij log rij þð1� eijÞ logð1� rijÞÞ ð9Þ

To estimate hr , let us define a function rui ¼ g ðFi;FjÞ that goes from Fi, Fj to rui.
Item i and item j are sampled from the positive example set Pi and the negative
example set Ni, respectively. The negative examples are collected from set Ni rather
than from Ui because this approach can greatly improve the training efficiency.
Therefore, the logarithmic likelihood probability hr is defined using Eq. (10)

LðhrÞ ¼
X
i

X
i2Pi

log gðFi;FjÞþ
X
j2Ni

log½1� gðFi;FjÞ� � kjjhrjj2 ð10Þ

For the above equation, we use the Stochastic Gradient Descent optimization. In
each iteration of the SGD, the updating method of hr is given by Eq. (11), where g is
the learning rate and k is the regularization parameter.

Dhr ¼ g � ð½eij � gðFi;FjÞ � @g
@hr

� � khrÞ ð11Þ

Fine-Tuning. Fine-tuning is necessary if the pre-training parameters are separately
trained. To give the whole entire parameter a better initial space, we adopted the
AdaDelta algorithm [8] that is based on the history of the gradient and weight to scale
the SGD learning rate and can accelerate the convergence speed of the neural network
in the first stage of the training process.

Table 2. Algorithm of pre-training hr and fine-tuning.

An Approach for Item Recommendation Using Deep Neural Network 157



3 Experiments and Analysis

3.1 Data Sets and Evaluation Indicators

In the experimental part of this work, the proposed model is compared with some
existing classical collaborative filtering recommendation algorithms. The following
experiments are based on the movielens 20M dataset and movielens 1M dataset,
respectively. For each method, 10-fold cross-validation is performed on the data set,
and the average result is shown at the end.

To measure the performance of the different methods on the specified data sets, we
use AUC as an indicator to evaluate the performance of different recommended
methods and draw Precision-Recall graphs for intuitive comparison.

Movielens 20M Dataset [9]. This dataset is a stable benchmark dataset. A total of
238,000 users made 27,000 comments on 27,000 movies. These 27,000 movies come
with attribute tags and 12 million movie correlation scores.

Movielens 1M Dataset. This dataset is a small dataset with 600 users applying
100,000 ratings and 3,600 attribute tags to 9,000 movies.

UB – CF [10]. User-based collaborative filtering is a collection of similar users
based on the user’s rating of the item that measures the similarity between the users,
and then organizes them into a sorted catalogue for recommendation based on their
favourite items. However, due to the large number of items in the Internet, most users
only evaluate a few items, so there is a problem of sparsity that is difficult to solve.

IB – CF [11]. Item-based collaborative filtering uses the interactive information
between the users and items to make recommendations for the users. Currently, IB-CF
is the most widely used recommendation algorithm. However, the adopted shallow
model cannot learn the deep features of users and items.

AUC [12]. Formally, AUC considers the ranking quality of sample prediction,
while the ROC curve represents the comparison between the TPR and FPR as the
classification threshold standard changes. Therefore, the AUC area is used here instead
of the ROC curve as the measurement index. AUC values range from 0.5 to 1, with
higher values indicating better performance. To evaluate the recommendation perfor-
mance, we use the AUC between P and U to measure the model’s ability to rank.

Precision-Recall Curve [13]. We can rank the samples according to the prediction
result of the learner. The samples in the first place are the examples that the learner
considers “most likely” to be positive, and the samples in the last place are the
examples that the learner considers “least likely” to be positive. By taking samples as
the positive examples one by one in this order for prediction, the current accuracy and
recall can be calculated each time. Equations (12) and (13) are formula definitions,
where TP, FP, FN represents true positive samples, false positive samples, and false
negative samples, respectively. The Precision-Recall curve is obtained by plotting the
accuracy ratio on the vertical axis and the recall ratio on the horizontal axis. If the
Precision-Recall curve of one learner is completely wrapped by the curve of another
learner, the latter can be asserted to have better performance than the former.
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P ¼ TP
TPþFP

ð12Þ

R ¼ TP
TPþFN

ð13Þ

In order to evaluate the ranking quality of the recommendation results, we also
adopted NDCG@n as one of the recommendation indicators.

NDCG [14]. Normalized Discounted Cumulative Gain (NDCG) is the ratio of the
DCG to the described Ideal DCG, which means its similar items P are always ranked
before the rest of the items. The higher NDCG value indicates a better learning perfor-
mance. Commonly, the NDCG@n that calculates the NDCG result over the top ranked n
items are used in the recommendation tasks. The NDCG result is described as follows:

NðnÞ ¼ Zn
Xn
j¼1

ð2rðjÞ � 1Þ= logð1þ jÞ ð14Þ

In formula 14, j represents the number of goals we want in the results and Zn represents
the normalization. In our experiments, we calculate NDCG@5 for each item and
average them as a metric. Meanwhile, we also try different n for detailed estimation.

3.2 Result Analysis

To measure the performance of these models on datasets of different sizes, these
models are validated using the movielens 20M dataset and the movielens 1M dataset,
respectively. This validation is performed by calculating the AUC of the results and
drawing P-R graphics to compare the comprehensive performance of the model. It was
found that the AUC of the SDAE-BPR and the P-R curve are is higher than those of the
classical algorithms. At the same time, the NDCG@n of the SDAE-BPR is also larger
than those for the other two classical collaborative filtering algorithms.

AUC. As observed from the examination of the data presented in Table 3, the AUC
of the SDAE-BPR is 2.6% higher than that of the IB-CF. The AUC of the SDAE-BPR
is also 4.1% higher than that of UB-CF for the movielens 20M dataset. For the
movielens 1M dataset, the AUC of SDAE-BPR was 1.7% higher than that of IB-CF
and 3.1% higher than that of UB-CF. Based on the horizontal comparison, with the
increase in the size of the training samples, the model can fit better. Therefore, all of
these three methods perform better for large datasets than for small datasets. From a

Table 3. Comparison of AUC and NDCG@6 results.

Movielens 20M Movielens 1M
AUC NDCG@6 AUC NDCG@6

UB-CF 0.926 0.883 0.913 0.839
IB-CF 0.941 0.892 0.927 0.874
SDAE-BPR 0.967 0.971 0.944 0.958
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longitudinal perspective, the SDAE-BPR has the best performance in each training set
followed by the IB-CF and the UB-CF. UB-CF shows the worst performance because
when the number of items is too large, each user can only evaluate a few items. Thus, it
is difficult to find enough users who are very similar in the training set. Because it
measures the similarity between the items, the IB-CF can find many similar items in the
training set. In addition to calculating the similarity of the items, the SDAE-BPR also
deeply extracted the user evaluation vector to obtain the unique characteristics of each
item. This deep extraction ensures the higher accuracy of the recommendation results.
Furthermore, we can easily find that the difference in AUC is larger than that in
NDCG@6. Here, we can assume that the main function of the SDAE-BPR is to rank a
better result.

Precision-Recall Curve. In Fig. 3, the P-R curve of SDAE-BPR basically wraps the
curves of the other two models. This finding is also observed in Fig. 4. According to
the definition of the P-R curve in the previous paper, we can conclude that the com-
prehensive performance of the SDAE-BPR is the best in both large and small data sets.
The conclusions drawn here are in accordance with the results of the AUC. By com-
paring these two results, we can clearly determine that the SDAE-BPR has better
comprehensive performance than the classical collaborative filtering algorithm. How-
ever, in Fig. 4, the P-R curve of all methods nearly overlap. Even with the increasing
amount of training data sets, in Fig. 3, their Precision-Recall curves were not becoming
sufficiently different. Based on this phenomenon, we infer that significantly improving
the performance of the model is not the advantage of the SDAE-BPR. To verify this
assumption, analysis of the NDCG must be performed as described in the next section.

Fig. 3. Precision-Recall curves on movielens 20M

Fig. 4. Precision-Recall curves on movielens 1M
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NDCG@n. First, we need to choose a value of n, that is, to ensure that the NDCG
can be as large as possible, while the training cost is as small as possible. It is observed
from Fig. 5 that the NDCG will be stable when n equals 6. This condition is also
observed for the results presented in Fig. 6. Therefore, we choose 6 as the value of n.
From Table 2, in each dataset, the NDCG@6 is much larger than other two classical
collaborate filtering algorithms. The curve of the SDAE-BPR in Fig. 5 is much higher
than the other two curves. In Fig. 6, the differences still stay the same. This result
means the SDAE-BPR always has more accurate rank results than the classic methods.
Therefore, the SDAE-BPR has the highest rank quality among these three algorithms.
In addition, the difference of the NDCG@6 among all methods is also much larger than
that of the AUC. This result is because the goal of the SDAE-BPR in training is to
maximize the difference between the positive example probability and the negative
example probability, rather than simply to calculate the similarity of each item after
fitting. It was found that the SDAE-BPR model is more suitable for a small number of
precise recommendation application scenarios. In addition, for each different item i, the
bias bi belonging to this item is added, also contributing to improving the quality and
accuracy of the recommendation ranking results.

Fig. 5. NDCG@n on movielens 20M

Fig. 6. NDCG@n on movielens 1M
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4 Related Work

The most popular model for the recommender system is k-nearest neighbour
(kNN) collaborative filtering. [15] Recently, matrix factorization (MF) has become
very popular in recommender systems both for implicit and explicit feedback. In early
work, [16] singular value decomposition (SVD) has been proposed to learn the feature
metrics. The MF models learned by SVD have been shown to be highly prone to
overfitting. Below, we review some of the better methods mentioned in this paper.

Deep Learning. Deep learning has become highly popular on the Internet for big
data and artificial intelligence [17]. Deep learning, by combining low-level features to
form denser high-level semantic abstracts, can automatically discover the distributed
feature representation of data. Deep learning can solve the problem of manual design
features in traditional machine learning and has achieved breakthroughs in image
recognition, machine translation, speech recognition, online advertising and other
fields. In the field of image recognition, the accuracy rate of deep learning exceeded
97% in the 2016 ImageNet image classification competition. In the field of machine
translation, the Google neural machine translation system (GNMT) based on deep
learning has achieved a translation level close to that of humans in the field of English
to Spanish and English to French [18]. In the field of online advertising, deep learning
is widely used to predict the click rate of advertisements and has achieved great success
in its application by Google [19], Microsoft [20], Huawei [21], Alibaba [22] and other
enterprises. Deep learning involves a wide range of machine learning technologies and
structures. The SDAE used in this paper belongs to this deep learning structure.

SDAE. Auto-Encoder is a common method used in feature extraction by neural
network [23, 24]. These networks are trained to reconstruct their inputs by dimen-
sionality reduction, resulting in better characterization than the original data. Common
methods for extracting features of neural networks include the Convolutional Neural
Network (CNN) [25] and Recurrent Neural Network (RNN) [26]. However, the CNN
is a kind of multi-layer perceptron, which is mainly used to process two-dimensional or
three-dimensional image data. Additionally, the nodes between each hidden layer of the
RNN are connected and able to memorize the past information, so that this method is
more suitable for sequence modelling. Considering that the scoring data in the rec-
ommendation system are all one-dimensional values without sequence relations,
methods such as the CNN and RNN cannot play a meaningful role in feature extraction
but will increase the computational complexity. Therefore, the stack denoising auto-
encoder may be a better choice [27]. The advantage of stack structure [28, 29] is that
multi-hierarchy abstract data representation and deeper implicit data representation can
be obtained by stacking multiple automatic encoders.

BPR. From an algorithmic point of view, the existing methods of recommending
problems can be approximately divided into three categories: classification, fitting, and
ranking. [30, 31] The classification method can be regarded as a binary classification
problem, using the predefined features to train the classifier, and finally using the
classifier to predict the similarities between the items. The method of fitting is to
convert the scores of items into a real value rating matrix and to use a collaborative
filtering method such as matrix decomposition to predict the similar probability of
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items without scoring. The problem of data sparsity will make classification or fitting
methods be biased towards dissimilarity. [32] The sorting method considers the rec-
ommendation as a sort of learning task. For each item, by ranking the similarity
probabilities of other items and itself, it is guaranteed that these similar items are ranked
higher than the dissimilar items, and this sorting method proved to be effective and can
solve the imbalance problem. Among these models, the BPR model [33, 34] defines the
Bayesian pairwise ranking relationship between the items. The relationship is that
probabilities of similar items should be greater than those of the non-similar items. This
model has been verified to achieve good performance.

5 Conclusions

In this paper, the existing BPR model and the SDAE are combined to recommend
products. The SDAE is used to extract the implicit characteristics of the user evaluation
vector, and the already extracted BPR is based, in part, on deep hidden features to
obtain the features of the products and, on the basis of the entire model, to propose a set
that is suitable for the preliminary training of the model; then, an optimization strategy
is used to speed up the training efficiency and improve the recommendation accuracy.
As demonstrated in the experimental verification, the model proposed in this paper has
better performance than the existing classical collaborative filtering commodity rec-
ommendation algorithm, obtaining higher accuracy and better sorting of the results and
avoiding the impact of sparsity. However, this model still has some shortcomings. For
example, when the data volume is large, features are extracted for each item, and the
similarity probability of any two items must be calculated. The model learning and data
preservation may encounter some difficulties. However, the application of deep
learning in the recommendation system has been studied by many researchers and has
been proven to be feasible. Therefore, we believe that this research direction is
promising.

In the future, we will study the interpretability of the algorithm. Currently, we can
only provide the answer about probability to the user. It is not yet possible to con-
vincingly show why the probability should have this value. Furthermore, the users’
interest in different goods on e-commerce platforms changes rapidly with time. It will
be useful to connect our methods to the changes in user interest.

Acknowledgments. This paper is supported by the Youth Foundation of Shanghai Polytechnic
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Abstract. Temporary social network has been a increasing popular field
in the last few years where people form a temporary social group for a
short time period with common interests or purposes in the same area.
When a user attends an event or conference in a new city, he/she can
join the temporary social networks with his/her social account. Users
who attend the same academic conference or activity may have simi-
lar interests and time schedules, so they are willing to travel together.
Recently, renting cars to travel has become very common, since it helps
improve user experience as well as save travel costs (e.g., renting and oil
costs). Thus, we propose a group-wise itinerary planning framework to
minimize the travel costs for each user in a temporary social network.
Experimental results conducted on real-world data sets confirm the effi-
ciency and effectiveness of our proposed framework.

Keywords: Travel planning · Spatial temporary social network ·
Mobile computing

1 Introduction

Temporary social network has been a increasing popular field in the last few
years where people form a temporary social group for a short time period with
common interests or purposes in the same area. When a user attends an event
or conference in a new city, he/she can join the temporary social networks with
his/her social account. They can send message to all group members, share
locations and pictures, set up sub-groups, etc. All the records of her actions in
the temporary social network will be deleted after the guest checks out of the
hotel.
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Travel is a core function of temporary social networks. For instance, in a
hotel social network, guests may attend the same conference in a new city, but
they did not know each other before. Guests may have common interests and
thus be willing to travel together with their new friends, thereby improving
user satisfaction. More importantly, guests prefer to travel together to share
travel costs (e.g., car-renting and oil costs). However, organizing guests into
temporary social groups may negatively affect user experience, thus driving the
users away from the application. Because, although the guests are coming to
the same conference/business activity/concert, their time schedules and interest
preferences may vary greatly.

Fig. 1. Example of the framework

In this paper, we propose a framework for temporary social networks to
group users and recommend group-wise itineraries. When a guest checks in at
a commercial activity/academic conference, we will obtain his or her interest
preferences and available time periods for traveling via his/her social network
account. As showed in Fig. 1, we first group similar guests with similar hobbies,
then we allocate users into car groups whose size are limited by the car capacity
(e.g., four). Then, we recommend an itinerary to each group with crowdedness-
aware. This itinerary will meet all group members’ interest preferences and time
constraints. To measure the similarity of two guests, we consider the overlapping
of their available time slots and their common interest preferences.

Some research has been conducted to examine similar problems to those
presented herein. Our problem formulation presents major differences from those
current studies. For comparison, the differences between our system and the
earlier works are illustrated in Table 1.

In this paper, we consider the deadline and interest preference of each user
while grouping users, as well as the group size (car capacity). Then we also take
the popularity and crowdedness of each POI into consideration during itinerary
recommendation. In this way, we improve the quality of the generated groups
and recommended itineraries. To our knowledge, no paper has studied this same
problem.

This paper has the following four contributions.

– We propose a group-wise itinerary planning framework, which can be used to
improve users’ travel experience in a temporal social network.
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Table 1. Difference between prior work and our system

PaperUser’s
deadline

User’s
preference

POI’s
category

POI’s
popularity

POI’s
crowdedness

Group
recommen-
dation

Group
size limit

[20] � � × × × × ×
[5] × � � × × � ×
[13] � � � � × � ×
[19] � � � � � × ×
[2] � � � � � × ×
[11] � � � � � × ×

ours � � � � � � �

– We design relevance measure functions to group users according to their pref-
erences and available times.

– We combine multiple objectives and discuss different methods in itinerary
recommendation that achieve a balance between conflicting objectives such
as preferences of group-wise users, POI popularity and crowdedness.

– We evaluate the efficiency and effectiveness of our proposed framework and
methods by extensive experiments using real road network data sets.

For the remaining paper: Sect. 2 formally formulates the preliminary defini-
tions and propose our three-step framework. Section 3.1 trains the city model by
cluster method. Section 3.2 presents a greedy-based user allocating algorithm.
Section 4.2, we compare two algorithms to recommend itinerary avoiding crowd-
edness. Section 5 gives the experimental study. Section 6 discusses related work;
and Sect. 7 concludes this paper.

2 Problem Statement

In this section, we first introduce the main symbols used in this paper and then
formally formulate the framework proposed in this paper.

U = {u1, . . . , un} be the set of users and V = {v1, . . . , vl} be the set of POIs.
Given that C = {c1, . . . , co} as POI category set, each POI v belongs to one
category. The popularity of POI v is defined as Pop(v).

We assume Intu(c) be the user’s interest preference for category c. In our
implementation, we estimate user interest preference using the total number of
check-ins from user history data. The user interest preference of every user is
defined as Iu = 〈Intu(ci), . . . , Intu(co)〉.

We aim to address the problem in terms of its two sub-problems of user group-
ing and route recommendation. As illustrated in Fig. 2, our three-step framework
includes offline city model train, car group allocation and itinerary recommenda-
tion with crowdedness. We use the cluster method train the different city travel
pattern then part users into pattern groups and then each group query runs car



Itinerary Recommendation for User Groups in Temporary Social Network 169

group allocation method in parallel. For each small groups, we unified group
members’ interests and time schedules. Finally, we use route recommender cal-
culate the itinerary for each group to satisfy the group’s preferences and time
constraints, at the same time, help users avoid crowdedness. The objective of
group-wise itinerary planning is to recommend traveling partners and traveling
routes for users in the temporal social network, such that: (O1) all users’ time
constraints are satisfied, (O2) users’ preferences are satisfied, and (O3) each
user’s traveling cost is minimized.

Fig. 2. Framework

3 User Grouping

In this section, we illustrate how to group users in a temporal social network.
First, we train offline city model to find the distinguished interest patterns in
the city so as to divide users into pattern groups according to these interest
patterns. Then, we further divide each pattern group based on users’ available
time periods and car capacities. As the time complexity of car group allocation
is quite high, we obtain the user groups by the greedy method at the end of this
section.

3.1 Step 1: Offline City Model Train

According to the history travel itinerary, the kinds of different interest prefer-
ences among users are limited. A natural approach to group by interest prefer-
ences in a city is to use some clustering method. We train the offline city model
by clustering history users interest preferences in the city to find all key interest
patterns.

In our case, however, the number of clusters is not known in advance. In
the following discussion, we assume there are k interest patterns in a city, i.e.,
P = {p1, . . . , pk}, where pi represents a city interest preference pattern. Each
interest preference pattern pk consists of a cluster of users pk = {u1, . . . , uq},
and users in the same pattern have similar interest preferences. The k patterns
are as follows:
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pk =
1

|pk|
∑

u∈pk

Iu,∀p ∈ P. (1)

In this paper, we represent discrete travel patterns by Gaussian mixture
model(GMM) [15] which is a set of continuous density functions. Effective clus-
tering minimizes inter-cluster and maximizes intra-cluster similarities [3]. We
use cosine similarity Cos(ui, uj) of interest preference measure the interest pref-
erence similarity between two users.

Intra-cluster similarity is the average cosine similarity of all pair-wise com-
binations of users in a cluster p.

Intra(pk) =
1

(|pk| · (|pk| − 1))

∑

ui∈pk

∑

uj∈pk,uj �=ui

Cos(ui, uj) (2)

The inter-pattern similarity is the similarity between patterns, which is
defined as follows:

Inter(pi, pj) =
pi · pj

‖pi‖ · ‖pj‖ ,∀pi, pj ∈ P (3)

Formally, we find a best set of k patterns P such that:

Max
1
k

∑k
1 Intra(pk)

1
(k·(k−1))

∑
pi∈P

∑
pj∈P,pj �=pi

Inter(pi, pj)
(4)

After we model those k patterns, and part users’ queries into k pattern
groups. In subsequent steps, users in the same pattern group can be allocated
by their available time in parallel. In this way, we can reduce the server-side
response time and improve system efficiency.

3.2 Step 2: Car Group Allocation

We allocate similar users into car groups, help them to save costs and find travel
partners, even if they need to adjust their travel schedules slightly. We need to
group users according to interest preferences and the overlap of their available
time, as well as the group size which is limited by car capacity.

User’s query: u = {I, l, u, vs}, where u.I is the user’s interest preference. u.t =
[ts, te] is the user’s available time period. u.vs is the user’s start position. We
assign the users into k pattern groups by comparing u.I with each k pattern
center and then mark them with the label u.l.

Time Similarity: The time period similarity between users ui and uj calculated
by the Jaccard similarity, which is also known as the intersection over the union.

TS(ui, uj) =
ui.t ∩ uj .t

ui.t ∪ uj .t
(5)

User Similarity: Then, we define the similarity between ui, uj using

Sim(ui, uj) = μTS(ui, uj) + (1 − μ) Cos(ui, uj) (6)
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Thresholds: DT be the maximum start/end time difference between two users,
TT be the lowest time overlap and CT be the lowest interest similarity of group
members based on Cosine.

Occupancy Rate: Car Capacity CA. The lowest car occupancy rate OR means
the group size is least OR × CA users in a group, otherwise renting a car is too
wasteful.

Car Group: G = {g1, . . . , gm} is the set of car groups, whose size |g| is smaller
than CA and larger than OR × CA. Each query is defined by g = (I, ts, te, vs),
where g.I is the group’s interest preference.

Ig = 〈Intg(c1), . . . , Intg(co)〉 ,∀{c1, . . . , co} ∈ C (7)

g.ts is the group’s start time which is the start time of the latest start user in
the group. g.te is group’s end time which is the end time of the earliest end user
in the group. g.vs is the group’s start position. We assume users are in the same
hotel.

Group’s Interest Preference: One major challenge in the group-wise itinerary
recommendation is the diverse interest preferences among group members. We
define a collective group interest preference to meet all members demand. The
group interest preference for category c as follows:

Intg(c) = ω · rel(u, c) + (1 − ω) · (amax − dis(u, c)),∀u ∈ g (8)

where amax is maximum interest preference among group members for category c
and rel(u, c) is the average preference score among group members for category
c; dis(u, c) is the pairwise interest preference difference of group members for
category c.

Problem Define: The (1) car capacity CA, (2) occupancy rate OR, and (3)
users’ queries U are given. Allocating users into different car groups whose size
is limited by CA and OR. Our goal is to group more people to travel together,
and the maximum total average user similarity in each group includes people
who should travel alone.

3.3 Method

Since the optimal solution requires the assessment of all possible combinations
with very high complexity, we design a greedy strategy with following rules to
allocate each pattern group users into small car groups. We use queries queue
to receive more user queries.

Rule 1. If u and u′ both send a query, and the start time of u is earlier than
that of u′, u is serviced first. We sort the users’ queries by start time and end
time.
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Algorithm 1. Car Group Allocation
Input: a level-1 group g, CA,OR,DT ,TT ,CT
Output: G = {g1, g2, · · · , gm}
1: queries ← ∅ , G ← ∅, single ← ∅
2: used ← ∅
3: while g \ used �= ∅ do
4: u′ ← first u ∈ g \ used, candi ← empty MaxHeap(CA − 1)
5: for u′′ ∈ g \ {used ∪ u′} do
6: if isGroup(u′, u′′) then
7: candi ← candi ∪ u′′

8: end if
9: end for

10: if OR × CA − 1 ≤ |candi| ≤ CA − 1 then
11: g′ ← u′ ∪ candi, G ← G ∪ g′, used ← used ∪ u′ ∪ candi
12: else
13: used ← used ∪ u′, queries ← u′

14: end if
15: end while
16: g ← queries go to line 2
17: for u ∈ queries do
18: single ← single ∪ u
19: end for
20: return G ∪ single

Lemma. Suppose u1.ts = 9 : 00, u2.ts = 9 : 10, u3.ts = 9 : 20, u4.ts = 9 :
30, u5.ts = 9 : 40, and u1 is the earliest user according to the start times among
users. We find similar users to u1 starting from 9:00, and then find similar users
to u2 starting from 9:10, excluding u1 with a start time earlier than himself or
herself. If u2 can be grouped with u1, after the previous identification of similar
users to u1, we will group u1 with u2. Then when we consider u2, u1 and u2 are
already in the same group, so there is no need to consider u2 with u1.

Rule 2. For u and u′, we use function isGroup(u, u′) to validate if u and u′

could travel together. isGroup(u, u′) returns true if u and u′ satisfy TT , CT
and DT .

Furthermore, the number of similar users is too little to generate a group,
and similar itineraries are recommended for them. Instead of querying exact
itinerary recommendation for every single person, which may generate a lot of
computational overhead, we send their queries as a batch and response a same
recommendation.

4 Step 3: Itinerary Recommendation with Crowdedness

In this section, we use route recommender calculate the itinerary for each group
to satisfy the group’s preferences and time constraints, at the same time, help
users avoid crowdedness.
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4.1 POI Crowdedness

The crowdedness Crd(v, t) of POI v at time t is the number of users visiting
POI v at time t normalized to between zero and one. We can model the POI
crowdedness in the future prediction as a time series forecasting problem. In our
work, we use the average number of people per hour at each POI from data set
as a prediction.

4.2 Itinerary Profit and Constraints

For each group g with a category preference g.I, start time g.ts, end time g.te
and start point g.vs, we recommend an itinerary Rg = {v1, v2, . . . , vn} which
maximize the following object function:

Score(Rg) =
∑

v∈Rg

prg(v) (9)

where the prg(v, t) evaluate the profit that gained when group members g visit
POI v(category c) at time t, which is defined as:

prg(v, t) =
(ρ · Pop(v) + (1 − ρ) · Ig(c))γ

Crd(v, t)
(10)

The itinerary constraints are as follows:

Rule 1. Each itinerary can visit the same POI only once, avoiding blind searches
back and forth among POIs or rounding in the cycle, which is time-consuming
and not beneficial.

Rule 2. The itinerary time cost
∑

vi∈R (Dur(vi) + Dist(vi+1)) + Dist(vs, v1) +
Dist(vn, vs) should not exceed g.te − g.ts, where Dur(vi) is the average visit
duration for a POI v. Sat(vi, vj , t) returns true if leaving from vi at time t to
visit vj provides sufficient time to reach destination vs within the budget time.

4.3 Methods

Due to the irregular profit changes with time, then backtrack with pruning app-
roach is to perform an exhaustive search which finds the optimal itinerary. To
avoid the expensive backtrack with pruning search, the greedy method also pro-
posed.

Backtrack with Pruning. We use depth-first backtrack to enumerate all the
feasible arrangements of POI within time budget. And we use visited set to
record the POI which is already visited in current partial itinerary. During the
search we update the current best itinerary score.
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Algorithm 2. Backtrack with Pruning
1: R ← ∅, r′ ← 〈vs → ∅ → vs〉, visited ← ∅
2: for vj ∈ V \ visited do // Rule 1
3: if Sat(vi, vj , πi) then // Rule 2
4: r′ ← r′ ∪ vj ; visited ← visited ∪ vj ;
5: if Score(r′) > Score(R) then
6: R ← r′;
7: end if
8: backtrack(r′, visited);
9: r′ ← r′ \ vj ; visited ← visited \ vj ;

10: end if
11: end for
12: return R

Greedy. Backtrack with Pruning search has too much time complexity, we
use greedy method to select next POI vj iteratively appending to current partial
itinerary until the time budget is not enough. We use a strategy function f(vj) =

pr(vj ,t)
Dist(vi,vj)+Dur(vj)+Dist(vj ,vs)

where vi is last visited POI and t is the access time
at vj to choose the next POI. The next POI should have maximal f(vj) and
users can back to vs within budget.

5 Experiment and Evaluation

5.1 Experimental Settings

We evaluate our framework on a real-life datasets extracted from Flickr photos
[18] in Toronto, Osaka, and Edinburgh, with the statistics shown in Table 2. All
datasets are provided by Lim et al. [12,13,19].

We implement our framework and algorithms by Python sklearn packages
and Java. All experiments are run on a 3.6 GHz Intel i7 Quad-Core and 16 GB
of RAM PC.

Table 2. A summary of the datasets

City No. of POIs No. of photos No. of users POI visits Travel sequences

Toronto 30 157,505 1,395 39,419 6,057

Edinburgh 29 82,060 1,454 33,944 5,028

Osaka 29 392,420 450 7,747 1,115
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5.2 Effect of Offline City Model Train

We use users’ geo-photos as the approximation as a user visit to each POI in
real-life. First, we construct the interest preference vector I for each user u ∈ U
by counting each user’s photo number in different POI category and the POI
popularity Pop(v) by counting total photo number at different POI.

The best k represents the goal in Eq. 3 is maximum when we use the
GMM model to identify the best cluster partition based on historical data. The
Inter(P ) line illustrates the average inter-cluster similarity of the k pattern pair-
wise combinations. Table 3 shows the results. The intra-cluster similarity is very
high, suggesting good cluster compactness. The inter-cluster similarity is low
which shows the groups are not redundant. In this way, we get k travel pattern
in a city and people are parted to pattern groups with label ul.

Table 3. Evaluation of Step 1

Toronto Edinburgh Osaka

best k 7 6 5

Intra(P ) 0.9172 0.9179 0.9109

Inter(P ) 0.1101 0.1357 0.1809

CT 0.4203 0.5077 0.5547

Table 4. Average evaluation result of
Step 2

Toronto Edinburgh Osaka

Tu(G) 0.9372 0.9439 0.9436

Cu(G) 0.9699 0.9505 0.8889

Cos(G) 0.9534 0.9590 0.9727

single person 8/1395 14/1454 10/450

runtime(s) 9.6000 12.4001 1.0024

5.3 Effect of Car Group Allocation

We use average cosine similarity ,time utilization, and car utilization of all gen-
erated groups to evaluate the effect of car group allocation.

Time utilization: Tu(G) = 1
|G|

∑
g∈G

1
|g|

∑
u∈g

g.te−g.ts
u.te−u.ts

Car utilization: Cu(G) = 1
|G|

∑
g∈G

|g|
CA

Users’ check-in timestamps are scattered in the datasets, and their travel
are too short to simulate our problem. We generated users’ start times u.ts and
end times u.te from 9:00 to 11:00 and 16:00 to 18:00 randomly. We set Ca = 5,
OR = 0.8, DT = 60 min, TT = 0.75, μ = 0.5, ω = 0.5. We use the minimum
intra-similarity in city models as (CT ).

Figure 3 shows the evaluation results for each small car group on each dataset.
Table 4 shows the average evaluation results on each dataset. Our car group
allocation algorithm is a greedy solution, the average time utilization Tu(G) is
greater than 90% on each dataset, indicating that the each user waits up to one
hour (less than DT ) for other users. Additionally, the average cosine similarity
Cos(G) is higher than the minimum lowest cosine similarity in pattern groups
(Step 1). Cu(G) and the single person shows our method group most people. In
addition, the runtime on single-threaded shows the efficiency.
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Fig. 3. Evaluation results of all groups in Step 2

5.4 Effect of Itinerary Recommendation

We use the time difference between the photos taken by the user for the first
and last visit at a POI as user’s visit duration and use the average time of all
users as Dur(v). For the cold spots, we replace the duration with the average
duration of all POI in the city. We assume that all users’ start locations (hotel
vs) are one of the most popular attractions in the city. We use euclidean distance
estimate Dis(vi, vj) between two POIs. If the distance between the two POI is
less than 1 km, we use the walking speed (4 km/hour), consistent with literature
[12]; otherwise the driving speed will be used. We estimate the time cost using
Google Maps1.

Figure 4 The upper row shows the recommended itinerary score by Backtrack
and Greedy. The y-axis score of 1 represents the optimal result of the backtrack-
ing method. The line in the figure shows the ratio of the profit score obtained
by the greedy method to the optimal solution. x-axis is the time budget(hours)
of each group. As can be seen from the figure, the greedy method can achieve
approximately 90% of the optimal solution.

The lower row is the runtime of the two algorithms. The y-axis is the run
time in seconds. x-axis is the time budget(hours) of each group. Greedy has a
fast and stable runtime. When the available POI is more than 29, the backtrack
algorithm running for more than 300 seconds. However, backtracking is still
suitable for finding the optimal itinerary in a large attraction or in a city with
a small number of POI.

6 Related Work

Group-wise Itinerary Planning. Recently, the study of group-wise itinerary
planning has gained growing attention. The problem is looking for a path that
covers the set of user input points and minimizes the travel distance of the group.
For instance, author in [1] analyzes the needs of group recommendation and
proposes a formula that considers the correlation between individuals and the
group, as well as the differences between members. [4,5] find the route with the
maximum group interest preference and recommend it to multiple users. In [17], a
1 https://www.google.com/maps.

https://www.google.com/maps
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(a) Toronto (b) Edinburgh (c) Osaka

Fig. 4. Effect of itinerary recommendation

novel group path query problem is proposed, in which users can dynamically join
a new group or leave the original group while traveling. Lim et al. [13] clustered
similar tourists into tour groups. Then recommend routes to each group. Finally,
assigned an appropriate tour guide to each group.

Route Recommendation. There have also been numerous studies associated
with recommending itineraries for a single tourist. [2,10] consider the orienteer-
ing problem with time windows(OPTW). These works are aimed at finding the
best itinerary to maximize the user’s experience under a traffic-conscious time
budget constraint. And [11,20] consider the congestion of peak hours and queue
time to choose the best time to access the POI. In addition, [6,8,9,16] pro-
vided other forms of search problems including optimal route for crowdsourcing
works, finding a optimal access sequence. Those works calculate the shortest
route passing through specific categories of POIs. Recent works [7,14] analyze
interest preferences in user history data to recommend paths for them.

7 Conclusion

In this paper, we propose a group-wise itinerary planning framework which
including offline city model train, car group allocation and itinerary recommen-
dation with crowdedness. For improving happiness of the group members and
reducing travel costs in the temporary social network, we design relevance mea-
sure functions to group users in terms of their interest preferences, time schedule
and the group size limit. We use the cluster method to part users into pattern
groups and then each group runs car group allocation in parallel. For each group,
we design an itinerary score function which combines the group interest prefer-
ence, the crowdedness and the popularity of each POI in order to achieves a
balance between conflicting objectives. An recommended itinerary achieve max-
imum group satisfaction. The experiment based on a real-world social network
data set shows the effectiveness of our framework.
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Abstract. Medical informatization takes a key role in medical and
healthcare industries, which is a necessary way of improving service qual-
ity and treatment experience in a hospital. In this paper, we design and
implement an integrated and intelligent healthcare system with mobile
services, specific to dental healthcare. The developed system contains
four components, including WeChat official account, intelligent question
and answering (Q&A) system, mobile follow-up care mini program and
AI speech assistant. The developed WeChat official account and intelli-
gent Q&A system provide a large amount of professional knowledge on
dental health, which can help narrow the knowledge gap between doc-
tors and patients. The two components facilitate patients to follow up our
applications without downloading any extra softwares, as the developed
functions (e.g., voice service) are provided through mobile services. These
two components also facilitate follow-up management, decreasing man-
power and resource usage in hospital. Our system is developed to serve
patients as well as dentists, and provides a group of interactive healthcare
services in a low cost. In this paper, we elaborate the whole system archi-
tecture and implementation detail of each component. We also report the
performance test result and training process of the classifier.
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1 Introduction

The need for dental healthcare or oral healthcare is common nowadays. With the
improvement of medical level, an increasing number of people begin to pay atten-
tion to their dental health. At the same time, dental healthcare has a great demand
for medical informatization. For ordinary people, there is a need for professional
knowledge to evaluate their dental problems and seek potential treatment that
they intend to receive. The key reasons for the need of medical informatization
in dental healthcare are as follows. First, the process of dental medical treatment
is complicated. The cycle of treatment is long, usually lasting for several weeks.
During the treatment, a patient needs to be treated many times. Second, dental
diseases are usually highly professional and most people lack the way to acquire
such professional knowledge of dental healthcare. Third, follow-up care is required
after dental operation. Patients need a stable and effective way to give feedbacks
about their dental problems along with each treatment.

However, the existing dental healthcare information systems have three major
defects. First, the existing systems are not intelligent enough, which cannot
intelligently answer patients’ professional questions related to dental healthcare.
Meanwhile, the existing systems cannot provide voice service or information
retrieval service. Second, the existing systems are not comprehensive enough,
which only provides a small part of necessary services. For example. Some exist-
ing dental healthcare systems only provide follow-up care service, and some other
systems only provide knowledge retrieval service. Third, there are few existing
systems that provide dental healthcare with mobile services. Lacking mobile
applications, patients cannot keep sustained attention to their dental conditions
in mobile phone platform anytime or anywhere, and are hard to complete the
follow-up care to give feedback of their subsequent dental problems.

To solve the problem of the lack of a comprehensive dental healthcare informa-
tion system, we developed an integrated and intelligent dental healthcare platform
providing mobile services. The developed system is based on the tool and frame-
work provided by WeChat and Web service platform, and contains four compo-
nents, including WeChat official account, question and answering (Q&A) system,
the follow-up care mini program and AI speech assistant. WeChat official account
provides dental knowledge for patients by retrieval portal. The Q&A system can
answer questions raised by patients related to dental health. The follow-up care
mini program and AI speech assistant are developed for patients’ subsequent den-
tal problems after medical treatment. Patients can give feedbacks on their dental
health conditions anytime and anywhere, which also help hospitals improve ser-
vice quality. We built such a comprehensive system containing the above four mod-
ules, and the developed system has been deployed in a high-level dental hospital,
i.e., the affiliated Stomatological Hospital of Xi’an Jiaotong University1. Besides
the provided services, the developed system is also used to collect real data gen-
erated during the process of dental healthcare, and further analyze and visualize
the data, and then guide the hospital to improve treatment quality.

1 http://www.dentalxjtu.com/index en.php.

http://www.dentalxjtu.com/index_en.php
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The remaining sections of this paper are organized as follows. Section 2 sum-
marizes the work related to dental information systems and mobile medical appli-
cations. Section 3 presents the whole framework of our mobile-oriented dental
healthcare system. Section 4 elaborates the four developed components of the
system. Section 5 describes the system configuration, deployment and applica-
tion. Section 6 concludes the whole paper.

2 Related Work

With the development of computer technology, dental healthcare information
systems have developed rapidly and undergone several phases. With the popular-
ity of electronic medical records, HIS (hospital information system) has gradually
involves intelligent elements. In recent years, the emergence of mobile medical
care has become a new direction. Nowadays, various mobile medical applications
have emerged and are expected to have a promising future. Here we focus on
two types of related systems, including dental healthcare information system and
mobile medical application.

Dental Information System. Medical information systems have developed for
more than 20 years, and have already achieved some progress [16]. However, the
existing medical information systems are still in the early stage of development,
and most existing systems are in low informatization level, insufficient manage-
ment and defective function [7]. Most of existing medical information systems
only have desktop terminals, and do not support mobile services [10]. The staff
operation mode is usually rigid, and medical records are hard to be obtained
anytime or anywhere. The intelligent development of existing medical informa-
tion systems is not enough, although some hospital information systems have
also introduced several intelligent techniques. For example. The affiliated hospi-
tal of Zhejiang University employs data mining technique to achieve real-time
integration and classification of hospital information. Medical staff can under-
stand medical status of a patient in a real-time manner [17]. But the system in
the affiliated hospital of Zhejiang University is not fully intelligent. In contrast,
our developed system provides voice service and information retrieval service,
further improving the efficiency of medical staff.

Mobile Medical Application. Mobile medical healthcare refers to the use of
wireless computers or communication devices (e.g., smart phone and tablet com-
puter) that can be carried around to meet the healthcare needs of hospital staff
and patients [11]. In [11], the author analyzed and evaluated the function and
development of mobile medical applications in China. In [5], the author takes
Chunyu healthcare system [1] as an example to study the sustainable develop-
ment of mobile health network. Let us further take the Good doctor health-
care system [3] and Chunyu healthcare system as two examples. An investiga-
tion showed that doctors commented that Good doctor healthcare system and
Chunyu healthcare system specialized in online doctor-patient interaction. The
existing mobile medical applications do not provide professional dental medical
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services, and the resources and materials on dental healthcare are limited. Our
dental information system combines the advantages of existing healthcare sys-
tems and develops a group of mobile medical services for dentists and patients.
Our system also provides a humanistic pre-diagnosis mobile counseling service
platform to enhance the patient’s service depth.

3 The Architecture of the Developed System

Figure 1 presents the whole architecture of the built dental healthcare system
with mobile services, which contains four components and each component is
given a brief explanation as follows.

1. WeChat official account. The developed WeChat official account is an
mobile assistant and extension of the intelligent medical system. For the devel-
oped mini program, the WeChat official account can send instant follow-up
reminding message to patients, and popularize the mini programs to patients.
WeChat official account provides access to the intelligent dental healthcare
Q&A system, which takes a role of an interface to users. The developed
WeChat official account also provides patients a variety of dental healthcare
articles and procedures of dental treatment.

2. Follow-up care mini program. The main service of the developed mini
program is post-diagnosis follow-up care. The follow-up care is conducted
according to different types of patients and different time intervals, such as
24 h, 72 h, one week, one month and one year. The developed mini program
matches different follow-up problems database, presenting to patients in a
user-friendly way. Such a design can save patient’s time, and send follow-up
message instantly. Patients’ feedbacks are sent to the doctor through WeChat
official account. After receiving the message, doctors will make a phone call
to the patient to improve the medical diagnosis. After all follow-up care feed-
backs are stored in the database, the system will generate a follow-up care
report in .pdf (portable document format) format, which can be exported for
analysis at any time.

3. AI smart speech assistant. In order to cover patients of all ages in follow-
up care, in the case that some patients do not use the mini program for
follow-up care, our intelligent medical care system is capable of automatically
dialing the AI smart voice phone, generating professional words requiring to
ask for follow-up care. This component is capable of automatically recording
and identifying the conversation, and asking the next question based on the
patient’s answer. Similar to the mini program, the AI smart speech assis-
tant records the information for follow-up care and automatically generates
a follow-up care report.

4. Doctor-patient question and answering (Q&A) system. The devel-
oped Q&A system can scientifically answer the medical questions raised by a
patient, as the Q&A system undergoes sufficient training on a large doctor-
patient dialogue corpus. After a patient asks a question to our system, a
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classifier will first make a decision on whether the patient’s question is a
problem in dental healthcare field or not. The part-of-speech tagging and
dependency parsing can extract the key phrases from the question. We build
an answer retrieval engine, and can find the most suitable answers with the
highest scores. The answers with the top scores will return to the patient. The
developed doctor-patient Q&A system can improve the patient’s knowledge
level in dental healthcare, and help patients better understand the doctor’s
treatment.

Smart Phone Tablet

Part-of-speech Search Automatic speech 
recognition Natural Language Understanding

WeChat Official 
Account

Follow-up Care 
Mini Program

AI Voice Assistant

Dependency parsing

Doctor-patient Intelligent Q&A System

Database

Classifier

Fig. 1. The architecture of the developed dental healthcare system

4 The Developed Four Components

4.1 The Developed WeChat Official Account

The WeChat official account platform2 is a platform for operators to provide
information and services to WeChat users. The official platform development
interface is the basis for providing services [4]. Developers can create WeChat
official accounts and obtain administrator right in official platform websites.

The Web framework selected by WeChat is the Flask micro-framework [2],
and the recommended programming language is Python. Typically developers
will use Flask to build a WSGI application (Web server gateway interface, WSGI
for short). The simplest version is to verify the server URL configured in WeChat
official platform. The Flask micro-framework is easy to extend, and we can use
Flask to build a complete WeChat back-end service. We use the recommended
server Waitress3 that is designed to be stable and secure to run the WSGI
application. The server URL configured on WeChat official platform must be
http:// or https://, supporting ports 80 and 443 [4]. With the reverse proxy
function of Nginx4, we appoint a proxy http://URL:80 to the server’s local

2 https://mp.weixin.qq.com/?lang=en US.
3 https://pypi.org/project/waitress/.
4 http://nginx.org/en/.

https://mp.weixin.qq.com/?lang=en_US
https://pypi.org/project/waitress/
http://nginx.org/en/


188 Y. Xu et al.

http://localhost:port. Such a strategy prevents the WeChat back-end from being
suspended when the common ports 80 and 443 are occupied.

When a user interacts with the WeChat official account, the server address
is configured on WeChat official platform website. For example. If a user sends a
message to WeChat official account and clicks on the menu, the WeChat official
platform will push a message or an event to the server. Then the WeChat back-
end can respond according to its own business logic, such as replying messages.
The access token is the globally unique interface credential of the WeChat official
account [4]. The WeChat official account developer needs to use access token
for invoking each interface. A WeChat back-end uses the central control server
to uniformly obtain and refresh the access token, which needs to be refreshed
periodically. The WeChat back-end uses database Redis5 to store the value of
access token.

When a user sends a message to the WeChat official account or when an event
is triggered by certain user actions, the WeChat official platform will send an
XML packet of POST message or event to the WeChat back-end. The WeChat
back-end needs to parse the received XML packet to receive the value of the
corresponding tag and return a specific XML structure in the response packet.
Note that, sending a passive response message is not through an interface, but is
a reply to the message sent by the WeChat server. In addition, within 12 h, the
customer service interface can also be invoked to send a message to ordinary users
through posting a JSON (Javascript Object Notation) data packet. The WeChat
official account encryption and decryption are a new mechanism provided by the
official platform to further strengthen the security of WeChat official account.
After the encryption and decryption are enabled, the invocation interface will
not be affected. Message encryption and decryption are required only when there
is a passive reply to the user’s message. Template messages can only be used in
service scenarios that meet their requirements. A user will trigger a template
message after performing a specific action on the developed WeChat official
account. From the above process, it can be seen that the template message is a
way of passive reply.

4.2 The Developed Intelligent Dental Healthcare Q&A Sub-system

The intelligent dental healthcare Q&A sub-system is a key component of our
developed system. The main function of Q&A system is to answer the patient’s
questions. The developed Q&A component contains several modules, including
a classifier, sentence parsing module and search engine. The proposed classi-
fier classifies the questions raised by users. In the developed dental healthcare
Q&A system, we classify all questions into two categories, i.e., ordinary chat-
ting questions and professional dental related questions. After classifying, the
Q&A system will pass the question to the sentence parsing module for parsing.
The parsed sentences will be further filtered, and be passed to the search engine
to return the correct answer.

5 https://redis.io/.

https://redis.io/
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Fig. 2. The network structure of the implemented skip-gram model

The Built Neural Network-Based Classifier. Word2vec contains a collec-
tion of models that are capable of generating distributed representation of words
or word vectors. The word2vec models are typically neural network-based mod-
els that can learn contexts of words in a corpus [14]. Word2vec takes a corpus
of texts as input and generates distributed representation of words. The pro-
duced vectors typically contain several hundred dimensions, and each word in
the corpus is learned to be assigned to a vector. Skip-gram and CBOW (contin-
uous bag-of-words) are two typical models in word2vec. The input of CBOW is
the context words around the central word. The idea of skip-gram is opposite
to that of CBOW, that is, the input is a central word, and then the task is
to generate the vectors of the context words around the central word. In the
developed Q&A system, we choose the skip-gram model as it works well for
uncommon words when the computing power is sufficient. The developed sys-
tem implements the skip-gram model that is trained with a 200-dimensional
vector on Chinese Wikipedia corpus. Figure 2 shows the network architecture of
the implemented skip-gram model.

In Fig. 2, x is the one-hot embedding of a word, v is the vocabulary size, and N
is the dimension of word vector. c is twice of the size of the word vector window,



190 Y. Xu et al.

w is the central word vector matrix, and w′ is the matrix formed by context
words’ vectors. The vectors of words are trained first, and the next task is to
design the classifier. We adopt recurrent neural network (RNN) as the basic
classifier. As the traditional RNN has been verified to suffer from gradient van-
ishing and gradient explosion [15], in the developed system, we adopt a variant
of RNN, i.e., LSTM (long-short term memory) network [6]. LSTM is a neural
network configured with three gates, including input gate, forgotten gate and
output gate. Figure 3 shows the network structure of the implemented LSTM.

The calculation involved in Fig. 3 are as follows.

i(t) = σ(w(i)x(t) + U (i)h(t−1)) (input gate)

f (t) = σ(w(f)x(t) + U (f)h(t−1)) (forget gate)

o(t) = σ(w(o)x(t) + U (o)h(t−1)) (output gate)

c̃(t) = σ(w(c)x(t) + U (c)h(t−1)) (new memory cell)

c(t) = i(t) ◦ c̃(t) + f (t)c(t−1) (final memory cell)

h(t) = o(t) ◦ tanh(c(t))

(1)

Fig. 3. Input denotes the input gate, and New memory denotes the new memory cell.
Forget denotes the forget gate, and Output denotes the output gate. t denotes the
current moment, t− 1 represents the last moment, x denotes input, and h denotes the
output of the hidden state.
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Fig. 4. “hidden layer” is the network structure of bi-directional LSTM.
a1, a2, a3, . . . , aT are parameters in attention mechanism.

The calculation process of LSTM is as follows. The new memory cell uses x(t)

and h(t−1) to generate c(t). So the new memory contains the attributes of the
current word. The input gate uses x(t) and h(t−1) to determine how much the
attribute of the word at the current moment should be kept, and this amount is
represented by i(t). The forget gate uses x(t) and h(t−1) to determine how much
the past memory should be forgotten, and this amount is represented by f (t).
The final memory cell adds up the new memory retained by input gate and the
past memory forgotten by forgotten gate to generate the final memory c(t). The
output gate uses x(t) and h(t−1) to determine how much new memory tanh(c(t))
should be output, and the output amount is represented by o(t).

In order to improve the accuracy of developed classifier, we build bi-
directional LSTM network in the developed system, and the network structure is
shown in Fig. 4. In the built bi-directional LSTM, the jth hidden state hj → car-
ries the jth word itself and a part of information in previous words. If the input
is in reverse, the jth hidden state hj ← carries the jth word and a part of infor-
mation in posterior words. So combining hj → and hj ←, hj [hj →, hj ←] can
contain the information before and after the jth word. The built classifier aims
to classify the questions raised by users, most of which are short sentences, so our
system adds the attention mechanism to the basic LSTM network. The atten-
tion mechanism is to assign different weights to different words in a sentence,
which is likely to improve the accuracy of the classifier, especially in the case
of short sentences. In detail, a layer of parameters after hidden layer are added,
and are continually trained to be optimized. Figure 4 shows the bi-directional
LSTM network with attention mechanism.

Sentences Parsing Module. After classifying the raised questions, if the ques-
tion is classified into the professional dental healthcare category, we build a
sentence parsing module that is used to finish a series of NLP tasks, including
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segmenting, POS (part-of-speech), and dependency parsing. The final results are
generated by filtering the results of dependency parsing. Dependency parsing is
to determine the dependencies between words in a sentence. Table 1 shows the
result of dependency parsing built in our system for an example of user’s ques-
tion. The original question is in Chinese , and the
corresponding English question with the same meaning is “Will wearing remov-
able dentures impair other normal teeth?”

Table 1. The column below “dependency parsing” is the result of a question after
dependency parsing. The column below “selected dep” is the result after this system
filters the original results of dependency parsing.

In our system, only eight types of dependencies are remained, including amod
(adjective modified noun), compound:nn (noun modified noun), advmod (adverb
modified adjective), nsubj (noun subject), dobj (direct modified object), det
(qualified modification), parataxis (parallel relationship) and assmod (associ-
ation modification). For the complete list of the abbreviation in dependency
parsing, please refer to paper [9]. Our system does not completely use all these
eight dependencies, but adds some constraints to each dependency. For exam-
ple. For the dependency advmod, two constraints are added. We only keep the
lengths of the modifier and the modified word are both longer than 1, because in
advmod, the valuable information contained by the object and the adjective with
the length less than 1 is quite limited. Table 2 gives an example of the result of
a sentence that is segmented, parsed and filtered.

Table 2. “keywords filtering” refers to the result with sentence parsing and filtering
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Query Module. The query module is built on the basis of an open-source
text retrieval engine, i.e., Lucene6, which provides a complete query engine and
index engine. First, we build a Web crawler that is used to collect questions
and answers related to dental healthcare from Internet. The collected questions
and answers are checked, reviewed and corrected by professional dentists in the
affiliated Stomatological Hospital of Xi’an Jiaotong University. Then we build
indexes with Lucene’s index engine for the checked questions and answers. We
use Lucene’s query engine to return the answer to the question raised by a user.
In the search process, our system also adds extra resources, such as synonym
dictionary. If a keyword of the question is in the synonym dictionary, the related
synonym will also be searched together.

4.3 The Developed WeChat Follow-Up Care Mini Program

The WeChat follow-up care mini program adopts the B2C (business-to-
customer) architecture, and the development adopts the architecture mode of
server, client, and data management. The server uses Node.js7 to build the
RESTful API. The client uses the WeChat mini program to obtain data by
sending an HTTP communication request to the server API. The data man-
agement module is the data management back-end for administrators to log in.
This subsection introduces the key techniques used by WeChat mini program,
including the MINA framework, Node.js framework, construction of RESTful
API and MongoDB database.

The MINA framework8 consists of three parts, including logical layer, view
layer, and system layer. The MINA framework provides a set of JavaScript API
for the upper layer by encapsulating the basic functions of file system and net-
work communication provided by WeChat mini program. The MINA framework
provides a set of language WXML (WeiXin Markup Language) similar to HTML
tags and basic components at the view layer [8]. The view layer is a collection
of .wxml and .wxss files. For users, the view layer is an interface that directly
interacts with each user.

There are nine pages in the mini program, which are the dental classification
page, doctor page, home page, patient information page, patient landing page,
patient satisfaction survey page, patient message page, tooth type page, and
end page. Each page has a life-cycle corresponding to its business logic, which is
implemented by page() function in page’s logical layer. The logical layer of the
WeChat mini program development framework is implemented by JavaScript.
On the basis of JavaScript, the app() and page() methods are added to register
the program and the page. As the mini program does not run in a browser, some
JavaScript’s capabilities specific to Web development cannot be used, such as
document() and window() [18]. The system layer contains temporary data, file
storage, and network storage.

6 http://lucene.apache.org/.
7 https://nodejs.org/en/.
8 https://developers.weixin.qq.com/miniprogram/dev/framework/MINA.html.

http://lucene.apache.org/
https://nodejs.org/en/
https://developers.weixin.qq.com/miniprogram/dev/framework/MINA.html
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Representational state transfer (REST) refers to a constraint and paradigm
in communication. REST defines all entities on the Internet as resources, and
each resource corresponds to at least one URL. Each URL represents a type of
operation, so REST makes Web resources and services addressable. The interac-
tion between a client and a server accessing network resources through standard
HTTP requests, such as GET, POST, PUT and DELETE. The following Fig. 5
shows an example of a part of POST code.

For database, we employ a NoSQL database MongoDB9. The MongoDB
database system is a type of transitional database, between the typical NoSQL
database and traditional relational database [13]. The MongoDB database sys-
tem uses BSON (Binary JSON) format to store data, which is similar to JSON
format. Based on BSON format, the database system can store more com-
plex data types and implement complex key-value nesting operation [12]. For
WeChat mini program, the database structure follows the standard structure of
MongoDB. The advantages of high-speed reading and writing, big data process-
ing, and distributed scalability of MongoDB database meet the needs of mini
program.

4.4 The Developed AI Speech Assistant

The developed AI speech assistant is used for patients who do not participate in
the follow-up care of WeChat mini program. The AI speech assistant is built as a
robot system based on RASA10 and a speech recognition conversion layer based
on hierarchical attention network. The service flow of the AI speech assistant
is to convert the text into a speech call for follow-up care, then convert the
patient’s speech follow-up results into text and store the results in database.
First, the raised questions are carefully designed. These designed questions are
applied to the robot assistant system with RASA as the core part. The whole text
follow-up care process is realized by training the RASA core module and NLU
(natural language understanding) module. We develop a hierarchical attention
network to convert text into speech, and make phone calls to patients. Second,
the system automatically records and uploads the records of the conversation to
server. Finally, the hierarchical attention network can convert the speech into
text in the back-end and output the details of each phone call.

9 www.mongodb.org/.
10 https://www.rasa.com/.

www.mongodb.org/
https://www.rasa.com/
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Fig. 5. An example of POST code

5 System Configuration, Deployment and Test

5.1 System Running Environment

The front-end of the integrated and intelligent dental healthcare system is mobile
devices, such as smart phones and tablets. Three of the developed modules,
including WeChat official account, follow-up mini program and AI speech assis-
tant, are all based on mobile WeChat platform.
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The system back-end is built on Tencent cloud server, running Ubuntu Server
16.04.1 64-bit system with four CPUs, 8G memory and 5 Mbps bandwidth. We
applied Nginx server11, a high-performance HTTP and reverse proxy service.
The Flask framework, a lightweight Web application framework is also adopted.
MongoDB and Redis are employed as databases. We deployed and applied the
developed dental healthcare system in a real dental hospital, that is, the affiliated
Stomatological Hospital of Xi’an Jiaotong University.

5.2 System Implementation

WeChat Official Account. As shown in Fig. 6, the “post-diagnosis reminder”
is a template message.

Fig. 6. The developed WeChat official account

After the user completes the teeth repair, the WeChat back-end triggers a
follow-up care template message to the user. The “introduction to the depart-
ment of prosthodontics” is a passive reply message. When the user clicks on the
menu of WeChat official account menu, the WeChat official platform sends a
click event to the WeChat back-end, and the WeChat back-end responds to the
message “introduction to the dental restoration section”. After the user sends
a text message to WeChat official account, the WeChat back-end invokes the
customer service message interface to reply to the user within 12 h.
11 http://nginx.org/en.

http://nginx.org/en
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Intelligent Dental Healthcare Q&A System. There is a classifier module
in our dental healthcare Q&A system, which was introduced in Sect. 4.2. The
training process and classification accuracy of the built classifier are shown in
Table 3. The classification accuracy of our classifier can achieve 87.73%.

Table 3. The training process of the built classifier

Iter:0, Training Loss: 0.72, Training Acc: 49.00%, Val Loss: 0.76, Val Acc: 36.36%

Iter: 50, Training Loss: 0.3, Training Acc: 91.00%, Val Loss: 0.43, Val Acc: 79.55%

Iter: 100, Training Loss: 0.23, Training Acc: 92.00%, Val Loss: 0.32, Val Acc: 86.82%

Iter: 150, Training Loss: 0.22, Training Acc: 91.00%, Val Loss: 0.31, Val Acc: 87.73%

Iter: 200, Training Loss: 0.2, Training Acc: 95.00%, Val Loss: 0.29, Val Acc: 88.64%

Iter: 250, Training Loss: 0.14, Training Acc: 95.00%, Val Loss: 0.33, Val Acc: 88.64%

Iter: 300, Training Loss: 0.12, Training Acc: 98.00%, Val Loss: 0.36, Val Acc: 87.73%

Iter: 350, Training Loss: 0.29, Training Acc: 87.00%, Val Loss: 0.34, Val Acc: 89.09%

Iter: 400, Training Loss: 0.13, Training Acc: 96.00%, Val Loss: 0.37, Val Acc: 87.73%

Iter: 450, Training Loss: 0.18, Training Acc: 93.00%, Val Loss: 0.38, Val Acc: 87.73%

Iter: 500, Training Loss: 0.22, Training Acc: 93.00%, Val Loss: 0.43, Val Acc: 87.73%

Iter: 550, Training Loss: 0.18, Training Acc: 93.00%, Val Loss: 0.42, Val Acc: 87.73%

Iter: 600, Training Loss: 0.21, Training Acc: 90.00%, Val Loss: 0.43, Val Acc: 87.73%

Iter: 650, Training Loss: 0.19, Training Acc: 90.00%, Val Loss: 0.43, Val Acc: 87.73%

In Table 3, “Iter” is the number of iterations, “Training loss” is the value of
the loss function on training set, and “Training Acc” is the accuracy on training
set. “Val Loss” is the value of the loss function on validation set, and “Val Acc”
is the accuracy on validation set. The built classifier stops training when the
accuracy of the validation set is not updated for more than five times. The intel-
ligent doctor-patient Q&A system provides a RESTful API for other authorized
access. We evaluated the response time for sentences with different lengths. The
sentences of different lengths refer to the contained different numbers of Chi-
nese characters. The interval in the horizontal axis is five words. The results
are shown in Fig. 7. From Fig. 7, it can be seen that along with the sentences’
lengths increasing, the response time becomes larger smoothly.
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Fig. 7. Response time for sentences with different lengths

The Developed AI Speech Assistant and WeChat Mini Program. Fig. 8
shows the developed AI speech assistant, and Fig. 9 shows the developed WeChat
mini program.

Fig. 8. The developed AI speech assistant
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(a) Example page 1 in WeChat
mini program

(b) Example page 2 in WeChat
mini program

Fig. 9. The developed WeChat mini program

6 Conclusion and Future Work

In this paper, we present four developed components to form a complete intelli-
gent dental medical system with mobile services. The developed system consists
of four modules, including WeChat official account, intelligent Q&A system,
follow-up care mini program and AI speech assistant. The key function of our
system is to provide follow-up care service for patients. Also, the system makes
a lot of efforts to provide service in both sides of patients and dentists, reduc-
ing the manpower of traditional follow-up care services. Our system provides an
interactive healthcare service for patients, also easing dentists’ burden. Our sys-
tem has been deployed and applied in a real dental hospital. We are continuously
monitoring the status of system running and are improving system functionality,
performance and robustness according to the feedbacks collected from patients
and dentists.

The built system also gives several future directions for exploration. In the
future, we will continue to collect users’ comments and use text mining tech-
niques to analyze those comments. We also plan to expand the dental knowledge
database enlarging the resources of our system.
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Abstract. Vessel Monitoring Systems (VMS) have been adopted by many
countries which provide information on the spatial and temporal distribution of
fishing activity. Real-time communication and interaction between fishing
vessels and shore-based systems is a weakness of traditional vessel monitoring
systems. This paper proposes a novel framework of edge computing-based VMS
(EC-VMS). The framework of EC-VMS mainly consists of four layers. An edge
computing terminal is used on each vessel, and the BeiDou navigation satellite
system (BDS) is adopted for communication. Meanwhile, edge computing
servers interact with corresponding management vessels and the cloud. In order
to decrease the communication cost, a data transmission policy called Adaptable
Trajectory Transmission Model (ATTM) is presented in this paper. The
experimental results illustrate the efficiency of the proposed EC-VMS, with the
average communication time significantly decreased in a typical scenario.
Moreover, EC-VMS improves the real-time performance of the system.

Keywords: VMS � Edge computing � BDS � Marine fishery

1 Introduction

Currently Vessel Monitoring Systems (VMS) are widely adopted by many countries
around the world to allow fisheries administrators to control and monitor fishing
activity. The electronic modules are installed on-board vessels which can automatically
send data to a base station on shore by satellite communication. The fisheries moni-
toring center receives the transmitted data and processes it to get vessel trajectories and
other information. Utilizing information on the vessels near-real time location, along
with the vessel movements information that the VMS gives many benefits such as
improving the quantity and quality of logbooks recovered, obtaining access to fishery-
independent fishing effort estimates and prompt catch/effort re-porting, enabling the
possibility of regional management and understanding both fleet dynamics and vessel
behavior, and increasing efficiency of vessel safety protection [1].
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Nevertheless, VMS still has some shortcomings in real-time and maritime com-
munications. For instance;

(1) The development of marine communication networks is much slower than that on
land, marine communication systems available today only provide the bare min-
imum essential services such as ship identification, positioning, location, course,
heading, destination, tonnage and speed etc. This is provided in the form of AIS
(Automatic Identification System) using VHF radio frequencies. Inter ship satellite
communication is possible but is a costly option when compared to conventional
wireless communications and not affordable for most small to medium seagoing
vessels [2]. Sensor devices deployed on vessels can generate huge volumes of
useful data that require significant portions of bandwidth for dissemination but it
not utilized due to the deficiencies of the communication network.

(2) Fishing activity is monitored to detect vessels committing infringements, which
requires near real time information dissemination so that the suspected infringe-
ments can be immediately detected. The processing of such data in the cloud faces
additional delay due to wide area network latency that hinders the real-time
response [3].

To address the problem, vessel monitoring systems are adopting more intelligent
technologies to manage all the vessels. This paper proposes an edge computing-based
intelligent VMS (EC-VMS) for smart vessel management. Every vessel has a per-
ception platform to interact with the vessel terminal, sensors and other condition data
collectors. Therefore, it can monitor itself in real-time and provide the data to the
server. As the BeiDou navigation satellite system (BDS) can be used for positioning
and communication through short messaging, the EC-VMS adopts it for communica-
tion. Thus, all the vessels can communicate with a server. Moreover, an edge
computing-based (EC) server is established to handle all the data for the vessels,
including their locations and status values, in real time. So, the processing of the
collected data on the EC server can help in making quick responses to abnormalities.
The administrators on land communicate through the server, scheduling jobs, noticing
abnormalities, and so on.

An experimental system was built on the existing VMS in in the East China Sea,
which showed improved performance over current vessel monitoring systems. The
average communication times was reduced and the real-time performance of the system
improved. Moreover, the EC-VMS could improve the quality of data that is transmitted
to shore.

The main contributions of this paper are as follows;

(1) Propose an edge computing-based framework of VMS, which can efficiently
transmit the fishing vessels data and reduce the time of the network communication.

(2) A method based on Edge Computing is adopted to improve the real-time per-
formance of the system in the case of marine restricted communication.

(3) Higher performance VMS compared to current systems.
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2 Related Work

VMS can provide high resolution data on the spatial and temporal distribution of
fishing effort. In Europe, the European Commission has introduced legislation to
monitor fishing activity so that all vessels >15 m long are required to transmit their
locations, estimated by GPS, at intervals of 2 h or less, so that the data is comparable
with data provided by remote animal sensing [1].

The main drawback of VMS is that the data transmission is not in real-time. A large
amount of sensor data can be generated on board, but cannot be fully transmitted to
shore in time. So, VMS research is mostly focused on VMS data post-processing, to
distinguish the employed fishing gear type [4], to detect potential fishing behavior from
different gear types [5], to create fish abundance indices [6], to identify and characterize
trips made by fishing vessels [7], and to improve fishing efficiency [8]. The other
source of information was integrated to improving the uniformity of VMS Data, such
as spaceborne high-resolution radar satellite data, satellite automatic identification
system (sat-AIS) tracking data, and some vessel detection system (VDS) data [9].

Currently satellite communication is used in the maritime industry, however due to
the limitations of satellite bandwidth, real time communications are affected and thus
the performance of vessel monitoring systems degraded.

Recently, lots of progress has been made to improve the low-bandwidth commu-
nication in satellite positioning and satellite communication [10]. BDS was developed
by China which can provide functions such as high precision positioning, short message
communication, and Time services etc. In China, BDS is widely used in marine fishing
vessels because of its low cost of short message communication [11]. Although there are
many applications of marine communication system at present, there are still bottlenecks
in the network, and the real-time performance is much worse than that on land [12–14].

Edge computing is becoming a new computing paradigm which combines edge IoT
devices and cloud computing [15]. It processes data at the edge of the network, which has
the potential to provide a better response time, battery life, bandwidth cost, data safety,
and privacy. In edge computing, the computing occurs in the proximity of the data
sources. Therefore, it has some advantages compared to cloud computing [16]. The
results of some research have demonstrated these advantages [17–20]. The emerging edge
computing technologies is the most important technique in our EC-VMS, which could
achieve the goal of improving the response time and reduce the communication traffic.

The proposed framework of this paper has benefited from the edge computing
paradigm to make the marine fishing management more real-time and intelligent.

3 Architecture

3.1 The Framework of EC-VMS

As shown in Fig. 1, the framework of EC-VMS mainly consists of four layers.

Perception Layer. There are many heterogeneous sensors, video surveillance, navi-
gation and communication equipment in the ship. The perceptive layer refers to the
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physical sensors and their running platforms. Through these devices, the perception
layer gets the data of the operational state and the working environment of the ship.

Aggregated Layer. Shipborne data centers obtain the data for all the ship equipment
through various application interfaces, preprocesses and stores them accordingly. The
connection with the perceptive layer can be wired or wireless.

Edge Computing Layer. An edge computing-based management system is estab-
lished between the ships, which can store and make decision immediately and in
addition decides whether to forward information to cloud layer. The edge computing
layer can run on only one ship, and it can also run in the form of ship network through a
marine self-organizing mesh network.

Fig. 1. The framework of EC-VMS
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Cloud Layer. A cloud computing-based management system is built on shore, which
can store large amounts of ships data and manage the whole system. Moreover, the
cloud layer can track all the ships in real time, make decisions and generate emergency
commands.

3.2 Perception Layer

The Perception layer collects data mainly on three aspects of fishing vessels; marine
environmental data, including meteorological, hydrological, sea surface temperature,
humidity and salinity etc. Fishery production data including ship location, fishing
conditions, fishing gear, fish catch, materials, personnel and video surveillance of
operation etc. Equipment condition data including engine condition, oil quantity and
the internal network etc.

Recently, RFID tags and various kinds of sensor technology are adopted by vessel
builders. The RFID tag has a self-perception ability, which allows it to report its own
status. The sensors can sample numerical values, which reflect the states of the mon-
itored objects. Table 1 shows a part of the data that could be obtained from different
sensors and devices onboard. These sampled numerical values reflect the states of the
monitored objects.

3.3 Aggregation Layer

The aggregation layer is an adaptor layer to connect the devices of perception layer,
which is responsible for sensor node configuration, initialization, data acquisition, data
caching and network manager. On modern vessels, the data sensors are shared over an
Ethernet network available on the ship. All the local data obtained from sensors or
devices onboard can be encapsulated and transmitted to the aggregated layer data
storage center using different wireless protocols (e.g. WIFI, Bluetooth, ZigBee and
UWB etc.). The aggregated layer has a data cache corresponding to the data cache of
perception layer for each device, which is used to facilitate powerful distributed
optimizations for communication.

There is an aggregated database to receive, store, and process the raw sampling data
from the connected sensors, and then send the processed data to the edge computing
layer. The database contains the basic data of vessels information, crew, navigation
information, marine geographic information and fishery facilities etc. Moreover, it sets

Table 1. A part of the data from sensors and devices onboard.

Data Category Data type

Positioning & navigation Fishery production Numeric, characters, dates
Meteorological Marine environmental Numeric, image
Hydrological Marine environmental Numeric, image
Video surveillance Fishery production Video, audio
Power monitoring Equipment condition Numeric
Fishery administration Fishery production Numeric, characters, image
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up the scheme for multi-source heterogeneous perception data (e.g. image data from
videomonitoring and trajectory data fromGPS etc.). The aggregated layer exchanges and
shares data with other vessels and provides data support for the edge computing layer.

3.4 Edge Computing Layer

The Edge Computing layer represents an abstract edge computer dedicated and
responsible for a group of vessels. The Edge Computing layer and aggregation layer
can overlap in their functions and both can co-exist within a network of vessels or on a
single vessel. Data from the aggregation layer can be sent to the Edge Computing layer
for storage, processing and analysis. In an edge computing environment, an aggrega-
tion layer can transmit data to its Edge Computing layer rapidly for analysis and
respond to the perception device in a few seconds.

A larger aggregation Edge Computing layer that manages the services of local
vessel networks is established in a selected vessel called Vessels Edge Computing
Server (VECS), which can receive the data from a single aggregation layer in a vessel
and make some advanced data analysis. In the larger aggregation edge computing
network, vessels can also perform specific computations and communicate with each
other. VECS decides which tasks go to the local edge computing node and which go to
the cloud center.

In the EC-VMS, few sensor devices will transmit data directly to the cloud. The
Edge Computing layer is mainly devoted to the vessel’s local data processing and
analyzing facilities for real-time needs such as emergency response services. Like the
aggregation layer, the Edge Computing layer maintains both data and application
caches which allow optimizations to be carried out by analyzing the interactions
between sensor data and applications. Figure 2 shows the communication of EC-VMS.

Fig. 2. The communication of EC-VMS
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3.5 Cloud Layer

A Cloud layer is designed to provide central control, which delivers elastic computing
power and storage at a low cost. However, cloud computing systems are shore based
and therefore have an intrinsic delay due to processing and communication links.
A local server allows for real time responses due the reduction in communications delay
and its exclusive use for running the management system.

It is important to respond to the abnormal condition when the edge node becomes
invalid. For example, if a vessel meets with a mishap, and the communication module
is damaged, the ECS cannot receive the help message, but the cloud layer can give an
alarm by running an anomaly detection service periodicity.

All the vessels in the EC-VMS are shown on the GIS for visualization. In addition,
every vessel has its own information on the marine map, consisting of its name, unique
ID, location, status and other attributes. Different colors are used to easily distinguish
the different states. This makes it easy for administrative staff to see the abnormal
vessels. Moreover, the situation must be display in real time. If one vessel is out of
touch for a specified time, the vessel on the map must immediately be set to the color of
the out of touch state. If a vessel is sailing into prohibited fishing areas, the vessel on
the map should synchronously blink, and the message reported to relevant staff.

3.6 Interactivity Policy of EC-VMS

In this work vessel trajectory data was used to validate the EC-VMS, we use a
transmission model called the Adaptable Trajectory Transmission Model (ATTM).
ATTM combines the LDR algorithm [21], SQUISH trajectory compression algorithm
[22] and reliable transmission strategy to establish a unified communication mechanism
based on the EC-VMS. The model was divided into two parts in the edge computing
layer; data tracking and data simplification.

In order to ensure that the trajectory can be transmitted to the ground monitoring
center in time for real time analysis, the trajectory tracking and simplification must be
synchronized. The ATTM uses synchronization mode so that when the tracking mech-
anism sends an updated trajectory, trajectory simplification will also be implemented.

Fishing vessels have a randomness in the process of operation, and its fishing
behavior is complex. Therefore, the algorithms such as Neural Networks and Gauss
Regression Processes are not suitable for track estimation. The LDR algorithm only
needs base points and velocity vectors to estimate track.

This is a linear predictive function of the edge computing layer for the current
position of fishing vessels.

~l tð Þ : t ¼ lb:~pþðt � lb:tÞ lV! ð1Þ

where lb is the prediction base point, lV
!

is velocity vector. For a given error threshold hd ,
LDR guarantees that when the predicted trajectory point P0

t are close to the observation
trajectory point Pt, that is ED Pt; P0

t

� �
< hd , the edge computing layer will not produce

update messages, and the shore-based monitoring center uses the predicted points
instead of the observation points. If the observed trajectory deviates from the predicted
trajectory then the prediction base point and velocity vector need to be updated.
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In the case of frequent trajectory changes, the edge computing layer needs to send
more trajectory points. However, the BDS communication protocol has strict restric-
tions on message length and transmission time interval, so we need to select a fixed-
length trajectory sequence (adapted to the BDS protocol packet) T’ from the original
observation trajectory T, and send it to cloud layer. ATTM uses SQUISH algorithm for
selection, because SQUISH runs fast, has good real-time performance, and can preset
the size of the approximate trajectory sequence. The edge computing layer adds the
observed trajectory points to the buffer of the SQUISH algorithm. When the trans-
mission condition is reached, the fixed size trajectory sequence T’ is obtained from the
buffer and sent to the cloud layer together with the update message.

Algorithm 1: ATTM (edge computing layer)
Input:
(1) error threshold
(2) observation trajectory point 
Function:

send messages
Begin 
1: initial uncompressed queue;
2: initial sending queue;
3: while (received data)
4:     if received a retransmit signal then
5:     adding missing messages to the sending queue

based on message number;
6:     if received the observation trajectory points then
7: if the uncompressed queue is empty then
8:             estimate trajectory points by LDR; 
9:             if estimated value greater than threshold then
10:               add observation point to uncompressed queue; 
11: else add observation point to compressed queue; 
12:   if it’s time window for data transmission then
13: if sending queue is not empty then
14:                  send message;
15:       else if uncompressed queue is not empty then
16:                  compress trajectory by SQUISH;
17:                  generate message into sending queue; 
18 send message; 
End

The cloud layer uses the same trajectory estimation algorithm as the edge com-
puting layer to display the ship’s position in real time. In order to reduce the number of
satellite communications, the cloud layer will not send a communication receipt for
each received message. The Cloud layer updates existing trajectory data according to
the new messages.
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4 Result and Analysis

4.1 Experimental Setup

The experimental data was collected from the trajectory data of four fishing vessels in
the VMS that took place in the East China Sea, near Zhoushan City, Zhejiang Province,
China. The VMS manages more than 3,000 vessels. This trajectory data is generated by
the shipborne BDS terminal module, and the device can collect positional data once a
second, but the minimum interval of satellite transmission is limited to 60 s. Trajectory
data contains information such as device number, time, longitude and latitude. In order
to control the experimental variables and improve the accuracy of the experiment, we
chose four vessels and installed edge computing nodes. The edge computing nodes
collected complete trajectory data of four fishing vessels from March 2018 to May
2018, totaling 1018412 trajectories’ points. The spatial distribution of the four vessels
are shown in Fig. 3.

Fig. 3. Spatial distribution of four vessels’ trajectory.

An Edge Computing-Based Framework for Marine Fishery VMS 209



This paper uses the ATTM algorithm to verify the framework proposed in this
work, which considers the limitation of the BDS communication protocol on message
length and minimum transmission interval. When the transmission interval does not
reach the minimum transmission interval, it is not allowed to send messages. When the
message length exceeds the maximum transmission length, the data beyond the max-
imum transmission length will be discarded. Meanwhile, this paper also considers the
situation of message distortion and packet loss.

4.2 Experimental Results

The experiment is analyzed from three aspects; the number of trajectory data trans-
mission, the real-time performance and the trajectory quality. Figure 4 shows the
comparison of ATTM transmission times with the traditional fixed-interval transmis-
sion mode (FITM) of VMS in three cases: 30-m threshold, 50-m threshold and 70-m
threshold. FITM transferred data at each time interval. The abscissa represents the
minimum communication interval of the VMS, and the ordinate represents the number
of communications. As can be seen from the figure, the communication times of FITM
and ATTM decrease with an increase in the communication interval.

ATTM has a low probability of predicting all observation trajectory points accu-
rately when the communication interval is large. It needs to communicate every time
when it reaches the communication window, so the number of transmissions decreases
slightly, which is close to FITM. Meanwhile the criterion of accurate prediction is that
the distance between the observation trajectory point and the prediction trajectory point
is less than the threshold, so the larger the threshold, the less the number of commu-
nications. ATTM has less communication times than FITM protocol under different
communication intervals and error thresholds, so it has obvious effect in saving
communication resources. Under the typical 60-s transmission interval and 50-m
threshold, the network traffic is reduced by 45.22%.

Fig. 4. Comparison of transmission times.
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Real-time trajectory query is another important indicator of EC-VMS. FITM
transmits data at fixed time intervals. When the cloud layer receives data at time t1, it
needs to wait for data at time t1 + 1. Therefore, the minimum delay time of FITM
query is 0 s, the maximum delay time is the transmission time interval Dt, and the
average delay time is Dt/2 s. The ATTM protocol can be used for real time analysis,
however there is an intrinsic delay in the system as the trajectory data will only be
updated when the cloud service receives the updated data. In order to compare with
FITM, this paper uses statistics to analyze the trajectory data correction time.

As can be seen from Fig. 5, the correction time of ATTM increases with the
communication time interval. This is because when the communication interval is
large, the ATTM cannot send the correction information in time, which leads to a
higher delay time. The higher the error threshold is, the fewer trajectory points are
needed to be corrected, so the real-time performance is better. The communication
interval and error threshold directly affect the real-time performance of ATTM. It can
be seen from Fig. 5 that the correction time of ATTM is obviously lower than FITM, so
we can conclude that the real-time performance of ATTM is better than FITM.

In order to compare the trajectory data quality of ATTM and FITM, we use the
Average of Pairs Distance (APD) as the evaluation criterion. Given trajectories A and
B, APD calculates the distance between the points corresponding to the two trajectories
and calculates the average value. The calculation formula is as follows:

APD A;Bð Þ ¼ 1
n
�
Xn

i¼1
EDða1; b1Þ ð2Þ

In this experiment, A is the trajectory queried in VMS and B is the original
observation trajectory. The results are shown in Fig. 6.

Fig. 5. Comparison of real-time performance.
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We set the error threshold of ARTT to 30 m, 50 m and 70 m, and compared it
with FITM.

The APD of FITM increases as the communication interval gets larger due to the
lower number of trajectory points in the FIFM transmission. In Fig. 6, the ADP of
ARTT decreases first and then gradually increases. This is the result of a large number
of points which have been calculated incorrectly being transmitted when the com-
munication interval is small. This means the LDR algorithm is used more frequently
and SQUISH compression algorithm is used less frequently, which makes the pre-
diction error larger than the compression error.

With the increase of the communication interval, the proportion of prediction points
decreases and the APD decreases. As the interval continues to increase, the proportion
of compressed points increases, and the error caused by compression also increases,
which eventually leads to an increasing trend of ADP. The larger the error threshold of
ARTT is, the larger the value of the ADP will be. In the case of a 30 m error threshold,
ATTM has a significant improvement over the FITM trajectory quality.

5 Conclusion

In order to reduce the communication cost and improve real-time efficiency of the
VMS, we propose a framework of edge computing-based VMS in this paper. In the
EC-VMS, firstly, in order to get more data, a perception platform is established on
every vessel to interactive with the data collector. Therefore, it can monitor itself in
real-time and provide the data support for the server. Secondly, the EC-VMS adopts the
BDS for communication because of its low price and wide coverage. Thus, all the
vessels can communicate with the server. Thirdly, an edge computing-based server is
established to handle all the data for the vessels, including their locations and status
values, in real time. So, the processing of the collected data on the edge computing
server can help in making a quick response. Moreover, a data transmission model
called ATTM was established to interact between the cloud and edge. The experiment

Fig. 6. Comparison of trajectory quality.

212 F. Zhu et al.



is based on the data of an existing VMS that runs in the East China Sea, Zhoushan City.
Results show that it is better than the original VMS in real-time, efficiency and
usability. In the future work, more types of vessels data and edge computing methods
will be investigated.
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Abstract. Participatory sensing applications have gained popularity due to the
increased use of mobile phones with embedded sensors. One of the main issues
in participatory sensing applications is the uneven coverage of areas, i.e., some
areas might be covered by multiple participants while there is no data for other
areas. In this paper, we design mobile and web-based infrastructure to enable
domain scientists to effectively acquire crowd-sensed data from specific areas of
interest (AOIs) to support the goal of even coverage for data collection. Sci-
entists can mark the AOIs on a web-portal, then volunteers will be proactively
informed about the participatory sensing opportunities near their current loca-
tion. We presented a caching algorithm to increase the performance of our
proposed system and studied the performance of the caching algorithm for
different real-world scenarios on different mobile phones. We observed that
prefetching data improves the performance to some extent; however, it starts to
degrade after a certain point depending upon the number of nearby AOIs.

Keywords: Participatory sensing � Mobile caching � Citizen science �
Crowdsensing

1 Introduction

Mobile phones have evolved from merely being a medium of audio communication to
a means of improved information exchange between individuals or groups using the
Internet, along with accessing the GPS, microphones, cameras, accelerometer, and
other sensors. Due to these additional features, mobile phones are being widely used by
users in their day-to-day lives. The increase of mobile phones with embedded sensors
has introduced a paradigm called participatory sensing [1]. The main idea of partici-
patory sensing is empowering citizens for collecting data from ubiquitous, handheld
mobile phones [2], and it is used in various domains such as urban planning, public
health, and natural resource management [3, 4]. Participatory sensing can also be
referred to as crowdsensing, urban sensing, community sensing, people-centric sensing,
opportunistic sensing, or citizen sensing [5, 6].

Participatory sensing has many advantages over traditional sensor networks. First,
due to the mobility of users, broad areas can be covered [7]. Secondly, more often than
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not, there is no need to deploy and maintain sensors as they are integrated into mobile
phones. Lastly, the availability of software development tools for mobile phones makes
application development and deployment relatively easy [7]. Advantages of participa-
tory sensing have led to an increase in mobile sensing applications. Maintaining user’s
privacy, recruiting and training participants, incentivizing them, dealing with low-
quality data, and interpreting the data are some of the challenges in such applications [1].

There are many different challenges in participatory sensing applications. Quality
of the crowd-sensed data, the anonymity of users, incentivization mechanisms, and
resource consumption are all different factors to be taken into account in designing such
applications. This study focuses on collecting data only from the areas where domain
scientists are interested in, as an essential step towards efficient resource consumption.
The data collected from the same area by different participants waste participants’
resources. On the other hand, the resource consumption of mobile applications plays an
essential role in keeping or losing users. Therefore, our approach can significantly
benefit different participatory sensing applications. Most of the current participatory
sensing applications are passive, and there is a little or even no communication between
the participants and domain scientists. In passive participatory sensing, participants
install the application and submit the geotagged data to the backend server, while they
have no idea whether the geo-tagged data is redundant or not. Passive mode of
operation causes data disparity; too much data may get collected from specific loca-
tions, while the data acquired from many other locations are insufficient.

In this study, we propose a mobile and web-based approach for leveraging domain
scientists’ areas of interest to address this shortcoming of many participatory sensing
applications. A web portal is developed through which researchers can specify the
AOIs to enable proactive participatory sensing. We have also designed and imple-
mented a mobile caching algorithm to prefetch the AOIs as participants are collecting
data. To analyze the caching performance, different implementations of the algorithm
have been tested on three mobile devices under different scenarios. Our analysis shows
the caching performance starts to degrade after a certain threshold depending upon the
number of nearby AOIs.

2 Background

In this section, we briefly discuss some of the existing participatory sensing applica-
tions and also illustrate the system model of the typical applications. Participatory
sensing applications can be classified into three areas based on the type of data being
collected [1]:

Environment Centric Applications. In this type of applications, sensors collect data
from a surrounding environment of participants. For instance, Youdale et al. [11]
introduced a participatory sensing application called Haze Watch in which a mobile
phone is interfaced with a pollution sensor to measure carbon monoxide, oxygen, and
nitrogen dioxide in the air as well as the temperature and wind speed. This information
is uploaded to a server along with the time and location of the participant, which is used
by environmental scientists and ecologists. Another application called Ikarus [12]
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collects thermal information of the atmosphere during flights by paraglider pilots,
which is used by other pilots to gain the required heights. It uploads this information
along with the time and location of pilots to be used for navigation purposes. Noise
Tube [13] and Noise Spy [14] are two other applications of this category which are
used to monitor noise pollution. Participants record the audio and upload it to the
server. These data are used by specialists to understand the relationship between noise
exposition and behavioral problems. Another example is Creek Watch [15], an
application that is used for water and trash management. In this application, users take
pictures of creeks at various locations and upload this information to the server. All the
applications mentioned above are designed to monitor and analyze a specific envi-
ronmental phenomenon.

Urban Centric Applications. These applications focus on infrastructure and urban
information. ParkNet [8] is one of such applications that provides information about
parking space occupancy to users through an ultrasonic device installed on the cars. As
a result, users can find the nearest vacant parking spots. Nericell [9] is another location-
based service app which monitors road traffic conditions through smartphones. It uses
microphones, accelerometer, GSM radio, and GPS sensors to detect potholes and
bumps. These data are reported to the server to be aggregated for annotating maps and
allowing users to search for best driving directions.

Community Centric Applications. These are people-centric applications which use
sensor devices to collect data about users. Diet Sense [17] is one such application
which captures the image of foods that users eat along with the time, date, and location.
Participants share these images with community members to compare their eating
habits. The primary use case of this application is for diabetic patients and the ones who
want to lose weight using the suggestions from other people with the same conditions.
MobAsthma [21] is a personalized asthma-monitoring application which lets asthma
specialists and allergists explore the relationship between respiratory symptoms and
exposure to different air pollutions. It also monitors the person’s asthma condition and
remotely alerts the medical staff if the patient experiences an asthma attack. BikeNet
[18] is another application that monitors sports exercise of participants by analyzing
location information, speed, and burnt calories. It also measures the carbon dioxide on
the route taken by the cyclists to find the most suitable routes for cycling. In another
application of this category called Live Compare [10], participants take pictures of
products’ price and barcode. The app searches the stores in that proximity to display the
current price of that product in other stores.

Overview of Typical Participatory Sensing Model. Typical participatory sensing
applications have a client- server architecture in which mobile devices act as clients
through which the participants collect sensor data and submitted to the application
server. In the backend server, the data are stored, analyzed, and made available in
various forms to the end users as shown in Fig. 1. Various stakeholders are involved in
participatory sensing applications as follows:

Participants/Citizen Scientists. Participants act as information providers. They gather
sensor data for participatory sensing application and submit it through Wi-Fi or
wireless operators to the infrastructure provider.
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Domain Scientists. Domain scientists subscribe to the service and access the data
gathered by participants. They are experts who use the data collected by participants to
analyze the target phenomenon.

Participatory Sensing Infrastructure Provider. Application infrastructure providers are
initiators of participatory sensing campaigns. They are responsible for designing,
implementing, deploying, and managing the applications.

3 System Architecture

We developed a web-based platform for domain scientists such as social researchers,
ecologists, and environmentalists. Using this platform domain scientists can specify
AOIs on a map (i.e., the areas from which they are interested in collecting data). Along
with AOIs, stop limit (i.e., the number of data entries required for each targeted area)
can be specified to prevent additional data collection from a particular area. As depicted
in Fig. 2, marked AOI along with stop limits are stored in a database server. When
participants collect data using the mobile application, the nearby AOIs are shown on
the map as a guide to the participants.

Fig. 1. Conventional model for participatory sensing applications

Fig. 2. System architecture
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This system is divided into two parts. The first part is designed to identify AOIs by
domain scientists, and the second part is designed to obtain data from targeted areas. To
identify the AOIs, a web portal is implemented where domain scientists provide the
coordinate of their targeted areas upon authorization. They can search for any region on
the map and mark the areas, in the form of rectangles as depicted in Fig. 3. Identifi-
cation of AOIs also allows domain scientists to specify the number of required entries
for that area as the stop limit. This information is passed to the server to be stored in a
spatial database. PostgreSQL along with PostGIS as a spatial database extender is used
to store the spatial and non-spatial data.

Proactive participatory sensing approach obtains data from the database server and
enables targeted and proactive participatory sensing by showing nearby AOIs to par-
ticipants. As shown in Fig. 4, this system consists of three modules: data collection
platform for mobile applications on the left, web service for AOIs retrieval, and a
database server.

Fig. 3. Identifying Areas of Interest (AOIs)

Fig. 4. Proactive participatory sensing
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Our data collection platform for mobile application is developed using Android SDK.
As depicted in Fig. 5, the app allows participants to specify the radius (from now on, we
call it “specified distance”) and then shows the AOIs within that radius to the users.
Considering that the participants are constantly moving, repeatedly updating the AOIs
requires continuous connection and querying from the database which leads to perfor-
mance degradation. To overcome this challenge, we prefetch targeted areas on the clients’
device and present a caching algorithm to improve the performance.

The caching algorithm is illustrated in Fig. 6. The user’s locations are constantly
tracked in the background. Users specify the distance within which they are willing to
see the available AOIs (it is called “specified distance”). In addition, we use the term
“extra-prefetched distance” to refer to the extra amount of data which the application
retrieves from the database server and prefetches to the cache to have a better per-
formance. In other words, the application retrieves more data than required from the
database so as to perform more efficiently while the users are moving. In the next step,
the whole data, i.e., all the AOIs within a circle that its radius is equal to the specified
distance plus the extra-prefetched distance, are inserted into the cache. For example, if
a participant specifies to see all the AOIs within 1 km radius and the application is set
to 2 km of extra prefetched distance, the AOIs which are within 3 km distance from the
current location of the participant will be retrieved from the database server and
inserted into the mobile phone’s cache. Initially, only the AOIs which are within 1 km
radius will be shown to the participant. As they move, the application keeps fetching
data from the cache and shows them to the user. The algorithm also keeps calculating
the distance between the initial location and the current location of the participant to
make sure they are still within the valid scope. The valid scope is defined as the area
where its data is available in the cache. For instance, in the last example, if the
participant walks for more than 2 km, they go beyond the valid scope, and the data in
the cache needs to get updated. In that case, the application retrieves the updated data
from the database server, clears the cache, insert the updated data into the cache, and
again keeps fetching from the mobile’s cache.

Fig. 5. Android application showing nearby AOIs
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For caching targeted areas on the client side, we used SQLite on mobile phones as
an embedded relational database. It is serverless, highly portable, easy to use, efficient,
and reliable. SQLite is used in numerous applications such as in Apple’s Aperture
photography software and the Safari web browser. We also used SpatiaLite as a spatial
extender of SQLite for caching AOIs (i.e., rectangles) that are retrieved from the
database server.

4 Experimental Study

In this section, we discuss the performance of our system for varying extra prefetched
distances. We show the performance of our algorithm on three smartphones with
different configurations for different caching scenarios.

Experimental Setup. Three mobile phones used for our analyses are OnePlus 3T with
6 GB RAM and 64 GB of internal memory, Samsung Galaxy Note 4 with 4 GB RAM
and 32 GB of internal memory, and Nexus-5 with 2 GB RAM and 16 GB of internal
memory. We tested the results of our algorithm on a backend server using PostgreSQL
v9.6 with spatial extender PostGIS v2.4, and MongoDB v3.6. Our database resides on
a Windows server with 8 GB memory using Intel Core i5 2.7 GHz processor. It should
be mentioned that we used the geometry data type in SQLite to store each AOI which is
120 bytes. Considering that the primary key associated with each AOI is of type integer
(2 bytes), therefore, each row in the cache takes 122 bytes.

Fig. 6. Basic caching algorithm
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Our dataset consists of one million rectangles (i.e., domain scientists’ AOIs). We
randomly generated twenty thousand rectangles in each state of the United States. Each
state is considered as a bounding box, and the random points are generated within each
box. Then, we generated AOIs by randomly choosing two points which are the two
ends of each rectangle’s diagonal. Generated rectangles could be either overlapping or
non-overlapping. On average, there are 46 AOIs in each 1 km radius.

Experimental Details. In order to test our algorithm, we simulated the scenarios in
which a participant is moving for five kilometers from the initial location while col-
lecting data. We assume that the participant is only interested to see the AOIs within
1 km of their location at any given point of time. In order to compare the performance
of different caching approaches, we assumed that the number of AOIs updates every
0.5 km (therefore, the location information is captured every 0.5 km). We created an
array of locations for each route and calculated the average time required to show AOIs
if the user moves for 5 km by varying extra prefetched distances. For instance, if the
extra prefetched distance is set to 2 km, the application retrieves the AOIs within 3 km
radius from the database and inserts into the cache. At the start location, the response
time is equal to the time required for retrieving data from the database, clearing the
cache, inserting into the cache, fetching the AOIs within 1 km from the cache, and
showing them to the user. At locations 0.5 km, 1 km, 1.5 km, and 2 km, the response
time equals to the fetching time from the cache. Going one step further, at 2.5 km,
some of the AOIs within 1 km radius is not in the cache anymore. Therefore, the
application needs to retrieve the new data from the database server again and follow the
steps depicted in Fig. 6. We continue the same steps up to the 5th kilometer of the route
and average the response time of all 11 points (start point, end point, and the 9 points in
the middle). We assign this average response time to that route. We compared the
results of our algorithm by varying the extra prefetched distances for which the data
were cached. Table 1 shows the percentage of cache misses associated with different
prefetched distances for the routes used for the following experiments.

We perform the following three experiments to test the caching on different mobile
phones on LTE network.

Table 1. Prefetched distance and cache misses.

Prefetched distance (km) Percentage of cache misses

0 100%
1 36%
2 27%
3 18%
4 18%
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4.1 First Approach: Basic Caching

In the first experiment, we test the performance of the caching algorithm exactly as
explained in Fig. 6. In other words, this experiment includes the following steps:

1. Retrieving the data (both the specified and extra- prefetched distance) from the
database.

2. Clearing the cache.
3. Inserting into the cache.
4. Fetching the required data from the cache.
5. Showing the results for the specified distance to the user.

In this experiment, the x-axis represents the extra prefetched distances, and the
y-axis shows the average response time to show the AOIs. As shown in Fig. 7, we
observed that the performance of the algorithm improves as the extra prefetched dis-
tance increases up to a certain point, then it degrades for 4 km of extra prefetched data.
We can find the reason in Table 1, which shows the percentage of the cache misses for
3 km and 4 km extra prefetched distance is the same. Therefore, inserting more data
into the cache and fetching from it takes more time. In Fig. 7, the depicted values for
the extra prefetched distance of zero shows the time required to retrieve the data from
the database server (at that step, the cache is still empty).

To have a better understanding of the caching performance, we calculated the cache
insertion and fetching time on different phones. Figure 8 depicts the time it took to
insert the AOIs into the cache of different mobile phones. There is a considerable
increase in the insertion time as the number of AOIs increases. Figure 9 depicts the
fetching time for the same number of AOIs. The difference between the insertion and
fetching time is noticeable. On average, the insertion time is 7.5 times more than the
fetching time. Therefore, we got to know that cache insertion is a very expensive
operation and to improve the total response time in such applications, we need to
mainly focus on the insertion operation.

Fig. 7. Performance of the basic caching
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4.2 Second Approach: Caching in the Background with Single
Database Call

In the second experiment, we test the performance of the algorithm by inserting the
data into the cache in the background. In other words, this experiment includes the
following steps:

1. Retrieving data (both the specified and extra-prefetched distance) from the database.
This step consists of two queries in one database hit, i.e., one query for the whole
data and the other one for the specified distance only.

2. Showing the results for the specified distance to the user.

Fig. 8. Inserting data into the cache

Fig. 9. Fetching data from the cache
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3. Clearing the cache in the background.
4. Inserting into the cache in the background (insertion is an expensive operation).
5. Fetching the required data from the cache for the following locations of the user.

Instead of inserting the data into the cache (which is an expensive operation) and
then showing it to the user, in this experiment we first retrieve both extra prefetched
and specified distance AOIs from the database server. Then, the application shows the
specified distance AOIs directly to the user, and the extra prefetched distance AOIs are
inserted into the cache in the background as participants are moving. As shown in
Fig. 10, there is a drastic increase in the performance of this approach compared to the
first approach. In this figure, when the extra prefetched distance in zero, it means that
the application retrieves the data from the database server and nothing is inserted into
the cache yet.

4.3 Third Approach: Caching in the Background with Two
Database Calls

In the third experiment, we test the performance of the algorithm same as previous
experiment, and the only difference was the fact that instead of retrieving the whole
data in the first step, we only retrieved AOIs within the specified distance to be shown
to the users. In the next step, we query the database for the second time to retrieve the
whole data. In other words, this experiment includes the following steps:

1. Retrieving data (specified distance only) from the database.
2. Showing the results for the specified distance to the user.

Fig. 10. Performance of caching in the background with single database call
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3. Retrieving data (both the specified and extra-prefetched distance) from the database
in the background.

4. Clearing the cache in the background.
5. Inserting into the cache in the background.
6. Fetching the required data from the cache for the following locations of the user.

In this approach, while the application is showing the AOIs to the users, retrieving
the whole data and the other steps happen in the background. As depicted in Fig. 11,
we can see a performance increase on all the phones. In this figure again, the extra
prefetched distance of zero shows that there is no data in the cache and the depicted
numbers show the time it took to retrieve the data from the database server.

Comparing the Three Approaches. In order to make an unbiased conclusion, we
repeated the experiments associated with each of the three caching approaches on 10
different routes. Figure 12 depicts the average response time to show the AOIs to the
users. We observed that the third approach performs 5.48 times faster than the first
approach and 10% faster than the second approach. Therefore, for proactive and tar-
geted participatory sensing applications, the third caching approach would be the best
choice. Although it is reasonable to have a limit for caching the data, we cannot
generalize the observation in our experiments which shows going beyond 3 km of extra
prefetched distance leads to performance degradation. In fact, the optimum cache limit
is application- specific, and it pretty much depends on the number of nearby AOIs.

Fig. 11. Performance of caching in the background with two database calls
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5 Related Works

In this section, we review some related studies. Caching the data has been widely used
in mobile environments for improving access time. However, cached data becomes
obsolete due to the movement of users known as location-dependent data invalidation
[20]. Several approaches are proposed to overcome this challenge.

Zheng et al. [19] proposed location dependent data cache invalidation and
replacement under a geometric model. They introduced polygon endpoints and app
circle invalidation schemes for representing the valid scopes (i.e., regions within which
data values are valid). Polygon endpoint records coordinates of polygons representing
the valid scope. However, when there are a large number of endpoints, they will
consume a substantial portion of the cache space. They also introduced an alternative
approximation scheme, which uses inscribed circles to approximate a polygon. How-
ever, this scheme treats valid data as invalid for data points which are outside the circle
but within the polygon. In order to make a balance between the overhead and precision,
a caching-efficiency-based method was proposed. Various cache replacement policies
such as probability area and probability area inverse distance in location-dependent
services were also proposed in this paper. Access probability, data distance, and valid
scope were three factors considered for cache replacement. In the probability area, valid
scope and access probability were considered for calculating the cost function,
whereas, in the probability area inverse distance, all three factors, i.e., access proba-
bility, valid scope, and data distance were considered for calculating the cost function.
Both policies choose data with least cost as the victim.

Xu et al. [22] addressed the issue of location-dependent cache invalidation under a
cell-based systems location model. Bit vector with compression grouped vector with
compression, and implicit scope information is the three methods that were proposed.
In this study, it is assumed that each geographical area is partitioned into service areas
and each service area can cover one or multiple cells. Also, each service area is
associated with an ID for identification purposes which is broadcasted periodically to
all mobile clients in that service area. Bit Vector with compression uses bit vector, and

Fig. 12. Performance comparison of the three approaches
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its length is equal to the service areas in a system. Every cache item is associated with a
bit vector; however, associating every cache item with bit vector is an overhead for a
large system. Grouped vector with compression was proposed as a solution to bit vector
with compression, where the whole geographical area is divided into disjoint districts
and all the data service areas within a district form a group. In Implicit Scope Infor-
mation model, the database is divided into multiple logical sections based on a valid
scope. Data in the same logical section has the same location validation information.

6 Future Works and Improvements

MongoDB is one of the most popular open-source NoSQL databases. For the sake of
performance improvement, we analyzed the third caching approach using MongoDB to
compare with PostgreSQL. We created the same dataset for MongoDB and performed
the same experiments. As depicted in Fig. 13, the performance is consistently better on
MongoDB as opposed to PostgreSQL. Therefore, for future work, we are migrating to
MongoDB.

We would also like to compare the performance of the discussed approaches by
updating the cache rather than clearing the cache and inserting data into it again.
Considering that in participatory sensing applications users often take a loop-like tra-
jectory where they end up near their start location, there are some overlaps with the
previously visited AOIs. As a result, updating the cache may outperform our current
approaches.

7 Conclusion

Widespread use of mobile phones with embedded sensors has introduced the term
participatory sensing. Despite the many advantages of such frameworks, there are some
challenges and limitations. Most of the participatory sensing applications are passive,
and there is little or no communication between the domain scientists and the partic-
ipants. In this study, we present a mobile and web-based approach to enable domain
scientists to acquire crowd-sensed data from particular areas of interest adequately.
Domain scientists mark the areas and participants are proactively informed about the
sensing opportunities near their current location. In order to show the nearby AOIs to

Fig. 13. Performance of the third approach on different database servers
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the participants, data need to be retrieved from a database server frequently, which
leads to performance degradation. In order to increase the performance, we introduce a
caching approach that stores and prefetches the nearby AOIs locally from the partic-
ipant’s mobile phones. We analyze the performance of the algorithm for three different
caching approaches on different mobile phones and present the approach with the best
performance.
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Abstract. How to use future call traffic for scheduling different staffs
to work in a month or a week is an important task for call center. In
this problem setting, the call traffic should be predicted in a long-term
way where the forecasting results for different periods are required. How-
ever, it is very challenging to solve this problem due to the randomness
nature of the call traffic and the multiple forecasting in long term. Cur-
rent methods cannot solve this problem since they either merely focus
on short-term forecasting for the next hour or next day, or ignore call-
holding time for call traffic prediction. In this paper, we propose an effec-
tive method for predicting long-term call traffic with multiple forecasting
results for different future periods, e.g., every 15min, and take both call
arrival rate and call-holding time into consideration through the Erlang.
In our method, the seasonal dependencies are summarized by perform-
ing data analysis, then different features based on these dependencies are
extracted for training the prediction model.In order to forecast call traf-
fic of multiple time buckets, we propose two strategies based on different
features. The evaluation results show that the features, the prediction
models and the strategies are feasible.

Keywords: Long-term · Multiple · Call traffic · Forecasting ·
Seasonal dependence

1 Introduction

Nowadays, more and more companies set up call centers to help them process
customer requests through the telephone. Knowing future call traffic in different
time buckets in advance can help call centers to further improve their service
quality. However, it is far from trivial to perform effective long-term call traffic
forecasting: First, the call arrival process is very complicated and it may be
affected by different causes in different time buckets [1–3], e.g., many people
may make calls to the taxi service center when they want to take rides to their
offices in the morning. Second, some tasks in the call center usually require the
awareness of call traffic in different time buckets within a future long term, e.g.,
the call center wants to schedule the staffs to different time buckets based on the
corresponding call traffic for the next week, and as far as we know, the problem
of forecasting call traffic of multiple time buckets haven’t been well studied. Most
existing solutions for call traffic forecasting merely focus on the prediction for
the single time bucket of the next hour or day [3–5].
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In this paper, based on the observed seasonal dependencies of historical call
traffic data, we propose an effective method for predicting long-term call traffic
with multiple forecasting results for different future time buckets. It is impor-
tant to note that the call traffic here is calculated by Erlang formula [6] where
both the call arrival rate and the average holding time are considered. In our
method, we first extract the following three types of seasonal features: (1) Date
time features, like the year, month, day, and the beginning of the time bucket,
(2) Special days features, such as the day of week, whether it is the weekend,
the beginning, middle or end of a month, (3) Intraday and interday features,
which correspond to the call traffic of the same time buckets in the past few
days and the call traffic of previous time buckets. Then, in order to forecast call
traffic of multiple time buckets, we propose two strategies based on whether tak-
ing into account the third feature type, i.e., intraday and interday features. The
first strategy that merely considers first two types of the feature is to directly
use supervised classification method, i.e., train the model that connect features
and corresponding call traffic, and then perform the prediction by inputting the
corresponding features. The second strategy performs the prediction in an incre-
mental way, i.e., we first forecast the next call traffic, and then use the predicted
result as the intraday and interday feature values for the next time bucket.

The classification method used in our work is the Random Forests (RF) [7]
due to its robustness in real applications. Moreover, to demonstrate the effec-
tiveness of our method, we use the real-world dataset from a China Telecom
branch throughout the paper. The experimental evaluation shows that consid-
ering different correlated dependencies play an important role in the call traffic
forecasting. The contributions in this paper can be summarized as follows:

– We extract a variety of features based on different types of seasonal dependen-
cies, including date time type features, special days features, and the intraday
and interday features.

– We propose an incremental strategy for forecasting call traffic of multiple
time buckets when intraday and interday features are considered.

– We perform extensive experiments and prove the effectiveness of the proposed
method.

The rest of the paper is organized as follows. In Sect. 2, we briefly introduce
the dataset. The feature construction based on the seasonal dependencies is
detailed in Sect. 3. Then we present the method for forecasting call traffic in
Sect. 4. Section 5 shows the experimental results. Related work is reviewed in
Sect. 6. Finally, in Sect. 7, we conclude the paper and describe future work.

2 Dataset

The data we use is from a call center of China Telecom which has millions of
customers, and its background database records all the information about the
call center service. Note that the original data we get from the background
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database of the call center is from 1 January 2016 to 31 December 2018, and
each time bucket that collects call traffic is 15-min intervals.

In order to settle down our problem with minimal cost, we only extract the
following five fields from the original database:

– callID, the unique identification for the call services in each time bucket.
– callDate, the begin date of each time bucket.
– callTime, the begin time of each time bucket.
– callArrivals, the volume of the call arrivals which are collected in each time

bucket.
– callDuration, the average call-holding time (the average time of a phone call)

in each time bucket.

For the sake of describing the records of the call service more simply and
effectively, we generate a new filed to identify the records. We name callDate
plus callTime as callDatetime as the unique identification for the call services
over 15-min intervals. Furthermore, we name the result of multiply callArrivals
per second by callDuration as callTraffic. Finally, we get two fields that we need
through data preprocessing: callDatetime and callTraffic, which can be computed
by Eqs. 1 and 2, respectively.

callDatetime = callDate + callT ime (1)

callT raffic =
callArrivals

15 × 60
× callDuration (2)

3 Feature Engineering

In this section, firstly, we analyze the data and introduce what features to be
extracted. The rest of the section, we describe how to extract the features.

3.1 Data Analysis

The call traffic is different in different years, months, days and time buckets, and
exhibit intraday, daily, weekly monthly and yearly seasonalities on the influence
of people’s normal routine and scheduling of the call center. We put the year,
the month, the day and the time bucket into the features of the call traffic.
Furthermore, we found that call traffic of some special days such as the day of
the week, the weekend, the beginning, middle or end of a month, and holidays will
suddenly increase or decrease. Therefore, we also take these factors as features.
Moreover, under the influence of external factors like the weather or promotions,
the impact will last for a period of time or days. As a result, the call traffic is
related to the call traffic of previous time buckets, and the call traffic of the
same time buckets in the past few days. Undoubtedly, we also consider these
two factors as features. Taking these effective features which are related to the
call traffic into consideration will make the forecasting more accurate.
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Due to the call traffic influenced by date, time, external factors, and based on
the analysis of the data mentioned above, we extract the following three types
of features:

– Date time features, which have the date time dependencies, like the year,
month, day, and total minutes of the begin time of the time bucket.

– Special days features, such as the day of the week, whether it is the weekend,
the beginning, middle or end of a month, and whether it is a festival. Note
that, the festival is the Spring Festival in this paper.

– Intraday and interday features, that is the call traffic of previous time buckets
and the call traffic of the same time buckets in the past few days.

3.2 Date Time Features

Fig. 1. 15-min call traffic from 15 January, 2016 to 14 February, 2016 and 15 January,
2017 to 14 February, 2017.

Figure 1 provides examples of the two time series. We plot 15-min call traffic from
15 January, 2016 to 14 February, 2016 and 15 January, 2017 to 14 February, 2017.
Observe from different years, months, days and time buckets, we can easily find
that the call traffic is completely different. So that we take the year, month,
day and time bucket as the features. By calculating the timestamp, we can get
the values of the date time features. For example, the timestamp is “2016-01-15
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07:30”, and the values of the year, month, day and total minutes of the time are
“2016”, “1”, “15” and “450”. Note that we named totalMinuetes as the total
minutes of the begin time of the time bucket, which can be calculated by Eq. 3.
To sum up, the date time features are the year, month, day and totalMinuetes.

totalMinuetes = hour × 60 + minute (3)

3.3 Special Days Features

Fig. 2. 15-min call traffic over two con-
secutive weeks from 9 May 2016 to 22
May 2016.

Fig. 3. Intraday profiles of call traffic by
weekday and weekend from 1 January,
2016 to 31 December, 2017.

Weekly Features. From Fig. 2, we illustrate weekly seasonality by plotting
daily call traffic from 9 May, 2016 to 22 May, 2016 including weekends. It is not
hard to find that the call traffic is not equal every day of a week and less on
weekends than other days, such as 14 May, 2016 and 15 May, 2016. In order to
make this view more convincing, we analyze the data from 1 January, 2016 to 31
December, 2017 and plot 15-minutely average call traffic every day of the week,
in Fig. 3. Although the call traffic of every day has a similar distribution, the call
traffic at the same time bucket is still not equal and less on weekends than other
days. We named dayofweek as the day of the week and isweekend as whether it
is the weekend. The values are given in Table 1. To sum up, the weekly features
are dayofweek and isweekend.

Monthly Features. In Fig. 4 we plot the call traffic per day arriving at the
call center from 1 January, 2016 to 31 December, 2016 and from 1 January,
2017 to 31 December, 2017. It is very clear that the volumes of call traffic are
particularly large at the beginning and end of every month and the call traffic
at the middle of the month is also larger than the other days of the month. In
Fig. 5, we plot the average daily call traffic of the same day of the different month
from 1 January, 2016 to 31 December, 2017. Through the analysis of call traffic
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Table 1. The values of the weekly features in the day of week.

Mon. Tues. Wed. Thurs. Fri. Sat. Sun.

dayofweek 1 2 3 4 5 6 7

isweekend 0 0 0 0 0 1 1

Fig. 4. Daily call traffic over successive months from 1 January, 2016 to 31 December,
2016 and 1 January, 2017 to 31 December, 2017.

distribution and the experience of staffs, The values of the beginning, middle,
and end of the month are generated by Eq. 4, and the monthly feature here is
named sectionofmonth.

sectionofmonth =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, otherwise

1, day ∈ [1, 5]
2, day ∈ [16, 22]
3, day ∈ [days − 2, days]

(4)

where day is the day of a month, days is the total days of a month.
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Fig. 5. Average daily call traffic of the
same day of the different month from 1
January, 2016 to 31 December, 2017.

Fig. 6. Intraday profiles of average call
traffic per day from 1 January, 2016 to
31 December, 2017.

Yearly Features. Observe from Figs. 1 and 4, the call traffic in the Spring
Festival from 7 January, 2016 to 13 January, 2016 and from 27 January, 2017
to 2 February, 2017 is obviously less than the other days. The reason for the
sharp decline in call traffic during the Spring Festival is that most people are
on holiday and only a few staffs are on duty. Furthermore, the annual Spring
Festival is not on fixed days. We refer to those days with unusual call traffic as
special days of the year. In this paper, the special days we mainly consider is the
Spring Festival. The yearly feature here is named isfestival, and the value can
be calculated by Eq. 5.

isfestival =

{
1, is during the Spring Festival

0, otherwise
(5)

3.4 Intraday and Interday Features

Intraday Features. From the Figs. 1, 2 and 3, we know that intraday profiles
of call traffic in every day is similar to each other. For a more microscopic view
of intraday calll traffic, we plot intraday profiles of average call traffic per day
from 1 January, 2016 to 31 December, 2017, in Fig. 6. We find that the trend of
call traffic is almost the same for a consecutive period of time, e.g., from 07:00
to 11:00, the call traffic increase at an almost same rate. In addition to the
schedule of the call center, we divide the day into several sections with a similar
trend. According to the trend of increase and decrease, here the sections are
[22:30, 07:30), [07:30, 11:00), [11:00, 13:00), [13:00, 16:30), [16:30, 18:00), [18:00,
19:30) and [19:30, 22:30). The minimum duration is [16:30, 18:00) and [18:00,
19:30), and the count of the time buckets is 6. Hence, the intraday features are
the call traffic in the past up to 6 time buckets. For example, if we want to
forecast the call traffic of [10:00, 10:15), the intraday features are the call traffic
of [09:45, 10:00), [09:30, 09:45), [09:15, 09:30), [09:00, 09:15), [08:45, 09:00) and
[08:30, 08:45). In Table 2, we illustrate the intraday correlation in consecutive 15-
min intervals from 07:30 to 08:30. The measure to be used to capture intraday
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Table 2. Correlations between call traffic in consecutive 15-min intervals.

Time bucket [07:30, 07:45) [07:45, 08:00) [08:00, 08:15) [08:15, 08:30) [08:30, 08:45)

[07:30, 07:45) 1 0.84 0.76 0.73 0.69

[07:45, 08:00) 1 0.81 0.78 0.76

[08:00, 08:15) 1 0.88 0.79

[08:15, 08:30) 1 0.79

[08:30, 08:45) 1

dependence in call traffic is Pearson’s correlation coefficient. Table 2 illustrate
two properties which are observed very commonly in reality:

– Correlations between the adjacent time buckets within a day are strong and
positive.

– Intraday correlations are slightly smaller, with longer lags.

Interday Features. In Figs. 2 and 3, the call traffic exhibit daily and weekly
seasonalities. The volumes and trend of call traffic are similar at the same time
bucket on each day of the week. The interday features are the call traffic at the
same time bucket in past up to 7 days. For instance, if we want to forecast the
call traffic of [10:00, 10:15) on 8 January, the interday features are the call traffic
of [10:00, 10:15) on 7 January, 6 January, 5 January, 4 January, 3 January,
2 January and 1 January. In Table 3, we illustrate the interday correlation in
consecutive days from Monday to Sunday. The measure to be used to capture
interday dependence in call traffic is Pearson’s correlation coefficient. Table 3
illustrate two properties which are observed very commonly in reality:

– Correlations between successive days are strong and positive.
– Interday correlations are slightly smaller, with longer lags.

Table 3. Correlations between call traffic in consecutive days.

The day of the week Mon. Tues. Wed. Thurs. Fri. Sat. Sun.

Mon. 1 0.89 0.80 0.74 0.72 0.64 0.60

Tues. 1 0.87 0.79 0.79 0.72 0.62

Wed. 1 0.85 0.81 0.75 0.63

Thurs. 1 0.87 0.78 0.65

Fri. 1 0.87 0.73

Sat. 1 0.83

Sun. 1
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4 Forecasting Call Traffic

In this section, we will introduce the process of forecasting call traffic, includ-
ing call traffic model training and call traffic forecasting. Firstly, we select the
training data that we need from the existing call traffic data. Then we use the
training data to train the model. Finally, input the features of the time buckets
to be forecasted into the model to obtain the call traffic.

4.1 Call Traffic Model Training

Call traffic model training includes the training data preparation and model
training. Firstly we introduce how to prepare the training data, then show the
way of the model training.

Training Data Preparation. For the reason that the call traffic exhibit yearly
and monthly dependencies, the training data we have prepared is the data for
the first few months of the forecast month and the same months in the previous
years. For example, in Fig. 7, if we want to forecast the call traffic of September
2018 and set the number of previous years to 2, the number of previous months
to 3, the training data is from June 2018 to August 2018, from June 2017 to
September 2017 and from June 2016 to September 2016.

121110987654321

train

2016

121110987654321

train

2017

121110987654321

train

2018

forecast

Fig. 7. Training data for September 2018.

Model Training. In this paper, we choose the RF to train model, which is
a flexible and easy to use machine learning algorithm that always produces a
good result even without hyper-parameter tuning. Since the RF is a supervised
learning algorithm, we should know the features and target of each time bucket.
Firstly, we can get the training data of the forecast month according to Sect. 4.1,
then get the preprocessed data according to Sect. 2. Note that, if you select
intraday and interday features to train the model, make sure the values are not
null. Because the first few data has no intraday or interday features. Next, we can
get the features of each training data according to Sect. 3, and the corresponding
target is the call traffic of each time bucket. See Table 4, tbd,i is the ith time
bucket on the dth day, dtd,i is the corresponding features of date time, sdd,i
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is the corresponding features of special days, and td,i is the corresponding call
traffic. Finally, we can select several of the features and target of each time
bucket to train the model by using the RF. After training, we can get the model
for forecasting call traffic.

Table 4. Features and target of each time bucket.

Time bucket Features Target

Date time Special days Intraday and interday

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

tbd,i dtd,i sdd,i td,i−1, td,i−2, · · · , td−1,i, td−2,i, · · · td,i

tbd,i+1 dtd,i+1 sdd,i+1 td,i, td,i−1, · · · , td−1,i+1, td−2,i+1, · · · td,i+1

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

tbd+1,i dtd+1,i sdd+1,i td+1,i−1, td+1,i−2, · · · , td,i, td−1,i, · · · td+1,i

tbd+1,i+1 dtd+1,i+1 sdd+1,i+1 td+1,i, td+1,i−1, · · · , td,i+1, td−1,i+1, · · · td+1,i+1

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

4.2 Call Traffic Forecasting

This section firstly introduces the incremental forecasting, then presents two
strategies to forecast the call traffic. The first strategy uses the model trained
without intraday and interday features to forecast, while the second strategy
uses the model trained with intraday and interday features to forecast.

Incremental Forecasting. As we all know, the external events such as the
weather or promotions will influence the call traffic, and will increase the call
traffic for most of the time. Moreover, the impact will last a period of time or
days. The time of the external events occur is not fixed, hence there are no date
and time seasonalities. However, the call traffic has the intraday and interday
dependencies, i.e., it related to the call traffic of previous time buckets and
the call traffic of the same time buckets in the past few days. Therefore, we can
forecast the call traffic according to the previous. For one month forecast, we can
forecast the first call traffic based on the previous call traffic, and the remaining
call traffic should be forecasted in an incremental way. Since when we forecast
the first call traffic, the previous call traffic has been given, but the previous call
traffic of the rest call traffic to be forecasted is unknown. Consequently, before
forecasting the next call traffic, we must first forecast the previous. For example,
the month to be forecasted is September, we first forecast the call traffic of
[00:00, 00:15) on 1 September according to the previous call traffic that is given,
then we forecast the call traffic of [00:15, 00:30) on 1 September, according to
the call traffic of [00:00, 00:15) on 1 September that has been forecasted and the
previous call traffic that is given. So that we can forecast the next call traffic in
this incremental way. Finally, we get the call traffic of every time bucket in the
month.
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Fig. 8. The flowchart of forecasting with-
out intraday and interday features.

Fig. 9. The flowchart of forecasting with
intraday and interday features.

Forecasting Without Intraday and Interday Features. In this method,
the features of each time bucket we can get by calculating the beginning times-
tamp of the time bucket as we mentioned in Sect. 3. Then we can forecast the call
traffic of each time bucket by the model trained without intraday and interday
features in Sect. 4.1. The flowchart of Fig. 8 details the adopted forecast strategy.

Forecasting with Intraday and Interday Features. As we mentioned in
Sect. 3.4, the associations between the call traffic of adjacent time bucket play a
role in forecasting the next call traffic. The call traffic is related by the previous
call traffic. Hence, the incremental forecasting method we mentioned above is a
good choice. First of all, we could forecast the first time bucket of call traffic,
because it’s features could be extracted from the preprocessed data. Then, before
we forecasting the second time bucket of call traffic, we should append the call
traffic of the first time bucket to the preprocessed data so that when extracting
the features for the second time bucket, we can get the intraday features. Hence,
we can forecast the next in the same way. In the end, we could forecast all the call
traffic using the incremental method. The flowchart of Fig. 9 details the adopted
forecast strategy.

5 Experimental Evaluation

In this section, we conduct an empirical study using the data set described in
Sect. 4 and quantify the accuracy of the forecasts generated by the candidate
models. To analyze the impact of each group of features, we compare the mod-
els with different features based on their forecasting performance. We perform
detailed experimental evaluations from the following models:

– model d, trained by date time features.
– model ds, trained by date time and special days features.
– model di, trained by date time features, intraday and interday features.
– model dsi, trained by date time features, specials days, intraday and interday

features.
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Learning and Forecasting Period. The period we want to forecast is from 1
September, 2018, to 31 December, 2018. That is, we make forecasts for 4 months,
and each month include weekends. We generate 24 × 4 = 96 predicted values for
each day, and accuracy from 07:30 to 22:30, which is the normal operating time
of the call center. For the learning period, in order to get more training data, we
set the previous years to 2 and the previous months to 11, that is all the data
before the forecast month. In the model di and model dsi, we set the previous
time buckets of intraday features to 1 and the previous days of interday features
to 1. We set the n estimators to 100, which is the parameter of the random
forest and represents the number of trees in the forest.

Performance Measures. We quantify the accuracy of a point prediction by
computing the mean squared error (MSE) per 15-min intervals, defined by

MSE =
1
N

∑

d,i

(Vd,i − V̂d,i)2, (6)

where N is the total number of predictions made, Vd,i is the volume of call traffic
in the ith 15-min intervals of a given day d and V̂d,i is the predicted value of
Vd,i. Consistent with standard practice, we also consider the square root of the
MSE, the root mean squared error (RMSE), given by

RMSE =
√
MSE =

√
1
N

∑

d,i

(Vd,i − V̂d,i)2. (7)

In addition to the MSE and RMSE, we compute, for a relative measure of accu-
racy, the mean absolute percentage error (MAPE) defined by

MAPE =
1
N

∑

d,i

∣
∣
∣Vd,i − V̂d,i

∣
∣
∣

Vd,i
. (8)

Forecasting Performance. With the same parameter and training data,
Table 5 shows the performance of all the models in different forecast months.
In the performance of these four forecast months, model ds always generates the
most accurate point forecasts among all models considered. It means that the
model ds trained by date time features and special days fit well with the call traf-
fic data which exhibit different types of seasonal dependencies. Compare model d
with model ds, although model d has considered the year, month, day and period
of the day, and the performance is also very good, it has not considered the spe-
cials days. And the performance proves that special days features could help
improve the accuracy of the forecasting. Compare model d with model di, the
performance in November, 2018 shows that intraday and interday features have
a positive effect on improving accuracy, but has no significant effect in the other
three months. Hence, we can know that the call traffic mainly depends on date
and time and associations between the adjacent call traffic have a little effect
from the performance of model d, model ds and model di. The model dsi has
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the lowest accuracy in three months, it can be inferred that the specials days
and intraday, interday features have conflicting relationships, which lead to a
decrease in accuracy.

Table 5. Performance of each model in different months

n estimators Month Model MSE RMSE MAPE

100 2018.09 model d 159.7 12.6 13.4

model ds 133.7 11.7 12.1

model di 141.2 11.9 13.5

model dsi 178.9 13.4 15.2

2018.10 model d 239.5 15.5 20.0

model ds 170.6 13.1 17.2

model di 242.9 15.6 20.9

model dsi 276.2 16.6 22.2

2018.11 model d 237.6 15.4 15.6

model ds 164.6 12.8 13.1

model di 172.3 13.1 14.1

model dsi 135.9 11.7 13.6

2018.12 model d 213.3 14.6 18.6

model ds 147.9 12.2 16.4

model di 168.3 13.0 18.4

model dsi 203.4 14.3 19.8

average model d 212.5 14.5 16.9

model ds 154.2 12.5 14.7

model di 181.2 13.4 16.7

model dsi 198.6 14.0 17.7

The results of this section show that the model trained by date time and
special days features usually lead to the more accurate point than the other
models.

6 Related Work

As far as we know, there is little work directly related to forecasting call traffic
for a month. However, call arrivals forecasting has been studied in a variety of
other research. The call arrivals process can be modeled as a Poisson arrival
process, and has been shown to possess several features [1,2,8–10]. Moreover,
call center arrivals typically exhibit a significant dispersion relative to the Pois-
son distribution. Thus, a doubly stochastic Poisson arrival process may be more
appropriate [3,11–14]. The method based on Poisson is modeled in a day, and do
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not consider the seasonal dependencies. The call center arrivals exhibit different
types of dependencies. A reasonable forecasting model needs to account appro-
priately for some or all of the types of dependencies that exist in real data [3].
In the case where the call arrival rate has intraday and interday dependencies,
standard time series models may be applied for forecasting call arrivals [3], such
as autoregressive integrated moving average (ARIMA) models and exponential
smoothing [15]. It forecast the next value, but in our problem, we should forecast
the values of each time bucket in a month. In addition, some studies have pro-
posed fixed-effects models [13,16–18] and mixed-effects models [12,13] to account
for the intraday dependence, interday dependence, and inter-type dependence of
call arrivals. Dimension reduction [17,19,20] and Bayesian techniques [16,21,22]
have also been adopted in the literature. Although it takes the intraday and
interday features into consideration, the other seasonal dependencies, e.g., date
time dependencies, are ignored. Many forecasting models assume that specials
days are outliers, and remove such days [23], or describe the application of sin-
gular vector decomposition for outlier detection but provide no empirical evalua-
tion [20]. However, many other studies avoid this problem by assuming the data
pre-cleansed [11,18,24–26]. However, in our problem, the period we forecast is
one month, including special days, such as weekends, holidays.

In summary, the problem we want to solve in this paper could be distin-
guished from previous research from four main aspects:

– As far as we know, there is little work had been done on the problem of
forecasting long-term call traffic of multiple time buckets.

– Different types of seasonal dependencies are not all considered.
– We choose the RF to train model, which is a supervised learning algorithm.

7 Conclusions

In this paper, we proposed the problem of forecasting long-term call traffic of
multiple time buckets, which has not been well addressed so far. In order to solve
this problem, we first take the call arrival rate and the average holding time into
consideration. Then we extracted three groups of features, named date time
features, special days features, intraday and interday features. Next we trained
the models based on the features by using the method of the RF. At last, we
proposed two strategies to forecast the call traffic based on whether taking into
account the intraday and interday features. According to the experiments, we
obtained following conclusions:

– All features we extracted work well in our problem;
– The intraday and interday features have a little effect on the performance.
– The second model, trained by date time and special days features is the best

choice for our problem.

For future work, we are going to further study the dependencies of the call
traffic and explore more reliable features to improve the quality of forecasting.
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Abstract. Entity Linking (EL) is a task that links entity mentions in the text to
corresponding entities in a knowledge base. The key to building a high-quality
EL system involves accurate representations of word and entity. In this paper,
we propose an attention-based bilinear joint learning framework for entity
linking. First, a novel encoding method is employed for coding EL. This method
jointly learns words and entities using an attention mechanism. Next, for ranking
features, a weighted summation model is introduced to model the textual context
and coherence. Then, we employ a pairwise boosting regression tree (PBRT) to
rank candidate entities. As input, PBRT takes both features constructed with a
weighted summation model and conventional EL features. Finally, through the
experiment, we demonstrate that the proposed model learns embedding effi-
ciently and improves the EL performance compared with other state-of-the-art
methods. Our approach achieves superior result on two standard EL datasets:
CoNLL and TAC 2010.

Keywords: Entity linking � Embedding model � Modeling context �
Modeling coherence � Entity disambiguation

1 Introduction

Entity linking (EL) is a key technique for discovering knowledge in a text which is
highly important for building Semantic Web. EL is a task to link entity mentions in text
with corresponding entities in a knowledge base [1]. EL can help computers find
important semantic information in sentences and determine how the meanings of words
differ in different contexts, which is indispensable for helping computers understand
natural language. EL has been widely adopted in applications such as information
extraction, information retrieval, question answering system, and knowledge base
population (KBP).
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The challenge of EL is that human natural language is ambiguous. For example, in
Fig. 1, more than five entities are likely to be related to mention “Bill Russell”,
however, the fact is that only one actual reference exists. The meaning of entity is
decided by its context dynamically. For instance, as shown in Fig. 1, the context
(rookie center) and mentions (Boston Celtics, Bob Cousy, Red Auerbach, NBA) are all
valid basis for disambiguating the “Bill Russell” mention.

In recent years, the study of distributed representation for word and entity has
become increasingly interested among researchers. Some works have proposed using
embedding of word and entity in entity linking. Huang [2] studied entity embedding to
calculate the correlation between entities. Hoffart [3] proposed taking contextual
information into account. Yamada [4] assumed that word and entity are distributed in
the same space and proposed a special joint learning word and entity embedding
model. Chen [5] believed that words and entities should be embedded into different
spaces. Hence, he developed a bilinear joint learning model (BJLM). Sun [6] put words
and entities into different spaces and employed a neural tensor network to learn the
interactions between word and entity. Nevertheless, none of the methods above capture
different information aspects of word and entity context, which can result in a loss of
information. Therefore, this paper mainly investigates how to effectively embed and
combine word and entity with their context, and generates the precise embedding for
these words and entities.

The semantic of a word is derived primarily from its context and relationships with
other words in the same document. Most previous methods have assumed that all words
and mentions in a context have the same weight. Obviously, these approaches result in
bias regarding the meanings of words and mentions. In this paper, an attention-based
bilinear joint learning model (ABJL) is proposed. When mapping words and mentions to
different distributed spaces, ABJL focuses on the different impact of the words and
mentions in the context of the target word and mention. Moreover, two EL features are
constructed with learned embedding: textual context feature and entity coherence

Fig. 1. An example of EL.
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feature. Finally, the constructed EL features as well as the traditional EL features are fed
into a pairwise boosting regression tree (PBRT) [7] for candidate ranking.

The remainder of this paper is organized as follows. Section 2 reviews related
works. Section 3 presents the bilinear joint learning method with an attention mech-
anism. Section 4 introduced the application of the proposed embedding method on EL
task. Section 5 describes the experimental settings and result and Sect. 6 presents
conclusions and provides the directions of future study.

2 Related Work

In past decades, EL has been widely studied and applied in academia. EL involves
linking entity mentions in the text to corresponding entities in a knowledge base. There
are three main categories of EL algorithms. First, the EL algorithms that adopt an
independent paradigm use a single mention and its context information and compare its
similarities with candidate entities in a knowledge base. Second, the collective EL
algorithms utilize correlations between mentions in the same document to link multiple
mentions to knowledge base simultaneously. Third, the collaborative EL algorithms
extend contextual information associated with entity mention by means of cross-
documentation and then use extended entity mention information to address EL. Here
we review some recent works related to our approach.

The conventional representation approach of word named one-hot encoding
encounters sparsity problems. Word-to-vector (word2vec) is an effective word repre-
sentation method that has become increasingly welcome in academia. Word2vec uses a
continuous vector of low-dimension to represent a word. Skip-gram [8] is another word
embedding method whose goal is to train a word embedding to effectively predict its
surrounding words. Given a word w and a context wc, skip-gram tries to maximize the
conditional probability P(wc|w) through a softmax process. Whereas, this approach has
a problem. To calculate P(wc|w), it involves scanning the whole vocabulary, which is
usually large. Therefore, the full calculation is computationally expensive. Skip-gram
approximates this conditional probability value using negative sampling (NEG) method
which is a simplified method from noise contrastive estimation (NCE) [9] method. Our
embedding model is an extension based on skip-gram.

Some works have solved EL tasks using neural networks. Huang [2] used a deep
neural network (DNN) to train entity embedding and sorted candidate entities using a
semi-supervised graph regularization model. Hu [10] improved entity embedding using
a structured knowledge which is derived from Wikipedia’s catalogue and construct a
model to maximize global consistency between predicted entities. Whereas, these
approaches learn entities embedding separately and do not interact with words. Yamada
[4] proposed a joint learning model that maps word and entity to the same contiguous
vector space and then ranked candidate entities using a gradient boosting regression
tree (GBRT) [13] model. Chen [5] developed a bilinear joint learning model (BJLM)
that mapped word and entity to different distribution spaces, and then used a pairwise
boosting regression tree (PBRT) [7] model to evaluate candidate entities. Sun [6]
proposed a tensor neural model to imitate the interactions between mentions, contexts,
and entities, and then used a local method to sort candidate entities. Francis-Landau
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[14] used a convolutional neural network (CNN) to model semantic correspondence
between the context of entity mention and candidate entities and then used a logistic
regression layer to rank candidate entities. However, neural networks are overly
complex and computationally expensive.

Most previous methods have assumed that all the words in a context have equal
importance. In contrast, ABJL model considers the diverse contextual impacts of words
on the target word or entity so that more fine-grained learning on word and entity
embedding can be performed. In addition, textual context features and entity coherence
features are also studied via the proposed ABJL model. PBRT [7] is investigated for
candidate entities ranking with new features as well as conventional features.

3 Methodology

In this section, our model for joint learning word and entity embedding is proposed.
Additionally, the training method of the proposed model is explained in detail.

3.1 Attention-Based Bi-Linear Joint Learning Model

BJLM [5] does not consider the influences of different words on the target word in
context that it is a coarse-grained type of learning. To solve the problem, during the
BJLM training process, the different effect of each word in the context of target word is
considered in our method. Therefore, we propose an attention-based bilinear joint
learning model (ABJL) as an extension of BJLM. The so-called attention mechanism
addresses different weight for the words in the context. First, word and entity are
embedded into different spaces through an initial matrix mapping method. Then the
attention mechanism is integrated into the model to calculate the impacts of context
words on the target word and entity training. In such as two-stage method, a more
elaborate embedding learning on target word or entity is performed. The attention is
calculated via Dot-Product method [15] as follows:

AttentionðC;EÞ ¼ softmaxðCE
T

ffiffiffiffiffi
dk

p ÞE ð1Þ

where C is a matrix of all words vector in context. In addition, E is the vector of entity
mention or word. In Eq. (1), C 2 Rn�dk and E 2 R1�dk . In entity linking, C is the
context words vector sequence where entity mention located and E is the vector rep-
resentation of entity mention.

When training the embedding for a word or entity mention, we consider the values
of different influences for each word in its context. Formally, given a sequence of
N word and entity string s1, s2, …, sN. ABJL’s goal is to maximize the following
function:

LA ¼
XN

t¼1

X

sc2contextðsiÞ
logPA scjsið Þ ð2Þ
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where Si represents target string and context(si) is the context string for si. The con-
ditional probability is calculated as follows:

PAðscjsiÞ ¼ 1
2
ððPBðscjsiÞþAttentionðCsi ; scÞÞ ð3Þ

where CSi represents a matrix constructed from vectors of context words of si.
The training objective of ABJL is to learn word and entity representations that do

best in predicting the nearby words and entities. For example, Fig. 2(a) uses the target
word wt to predict context strings which contain two words (wt−1 and wt+2) and an
entity et+1. The attention scores of wt−1, wt+2 and et+1 are considered to create a more
fine-grained representation of wt. Figure 2(b) uses the target entity et to predict context
strings which contain two words (wt−1 and wt+2) and an entity et+1. Again, the attention
scores of wt−1, wt+2 and et+1 are considered to create a more fine-grained representation
of et. The projection matrixM is used to bridge the space gap when the target string and
the context string are in different embedding types; in contrary, when the target and the
context exist in the same embedding types, projection matrix M becomes an identity
matrix and does nothing.

3.2 Training

Maximize the function Eq. (2) is the training objective of the proposed model and the
result matrix V is used to embed word and entity. One problem is that the computa-
tional cost of normalizers contained in PA(SC|Si) is hugely expensive that occurs when
training the model because they involve calculating all the words and entities. To solve
this problem, negative sampling (NEG) [8] is used to transform the original objective
function into a computationally flexible objective function. NEG is defined as follows:

log rðVT
wt
Uwtþ jÞþ

Xg

i¼1
Ewi �PnegðwÞ½log rð�VT

wt
UwiÞ� ð4Þ

Fig. 2. An example of an ABJL.
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where rðxÞ ¼ 1=ð1þ expð�xÞÞ, and g represents the number of negative samples.
Equation (4) is used instead of log(PA(SC|Si)) in Eq. (2). Therefore, the objective
function Eq. (2) is transformed into a simple binary classification objective function,
which distinguishes observed word wt from the word extracted from the noise Pneg(w).
Wikipedia is used to train the proposed model and stochastic gradient descent
(SGD) [16] is applied for optimization. Maximize the transformed objective function
by iterating over Wikipedia page multiple times.

4 Entity Linking Using Embedding

In this section, how to apply the proposed embedding model to EL task is explained in
detail. First, a formal definition of EL is given: Given a knowledge base, the goal of EL
is to match each entity mention to its corresponding entity in the knowledge base. Note
that a named entity mention is a token sequence in a text. The mention may refer to an
entity and is pre-identified. EL task usually consists of two subtasks: generation of
candidate entities and ranking of candidate entities. Thus, we also discuss the candidate
entity ranking.

The key to improving ranking performance is effectively modeling context by
entity mention. In Sects. 4.1 and 4.2, two new methods for modeling contexts are
modified by using the proposed embedding method. Furthermore, these two models are
combined with the traditional EL features [1] as input features for sorting model in
following Sect. 4.3.

4.1 Modeling Textual Context Information

The design of textual context feature is based on the assumption that if a given mention
and an entity have a similar context, then that the mention and entity are more likely
refer the same thing. Yamada [4] proposed an approach that used embedding to
measure the similarity between textual context and entity. First, it derives the vector
representation of the textual context. Second, it uses cosine similarity to calculate the
similarity between text context and entity.

When calculating the context vector, Yamada simply uses an averaging method to
sum the word vectors in context. This ignores the greater impact of the more important
words in the context and elevates the importance of unimportant words to the average,
which is obviously unreasonable. To avoid the problem, the cosine similarity in this
paper is calculated between the word in the context and target entity instead of in this
stage, where the importance of the entity is determined by the cosine similarity. The
textual context vector is derived by weighted summation of the context word vector:

vcm
�! ¼

X

w2Wcm

acmiPM
1 acmj

vmi
�! ð5Þ
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where Wcm is a set of entity mention’s context words. M denotes the size of the set,
vmi
�! 2 V is the vector representation of word w, and acmi represents the similarity
between the ith words in context and target entity mention which is calculated by cosine
similarity.

Next, similarity between each candidate and the obtained textual context is cal-
culated, which is obtained by calculating the cosine similarity of textual context vector
vcm
�! and the entity vector ve!.

4.2 Modeling Entity Coherence

Milne [17] found that effectively modeling coherence of entities is certainly important
for assigning entities to mentions in EL. Since most texts deal with one or several
semantically related topics, entity consistency becomes a key metric, such as rock
music, Internet technology, or global warming. However, not all content is together.

We use a simple two-step approach [18] to solve this problem: First, a coherence
score is used to train machine learning models that are among unambiguous mentions.
Then, in the second step, the model is retrained using the coherence score between
predicted entities. To calculate entity coherence value, our method computes context
entities vector, and then measures the similarity between context entities vector and
target entity vector. It should be noted that context entities in the first step are
unambiguous entities, while the second step uses the predicted entities. Based on this
idea, the context entity vector is derived via a weighted summation using cosine
similarity:

vce
�! ¼

X

e2Ecm

aceiPN
1 acej

vei
�! ð6Þ

where Ecm represents the set of entities in the context of m, N is the size of the set, and
acei represents the similarity between the ith entity in context and target entity mention.

4.3 Pairwise Ranking Model

Given an entity mention, a ranking score is assigned to each candidate entity by the
ranking model. EL system selects the candidate entity with the highest score as the
referential entity. Shen [19] regarded EL as a pairwise ranking problem and presented a
method based on SVM ranking [16]. Yamada [4] ranked candidate entities using a
GBRT with a pointwise loss function. Yet, the pointwise sorting method may cause
label deviation problems because there are many candidate entities for a given mention
but only one is correct. However, this paper does not intend to study various ranking
methods for EL. In our work, a supervised PBRT [7] model is adapted to rank can-
didate entities.

Attention-Based Bilinear Joint Learning Framework for Entity Linking 253



5 Experiments

In this section, the experimental settings and result are discussed. First, the training
method and training tools are explained. Then, the experimental details on two standard
EL data sets are introduced. At last, the experimental result is comprehensively ana-
lyzed. To demonstrate the effectiveness of the proposed model, we compared the
accuracy with those of other state-of-the-art methods on the CoNLL and TAC 2010
datasets.

5.1 Prerequisites

To train our proposed model, Wikipedia dump of September 2018 version is used. The
dump file is parsed with JWPL [20], where navigation, maintenance, discussion,
redirected and disambiguated pages are initially removed. All page titles and anchors
from each page are extracted as reference entities. Through Wikipedia links, the anchor
on the page is replaced with the title of the page that it points to.

In the experiments, the dimension size of embedding is 300, the size of the context
window c is 10 and the number of negative samples g is 20. Learning rate a is 0.025
and is linearly decreased during the iteration. The model iterates all pages in Wikipedia
dump 10 times online.

For the CoNLL dataset, mentions only with legal corresponding entities in the
knowledge base are selected. Standard micro-accuracy which aggregates over all
mentions and macro-accuracy which aggregates over all documents are used for the
measurements of the algorithm. For TAC2010 dataset, the preprocess is the same as
CoNLL dataset but only micro-accuracy is used.

Evaluation Metrics. Precision, recall, F1-measure, and accuracy are usually used as
the evaluation metrics to perform the assessments of EL systems. The precision of the
entity linking system is calculated as the percentage of correctly linked mentions that
are generated by the system [1]:

precision ¼ jfcorrectly linked entity mentionsgj
jflinked mentions generated by systemgj ð7Þ

Precision considers all entity mentions linked by the system and determines the
percentage of correct entity mentions linked by the EL system. Precision is usually
used in conjunction with the recall metric, which is the fraction of correctly linked
entity mentions that should be linked [1]:

recall ¼ jfcorrectly linked entity mentionsgj
jfentity mentions that should be linkedgj ð8Þ
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Recall considers all the entity mentions that should be linked and determines how
correctly linked entity mentions are with regard to total entity mentions that should be
linked. These two measures are sometimes used together in F1-measure to provide a
single measurement for a system. F1-measure is defined as the harmonic mean of
precision and recall [1]:

F1 ¼ 2 � precision � recall
precisionþ recall

ð9Þ

For our experiment, entity mentions that should be linked are provided as the input
of EL system; consequently, the number of linked mentions generated by the experiment
always equals the number of entity mentions that should be linked. In this situation,
researchers usually use accuracy to assess the system’s performance. Accuracy is cal-
culated as the number of correctly linked entity mentions divided by the total number of
all entity mentions. Therefore, here precision = recall = F1 = accuracy. Moreover,
accuracy is also regarded as the official evaluation measure in the TAC-KBP track.

5.2 Entity Link

Set Up. We test our proposed model’s performance on two standard EL datasets: The
CoNLL dataset and the TAC 2010 dataset. The details of the two data sets are
described below.

CoNLL. The CoNLL dataset is constructed by Hoffart [3] which is a popular EL
dataset. The CoNLL dataset includes three parts: training, development, and test sets.
The training set is used to train our learning model and the performance of our
approach is measured using the test set. In the CoNLL dataset, each mention is
annotated with an entity.

TAC 2010. The TAC 2010 dataset is another popular EL dataset. The dataset was
constructed by Ji [21] for the Text Analysis Conference (TAC). This data set was
constructed based on news articles from various proxy and weblog data, and it contains
two collections: the training set and test set. We only use entity mentions where a
matching valid entity exists in the knowledge base. The training set is adopted to train
our model. And the test set is used to evaluate its performance. In most included
documents, a query mention has been annotated with an entity.

Baseline Methods. We compare our method with the following recently proposed
state-of-the-art methods:

• Globerson [12] proposed a coherence model with a multi-focal attention
mechanism.

• PPRsim [11] is a graph-based EL approach based on Personalized PageRank.
• Yamada [4] presented a joint embedding model and utilized a GBRT model to rank

candidate entities.
• Chen [5] developed a bilinear joint learning model and utilized a PBRT model to

rank candidate entities.
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Knowledge Base and Candidate Entity Generation. We used the Wikipedia of
September 2018 version as our reference database. Wikipedia is a free, online,
decentralized, multi-language encyclopedia that was created by thousands of volunteers
from all over the world. In Wikipedia, each basic entry is an article. The article defines
and describes an entity or a topic. And each article is uniquely referenced by an
identifier. Besides, Wikipedia has high coverage of named entities and contains a
wealth of knowledge for well-known entities. In addition, a rich set of features is
provided by the structure of Wikipedia for entity linking. The features include article
directories, entity pages, disambiguation pages, redirect pages, and hyperlinks in
Wikipedia articles. These features are highly beneficial for EL tasks.

The way we construct a set of candidate entities for mentions that appear in the TAC
2010 dataset is to construct a candidate entity dictionary. We use the title of Wikipedia
entity page and the text of bold font in the first paragraph to construct the dictionary.
Then we use all the anchors as keys and the corresponding Wikipedia titles as values to
construct a key-value dictionary. Finally, we use this dictionary to generate candidate
entities. To perform candidate generation for the CONLL data sets, we use a publicly
available third-party dictionary [11].

5.3 Experimental Result

In this section, we analyze our experimental results, the prediction errors, and features.
A detailed analysis of the above aspects for CoNLL data set is conducted.

PBRTA refers to the proposed model are all the models are trained with the features
derived from ABJL. Table 1 shows the experimental results of our model and the
compared baseline model in two data sets. PBRTA achieves a micro-precision of 0.947
and a macro-precision of 0.943 on CoNLL dataset and achieves a micro-precision of
0.893 on TAC-KBP 2010 dataset. PBRTA performs better than the baselines on both
datasets.

Our model not only achieves good experimental results but results that are statis-
tically significant. On the CoNLL and TAC datasets, our model achieves advanced EL
results and improves the accuracy of EL. This result occurs because ABJL constructs
more accurate representations of words and entities. When ABJL trains word and entity
embeddings, it considers the different impacts of the words and entities in the context
which causes the trained embedding to more accurately represent the semantics of

Table 1. Accuracy scores on CoNLL and TAC-KBP 2010 datasets

CoNLL (micro) CoNLL (macro) TAC2010 (micro)

PBRTA 0.947 0.943 0.893
Chen 0.938 0.935 0.881
Yamada 0.931 0.926 0.855
PPRSim 0.918 0.899 -
Globerson 0.927 - 0.872

256 M. Cao et al.



words and entities. More accurate embeddings yield more realistic results when cal-
culating the similarity between words and between entities.

In the experiments, we primarily encountered the following two typical errors. The
first type error is one of common sense. For example, when the context is limited, a
country name that appears after another person’s name usually refers to a country. One
sentence “Warcraft-17-Jack Stimulus (America) played very well”. The mention
America has two candidate entities, the National Football League and the United
States. We can infer that the intent of the sentence is nationality when America comes
after a name. The second type error is also a common sense error but is more difficult to
correct. For example, in the sentence “Santa Fe has mining and mining operations in
Nevada, California, Montana, Canada, Brazil, Australia, Chile, Kazakhstan, Mexico
and Ghana.” [5], when no additional information is available, it is also difficult for
people to understand whether Mexico means the country of Mexico or the city of
Mexico. Solving the preceding types of errors is a difficult challenge. Understanding
sentences by applying real-world common sense is a more appropriate approach.

6 Conclusion

In this paper, we proposed a new bilinear joint learning model with an attention
mechanism (ABJL). When ABJL trains target word or entity embeddings, it expresses
the target word and entity more finely and accurately by capturing the various influ-
ences and contributions of the contextual words around the target. Embedding trained
by the proposed model is used to construct two types of features that are inputted into
the PBRT along with traditional EL features. An excellent result is achieved on two
standard EL databases showing that ABJL produces efficient embedding that improve
the performance of our EL method.

In future work, we plan to further study the application of our model on large-scale
datasets and to evaluate the use of distributed clustering methods to address the
challenges of large-scale datasets. In addition, because it is still a challenge for com-
puters to acquire real-world common sense knowledge, we want to apply real-world
common sense and its relations in a knowledge graph to improve our model.
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Abstract. Urban built-up area is one of the important criterions of urbanization.
Remote sensing can quickly acquire dynamic temporal and spatial variation of
urban built-up area, but how to identify and extract urban built-up area infor-
mation from massive remote sensing data has become a bottleneck arousing
widespread concerns in the field of the data mining and application for remote
sensing. Based on the traditional urban built-up area identification and data
mining of remote sensing, this paper proposed a new collaborative computing
method for urban built-up area identification from remote sensing image. In the
method, the normalized difference built-up index (NDBI) and the normalized
differential vegetation index (NDVI) feature images were constructed firstly
from the spectrum clustering map; and then the urban built-up area was iden-
tified and extracted by the map-spectrum synergy and mathematical morphology
methods. Finally, a case of collaborative computing of urban built-up areas in
Chongqing city, China is presented. And the experimental results show that the
total accuracy of urban built-up area identification in 1988 and 2007 reached
92.58% and 91.41%, the Kappa coefficient reached 0.8933 and 0.8722,
respectively, and the good results in the temporal and spatial variation moni-
toring of urban built-up area are achieved.

Keywords: Remote sensing image � Collaborative computing �
Urban built-up area � Map-spectrum synergy

1 Introduction

In recent years, with the sustained and rapid growth of China’s economy, the urban-
ization continues to increase. Statistically, the total area of urban built-up area in China
was about 2 � 105 km2 by 2017, and the urbanization rate reached 58.52% [1]. How to
accurately obtain the dynamic range of urban built-up area has become an urgent task
of urban construction and management [2–4]. There are many methods to identify and
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extract the urban built-up area at present, among the methods, the nighttime lighting
monitoring from remote sensing image is the most influential and representative [5–7].
However, the traditionally methods which rely on a single means to identify urban
built-up area is unrealistic and impractical because of the influence by saturation dif-
fusion and threshold selection. In addition, the urban built-up area is a complex affected
by human political, economic and social activities. There are many types of land
objects, e.g., buildings, roads, grasslands, rivers, mountains, construction sites, forest
land, etc., and the random confusion of different types of objects is obvious. Mean-
while, how to identify and extract the urban built-up area has become a focus of the
authorities and the related department.

With the development of space-to-earth observation and the continuous improve-
ment of sensor performance, remote sensing can quickly capture the change infor-
mation of earth surface with advantages of multi-source, multi-angle and multi-
resolution, and has the characteristics of fast data acquisition, short update period and
strong timeliness. Accordingly, the amount of remote sensing data has shown an
exponential growth trend and has entered the era of big data [8–10]. However, it has a
relatively weak ability of data processing in the remote sensing big data and causes data
redundancy and dimensional disaster, how to accurately analyze the massive remote
sensing data and find out the urban built-up area has become the main focus of urban
built-up area dynamic monitoring from remote sensing images. The collaborative
computing was first used in the fields of computer networks, resource scheduling,
communication, and multimedia, etc. At present it has been widely used in many fields
and industries [11]. It has been introduced into the remote sensing only in decades.
Limited by the accuracy and efficiency of remote sensing data mining, Chen et al. [12]
firstly proposed the idea of geoscience information map-spectrum, and laid the foun-
dation for the full implementation of collaborative computing of remote sensing data
mining with the formation of remote sensing big data. Luo et al. [13] explored the
cognitive theory of remote sensing map-spectrum and calculation, and pointed out that
it is feasible to develop remote sensing cognitive theory and methods combined with
visual cognition. Shen et al. [14] extract the Baiyangdian wetland information from the
remote time data by the collaborative computing method, and pointed out that the area
of Baiyangdian wetland began to reduce firstly and later increase the science 1973. Li
et al. [1] extracted the urban built-up area of Beijing-Tianjin-Hebei region from remote
sensing images by the comprehensive utilization of multi-source remote sensing data
and DMSP/OLS data, and the effectiveness of collaborative computing in the extraction
of urban built-up area is verified by the overall accuracy and Kappa coefficient. In
general, although collaborative computing can provide a new perspective for remote
sensing data mining and information identification of interest, collaborative analysis
from multiple data, methods and knowledge enables the extraction and analysis of
hidden information [15, 16], so far, the collaborative computing in remote sensing
image data mining is still in its infancy, and the related achievements are few.

As the youngest municipality in China, Chongqing has experienced rapid economic
development in recent years. At the same time, the urban built-up area covers an area of
150 km2 in 1988 and 700 km2 in 2018, respectively. On the basis of the systematic
summarization of the map and spectrum information in remote sensing, taking
Chongqing main urban area as an example, this paper presented a new collaborative
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computing method integrating into different levels of knowledge to identify urban
built-up area from remote sensing images. The specific collaborative computing
includes algorithms, computing resources and computing modes in the process of the
calculation, remote sensing data, information, features and knowledge. It can identify
accurately the dynamic change information of urban built-up area and improve effec-
tively the remote sensing data mining.

Work in this study is focused on the collaborative computing of map-spectrum
synergy for urban built-up area from remote sensing images. The rest of the paper is
constructed as follows: Sect. 2 describes brief collaborative computing method of
urban built-up area identification and extraction. Section 3 presents a case of collab-
orative calculation of urban built-up area from remote sensing image. Section 4 devotes
the results and analysis. Finally, the discussions and conclusions are separately drawn
in Sects. 5 and 6.

2 Collaborative Computing Method of Urban Built-Up Area
Identification and Extraction

2.1 Collaborative Computing Mode of Remote Sensing Information

(1) Map-Spectrum Collaborative Computing
Remote sensing images contain plentiful map and spectrum information [17, 18]. The
map, also known as spatial information, refers to the shape of the research unit and the
spatial relationship and configuration among different units, i.e., pixels, parcels. The
spectrum contains spectral, band information, time spectrum, feature attribute spec-
trum, knowledge spectrum and other forms of the same unit in different dimensions,
i.e., spectral performance and long-term phase change information. Map-spectrum
collaborative computing is an important basis for the classification and thematic
information extraction from remote sensing image.

(2) Multi-resolution and Multi-temporal Collaborative Computing
It is the manifestation of map-spectrum collaborative computing. Multi-resolution
synergy realizes collaborative computing of multi-source and multi-resolution data by
comprehensively utilizing high-resolution, medium-resolution and low-resolution
remote sensing images. Multi-temporal synergy detects changes by collaborative
computing multiple time-point remote sensing images [19–22]. Synthesizing remote
sensing image information of different resolutions and multi-temporal can provide
more accurate and rich map-spectrum information, and it is easy to improve the
accuracy of classification and thematic information extraction and change detection
from remote sensing images.

(3) Multi-knowledge and Multi-algorithm Collaborative Computing
In the course of remote sensing image processing, on the basis of assisting different
levels of prior knowledge, it is necessary to improve the accuracy of remote sensing
image classification and thematic information extraction by collaborative computing of
multiple knowledge [23, 24]. Such as the spatial relationship between the earths surfaces
objects, the reasoning mechanism, the configuration method, the causal relationship and
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other knowledge models, etc. In addition, the collaborative computing of multiple
algorithms improves the efficiency and reliability of remote sensing image mining to a
certain extent. There are many usual varieties of indices in the collaborative computing
and classification of remote sensing image, i.e., normalized differential vegetation index
(NDVI), ration vegetation index (RVI), difference vegetation index (DVI), etc.

2.2 Collaborative Computing of Urban Built-Up Area Identification

The specific collaborative computation method of urban built-up areas from remote
sensing images in this paper mainly includes the following steps:

(1) Data Preprocessing
In this study, data preprocessing mainly contains geometric correction and cloud
removal. In the data processing, the parameters from geographic position data set were
first extracted and used to perform the geometric correction, and then the calibration
data set was obtained. Next, the respectively bands R(red), B(blue) and G(green) were
selected from remote sensing dataset and further generated a sample dataset, and then a
corrected total dataset was obtained by stacking. For the ETM and TM remote sensing
data with thin cloud, the cloud removal was performed by cloud mask data.

(2) From Spectrum Clustering Map, Constructing Feature Images of Normalized
Difference Built-Up Index (NDBI) and NDVI
Due to the NDBI has a good recognition characteristics of the global built-up area, and
it is easy to identify the urban built-up area as a whole. The NDBI computation is as
shown below:

NDBI ¼ MIR � NIR
MIRþNIR

ð1Þ

where MIR and NIR are pixel luminance values in the mid-infrared and near-infrared
bands, respectively. For the TM sensor, it corresponds to Band 5 and Band 4,
respectively.

Similarly, the NDVI is an effective indicator for the coverage of ground vegetation
and is widely used in the field of vegetation information extraction. The specific NDVI
computation is as shown below:

NDVI ¼ NIR� Re d
NIRþRe d

ð2Þ

where NIR and Red are the pixel luminance values of the near-infrared band and the
red-light band, which correspond to the band 4 and band 3 of the TM sensor,
respectively.

(3) Map-Spectrum Collaborative Computing, Preliminary Identification of Urban
Built-Up Area
Based on the administrative boundary of the study area, the total area of the built-up
area within the administrative boundary is statistically calculated. Then the regional
segmentation method is used to calculate the optimal segmentation threshold of the
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different administrative units in NDBI feature images, and the spatial distribution
information of the urban built-up zone boundaries is obtained. The specific calculation
formula is as shown below:

DSkðTiÞ ¼ Sk � SkðT0 � iÞ ð3Þ

where T0 is initial threshold value, i is the step size, and i ¼ 0:1; 0:2; 0:3 � � �; k is the
k-th administrative boundary in the research area, and k ¼ 1; 2; 3; � � �; Sk is the statis-
tical value of area of administrative boundary, SkðT0 � iÞ is the identified area from
feature images, DSkðTiÞ is the difference between identification area and statistical area
of the same administrative boundary. If DSkðTiÞ satisfy the condition DSkðTiÞ\DSk
ðTiþ 0:1Þ \DSkðTiÞ\DSkðTi�0:1Þ, then Ti is the optimal segmentation threshold of k-th
administrative boundary.

(4) Map-Spectrum Collaborative Computing, Further Identification of Urban
Built-Up Area
Based on the preliminary identification of urban built-up areas, multi-scale segmen-
tation algorithm is used to further identify the urban built-up areas from remote sensing
image. And the specific calculation formula is as shown below:

dH ¼ dHcolorwcolor þ dHshapewshape ð4Þ

where dH is the heterogeneity index of multi-scale segmentation; dHcolor and wcolor is
the spectral heterogeneity index and weight value, respectively; dHshape and wshape is
the shape heterogeneity index and weight value, respectively.

Subsequently, the regional loop identification method is used to number the results
of the newly identified urban built-up areas, and the maximum and minimum values of
NDVI in each unit are calculated and regarded as the upper and lower thresholds of the
urban built-up area. The specific formula is as shown below:

NDVIAithreshold maxðxÞ ¼ max NDVISiðxÞf g
NDVIAithreshold minðyÞ ¼ min NDVISiðyÞf g

�
ð5Þ

where Ai is the i-th administrative unit, Si is the identified i-th urban built-up area,
NDVIAithreshold maxðxÞ and NDVIAithreshold minðyÞ are the upper and lower value of
segmentation threshold, respectively. And then the attribute of earth object is acquired
by the judging criteria. That is to say, when SiðtÞ is judged as the type of the urban
built-up area NDVISiðtÞ 2 ðNDVIAithreshold minðyÞ;NDVIAithreshold maxðxÞÞ.
(5) Mathematical Morphology Post Processing
The mathematical morphology operators used in this study are mainly composed of
open operations and expansion operations. And the specific calculation formula is as
shown below:

A � B ¼ ðAHBÞ � B

A� B ¼ xjððB̂Þy \AÞ 6¼ ;
n o(

ð6Þ
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where A and B are two non-empty sets, B̂ is the mapping of sets B, B̂ ¼ xjx ¼ �b; b 2f
Bg, y is the displacement of B̂, namely, B̂y ¼ yjy ¼ bþ x; b 2 Bf g.

The expansion operation was used to the later identified urban built-up area, and the
gaps and breaks in the middle of the image and some broken maps of the walk were
deleted. Meanwhile, the expansion image was refined further by the open operation.
And then the distribution and statistical information of the urban built-up area are
finally obtained.

3 Collaborative Calculation Case of Urban Built-Up Area

3.1 General Situation of Research Area

Chongqing is located in the eastern part of the Sichuan Basin, China. It is situated in the
junction zone between the eastern part of China and the western part. The main urban
area in Chongqing is shown in Fig. 1. The urban area of Chongqing usually includes
the area among the Yangtze River, Jialing River, Zhongliang Mountain and Tonglu
Mountain. The total area is about 700 km2. The terrain in the area is dominated by low
mountains and hills, and has an average elevation of about 400 m. Since the estab-
lishment of the municipality in 1997, the economy in Chongqing has developed rapidly
and the scale of the urban built-up area has expanded rapidly. And now it has formed a
new spatial distribution pattern with multi-center and group.

3.2 Data Collection

(1) Remote Sensing Data
The remote sensing data contains the medium resolution thematic mapper (TM) images
in 1988 and 2007, respectively, and the imaging season is roughly the same. Due to the
sixth band in TM sensor is a thermal infrared band and has low spatial resolution of
120 m. it usual affected severely by the atmosphere, so in this study it is not involved in
band synthesis. The main parameters of TM sensor are shown in Table 1.

Fig. 1. Geographical location of the main urban area.
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(2) Thematic Data
The thematic data includes the digital topographic maps in Chongqing with 1:50000
scales and the digital elevation model (DEM) in Chongqing. Social data includes the
natural and socioeconomic survey statistics. The collected thematic data is usual used
to the geometric correction, verification and correction after the classification of remote
sensing image. In addition, in this study we also involved in the landuse map of
Chongqing in 1983, 1994, 2000 and 2003, respectively (see Fig. 2).

Table 1. Performance of sensors

Time Band Resolution (m) Wavelength (lm) min max avg med Standard deviation

1988 1 30 0.45–0.52 77 254 107.21 104 11.48
2 30 0.52–0.60 26 145 44.60 43 5.60
3 30 0.63–0.69 21 179 46.07 44 9.66
4 30 0.76–0.90 15 208 66.45 66 14.67
5 30 1.55–1.75 2 254 59.72 61 19.45
7 30 2.08–2.35 1 254 24.05 25 8.14

2007 1 30 0.45–0.52 73 196 96.24 96 8.05
2 30 0.52–0.60 28 105 42.08 41 4.69
3 30 0.63–0.69 24 134 42.20 40 8.05
4 30 0.76–0.90 24 128 64.42 65 13.44
5 30 1.55–1.75 13 255 63.58 66 16.57
7 30 2.08–2.35 3 255 29.231 28 11.00

Fig. 2. Landuse maps, (a) 1983, (b) 1994, (c) 2000, (d) 2003.
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(3) Data Preprocessing
Remote sensing image preprocessing process mainly includes filtering noise, radiation
correction, geometric correction, image registration, fusion and enhancement. Therinto,
the key is geometric correction and image registration.

In addition, for remote sensing images with different imaging time, in order to make
the pixels brightness of remote sensing image in different phases consistent and have
the comparable and same geospatial coordinate reference and spatial resolution, it is
also necessary to perform radiation correction, normalization and resampling pro-
cessing so as to make. The preprocessed TM remote sensing images are shown in
Fig. 3.

As can be seen from Fig. 3, there is a brilliant color and a strong sense of layering in
the preprocessed TM remote sensing images. The image contrast and inter-class dif-
ferences are also maximized. It is easy to identify the urban built-up area by visual
interpretation and computer collaborative computing.

4 Results and Analysis

4.1 Collaborative Computing Results and Precision Evaluation

The urban built-up area and other three types of land covers (i.e., water, green land and
agriculture) are obtained by the proposed collaborative calculation method in this
paper, and the results is shown in Fig. 4.

In order to test the effect of urban built-up area extracted by the collaborative
computing method, in the next, the confusion matrix is used to evaluate the accuracy of
classification results of TM remote sensing image in 1988 and 2007, respectively. The
results are shown in Tables 2 and 3.

As shown in Tables 2 and 3, the total accuracy of TM image classification in 1988
reached 92.58%, and the Kappa coefficient reached 0.8933. Meanwhile, the total
accuracy of TM image classification in 2007 reached 91.41%, and the Kappa coeffi-
cient reached 0.8722, respectively. In Fig. 4(a), the water type information is basically

Fig. 3. Preprocessed TM images, (a) 1988, (b) 2007.
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Fig. 4. Classification results of TM images, (a) 1988, (b) 2007.

Table 2. Error matrix

Time Type Water Urban built-up area Green land Agriculture Total

1988 Water 23 0 0 0 23
Urban built-up area 0 94 0 9 103
Green land 0 0 80 4 84
Agriculture 0 4 2 40 46
Total 23 98 82 53 256

2007 Water 28 0 2 0 30
Urban built-up area 0 95 0 4 99
Green land 0 7 90 5 102
Agriculture 0 2 2 21 25
Total 28 104 94 30 256

Table 3. Classification accuracy

Time Type Number of
reference pixels

Number of
classified pixels

Number of corrected
classified pixels

Production
accuracy

User
accuracy

1988 Water 23 23 23 100.00% 100.00%
Urban
built-up
area

98 103 94 95.92% 91.26%

Green land 82 84 80 97.56% 95.24%
Agriculture 53 46 40 75.47% 86.96%

Total 256 256 237 – –

Total
accuracy

92.58% Kappa coefficient 0.8933

2007 Water 28 30 28 100.00% 93.33%

Urban
built-up
area

104 99 95 91.35% 95.96%

Green land 94 102 90 95.74% 88.24%

Agriculture 30 25 21 70.00% 84.00%
Total 256 256 234 – –

Total
accuracy

91.41% Kappa coefficient 0.8722
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extracted accurately, and the accuracy of the producer and the user accuracy reached
100.00%, respectively. There was a certain misclassified between the urban built-up
area and the agricultural land, but there are very few mistakes between the green land
and agricultural. According to the analysis, it may be caused by the conversion from
the initial cultivated land type to the urban built-up area. At the same time, the mis-
classification between agriculture and green land maybe caused not by some green land
but corn and vegetables in agriculture land. In Fig. 4(b), it is similar to the situation in
1988 that the misclassification occurred in the TM remote sensing image (see Fig. 4a).
As a whole, with the expansion of urbanization, the landuse type has become more
complicated; it led to a slight decrease in the accuracy of TM remote sensing image
classification from 92.58% in 1988 to 91.41% in 2007.

(2) Dynamic Changes of Urban Built-Up Area over Time

①Rate of Urban Built-Up Change
Landuse information dynamic changes can usually be expressed by the rate of

landuse type over time. It can accurately describe the rate of landuse type change,
especially in the urban built-up area, and predict the future changes of the landuse
information. In fact, there is single landuse dynamic rate and comprehensive landuse
dynamic rate.

Single landuse dynamic rate refers to the quantitative change in landuse types over
a period of time in an area. And the calculation formula is as shown below:

K ¼ ðUb � UaÞ=ðUa � TÞ � 100% ð7Þ

where Ua is the number of the initial landuse types, Ub is the number of the end landuse
types, T is the time period (i.e., year, month and day). In reality it is also the annual
gradient.

Table 4 clearly illustrates the changes in urban built-up areas and other three lan-
duse types obtained during the period 1988–2007 by formula (7).

Table 4. Changes of landuse types during the 1988–2007

Time Changes Water Urban built-up
area

Green
land

Agriculture

Divided
period

1988–1994 Area (km2) −0.13 24.74 −5.21 −19.4
Proportion (%) −0.04 2.53 −0.23 −1.00

1994–2000 Area (km2) −2.16 65.34 −22.45 −40.73
Proportion (%) −0.61 5.81 −1.00 −2.24

2000–2003 Area (km2) −2.15 34.86 −13.28 −19.43
Proportion (%) −1.25 4.60 −1.25 −2.46

2003–2007 Area (km2) −0.22 37.42 −18.87 −18.33
Proportion (%) −0.10 3.25 −1.39 −1.88

Whole
period

1988–2007 Area (km2) −4.66 162.36 −59.81 −97.89
Proportion (%) −0.41 5.25 −0.83 −1.59
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As shown in Table 4, from the overall change point of view, there is only the urban
built-up area increased as well as the other three types of landuse decrease, the area of
urban built-up area increased to 162.36 km2 and the annual change rate reached 5.25%,
which is also the largest change rate of the four types of landuse. Thereinto, the water
area only slightly decreased, only reduced 4.66 km2, and the annual change rate
reached 0.41%. It can be concluded that in the expansion of urbanization some dis-
persed and small-sized pools and pits transformed into the urban built-up area. It is also
shown in Fig. 5. Second only to the type of urban built-up area, the area of agriculture
and green land has decreased by 97.89 km2 and 59.81 km2, respectively, and the
annual change rates reached 1.59% and 0.83%, respectively. From another point of
view, the decrease area of green land and agriculture is basically close to the increased
area of urban built-up area. To some extent, it can be considered that the green land and
agriculture are the most important sources of urban built-up area transformation in the
urbanization.

②Conversions of Urban Built-up Area and Other Types of Landuse
In order to calculate and analyze the mutual transformation between urban built-up

area and other type’s landuse during the period 1988–2007, the transition probability
matrix (TPM) method was introduced, and the statistical results are shown in Table 5
and Fig. 5.

As shown in Table 5 and Fig. 5, for the urban built-up area, it has small transfer
probabilities to agricultural land, green space and water due to the policy influence of
greening construction and overall planning. The conversion between water and urban
built-up area, green land and agriculture is small, and the transfer probabilities reached
2.54%, 0.46% and 0.70%, respectively. Meanwhile, the transfer area and probabilities
from green land and agriculture to urban built-up area are relatively large, and reached

Table 5. TPM of urban built-up area and other type’s landuse

Type Water Urban
built-up
area

Green
land

Agriculture Total

Water Area (km2) 48.27 2.94 1.94 1.80 54.95
Transition
probability (%)

87.84 5.35 3.53 3.28 100

Urban
built-up
area

Area (km2) 8.27 128.24 77.72 110.83 325.06
Transition
probability (%)

2.54 39.45 23.91 34.10 100

Green land Area (km2) 1.49 12.23 181.31 125.55 320.58
Transition
probability (%)

0.46 3.82 56.56 39.16 100

Agriculture Area (km2) 1.58 19.29 119.42 84.87 225.16
Transition
probability (%)

0.70 8.57 53.04 37.69 100

Total 59.61 162.70 380.39 323.05 925.75

270 C. Li et al.



77.72 km2 and 110.83 km2, respectively, accounting for 23.91% and 34.10% of the
total transfer. It also can be verified in Fig. 5(c) and (d). For example, the transfer
proportion from green land to agriculture is also large and reached a total of
119.42 km2, accounting for 53.04% of the total agriculture transfers. In addition, the
transferred area from agriculture to the green land reached space by 125.55 km2,
accounting for 39.16% of the total green land transfers. Compared with the field
reference data, these transferred area are mainly affected the actual geographical con-
ditions, i.e., topography, slope and environment factors.

(3) Spatial Change in Urban Built-Up Area

①Gravity Center Changes of Urban Built-Up Area
The gravity center change model is a commonly used model to describe the spatial

distribution of geospatial targets. The center of gravity usually refers to the radial
position of the target object, which can keep the target features evenly distributed. In
this study, the gravity center change model of urban built-up area distribution is used to
invert the whole landuse change in spatial distribution. The spatial center of gravity
model can be obtained by weighted averaging of geographic coordinate values, map
latitude and longitude. The specific formula is as shown below:

Xt ¼
P ðCti � XiÞ=

P
Cti

Yt ¼
P ðCti � YiÞ=

P
Cti

�
ð8Þ

Fig. 5. Transition probability results, (a) water, (b) urban built-up area, (c) green land,
(d) agriculture.
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where Xt and Yt are the geographical coordinates of urban built-up area in t-th year, Xi

and Yi are the geometric center coordinate in i-th area, Cti is the area of urban built-up
area in i-th area.

Figure 6 demonstrates the gravity center shifting of urban built-up area distribution
in study area from 1988 to 2007. It can be clearly seen from Fig. 6 that the gravity
center of the urban built-up area has been shifted to the north-east direction. During the
period 1988–1994, the offset speed was less than the speed of the matching speed.
Since 1994, the offset speed has begun to increase, and reached its maximum by 2000
and then gradually decreasing. By 2003, the offset speed was basically consistent with
the matching speed and then again less than the matching speed. According to the
analysis, the scale of urban built-up areas expanded at a small rate before 1997 and the
distribution center of the built-up areas also changed little. However, the size of the
urban built-up area in the study area has expanded dramatically with the strategy of
establishing a municipality directly under the central government and the development
of the western region, and reached its peak in 2003. Subsequently, the government
began to systematically control the expansion speed and scale of the urban built-up
area, so the shifting gravity center of the urban built-up area gradually decreased.

As shown in Fig. 6, the gravity center of the urban built-up area in the study area
was shifted by 5.48 km from the north to the east during the period 1988–2007, and the
offset angle was 49.7° east. The average offset of the gravity center of the urban built-
up area was 0.13 km during the period 1988–1997 as well as the average offset was as
high as 0.42 km during the period 1997–2007. It means the urban built-up area has
expanded rapidly since the establishment of the Chongqing municipality in 1997.

②Fractal Feature of Urban Built-Up Area
Assuming that the urban built-up area is a closed structural unit, the fractal

dimension can be expressed by the following formula:

Dt ¼ 2 lnðPt=4Þ
lnðStÞ ð9Þ

where Dt is the fractal dimension, t is the certain time (e.g., year) of statistical urban
built-up area, P is perimeter of the unit, S is the area of the unit.

Fig. 6. The shifting gravity center of urban built-up area during the period 1988–2007.
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Based on TM images in 1988 and 2007 and assistant data in 1994, 2000 and 2003,
respectively, the area and perimeter of urban built-up area of different periods are
calculated, and then the corresponding fractal dimension are calculated and counted. In
order to systemically research the fractal dimension change of urban built-up area
during the periods, the earlier and corrected landuse map in 1983 as well as the latest
Chongqing statistics in 2010 published by the bureau were introduced and used in the
study. And the fractal dimension of urban built-up area during the period 1988–2007 is
shown in Table 6 and Fig. 7.

It can be clearly seen from Table 6 and Fig. 7 that the fractal dimensions of the
urban built-up area of the study area is greater than 1.5, it indicates that the shape of the
urban built-up area is more complicated. In addition, with the large-scale expansion of
the urban built-up area and the gradual increase of the fractal dimension, the com-
plexity of the graphic shape of the urban built-up area unit will further increase.

The fractal dimension of the graphic shape of the urban built-up area unit has been
floating around 1.54 before 1994. However, it increased rapidly to 1.5876 in 2000, and
increased to 1.6324 in 2003 and 1.7145 in 2007. The range of increase was enlarging
year by year. When the fractal dimension increases, it indicates that the urban built-up
area is dominated by epitaxial expansion. In contrast, when the fractal dimension falls,
it indicates that the urban built-up area is dominated by internal filling. Thereinto, the
urban built-up area has been in the stage of epitaxial expansion with a slower pace
during the period 1983–2007. After the establishment of the Chongqing municipality
and the western development strategy, especially in the period 1994–2000, the scale of
the urban built-up area in the study area expanded rapidly, and the expansion mode of
the urban built-up area was accompanied by simultaneously the extension and internal
filling, only the extension of the extension was more obvious. After a period of rapid

Table 6. Fractal dimension of urban built-up area

1983 1988 1994 2000 2003 2007 2010

Fractal dimension 1.5347 1.5411 1.5483 1.5876 1.6324 1.7145 1.7032

Fig. 7. Fractal feature of urban built-up areas in the study area.
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expansion, the expansion focus of urban built-up areas began to shift to internal filling
by 2007. Meanwhile, the fractal dimension of the graphic shape of the urban built-up
area began to show a trend of slight downward.

(4) Affecting Factors of Urban Built-Up Area Change
The socio-economic development and population increase are the most important
driving factors for the expansion of urban built-up areas. Among them, economic
development is the fundamental driving factor for the expansion of urban built-up
areas, and the increase of population is the external driving factor for the expansion of
built-up areas.

①Economic Factors
The relationship between urban built-up area and gross domestic product (GDP) in the
study area during the period 1988–2010 is shown in Fig. 8.

As shown in Fig. 8, the urban built-up area and GDP have grown at a high speed
from 1988. Although there are differences between different years, the overall growth
trend tends to be the same. On the one hand, the growth rate of urban built-up area
during the period 1988–1994 was relatively small. After 1994, especially the estab-
lishment of municipality in 1997, the economy developed rapidly and the urban built-up
area also maintained a high growth rate. When the urban built-up area has expanded to a
certain scale, its growth rate has slightly decreased, and then it has begun to stabilize. On
the other hand, the GDP growth rate during the period 1988–1994 was much higher than
that of earlier years, and the GDP growth is basically in line with the growth of urban
built-up areas since 1994. Subsequently, GDP had a small peak in growth in 1997 and
2000; meanwhile, the GDP began to grow at a relatively steady rate.

②Population Factors
Figure 9 shows the relationship between the population and the built-up area during the
period 1988–2007.

Fig. 8. Relationship between urban built-up area and GDP, (a) urban built-up area and GDP,
(b) growth rate of urban built-up area and GDP.

274 C. Li et al.



As shown in Fig. 9, there is a clear positive correlation between the population and
the urban built-up area during the period 1988–2007. Similar to the expansion of the
urban built-up area, the population growth rate of the study area is relatively low before
the establishment of municipality in 1997. By 1997, especially in 2000, there has been
a corresponding inflection point in population growth, and then it has entered a high-
speed increase phase. At present, with the implementation of the reform of the urban
and rural areas policy, as well as the increasing attractiveness of the city itself, it is
estimated that the rapid growth in population can continue for some time.

5 Discussions

Aiming at the current insufficiency of identification accuracy of urban built-up area
from remote sensing data and selecting thresholds, this paper proposed a new method
for collaborative computing of urban built-up area from remote sensing image. It
successfully introduced the idea of collaborative computing into the remote sensing
data mining. Compared with the traditional identified methods, the proposed collabo-
rative computing method has a great improvement in space-time accuracy and com-
putational efficiency. And the value is mainly reflected in the following aspects:

(1) Combining with the idea of collaborative computing, the map-spectrum synergy,
multi-temporal and multi-source remote sensing data synergy are introduced in
the identification an extraction of urban built-up area from remote sensing image.
The application value of the collaborative computing proposed in this paper is
proved by the specific built-up area identification and extraction in Chongqing
case.

(2) Aiming at the segmentation threshold in the extraction of urban built-up area, the
automatic identification of urban built-up area by map-spectrum collaborative
computing, and finally realizes the statistics of urban built-up area by mathe-
matical morphology method are completed. To a certain extent, it avoids the
selection of segmentation threshold in the traditional method. The experimental
results show that the identification of the urban built-up area by proposed method
are not only high overall accuracy and have small errors, but also the results are
basically consistent with the visual interpretation range.

Fig. 9. Relationship between population and urban built-up area.
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(3) This study realizes the rapid, efficient and accurate identification of urban built-up
area at small scales. At the same time, by analyzing the spatial and temporal
dynamic changes, development trends and influencing factors of urban built-up
areas in Chongqing case, it has certain reference value for the identification and
extraction of other district from remote sensing data.

6 Conclusions

Based on the traditional identification and extraction methods of urban built-up area,
this paper proposed a collaborative computing method for urban built-up area identi-
fication from remote sensing image. The NDVI and NDBI are constructed by the
collaborative computing of map-spectrum, multi-temporal remote sensing data, multi-
knowledge and auxiliary data, and further the urban built-up area in 1988 and 2007 was
identified an extracted from TM remote sensing images by mathematical morphology.
The experimental results show that:

(1) The total accuracy of urban built-up areas identification of Chongqing munici-
pality in 1988 and 2007 reached 92.58% and 91.41%, respectively, and the Kappa
coefficients reached 0.8933 and 0.8722, respectively.

(2) The increased area of urban built-up area reached 162.36 km2, and the annual
change rate is 5.25%. The enlarged area is mainly transformed from cultivated
land, woodland, grassland and waters.

(3) The gravity center of the urban built-up area in Chongqing municipality was
shifted by 5.48 km from the north to the east during the period of 1988–2007, and
the offset angle reached 49.7°.

(4) The fractal dimension of the urban built-up area during the period of 1988–2007 is
greater than 1.5; it indicates that the graphic shape of the urban built-up area is
more complicated. With the large-scale expansion of the urban built-up area, the
fractal dimension of the urban built-up area will be further increased.

(5) It is further verified that socioeconomic development and population increase are
the most important driving factors for the expansion of urban built-up area. And
there is a clear positive correlation between urban built-up area and the growth of
economy and population.

On the basis of collaborative computing proposed in this paper, the collaborative
computing mode combined multi-source, multi-temporal, multi-knowledge and com-
puting resources with the characteristics of remote sensing images will be our focus in
the future.
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Abstract. Trajectory anomaly detection plays a very important role in naviga-
tion safety. Most trajectory anomaly detection methods mainly detect the spatial
information of the vessel’s trajectory. These methods neglect a vessel’s dynamic
behavior characteristics, such as course, speed, and acceleration. In this paper, a
vessel trajectory multi-factor collaborative anomaly detection (VT-MCAD)
approach is proposed to realize the anomaly detection of vessels at sea by
studying the trajectory characteristics of vessels. Firstly, the trajectory behavior
of historical vessels is identified, and the trajectory characteristics, such as course,
speed, and acceleration, are extracted for different trajectory behaviors. Then, the
current trajectory behavior is identified when the trajectory anomaly is detected.
Based on the TRAjectory Outlier Detection (TRAOD) method, the corre-
sponding trajectory feature model components, including instantaneous angle
acceleration, average angle acceleration, instantaneous velocity, and the average
velocity and acceleration, are used to detect the anomaly trajectory, and trajec-
tory’s suspicious degree of each component in VT-MCAD are obtained. Finally,
the suspicious degree of each component is combined to calculate the final
suspicious degree. VT-MCAD can change the weight of components according
to the detection effectiveness of different components and avoid excessive
dependence on one component, which results in better robustness and reliability.
The experimental results based on real-world vessel data showed that VT-MCAD
could effectively capture anomaly trajectories.

Keywords: Vessel trajectory � Collaborative anomaly detection �Multi-factor �
Marine

1 Introduction

With the development of vessel monitoring systems in recent years, more and more
maritime surveillance data is collected. Among them, vessel trajectory data is one of the
most important data. The loss of personnel and property can be reduced through the
detection and analysis of trajectory data by not only making early warnings for piracy,
drug smuggling, and other situations but also aiding in timely rescues when vessels
encounter bad weather, reef strikes, collisions, or other situations. Due to the large
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number of vessels, the number of historical trajectories generated by them is also very
large, and thus it is difficult to detect abnormalities manually. Therefore, it is necessary
to use an intelligent algorithm to automatically analyze the abnormalities of the tra-
jectories to help the monitors realize the abnormal monitoring of vessels.

A spatial trajectory is a trace generated by a moving object in geographical spaces,
usually represented by a series of chronologically ordered points, where each point
consists of a geospatial coordinate set and a time stamp, such as p = (x, y, t). Trajectory
anomalies can be items that are significantly different from the other items in terms of
some similarity metric. They can also be events or observations that do not conform to
an expected pattern [1]. Existing trajectory clustering or frequent pattern mining
methods are usually used in trajectory anomaly detection. A trajectory may be
abnormal if it cannot adapt to any cluster, or if it is infrequent. The factors affecting
trajectory anomalies are not only reflected in unusual location points or sub-trajectories
in the spatial domain but also hidden in the sequence of movements associated with a
moving object [2].

In the maritime domain, most research of trajectory anomaly detection only considers
the trajectory’s spatial information and ignores the characteristics of vessel motion. These
motion characteristics are the key attributes that describe the behavior of vessels and they
become important factors for the anomaly detection of vessel trajectories. This paper
proposes a collaborative anomaly detection approach of marine vessel trajectory, called
vessel trajectory multi-factor collaborative anomaly detection (VT-MCAD). Based on
TRAjectoryOutlier Detection (TRAOD) [3], VT-MCAD takes themotion characteristics
of the vessel’s speed, direction, and acceleration as the components of vessel trajectory
anomaly detection, and the anomaly detection result of each component is finally inte-
grated into the trajectory’s comprehensive anomaly trend score to achieve anomaly
detection. The proposed method combines the spatial models and motion models of the
trajectories in a multi-factor framework to generate more accurate detection.

2 Related Work

Most existing anomaly trajectory detection techniques are based on the distance,
direction, and density of trajectories. However, classification and historical similarity-
based techniques have also been proposed [4].

A distance-based approach was originally proposed by Knorr [5]. Lee [3] proposed
the TRAOD algorithm which consists of two phases: partitioning and detection. In the
first phase, each trajectory is partitioned first in coarse granularity and then in fine
granularity. In the second phase, the outlying trajectory partitions are detected mainly
using distance, and thus this phase is intuitive and efficient.

Ge [6] considered outliers in terms of direction and density. An evolving trajectory
outlier detection method was provided, named TOP-EYE, which continuously com-
putes the outlying score for each trajectory in an accumulating way. In TOP-EYE, a
decay function is introduced to mitigate the influence of the past trajectories on the
evolving outlying score, which is defined based on the evolving moving direction and
density of trajectories. This decay function enables the evolving computation of the
accumulated outlying scores along the trajectories.
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Classification-based approaches establish a normal trajectory model and abnormal
trajectory model through statistical information of the historical trajectory and generate
a trajectory classifier. Li [7] proposed a Motion-Alert classification method for tra-
jectory outlier detection that consists of the following three steps: (1) Object movement
features, called motifs, are extracted from the object paths. Each path consists of a
sequence of motif expressions associated with the values related to time and location.
(2) Motif-based generalization is performed to discover anomalies in object move-
ments, which clusters similar object movement fragments and generalizes the move-
ments based on the associated motifs. (3) With motif-based generalization, objects are
put into a multi-level feature space and are classified by a classifier that can handle
high-dimensional feature spaces.

The historical similarity-based approach establishes a global feature model
according to the frequent patterns of historical data mining, and then the data different
from the global feature model are identified as abnormal trajectories. This method can
usually be used for training data sets without labels. The historical similarity-based
approach is widely used in navigation, road network traffic, and other fields. Lei [2]
proposed a framework for maritime trajectory modeling and anomaly detection, called
MT-MAD. The model considers the fact that anomalous behavior manifests in unusual
location points and sub-trajectories in the spatial domain as well as in the sequence and
manner in which these locations and sub-trajectories occur.

Currently, there is little research on trajectory anomaly detection for marine vessels
and its application to the real world is still at an immature stage [8–12]. To promote the
safety of marine navigation, there is an urgent need to design a more robust trajectory
anomaly detection method.

3 Collaborative Trajectory Anomaly Detection Framework

3.1 The Framework

The framework of VT-MCAD is shown in Fig. 1. It may be quite difficult to directly
identify whether a trajectory is an anomaly trajectory since anomalous trajectories are
rare in the trajectory data set. Therefore, VT-MCAD assumes that each vessel trajectory
is suspicious to varying degrees and it achieves anomaly detection by identifying the
vessel trajectory’s degree of suspiciousness [2]. When a trajectory anomaly detection is
performed, VT-MCAD intercepts a trajectory segment of the vessel’s adjacent time,
and then recognizes the behavior of the trajectory segment, calculates the suspicious
degree of its location, speed, direction, acceleration and so on, and integrates them to
realize anomaly detection. As shown, the VT-MCAD method can be divided into two
phases (shown in Fig. 1): trajectory modeling and anomaly detection.

3.2 TRAOD

TRAOD [3] is a basic component of VT-MCAD. The algorithm divides the trajectory
into a set of trajectory segments and then calculates the distance between the trajectory
segments to realize trajectory anomaly detection.
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TRAOD uses the Hausdorff distance, commonly used in pattern recognition, to
define the distance between trajectory segments [13], which mainly consists of the
perpendicular distance d?ð Þ, parallel distance dk

� �
, and angle distance dhð Þ.

Suppose there are two trajectory segments S1 ¼ s1e1, S2 ¼ s2e2, where si and
ei i ¼ 1; 2ð Þ are the starting and ending points of the trajectory segment, respectively. S1
is the shorter one of the two trajectory segments. d?, dk, and dh are shown in Formulas
(1), (2), and (5), respectively. Among them, suppose that the projection points of the
points s1 and e1 onto S2 are ps and pe, respectively. l?1 is the Euclidean distance
between s1 and ps and l?2 is the Euclidean distance between e1 and pe. S1k k is the
length of S1 and h 0

� � h� 180
�� �

is the smaller intersection angle between S1 and S2.
Finally, the distance between the two trajectory segments can be determined through
Formula (6).

d? S1; S2ð Þ ¼ l2?1 þ l2?2

l?1 þ l?2
ð1Þ

dk S1; S2ð Þ ¼ MIN lk1; lk2
� � ð2Þ
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ljj1 ¼ MIN pss2k k; pse2k kð Þ ð3Þ

ljj2 ¼ MIN pes2k k; pee2k kð Þ ð4Þ

dh S1; S2ð Þ ¼ S1k k � sin hð Þ; if 0
� � h\90

�

S1k k; if 90
� � h� 180

�

�
ð5Þ

dist S1; S2ð Þ ¼ w? � d? S1; S2ð Þþwk � dk S1; S2ð Þþwh � dh S1; S2ð Þ ð6Þ

The adjacent trajectory, anomaly segment and anomaly trajectory are defined
respectively below. Table 1 introduces the notation meanings used in the following
definitions.

Definition 1: Adjacent Trajectory. TRi is Sj’s adjacent trajectory when inequality (7) is
true, where Sj 2 P TRj

� �
TRi 6¼ TRj
� �

.

X
Si2CP TRi;Sj;Dð Þ len Sið Þ� len Sj

� � ð7Þ

Definition 2: Anomaly Segment. Si 2 P TRið Þ is an anomaly segment when inequality
(8) is true. Here, Cj j denotes the total number of trajectories, and p is a parameter given
by a user.

CTR Si;Dð Þj j � 1� pð Þ Cj j ð8Þ

Definition 3: Anomaly Trajectory. TRi is an anomaly trajectory when inequality (9) is
true. In other words, when the proportion of the anomaly segments in the trajectory is
not less than the threshold F (defined by the user), TRi is an anomaly trajectory.

P
Si2OP TRi;D;pð Þ len Sið Þ
P

Mi2P TRið Þ len Mið Þ � F ð9Þ

Table 1. Notation meanings

SYMBOL Meaning

len Sið Þ The length of the segment Si
P TRið Þ The set of all segments of TRi

CP TRi; Sj;D
� �

The set of TRi ’s segments within the distance D from Sj 2 P TRj
� �

TRi 6¼ TRj
� �

, i.e., SijSi 2 P TRið Þ ^ dist Si; Sj
� ��D

� �

CTR Si;Dð Þ The set of trajectories close to Si
OP TRi;D; pð Þ The set of outlying segments of TRi
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3.3 Trajectory Behavior Recognition

Trajectory behavior recognition of a fishing vessel is the basis of trajectory modeling
[14–17]. In this study, the MSC-FBI algorithm proposed by Zhang et al. [18] is used to
recognize fishing vessel behavior. The biggest difference between MSC-FBI and other
fishing vessel behavior recognition algorithms is that the time distance between the
trajectory points is added to the trajectory point distance measurement, and the distance
between the trajectory points is considered comprehensively through the four dimen-
sions of time, space, velocity, and direction. The time distance between two points is
shown in Formula (10); the closer the time interval between the trajectory points Pi and
Pj is, the smaller their time distance is. The spatial distance, velocity distance, and
direction distance between Pi and Pj are shown in Formulas (11), (12), and (13),
respectively, where d ið Þ is the direction change times within a given period of time
timei � td; timei þ tdf g. Finally, the temporal-spatial distance between Pi and Pj is

shown in Formula (14), where W is a weight vector.

T i; jð Þ ¼ timei � timej
�� ��

max Tð Þ �min Tð Þ ð10Þ

S i; jð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
loni � lonj
� �2 þ lati � latj

� �2q

max Sð Þ �min Sð Þ ð11Þ

V i; jð Þ ¼ Speedi � Speedj
�� ��
max Vð Þ �min Vð Þ ð12Þ

DIR i; jð Þ ¼ d ið Þ � d jð Þj j ð13Þ

D i; jð Þ ¼ W T i; jð Þ S i; jð Þ V i; jð Þ DIR i; jð Þ½ �T ð14Þ

The following is a brief introduction to the implementation steps of the MSC-FBI
algorithm. Data set D contains a historical trajectory that needs behavioral recognition.
The specific steps are as follows:

(1) Use DBSCAN and the space-time distance measurement method to cluster the
trajectory in D and obtain the trajectory segments of the different behaviors.

(2) Use K-Means to cluster the trajectory segments that were obtained in Step (1), and
the trajectory segments of the same behavior pattern are clustered into one cluster.

(3) After obtaining the trajectory segments of same behavior pattern, model the tra-
jectory of different behavior patterns.

(4) Use the behavior model obtained in Step (3) to identify the trajectory behavior.

3.4 Trajectory Modeling

Trajectory modeling is used to establish the behavior model of the fishing vessels,
including five trajectory characteristic models: instantaneous angle acceleration, aver-
age angle acceleration, instantaneous velocity, average velocity, and acceleration. It is
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necessary to distinguish between behaviors when modeling due to the different
behavior patterns of fishing vessels’ sailing state and fishing state. Figure 2 shows the
trajectory modeling process of the fishing vessel, in which the behavior of the fishing
vessel is divided into two categories: sailing behavior and fishing behavior.

The trajectory data of the fishing vessel discussed in this paper were positioned and
transmitted by the BeiDou navigation satellite system (BDS). The trajectory infor-
mation includes longitude, latitude, timestamp, direction, speed, and temperature of the
fishing vessel. The behavior patterns of fishing vessels in different states can be
extracted and the trajectory model can be established through the study and analysis of
these attributes.

Traditional anomaly detection modeling methods can be divided into supervised
learning and unsupervised learning. Supervised learning needs to label the data in the
training set before training the model, and then the anomaly detection model is built by
classifying training set labels. In contrast, unsupervised learning does not need to label
the training set data before beginning training but implements anomaly detection
through data features. Because anomalies are rare in the trajectory data of this study, it
was not possible to construct a rich training set for supervised learning, and therefore
an unsupervised one-class SVM was used to establish the trajectory model.

One-class SVM [19] is a common method in the field of anomaly detection. It is a
variant of the SVM algorithm. SVM is a supervised algorithm, and its essence is to find
a hyperplane with the largest classification interval to realize data classification. SVM’s
training set is divided into two parts: metadata and the classification label. One-class
SVM is an unsupervised algorithm in which the metadata does not need any data labels
in its training set. The goal of one-class SVM is to find a hyperplane in the feature
space so that most of the training patterns are in front of the hyperplane and the
distance between the hyperplane and the origin is maximized. In other words, one-class
SVM actually finds a hyperplane in the feature space to separate the origin and training
patterns, and the distance between the hyperplane and the origin is maximized.
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Fig. 2. Trajectory modeling process of the fishing vessel
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The maximum edge problem is the core of one-class SVM. Therefore, the problem
can be formulated as follows:

minw;e;q 1
2 wk k2 þ 1

mC

P
i
ei

w �£ xið Þ� q� ei; ei � 0; 8i ¼ 1; . . .;m
ð15Þ

where w is a vector orthogonal to the hyperplane; C represents the fraction of training
patterns that are allowed to be rejected; xi is the ith training pattern; m is the total
number of training patterns; e ¼ e1; . . .; em is a vector of slack variables used to “pe-
nalize” the rejected patterns; and q represents the margin, that is, the distance from the
origin to the hyperplane.

The trajectory modeling algorithm is summarized as follows:

The instantaneous angle acceleration model Ms
MD, average angle acceleration model

Ms
AD, instantaneous velocity model Ms

MS, average velocity model Ms
AS, and acceleration

model Ms
A are the five independent components of the trajectory model. When the

anomaly trajectories of fishing vessels are detected, the suspicious degree of each
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component (including TRAOD) are calculated separately, and then the suspicious
degrees are combined to realize anomaly detection.

3.5 Anomaly Trajectory Detection of Vessels

In the anomaly detection phase, this method integrates the suspicious degree of the
trajectory model’s different components to obtain more reliable anomaly detection
results. Among them, the suspicious degree of the TRAOD component is calculated
using Formula (16), and the suspicious degrees of the other components are calculated
by Formula (17), where OPS TRið Þ represents the anomaly point set in trajectory TRi

and PS TRið Þ represents all the points in TRi.

Suspicious DegreeTRAOD ¼
P

Si2OP TRi;D;pð Þ len Sið Þ
P

Mi2P TRið Þ len Mið Þ ð16Þ

Suspicious Degreeothers ¼
OPS TRið Þ
PS TRið Þ ð17Þ

Different from the traditional anomaly detection algorithm, the motion character-
istics of vessel trajectory data are modeled and treated as different components of VT-
MCAD. After obtaining the suspicious degree of each component, the final anomaly
detection results are obtained by using the predefined combination strategy. In addition,
in the process of suspicious degree combination, different characteristic models of the
algorithm are given different weights according to the model availability so as to deal
with the anomaly detection sensitivity of different characteristics.

Specifically, the different characteristics of vessel trajectory have different mean-
ings. It is necessary to effectively deal with the suspicious degrees while combining
them. Traditional combination methods mainly include cumulative sum and sorting
methods, but both methods have shortcomings. For example, the cumulative sum
method may cause the final result to be excessively dependent on the component and
weaken the influence of other components when the suspicious degree of a component
is abnormally large. Additionally, the sorting method may cause conflicts in the
individual component results. To solve these problems, each component of VT-MCAD
is weighted based on the cumulative sum. The weight of each component is determined
by the availability of the component in different application scenarios. The weighted
cumulative sum algorithm is as follows:

Algorithm 2 Weighted cumulative sum.
Input: Component suspicious degree set 
Output: Final suspicious degree
1:  Foreach i=1 to n
2:    Assign to 
3:  
4:  Return 

A Collaborative Anomaly Detection Approach of Marine Vessel Trajectory 287



The above algorithm assigns a weight w to the suspicious degree obtained by the
different components in VT-MCAD, and w1 þw2 þ . . .þwn ¼ 1, where n is the
number of VT-MCAD components. Figure 3 shows a flow chart of the vessel trajectory
anomaly detection. After inputting the trajectory of the vessel, the six component
models of VT-MCAD calculate the suspicious degree separately, and then the com-
ponents of each component are integrated to acquire the final suspicious degree of the
current trajectory.

4 Experiments

The experiment used the trajectory data set in a dynamic fishing vessel management
system operated in Zhoushan, China. The system utilizes BDS to locate vessels and
transmit real-time data. Its main functions include vessel inquiry, track playback, alarm
rescue, and voyage statistics. The experimental data were collected from December 22,
2016, to November 8, 2018, from a total of 220 vessels, and was about 0.6 GB in size.

The effectiveness of the VT-MCAD method proposed in this paper was verified by
comparing the effect of TRAOD and VT-MCAD on anomaly detection of the above
trajectory dataset. Since the detection methods of the two algorithms are basically the
same under the two behaviors of fishing vessel sailing and fishing, this study only
detected anomalies of the fishing vessel’s sailing trajectory.

4.1 TRAOD Anomaly Detection

After cleaning and filtering the trajectory data, 6,110 trajectory data were obtained.
The TRAOD trajectory anomaly detection effect was verified on a test set containing 50
normal trajectories and eight anomaly trajectories. During the experiment, the
parameter p was set to 0.9 and the parameter F was set to 0.2. Figure 4(a) shows the
accuracy of TRAOD for the detection of different parameters D values. As the value of
D increases, the detection accuracy of the normal trajectory continuously increases, and
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the detection accuracy of the anomaly trajectory continuously decreases. Figure 4(b)
shows the anomaly detection accuracy of the parameter D from 2 to 3 interval 0.1. As
shown, when the parameter D is greater than 2.4, the normal trajectory detection
accuracy is 100%, and the accuracy of anomaly trajectory detection is 25%–37.5%.

The experimental results showed that TRAOD is not ideal for anomaly detection of
a fishing vessel’s trajectory. In the case of not tolerating the misjudgment of the normal
trajectory, the final detection ratio of the TRAOD to the anomaly trajectory was only
37.5%, and the risk of the algorithm erroneously judging normal trajectories was large.
When the parameter D was increased to reduce misjudgment, the accuracy of the
anomaly trajectory detection was further reduced to 25%. Therefore, TRAOD can
detect a part of the anomaly trajectory, but the detection accuracy is low and the effect
is poor.
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4.2 VT-MCAD Anomaly Detection

Tables 2 and 3 show the suspicious degree of VT-MCAD’s different components.
There were ten normal trajectories and eight anomaly trajectories in the test set, of
which the table respectively describes the suspicious degree for the normal and
anomaly trajectories. The parameter D in the TRAOD component was 2.6. Since the
components in the VT-MCAD had similar performances under the experimental sce-
nario, this study used the simple averaging method to integrate the component results
[20]. It can be seen that although the trajectory suspicious degrees of different trajectory
features were different, the anomaly detection accuracy of each component was gen-
erally higher. Finally, the suspicious degree distribution of each trajectory is shown in
Fig. 5. The suspicious degrees of the anomaly trajectories in the graph were signifi-
cantly higher than those of normal trajectories.

The experimental results showed that compared with TRAOD, the VT-MCAD
algorithm proposed in this paper had a higher accuracy of anomaly detection, and the
algorithm considers various trajectory features, such as position, speed, and direction,
which make VT-MCAD more robust and reliable.

Table 2. VT-MCAD components suspicious degree distribution of the normal trajectory

Components Normal trajectory
1 2 3 4 5 6 7 8 9 10

Instantaneous angle acceleration 0.31 0.05 0.19 0.07 0.07 0.07 0.11 0.00 0.15 0.05
Average angle acceleration 0.31 0.05 0.00 0.21 0.27 0.00 0.17 0.00 0.05 0.32
Instantaneous velocity 0.23 0.21 0.43 0.07 0.33 0.07 0.00 0.19 0.10 0.05
Average velocity 0.31 0.05 0.25 0.07 0.27 0.07 0.00 0.38 0.15 0.16
Acceleration 0.23 0.26 0.38 0.00 0.13 0.07 0.00 0.00 0.15 0.11
TRAOD 0.28 0.32 0.22 0.22 0.21 0.54 0.19 0.41 0.47 0.43

Table 3. VT-MCAD components suspicious degree distribution of the anomaly trajectory

Components Anomaly trajectory
1 2 3 4 5 6 7 8

Instantaneous angle acceleration 0.35 0.17 1.00 0.38 0.50 0.21 0.64 0.23
Average angle acceleration 0.24 0.28 0.33 0.44 0.38 0.14 0.27 0.15
Instantaneous velocity 0.41 0.11 0.67 0.88 0.88 0.79 0.72 0.62
Average velocity 0.29 0.06 1.00 0.81 1.0 0.36 0.91 0.54
Acceleration 0.29 0.06 0.07 0.31 0.25 0.50 0.27 0.38
TRAOD 0.87 0.09 0.21 0.40 0.63 0.24 0.59 0.95
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4.3 Algorithm Evaluation

To compare the effectiveness of TRAOD and VT-MCAD, the Precision, Recall, and
F-measure evaluation criteria are used, as shown in Formulas (18), (19), and (20),
where R represents the known anomaly trajectory data set; D represents the anomaly
result set obtained after the algorithm is executed; Precision and Recall are used to
evaluate the accuracy and completeness of the algorithm anomaly detection result,
respectively; and the F-measure index integrates the Precision and Recall evaluation
results.

Precision ¼ R\Dj j
Dj j ð18Þ

Recall ¼ R\Dj j
Rj j ð19Þ
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Recall ¼ R\Dj j
Rj j ð20Þ

The algorithm anomaly detection performance evaluation is based on the maximum
order of the anomaly detection results in Tables 2 and 3 and Fig. 5, and the top ten
trajectories of the maximum ordering were defined as anomaly trajectories. Figures 6, 7
and 8 show the results of VT-MCAD and the Precision, Recall, and F-measure of its
various components. It can be seen from the figure that under the current trajectory data
set, the anomaly detection accuracy of the TRAOD was 0.5, which was 0.2–0.3 lower
than the other components of VT-MCAD, and the final accuracy of VT-MCAD was
0.2 higher than that of TRAOD. In terms of the completeness of anomaly detection, the
proportion of anomaly trajectories detected by other components of VT-MCAD to the
total number of anomaly trajectories exceeded 0.8 while that of TRAOD was only 0.6.
By combining the above two evaluation indicators, the F-measure evaluation results of
VT-MCAD were significantly better than TRAOD.
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5 Conclusion

In this paper, a multi-factor collaborative approach to detecting anomaly trajectories of
marine vessels is proposed. This approach simultaneously considers the vessel’s speed,
direction, and acceleration. Our VT-MCAD approach was evaluated using data from
the Zhoushan fishing vessel management system. Results showed that the accuracy and
completeness of the VT-MCAD in the experiments trajectory dataset were significantly
better than the TRAOD, which verifies the effectiveness of the VT-MCAD. Future
work shall consider more factors by exploiting the knowledge of marine meteorology
and hydrology.
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Abstract. Imbalance data is a common problem in machine learning task,
which often impacts the accuracy of models. An effective way to solve it is to
increase the number of minority class samples in the dataset. Many methods are
put forward to solve the problem of imbalance data in machine learning. But
these are all for low-dimensional data. For high-dimensional data, such as
images, these methods are not well applicable. In this paper, an image gener-
ation method based on generative adversarial network is introduced to do pattern
learning for samples of minority class in the dataset, so as to realize the
expansion of data for minority class. And finally the classification networks for
skin lesions are trained by data collaboration which consist of real images and
generated images. The experimental results indicate that the accuracy of net-
works are further improved by the addition of generated images while allevi-
ating the imbalance problem to some extent.

Keywords: Imbalance data � Generative adversarial network �
Data collaboration � Skin image classification

1 Introduction

Classification task is always being a research hotspot in machine learning field. The
existing classification methods have been able to achieve good performance on the
classification task of conventional dataset. However, the research of these classifiers are
based on an assumption that the distribution of sample categories is roughly the same.
That means the dataset used for training is balanced. In simple, the number of data
samples contained in each category is basically equal. But this assumption does not
exist in many practical problems. The truth is the number of samples in one or even
several categories in dataset is much smaller than that of other categories. For example,
imbalance data exists in these application scenarios, such as information retrieval,
credit card illegal transaction [1], medical diagnosis [2, 3], etc. And the recognition rate
of minority class in these tasks appears to be more important. As far as medical
diagnosis task is concerned, if a normal person is misdiagnosed as a patient, it will
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bring him some mental burdens, but the fact is that the person is healthy. However, if a
patient is misdiagnosed as a normal person, it may bring about the patient to miss the
best treatment period and some serious consequences. So it often fails to achieve
satisfied results when applying the model based on imbalance data to the above
scenarios.

The reason for this problem is that the classification model with the overall clas-
sification accuracy as the learning target pays too much attention to the majority class
samples. That means the model has a high recognition rate of the majority class
samples, resulting in the degradation of performance about minority class samples. So
it is particularly necessary to solve the problem of imbalance data in some specific
fields.

When performing a lesion recognition study on the skin images dataset, we found
that the number of image samples for skin cancer diseases was far less than that of
benign lesions. This leads to the model’s accuracy in predicting malignant lesions is
much lower than that of benign lesions. Thus in order to improve the recognition
accuracy of skin cancer diseases, it is first necessary to solve the problem that the
sample numbers differ greatly, that is, sample imbalance problem.

We firstly adopt the methods [4] commonly used in machine learning to solve the
imbalance problem in skin lesion images, such as random sampling, SMOTE,
Borderline-SMOTE. But most of these methods are aimed at low-dimensional sample
data. For high-dimensional data such as skin images, these solutions cannot play their
due role well, and cannot improve the classification accuracy of malignant diseases.

Therefore, this paper introduces an image generation method based on generative
adversarial network (GAN) [5]. The images of the same distribution as the corre-
sponding class are generated by learning the pattern features of minority class samples
in the dataset. The model is then trained in a way of data collaboration with real images
and generated images, thereby further improving the accuracy of lesion classification,
especially the prediction of skin cancer.

2 Related Methods

Many methods have been proposed to solve the problem of imbalance data in machine
learning classification tasks. We list several commonly used methods here.

2.1 Random Sampling

The sampling algorithm uses some strategies to change the class distribution in the
dataset to convert the imbalanced sample into a relatively balanced sample. The ran-
dom sampling method is the simplest and most intuitive one of the sampling algo-
rithms. There are two types of random sampling: RandomUnderSampling and
RandomOverSampling. RandomUnderSampling refers to the random deletion of some
data from majority class, so that the data amount of majority class and minority class is
basically the same. Another random sampling method, RandomOverSampling, is to
achieve the relative balance of classes by adding data to minority class. The method of
adding is generally to randomly extract data from and put them back into the minority
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class, and finally make the number of minority and majority class equal. The essence of
RandomOverSampling is to copy some samples from minority class to achieve the
effect of increasing the dataset size.

2.2 SMOTE

SMOTE (Synthetic Minority Oversampling Technique) [6] is an improved method
based on random oversampling algorithm. Due to random oversampling method uses a
strategy of simply copying data form the minority class to increase the sample size of
the minority class. It is easy to cause over-fitting problem in the training process of
network. So the SMOTE algorithm has made an effective improvement to this problem.
Its basic idea is to analyze minority class samples and synthesize new samples, then
add them to the dataset.

The operation flow of SMOTE is as follows:

(1) For each sample x in minority class, calculating the distance to all other samples in
minority class Sminority by the Euclidean distance, and obtain k neighbor samples;

(2) Setting a sampling ratio according to the sample imbalance ratio to determine the
sampling magnification N. For each sample x from minority class, randomly
selecting several samples from its k neighbors, assuming that the selected
neighbor is xn;

(3) For each randomly selected neighbor xn, constructing new sample data with the
original sample according to the following formula:

xnew ¼ xi þ d � bxi þ xið Þ ð1Þ

where xi 2 Sminority; bxi represents a sample of the k-nearest neighbors of xi, bxi 2
Sminority and d is a random number with a range [0, 1]. The specific operation is shown
in Fig. 1, (a) indicates the k-nearest neighbor (k = 7) of xi are found, and then the new
data is generated according to formula (1), as in (b) The rhombus shows a sample of the
newly synthesized data.

Fig. 1. SMOTE [4]
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However, the SMOTE algorithm is prone to excessive generalization and high
variance, and it is also easy to generate overlapping data. Besides, the SMOTE method
produces the same amount of synthesized data for each original sample in minority
class without considering the distribution characteristics of its neighboring sample data.
So in order to solve the problems in SMOTE, the Borderline-SMOTE [7] is proposed.
Unlike SMOTE, which generates new samples for each of the minority class sample,
Borderline-SMOTE only generates new data for the minority class samples close to the
boundary. That is to say, a minority class sample is selected, in which the number of
majority class samples in its adjacent sample set is greater than half of the total. So the
data in such a sample set are used to generate the new synthetic samples to increase
classification accuracy.

2.3 GAN

The Generative Adversial Network (GAN) is a deep learning-based generation model.
It has been paid more and more attention by academics and industry since it was
proposed by Ian Goodfellow et al.

Inspired by the zero-sum game in game theory, GAN regards the generation
problem as the game between the two networks of generator and discriminator: the
generator continuously produces synthetic data from a given random noise and finally
outputs an image, the discriminator is to distinguish whether the output image of the
generator is a real image. The former tries to produce data that is closer to the real
image, while the latter tries to distinguish between the true and false of the generated
data. The basic process of GAN is shown in Fig. 2. As a result, the data obtained by the
generator become more and more “perfect” and closer to the statistical distribution of
real data. So the generator can generate the data we want, such as images, sequences,
videos, and others.

Fig. 2. Processing flow of GAN.
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3 Method

The generative adversarial network used in this paper is PG-GAN [8] network.
Compared with the previous generative adversarial network like DCGAN [9], WGAN
[10] and others [11, 12], PG-GAN has obvious advantages in image generation and can
train stably and generate the high-resolution images.

The key idea of PG-GAN is to gradually increase the number of layers of generator
and discriminator, that is, to adopt a progressive growing training method. The general
process is shown in Fig. 3. Starting from low resolution, the network begins to train
and learn. The generator is still used to learn the data mode to generate the corre-
sponding images, while the discriminator is used to judge the authenticity of the
generated data. After the low-resolution image is trained, new layers are added to the
network structure. And the higher-resolution image is gradually transferred into the
training process. Then the network trains the current resolution image stably, and
transition to the next higher resolution image by degrees. This new method not only
speeds up the training speed of the model, but also greatly stabilizes the training
process, so that the model can learn to generate high-quality images, such as the skin
lesion images required in this paper.

Fig. 3. Training process of PG-GAN on skin lesion images.
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Figure 4 shows the operation of PG-GAN network in the growing stage of
(a) generator and (b) discriminator. When the generator is in a transitional stage, the
image with the resolution 4 � 4 is converted to the output of the same size as the next
operation resolution (8 � 8) through resize and convolution. Then the two part outputs
make weighted operation. The final output is obtained by to_rgb operation again. The
advantage of such a training method is that it can make full use of the results of the
previous resolution training, and go through a slow transition (the weight w gradually
increases), making the network generated by the training of the next resolution more
stable.

The growing stage of the discriminator is shown in Fig. 4(b). The overall detail
operation is similar to that in the generator. At the current resolution (8 � 8), the
network obtains the output of the same size as that of the next resolution (4 � 4)
through pooling and convolution operations. Then the two outputs are weighted, and
finally the output is obtained through the to_rgb operation.

With the help of growing training, in the early period of the PG–GAN training, the
model can keep steady training according to the low resolution images. The whole
process of training iteration is mostly done at low resolution, this makes the training
time of model greatly shortened. But the generated results are still high-quality. The
specific samples can be seen in the experimental part of the paper.

Fig. 4. Growing stage of the generator and discriminator
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4 Experiments

4.1 Metrics

The following metric methods are used to evaluate the experimental results.
Specificity:

Specificity ¼ TN
TN þFP ð2Þ

Sensitivity:

Sensitivity ¼ TP
TPþFN ð3Þ

TP represents the number of True Positive images, that is, in the classification of
skin image diseases, the number of sample images that originally belong to the positive
class and actually divided into the positive class. TN refers to the number of True
Negative images, that is, the number of samples that are originally belong to the
negative class and actually classified as negative. FP refers to the number of False
Positive images, that is, the number of samples that are originally belong to the neg-
ative class and wrongly classified as positive class. FN represents the number of False
Negative images, i.e. the number of original positive samples wrongly divided into
negative ones.

Confusion matrix:

Confusion matrix Predicted label
Positive Negative

True label Positive TP FN
Negative FP TN

Precision represents the number of samples in which the model prediction is
positive.

P ¼ TP
TPþFP ð4Þ

Recall indicates the number of correct predictions for the model in the sample
whose real label is positive.

R ¼ TP
TPþFN ð5Þ

F1 measure, a special form of F-measure, is the harmonic average of precision and
recall. The average value is equal to all the values, while the harmonic average will
give more weight to the smaller values, so it can better reflect the effect of the model in
the case of data imbalance. F1 is defined as follows:

F1 ¼ 2 �P �R
PþR ð6Þ
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In addition, AUC (Area Under Curve) evaluation metric is introduced in this paper
to evaluate classifiers learned from data sets more accurately.

4.2 Result Analysis

The experimental data in this paper mainly come from two places: one is the open
source dataset of ISIC 2018 [13, 14], and the other is the dermatology departments of
the Shanghai 9th People’s Hospital, 6th People’s Hospital, and other medical insti-
tutions. The types of skin lesions contained in these data include nevus, seborrheic
keratosis, melanoma, and so on.

All of the methods mentioned above are implemented with Python and TensorFlow
[15]. In addition, an Nvidia Quadro P5000 GPU is used in the experiment to speed up
our training on models.

The comparison of the images generated by PG-GAN with real images is shown in
Fig. 5, where (a) represent the real images, (b) represent the generated images. It seems
that it’s not easy to tell them apart. They have great similarity in the shape, color,
texture and so on. So the data generated by the GAN can be used as a part of the
training set. Then a model can be trained through the data collaboration of real images
and generated images. And finally making experiments to verify its feasibility.

When studying the skin images dataset, it can been easily found that benign nevus
and malignant melanoma account for the majority of the dataset. Furthermore, nevus
and melanoma have great similarities in appearance, color, etc. see Fig. 6 for details.
Therefore, the classification problem of these two classes are mainly analyzed in the
experiment, i.e., the classification of nevus and melanoma. In the experiment, our
original training set has 5000 images of nevus and 1000 images of melanoma.

Model training is performed on the dataset composed of nevus and melanoma
above. The prediction accuracy values of the models obtained by each method on the
test set can be seen in Table 1. Among them, Exp-1 refers to the case where 1000
generated images of melanoma are added to the training set, Exp-2 add 4000 generated

Fig. 5. Real image and generated image
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melanoma images. It can be found that the accuracy of the random sampling methods,
SMOTE and Borderline-SMOTE on the test set is lower than that of the original model
which take no methods. The reasons for this may be the under-fitting and over-fitting of
the models under these methods. For example, in RandomUnderSampling, the image of
nevus is down-sampled to the same number as melanoma, which leads to insufficient
training of the model and results in under-fitting problem. In addition, SMOTE and
Borderline-SMOTE are methods that are suitable for small size datasets. When they are
applied to a large-scale image dataset, there is a high probability that the new data
generated by image pixel features is not a skin image. So the accuracy of the model
trained by this type of data on the test set will not be high. The numerical results here
also prove this.

The models trained on the training set containing the generated images have the
higher accuracy than the original model. Besides, the Exp-2 model has the highest
accuracy value, reaching 83.231%, which is 1.172% higher than the original model.
The explains to some extent that the model trained in data collaboration has a higher
accuracy. That is to say, the skin images generated by GAN do have an accuracy
improvement in the classification of skin lesions.

However, the accuracy above refers to the accuracy of the overall data, namely that
the nevus with a larger number of samples has an advantage in model prediction, and
its prediction accuracy for malignant melanoma is difficult to judge.

Fig. 6. Nevus and melanoma

Table 1. The prediction accuracy on test set.

Method Test Acc

Origin 0.82059
RandomOverSampling 0.80843
RandomUnderSampling 0.77627
SMOTE 0.78413
Borderline-SMOTE 0.79414
Exp-1 0.82130
Exp-2 0.83231
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Therefore, the confusion matrix of the model on the test samples are further
observed under each method, as shown in Fig. 7. Here only show the confusion matrix
about the original model and the Exp-2 model. The values of TP, FN, FP and TN
corresponding to the confusion matrix of all models have been recorded in Table 2.

At this moment, the corresponding Specificity, Sensitivity, P, R and F1 values can
be calculated according to the formulas. The values obtained after their calculation can
be seen in Table 3.

In addition to the above metrics, the ROC curves for each method are also plotted,
as shown in Fig. 8. The area value on the graph indicates the value of AUC corre-
sponding to the ROC curve. The AUC values of Exp-1 and Exp-2 belong to the highest
two of the AUC values of all methods, and the Exp-2’s AUC is the largest, which is
0.792.

It can be seen from the above evaluation metrics that the melanoma images gen-
erated by GAN do help in improving the overall accuracy of the model and the
prediction accuracy of melanoma.

Fig. 7. Confusion matrix of the Origin and Exp-2.

Table 2. The values of TP, FN, FP, TN.

Method TP FN FP TN

Origin 847 96 155 301
RandomOverSampling 849 94 174 282
RandomUnderSampling 723 220 93 363
SMOTE 822 121 181 275
Borderline-SMOTE 851 92 196 260
Exp-1 839 104 146 310
Exp-2 854 89 147 309
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5 Conclusion

The commonly used methods for imbalance data are generally aimed at low-
dimensional data, which do not perform well on high-dimensional data such as image.
This paper introduces an image generation method based on GAN to realize data
expansion for some classes in the training set of skin images. Then a new classifier
model is trained by the way of data collaboration. The results show that the high quality
skin images generated by the GAN do contribute to improve the overall accuracy of the
model and the accuracy of the malignant lesions.

Acknowledgment. This work was funded by Science and Technology Commission of Shanghai
Municipality Program (No. 17411952800, No. 18441904500, 18DZ1113400) and Science and
Technology Department of Hainan Province (No. ZDYF2018022).

Table 3. The value of metrics.

Method Sp Se P R F1

Origin 0.6601 0.8982 0.8453 0.8982 0.8710
RandomOverSampling 0.6184 0.9003 0.8299 0.9003 0.8637
RandomUnderSampling 0.7961 0.7667 0.8860 0.7667 0.8221
SMOTE 0.6031 0.8717 0.8195 0.8717 0.8448
Borderline-SMOTE 0.5702 0.9024 0.8128 0.9024 0.8553
Exp-1 0.6798 0.8897 0.8518 0.8897 0.8703
Exp-2 0.6777 0.9056 0.8531 0.9056 0.8786

Fig. 8. ROC curves of all methods.
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Abstract. On most location-based social applications today, users are strongly
encouraged to share activities by checking-in. In this way, vast amounts of user-
generated data can be accumulated, which include spatial and temporal infor-
mation. Much research has been conducted on these data, which enables
heightening the understanding of human mobility. Therefore, the next location
problem has attracted significant attention and has been extensively studied. In
this paper, we propose a next location prediction approach based on a recurrent
neural network and self-attention mechanism. Our model can explore sequence
regularity and extract temporal feature according to historical trajectories
information. We conduct our experiments on the location-based social network
(LBSN) dataset, and the results indicate the effectiveness of our model when
compared with the other three frequently-used methods.

Keywords: Trajectory patterns � Next location prediction � Self-attention �
Neural network

1 Introduction

In recent years, user can share their activities whenever and wherever, and it owes to a
diversity of location-based services in social media applications. Meanwhile, vast
amounts of user-generated data can be accumulated, which include spatial and temporal
information. For a given user, the check-in data can reflect the underlying patterns
which govern his behavior. Finding these patterns can help us to build a model to
predict the next location he may visit. Previous studies [1–5] demonstrated that
human’s behaviors have the features of random and variation. Researchers also exhibit
that human mobility follows reproducible [6] under the influence of social and geo-
graphic information. Understanding human trajectory patterns and making next loca-
tion prediction have been widely applied to various tasks, including urban computing
[5], the spread of disease [7], traffic congestion prediction [8], personalized recom-
mendation [9], abstractive summarization [10] and semantic role labeling [11].

Nowadays, the next location prediction problem has attracted significant attention
and has been extensively studied. Many methods have been proposed in the last ten
years. The most commonly used approaches include enhanced Markov model [1], MF
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model [13], Recurrent Neural Network [14], and Bayesian model [15]. Spurred on
these approaches, some researchers [1, 16, 17] considered temporal and spatial regu-
larity when making a prediction. However, it still fails to address the two significant
challenges well in predicting. Firstly, users are always willing to check in the locations
which they are most interested in [12]. However, it can be difficult to identify consistent
human mobility patterns according to the sporadic check-ins. In addition, human
behavior is affected by several contextual factors like time, weather, emotion, and other
factors.

In this paper, we propose a next location prediction approach based on a recurrent
neural network and self-attention mechanism. An embedding architecture is used to
convert sparse data (e.g., timestamp, location ID, user ID) into dense latent represen-
tations. Then, these latent representations are fed into a recurrent neural network to
model complicated and long-time dependencies in trajectory sequences. In this way,
discrete user check-in data are combined into a continuous sequence, and the rela-
tionship among check-ins which are separated by long periods can be extracted.

The output of the recurrent neural network will process into “Self-Attention”
mechanism, with the aim of “understanding” the inner relationship of the original
sequence. “Self-Attention” mechanism was proposed by Vaswani [18] at 2017 and was
initially used to solve Machine Translation problem. Meanwhile, the importance of
different contextual factors which influence the transition laws of human behavior can
be captured. Then, combined with historical trajectories information [19], the next
location is predicted. We conduct our experiments on a real-world dataset, and the
results indicate the effectiveness of our model when compared with the other three
frequently-used methods.

The rest of the paper is organized as follows. Section 2 summarizes the related
work which is highly relevant to our research. Section 3 describes the preliminaries,
which includes the definition of the next location prediction problem. Section 4 pre-
sents experiments and the results. Section 5 concludes this paper and outlines prospects
for future work.

2 Related Work

Location-based services collect massive user-generated data, which contains detailed
geo-location information. Researchers attempted to find out whether some basic laws
governing human mobility or not. Gonzalez [6] suggested human mobility followed
significant regularity like reproducible pattern and believed trajectory could roughly
reflect human behavior during a fixed time interval. Zheng [16] introduced trajectories
can be transformed into graphs, tensors, matrices, or other data formats. After pro-
cessing, more data mining and deep learning methods can be applied to extract
underlying patterns, which will help researchers analyze human behavior more accu-
rately. In recent years, researchers do not only focus on mining human trajectory but
also attempt to predict the next location according to the mined patterns.

Meanwhile, researchers realized the mined patterns could help heighten the
understanding of human mobility, and it has a great significance in urban computing,
the spread of disease, and personalized recommendation. Chen [20] discovered human
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movement patterns have a periodic feature, and considered user and collective mobility
periodic patterns simultaneously. Liu [21] extracted stay points according to the mined
trajectories of users, leveraging the Hidden Markov model predict the next location,
and make recommendations. Yao [4] profiled temporal patterns of point-of-interest
(POI) and modeled temporal matching user-POI pair to improve the prediction accu-
racy of POI recommendation.

Nowadays, neural network technology has matured development, and traditional
methods are gradually being replaced. Researchers utilized neural networks for pre-
dicting which achieved better performance compared with the traditional methods. Kim
[22] employed Deep Belief Network (DBN) and Deep Neural Network (DNN) to mine
the relationship between human personality and mobility information, then they took
this relationship into account when analyzing human mobility and predicting human
mobility patterns. Song et al. [23] employed DBN for learning the latent feature rep-
resentation of heterogeneous data and introduced a DeepMob model to predict the next
locations more accurately. Yang [24] demonstrated trajectory records were meaningful
for understanding human mobility and presented a neural network model which
combined mobility trajectories and social networks. To characterize short-term
sequential contexts and long-term sequential contexts, they employed the recurrent
neural network (RNN) and Gated Recurrent Unit (GRU) to capture the relationship
among sequences from short-term and long-term aspects.

In our paper, we follow these simple patterns that researchers have mined, pre-
dicting next locations with RNN and self-attention. Especially, GRU is applied as a
methodology to capture complex information of sequences.

3 Preliminaries

In this section, we shed light on problem formulation and introduce GRU. Then Self-
attention mechanism is described. Next, the deep connection and positional encoding
method are described in detail. Finally, the framework of our model is illuminated.

3.1 Problem Formulation

This section will present the concepts which are referred to in this paper and introduce
the research objective.

Definition 1: (check-in). It refers to an event that user records a particular location via
location-based services. Each check-in record is unique and includes user ID, times-
tamp, location information geocoded by <longitude, latitude>. For example, the m-th
check-in record c at time t in location l of a given user can be described as cm = (t, l)

Definition 2: (check-in sequence). A user u generates lots of check-ins, and these
records can be described as a time-ordered sequence: Su = c1c2c3…cn

Definition 3: (trajectory). Given a time window w, check-in sequence Su can be
divided into subsequences: Su = sw1sw2…swk, each subsequence swi (i 2 {1,2,3…k}):
sw1 = c1c2c3…cj, sw2 = cj+1cj+2…cj+m (1 < j < j + m < n) is defined as a trajectory
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including all the check-ins during the fixed time window w. The window w is the time
interval between two subsequences, and its value can be set as an hour, one day, one
week or any other threshold which depends on demands.

Goal: (next location prediction). Given check-in sequence Su = c1c2c3…cn of a
given user, the goal is to discover a location where he may visit. That is, given Su, to
obtain a ranked list includes cn+1, cn+2 or more locations that user u would like to visit
next.

3.2 Gated Recurrent Unit: Extracting the Relationship Among Each
Location of Check-in Sequence

In order to mine users’ behavior patterns and conduct accurate predicting, a large
number of check-in data are necessary. User would like to check in the location where
they may be interested in. The sporadic check-ins result in data sparsity. It is difficult to
identify the relationship among check-in locations with more extended time intervals.
Each location a user will go to is relevant to other locations he visited. RNN is an
effective way to extracting the relationship among each location.

GRU and Long Short-Term Memory (LSTM) are the most popular variants of
RNN. Different from LSTM, GRU [25] combines forget gate and input gate, and forms
a reset gate. Meanwhile, the network no longer gives an extra memory state ct but
regards the output result ht as the memory state in a continuous backward loop. In this
way, GRU can extract the relationship among check-ins that are separated by long
periods. The relationship can reflect a user’s preference to some extent. For example, a
user would like to go to a bookstore after lunch in a restaurant or to a cafe after
shopping in a mall. The calculation of GRU is shown as follows:

zt ¼ r Wt � ht�1; xt½ �ð Þ ð1Þ

rt ¼ r Wr � ht�1; xt½ �ð Þ ð2Þ

ct ¼ tanh W � rt � ht�1; xt½ �ð Þ ð3Þ

ht ¼ 1� ztð Þ � ht�1 þ zt � ct ð4Þ

where xt is the input at timestamp t, ht−1 is the network output at time t − 1, W is
weight matrix which is learned. zt and rt are updated gate and reset gate, respectively. r
is a logistic sigmoid function. ct is a new hidden state, and ht means the output of the
network.

3.3 Self-attention: “Understanding” the Relationship of Each Location
Under the Influence of Different Contextual Factors

Human mobility is affected by weather, emotion, and other contextual factors. User
may not record the contextual factors when checks. Though GRU can mine the rela-
tionship among check-in locations with more extended time intervals. However, it
cannot capture the relationship between user behavior and different contextual factors.

312 J. Zeng et al.



Self-attention, which was initially used to improve the accuracy of machine translation,
is a particular type of attention mechanism. In this paper, it is utilized for “under-
standing” the relationship of each location under the influence of different contextual
factors.

Vaswani et al. introduced the multi-head attention mechanism and chose a par-
ticular attention calculating method called “Scaled Dot-Product Attention”. Firstly, we
will detail the Scaled Dot-Product Attention. Its formulation is as Eq. (5)

Attention Q;K;Vð Þ ¼ softmax
QKT

ffiffiffiffiffi

dk
p

� �

V ð5Þ

where dk is the dimension of hidden units of our neural network. Q, K, V are queries,
keys, and values, respectively. They are the outputs of the previous layer in the neural
network.

Multi-head attention allows the model to focus on information from different
representations of subspaces at different positions. The output of GRU can be divided
into eight parts and each part calculates the score of each location under the influence of
eight different factors. The formulation of multi-head attention is shown as Eq. (6):

headi ¼ Attention QWQ
i ;KW

K
i ;VW

V
i

� � ð6Þ

where the projections are parameter matrices , ,
which are denoted as the learned linear maps for the i-th (i 2 {1, 2, 3…n}) head.

scoreatt Q;K;Vð Þ ¼
Concatðhead1; head2; . . .; headnÞWo ð7Þ

All the vectors that are produced by parallel heads are concatenated together to
form a single vector. Then, different channels from different heads are sent to a linear
transformation. The output of multi-head attention has the same shape as the input.
Finally, dropout, residual connections, and layer normalization strategies are employed
on our network to achieve better performance.

3.4 Positional Encoding

Machine Translation task only requires to explore the relationship among every word.
However, check-in sequence demonstrates temporal features. The self-attention
mechanism cannot distinguish the connection among locations involved time in dif-
ferent trajectories. It is crucial to consider the time when encoding positions of each
location in a given check-in sequence. Vaswani et al. proposed a position encoding
method to encode positions of each input word for Machine Translation task. In the
process of predicting the next location, the accuracy not only associates with locations’
position in a fixed sequence but also correlates with the temporal feature. Though
positional encoding works well on Machine Translation task, it is to a little avail on
next locations prediction because of check-in sequence involving temporal feature.
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Feng et al. proposed a method considering historical trajectories to predict human
mobility with an attentional recurrent network, and the core idea of this method is
suitable for position encoding at the time level. In this paper, we utilize this idea to
explore the relationship among locations involved temporal feature, and Scoreatt can be
calculated in this way.

3.5 Framework

In this apart, we will introduce the framework of our model in detail. Figure 1 shows
the main architecture of our proposed model.

Data Processing and Get the Input Data. Check-in sequence of a fixed user has
already divided into some trajectories. Each trajectory includes user ID, geographic
location information <longitude, latitude> and timestamp. In this paper, geographic
location information will be numbered as location ID, using li (i 2 {1, 2, 3…n}) to
represent each location. In check-in sequence of a given user, location ID, the times-
tamp, and user ID have been encoded latent vectors representation, then are processed
by Embedding layer.

Fig. 1. The main architecture of our proposed mode
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Embed Each Feature Into Latent Representation. Check-in record has three kinds
of context information, the timestamp, location ID, and user ID. The timestamp
reflected when the user checked. Location ID manifested where the user visited.
User ID was the unique identification of a user. Timestamps (t1, t2…tn), locations (l1,
l2…ln) and user ID can be embedded into real-valued vectors L, T, I respectively. For a
given user, these vectors include information about his behaviors over a while.

Extract the Relationship Among each Location of Check-in Sequence. As Fig. 1
shows, we concatenate the embedding vectors L and T into C0. Then C0 includes the
information what the location is and the time when the user visits it. GRU processes the
real-valued vectors C0, aiming to capture the sequential and structure information of a
given user’s check-ins sequence. The pseudo-code of how GRU works in our method
is described in Table 1.

“Understanding” the Relationship of Each Location Under the Influence of
Different Contextual Factors. As Fig. 2 shows, X includes the relationship among
each location of check-in sequence, and I reflects the unique identification of a user.

Table 1. The pseudo-code of how GRU works in our method

Input: The real-valued vectors C0 which is a concatenation of L
and T
Output: The vectors which reflect the relationship among each 
location of check-in sequence

1 L ← embedding vectors of locations

2 T ← embedding vectors of timestamps

3 C0 ← embedding vectors which are a concatenation of L and 
T

4 Wt ← the weight matrices from input to update gate z, Wt
(0,1)

5 Wr ← the weight matrices from input to reset gate r, Wr
(0,1)

6 W ← the weight matrices from input to new hidden state ct,
W (0,1)

7 for all C0 :

8 zt = sigmoid ( Wt ⋅ [ ht-1, C0 ] )

9 rt = sigmoid ( Wr ⋅ [ ht-1, C0 ] )

10 ct = tanh ( W ⋅ [rt*ht-1, C0 ] )

11 ht = (1- zt ) * ht-1 + zt * ct

12 end until all C0 are processed
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We concatenate I and X into C1 to add the user feature. The vectors C1 are regarded as
the input of self-attention, and C1 is a concatenation of the output vectors X of GRU
and embedded vectors I. C1 not only can reflect the relationship among each location of
check-in sequence but also include user information in terms of the user ID that
embedded vectors. Multi-head mechanism split the input vectors into eight parallel
parts in this paper, and each part called headi ({i | 1 � i � 8, i 2 N*).

Each part will multiply with different weight matrices respectively. Users who went
to one location could be affected by other locations where he has already gone.
Additionally, their behaviors are also influenced by weather, emotion, and other fac-
tors. These weight matrices can help the network learn the importance of each location
for a given user from different representation subspaces. The path length of the self-
attention mechanism is 1. The path length is short enough, which is much easier to
learn long-range dependencies and achieve much powerful performance. The output of
this step indicates the latent representation of one given location to other locations in
the sequential level. The pseudo-code of Self-attention is described in Table 2.

Concatenate the resulting Z matrices, then multiply with
weight matrix W0 produce the output

X

Q0
K0

W0

Q1
K1

W1

Q7
K7

W7

W7
Q

W7
K

W7
V

W1
Q

W1
K

W1
V

W0
Q

W0
K

W0
V

Multiply with weight matrices separately

Split into eights different attention heads

The output of RNN

×

W0

Z0 Z1 Z7

X0 X1 X7

Head 1 Head 2 Head 8

Z

Z*

Self-Attention

Fig. 2. How Self-attention mechanism works in our proposed model
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Positional Encoding. Self-attention was initially used to solve Machine Translation
task, and it can capture long-range dependencies among each word. Machine Trans-
lation task is essentially a sequence problem. Until now, a given user’s check-in data
have processed into a sequence. Therefore, it can be solved as a sequence like Machine
Translation task. Machine Translation does not have a temporal feature compared with
the next location prediction. It is necessary to add positional encoding with temporal
feature into prediction problem.

Positional Encoding mechanism will extract human mobility regularities in time.
The output of positional encoding indicates the latent representation of one given
location to other locations. The DeepMove model proposed by Feng et al. can capture
historical trajectories information. We take the main idea of this method to replace the
Positional Encoding mechanism proposed by Vaswani. The original Positional
Encoding mechanism aims to solve machine translation task. However, it only con-
siders the position of each word. Next locations prediction should take temporal factor
into account. Moreover, historical trajectories with time factor can help us to measure
the importance of each location.

Dropout and Full Connection and Log-softmax. By taking the concatenation of
Self-attention and user ID embedding as the input, dropout strategy can prevent

Table 2. The pseudo-code of how self-attention works in our method

Input: The output vectors X and the embedding vectors I
Output: The vectors Scoreatt which the relationship of each 
location under the influence of different contextual factors

1 X ← the output vectors of GRU

2 I ← embedding vectors of user ID

3 C1 ← embedding vectors which are a concatenation of X and 
I

4 split C1 into 8 equal parts (head1, head2…head8)

5 queries/Q, keys/K, values/V ← C1

6 Wi
Q,Wi

K,Wi
V,Wo ← the weight matrices of each headi,

Wi
Q,Wi

K,Wi
V,Wo (0,1) , {i|1≤i≤8, i N*} 

7 for all headi: 

8 headi = attention(QWi
Q, KWi

K, V Wi
V) 

9 end until all headi are processed

10 head1, head2…head8 are concatenated and multiply with Wo

11 output Scoreatt
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overfitting, and full connection can synthesize the extracted features. Then, the output
is processed by log-softmax function to get scoreatt. It indicates the transition proba-
bilities from one given location to another in a sequential level. Similarly, the output of
Positional Encoding is also projected in the same way to get Scorepos.

We set Score to represent the final result which is composed of two parts: Scoreatt
calculated by Self-attention mechanism and Scorepos calculated by Positional mecha-
nism. Its calculation formula is as Eq. (8):

Score ¼ a � Scoreatt þ b � Scorepos ð8Þ

4 Experiments and Results Analysis

4.1 Experimental Objective

1. Set the different value of a and b, to explore the relationship between two kinds of
methods, finding the (a, b) pair that maximizes the Score value, and optimizing the
performance of the model.

2. Compared with our proposed method and three frequently-used methods, it aims to
measure the predicting performance of our method.

4.2 Dataset

The dataset we choose is Foursquare, which has amassed check-ins in New York City,
and these data were collected for about ten months from 12 April 2012 to 16 February
2013. It contains 227,428 check-ins generated by 1083 users. Each check-in is asso-
ciated with its timestamp, and its GPS coordinates consist of <longitude, latitude> and
the unique user ID which represents the corresponding user. We remove users with
fewer than 10 check-in records. The time difference between two neighbor trajectories
is set as 72 h based on the practice. We also drop the trajectories with fewer than 5
records and users who have trajectories less than 5.

4.3 Experimental Setup

Firstly, we take 70% of each user’s trajectory data as a training set and the rest of the
data as a testing set.

To evaluate our proposed model on the accuracy of the next locations prediction,
we compared our model with some popular methods:

1. Markov. It is a widely used method for the next locations prediction. Specifically,
the Markov model regards a fixed location as a state, then calculates state transition
matrix which corresponds to moving from one given location to other locations.

2. RNN. In recent years, RNN attracts increasing attention and is used to predict the
next locations. The variants of RNN can capture relationship among sequences at
short-term or long-term aspects.
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3. RNN with Attention. Attention mechanism derives from Computer Vision and
Pattern Recognition. Feng et al. proposed an attention-based RNN model called
DeepMove to predict human mobility with historical information.

4.4 Experimental Results and Analysis

Here we introduce prediction accuracy to evaluate the performance of our proposed
model, which can be described as Eq. (9):

prediction accuracy ¼
number of correct prediction locations
total number of prediction locations

ð9Þ

where total number of prediction locations means how many locations or top-k
locations that we predict next time interval, e.g., 1/top-1 location, 5/top-5 locations, or
more locations/top-n depend on practical demand.

In this paper, the final score reflects the probabilities from one given location to
other locations is described as Eq. (8). Scoreatt indicates the latent representation of one
given location to other locations in trajectory level; Scorepos indicates the same latent
representation in time level. Here we set the different value of a and b (b = 1 − a) to
explore the relationship between two kinds of methods. It also means the importance of
discovering the sequence regularity and temporal regularity.

We can conclude Fig. 3 when a equals 0.4 and b equals 0.6, then the model
achieves the best prediction performance. According to the experimental results, we
consider the importance of sequence regularity takes account forty percent approxi-
mately. In previous studies, many researchers indicated human mobility patterns not
only associated with temporal information but also related to sequence regularity. In
this paper, we explore sequence regularity using Self-attention mechanism and extract
temporal feature based on the method proposed by Feng. The experimental results
precisely accord with that viewpoint.
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Figure 4 shows the prediction accuracy of top-k, and k equals to 1 and 5,
respectively.

Figure 4 also shows the experimental results on prediction accuracy and illustrates
the proposed model achieves better performance compared with other popular methods.
Base on the knowledge of previous researches, though we explore traditional Markov
chain can build the transition matrix by taking the sequence of locations a user last
visited, it ignores the temporal features. RNN can capture temporal feature compared
with the Markov model, and its recurrent units present a solution for long-range
dependencies. However, it may pay little attention to historical information. Attention-
based RNN model extends RNN with historical information, which illuminates human
periodical pattern from long length historical trajectories, and an attention mechanism
can capture the information a user pays more attention to some locations. The model
we proposed utilizes historical trajectories information to capture the relationship
between temporal feature and locations a user has already visited. The Self-attention
mechanism helps us to explore the inner relationship of trajectories from different
contextual factors. In conclusion, our model achieves better performance on prediction
accuracy when compared with the other three frequently-used methods.

5 Conclusion and Future Work

We propose a next location prediction approach based on a recurrent neural network
and self-attention mechanism. Exploring the underlying laws behind historical trajec-
tories information of a given user, it can explore sequence regularity and extract
temporal feature that governs human mobility. We conduct our experiments on a real-
world dataset, Foursquare NY. The experimental results indicate our model outper-
forms other frequently-used methods significantly.

Future work contains two parts. Firstly, local attention and global attention can be
considered, because the mobility pattern of a user will change with time goes by.
Secondly, semantic information like reviews can reflect a user’s preference. Therefore,
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we consider predicting the following locations with semantic information, then rec-
ommend locations where a user has not visited before while he may be interested in.
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Abstract. The generative adversarial networks (GANs) have demonstrated the
ability to synthesize realistic images. However, there are few researches applying
GANs into the field of food image synthesis. In this paper, we propose an
extension to GANs for generating more realistic food dish images with rich
detail, which adds a food condition that contains taste and other information. That
makes the model generate images with rich details. To improve the quality of the
generated image, the taste information condition is added to each stage of the
generator and discriminator. First, the model learns embedding conditions of food
information, including ingredients, cooking methods, tastes and cuisines. Sec-
ondly, the training model grows progressively, and the model learns details
increasingly during the training process, which allows the model to generate
images with rich details. To demonstrate the effectiveness of our proposed model,
we collect a dataset called Food-121, which includes the names of the food,
ingredients, cooking methods, tastes, and cuisines. The results of experiment
show that our model can produce complex details of food dish image and obtain
high inception score on the Food-121 dataset compared with other models.

Keywords: GANs � Food dish image synthesis � Food dataset

1 Introduction

Generative Adversarial Networks (GANs) [1] were first proposed by I. Goodfellow and
some pioneer researchers in 2014. Since then, they have been successfully used in the
image generation area. GANs perform well on datasets with single object in the image,
such as human faces in the CelebA dataset [2], birds images in the CUB dataset [3] and
flowers images in the Oxford-102 dataset [4]. But the generated images are not realistic
enough when multiple irregularly shaped objects exist in the images. The images do not
have realistic and rich details, and this is especially obvious in food dish image gen-
eration, as there are often many ingredients in food images, and the ingredients have
various visual effects. Hence, GANs can probably not generate realistic food dish
image only through image data.
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The GANs-based approach is too uncontrollable; therefore, conditional constraints
are added to GANs, which is called conditional GANs (CGANs) proposed by Mirza
[5]. Karras [6] proposed progressive growing GANs (PGGANs) which generate images
by progressively increasing the resolution. PGGANs learn the structure of images at
first and then focus on details so that the images look realistic and have higher reso-
lution. Hamada [7] proposed a PGGAN to generate full-body high-resolution anime
images by adding a structure condition.

The visual appearance of the food is usually determined by the ingredients.
However, the relationship between the ingredients and the corresponding food image is
complicated, so simply generating food images from the ingredients may cause large
deviations. Figure 1 shows the food images of chicken and potatoes cooked using
different cooking methods. As shown in Fig. 1, when chicken is cooked by different
methods, the colors and textures are quite different. Such phenomena can also be seen
on potatoes. On the other side, when chicken and potatoes are cooked separately using
the same method, their images share many visual features. Other ingredients in the
recipes also have this similarity. Therefore, the cooking method has a great impact on
the food dish image and plays an important role in determining the appearance of
cooked food.

In addition to the cooking method, taste and cuisine of the food also impact the
appearance of the image. Therefore, it is necessary to take food information that
contains ingredients, cooking method, taste, and cuisine into account when generating
images. To deal with textual food information, Salvador [8] separately processes the
ingredients and instructions, where ingredients are represented as a vector with
word2vec method and instructions are encoded with skip-thought [14]. The recipe
representation is thus obtained through concatenating the ingredient and the instruction
representation.

In this paper, we propose a generative adversarial network specialized for food
image generation, and collect a dataset, Food-121, that contains full food information
and its corresponding image. We describe its comparison with other datasets in Sect. 4.
Our model uses the architecture of CGANs, where food information representation
works as the condition so that the model can utilize ingredients, cooking method, taste,
and cuisine to generate better food images.

Fig. 1. Different images of ingredients with different cooking methods
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The remainder of this paper is organized as follows. Section 2 briefly introduces the
preliminary and the related works. Section 3 explains our method in detail. In Sect. 4,
our proposed dataset Food-121 is presented, and the experimental results are discussed.
Finally, the conclusion and future works are given in Sect. 5.

2 GANs

2.1 Preliminary

The framework of GANs consists of two competitors, generator and discriminator. The
task of the generator is to generate a sample that the discriminator cannot discriminate
between real and fake. At the same time, the task of the discriminator is to discriminate
between the real image and the sample generated by the generator [1]. In training,
generator G that inputs the random noise vector and outputs the fake data. Discrimina-
tor D inputs the real data or fake data and outputs the possibility that it is real data or fake
data. To generate a fake image, the training method achieves the best results by pitting
generator G and discriminator D against each other. The process makes the sample data
distribution close to the true data distribution. The value function of GANs is:

min
G

max
D

VðD;GÞ ¼ Ex� pdataðxÞ½logDðxÞ� þEz� pzðzÞ½logð1� DðGðzÞÞÞ� ð1Þ

The value function of GANs is shown in (1) [1]; G represents the generator, D
represents the discriminator, pdata represents for the real data distribution, and pz rep-
resents the noise distribution. The goal of D is to maximize VðD;GÞ, and the goal of G
is to minimize VðD;GÞ. G and D are trained at the same time. Finally, G can estimate
the distribution of the real samples.

CGANs are an extension of the GANs that are used to solve the problem of
uncontrollable image in GANs. In CGANs, conditional information is added to both
the generated model G and the discriminant model D to guide the training of the model
when using GANs [5]. The difference between GANs and CGANs is that CGANs add
a conditional input vector y to the random noise z.

min
G

max
D

VðD;GÞ ¼ Ex� pdataðxÞ½logDðxjyÞ�þEx� pzðzÞ½logð1� DðGðzjyÞÞÞ� ð2Þ

As is shown in (2) [5], the value function of conditional GANs is a two-person
minimax game with a condition. The conditional constraint y is simultaneously added
to both the generator model G and the discriminator model D to guide the data gen-
eration process. The condition can be any additional information. The noise z and the
condition y are input to the generator. The data x and the condition y are input as inputs
simultaneously to the discriminator. After the conditional input vector y concatenate is
in the noise vector z, the generated vector is input to the generator G. Then training is in
the same way as GANs.
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2.2 Related Works

Salvador [8] established a large-scale, structured recipe dataset, Recipe1 M, which
contains more than 1,000,000 recipes and 800,000 food images. As the largest public
recipe dataset, Recipe1 M provides the ability to train high-performance models. Using
these data, they trained a neural network to find the joint embedding of recipes and
images to complete the image-recipe retrieval task. In addition, it was demonstrated
that regularization via the addition of a high-level classification objective both
improves retrieval performance to rival that of humans and enables semantic vector
arithmetic.

To solve the problem of generating images by words, Reed [9] proposed a GAN
with learning interpolation and a matching aware generator GAN-INT-CLS model.
GAN-INT-CLS generates images through descriptive text. El [10] proposed a GAN to
generate food images through recipes. Zhang [11] proposed the stacked GAN model to
improve the resolution of generated images. Zhang [12] proposed a GAN model that
combined the attention mechanism with GANs.

3 Methodology

Figure 2 shows the architecture of our model. There are three parts in our model: food
text encoder, generator network, and discriminator network. In the training process,
food text encoder first transforms the four parts of an input text to vectors, concatenate
these vectors to a feature map and feed the feature map into the generator network.
Next, the generator network generates an intermediate image. Finally, the discriminator
network compares the image and the true image concatenated with food condition and
outputs the probability of the image being faked.

3.1 Food Text Encoder

The food information contains four parts: the ingredients, the cooking method, the
taste, and the cuisine. For ingredients, the food information encoder learns an ingre-
dient level word2vec representation. The cooking method is encoded by a skip-
instruction model.

Fig. 2. The overall architecture of our model.
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The skip-instructions [8] model is proposed to obtain the representation of the
instructions. Skip-instructions is a kind of sequence-to-sequence [13] models and is
based upon skip-thoughts technique. Skip-thoughts encodes a sentence and uses that
encoding as context when decoding the previous and next sentences. Skip-instruction
adds a start and end to the instructions and uses an LSTM instead of a gated recurrent
unit (GRU).

Skip-thought [14] is an unsupervised learning sentence encoder, and sentences with
similar semantics are mapped to similar vector representations. The encoder uses the
following function:

rt ¼ rðWrx
t þUrh

t�1Þ ð3Þ

zt ¼ rðWzx
t þUzh

t�1Þ ð4Þ
�ht ¼ tanhðWxt þUðrt � ht�1ÞÞ ð5Þ

ht ¼ ð1� ztÞ � ht�1 þ zt � �ht ð6Þ

where �ht is the proposed state update at time t, zt is the update gate, rt is the component-
wise product of reset gate �.

The decoder uses the following formula:

rt ¼ rðWd
r x

t�1 þUd
r h

t�1 þCrhiÞ ð7Þ

zt ¼ rðWd
z x

t�1 þUd
z h

t�1 þCzhiÞ ð8Þ

�ht ¼ tanhðWdxt�1 þUdðrt � ht�1ÞþChiÞ ð9Þ

htiþ 1 ¼ ð1� ztÞ � ht�1 þ zt � �ht ð10Þ

The decoder is a natural language model with the condition on the output hi of the
encoder. Matrix Cz, Cr and C are used to bias the update gate, reset gate, and hidden
state computation by the sentence vector.

For taste and cuisine, we use the word2vec level representation. The cooking
method is embedded by a skip-instruction encoder. Then, we obtain the food condition
vector by concatenating four representations.

3.2 Conditional Progressive Growing Generator and Discriminator
Network

Our model is trained in a progressively increasing manner [6]. To generate higher
resolution images, the model starts with training resolution of 4 � 4 pixels in generator
and discriminator, then incrementally add layers to generator and discriminator and
evaluate the resolution.
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Figure 3 illustrates the training process of the generator and the discriminator of our
model. A latent vector concatenated with food information condition is input to the
initial generator, where at the beginning a low-resolution image is generated. Then the
generated image, the truth image, and with the food information condition are fed to the
discriminator network together, and the discriminator outputs the possibility that the
generated image is not faked. In the subsequent epochs, the generator progressively
generates images of higher resolution. Therefore, the quality of the generated food
images is gradually improved, and the details of the images become clearer and richer
during the process.

Fig. 3. Generator (G) and Discriminator (D) architecture of our model
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4 Experiment

4.1 Dataset

In this section, we introduce our dataset, Food-121, which contains full food infor-
mation. There are a few datasets about recipes and food images, such as Recipe1 M
dataset [8], Food-101 dataset [15], and VIREO Food-172 dataset [16]. Recipe1 M
consists of over 1,000,000 recipes and 800,000 food images, but the recipes are only
about ingredients and cooking instructions. Food-101 contains 101,000 images in 101
ingredients. But VIREO Food-172 does not have taste and cuisine information. And it
is only for Chinese cuisine.

To explore the impact of taste and cuisine on the food images, data are collected
from websites. The texts of ingredients, cooking method, taste, and cuisine are
extracted from raw HTML and download the corresponding food images. Samples with
unclear expression of food information or with blurred images are removed. Eventu-
ally, Food-121 dataset contains 121,478 pieces of food information and image. The
statistical data of Food-121 and three prior datasets are listed in Table 1, and an
example of Food-121 data item is shown in Fig. 4.

4.2 Evaluation Metrics

It is necessary to evaluate the generation model in two aspects: whether the generated
image is clear and whether the generated image is diverse. If the generated image is not
clear enough, this obviously shows that the generated model is not performing well.
When the generated image is clear enough, it still need to determine whether the model

Table 1. Comparison between datasets

Recipes Images Difference

Food-121 121,478 121,478 with taste and cuisine information
Recipe1 M 1,000,000 800,000 –

Food-101 – 101,000 –

VIREO Food-172 65284 110241 only Chinese cuisine

Fig. 4. An example of Food-121 date item
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can generate enough of variety. Therefore, the inspection score (IS) [17] is used to
evaluate our model in both aspects.

Considering the above two aspects, the formula of Inception Score is:

ISðGÞ ¼ expðEx� pgDKLðpðyjxÞjjpðyÞÞ ð11Þ

The generated sample image x is input into Inception V3. Vector y of 1,000
dimensions is output. The basis for the IS to determine the authenticity of the data is
derived from the training set of Inception V3.

However, IS also has problems. Only the generated samples are considered, and the
real data are not considered because the IS cannot evaluate the distance between the
real data and the sample. Therefore, the Fréchet inception distance (FID) [18] is also
calculated. The FID calculates the distance between the real image and the fake image
at the feature level. The formula for the FID is as follows:

FID ¼ jjmr � mgjj2 þ TrðCr þCg � 2ðCrCgÞ1=2Þ ð12Þ

Where mr and mg are the mean of the features of the real images and generated
images, Cr and Cg are the covariance matrix of the features of the real images and the
generated picture. The FID is a measure of the distance between two multivariate
normal distributions.

Multiscale structural similarity (MS-SSIM) scores [19] represent a set of randomly
sampled pairs of images within a given class.

SSIMðx; yÞ ¼ ½lmðx; yÞ�aM �
YM

j¼1

½cjðx; yÞ�bj ½sjðx; yÞ�cj ð13Þ

The exponents aM, bj and cj are used to adjust the relative importance of different
components. The mean of the MS-SSIM scores is used, in which a high mean MS-
SSIM indicates mode collapse or low sample diversity.

4.3 Experiment Settings

The model uses the same loss function as [6]. Constricted by the graphics processing
unit (GPU), the model trains networks with 10 k images and food conditions for each
stage. The model uses a mini-batch size 12 and Adam [20] with b1 = 0, b2 = 0.99 to
train the networks.

4.4 Results

In this section, experimental results are discussed. Figure 5 shows some generated
images of our method and baseline methods. From these images, it can be seen that
when there are multiple objects in the image, our model outperforms the baseline
methods. That means our model can generate more realistic images with rich details
with the help of food information. Our model can also learn various ingredients visuals
in different tastes.
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Figure 5 shows the results of our model and deep convolutional GAN (DCGAN)
[21]. Our model learns the composition of the image that there is a dish with various
foods because progressive growing GANs architecture is used. The training helps the
model learn the rough composition of the images first. Then, the model focused on the
details. Therefore, food images generated by our model look more realistic (Table 2).

The IS, FID, and MS-SSIM of DCGAN and our model are evaluated. The higher IS
for the model is, the more realistic the generated images are. The smaller the FID is, the
smaller distance between the generated images and the real images. In addition, MS-
SSIM reflects the seriousness of the mode collapse problem of the model. A high MS-
SSIM means a low sample diversity. Our model obtains a higher IS and a lower FID
and MS-SSIM on the Food-121 dataset, which means that our model can generate more
realistic and various food dish images (Table 3).

The IS, FID, and MS-SSIM of PGGAN and our model are evaluated. Our model
obtained a higher IS and a lower FID and MS-SSIM on the Food-121 dataset, which
means that our model can probably generate more realistic and various food images

Fig. 5. Food image generation: comparison between GAN-INT-CLS (left), DCGAN (middle),
and our model (right)

Table 2. Inception and Fréchet inception distance between DCGAN and our model

Inception score Fréchet inception distance MS-SSIM

DCGAN 3.32 ± 0.15 109.3248 ± 10.0526 0.1256
Our model 4.56 – 0.18 85.2194 – 9.2543 0.0612

Table 3. Inception and Fréchet inception distance between PGGAN and our model

Inception score Fréchet inception distance MS-SSIM

Progressive growing GAN 4.25 ± 0.12 95.7254 ± 8.4682 0.0965
Our model 4.56 – 0.18 85.2194 – 9.2543 0.0612
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than PGGAN. Besides, compared with DCGAN, the IS, FID, and MS-SSIM did not
increase as much as the experiment between DCGAN and our model. Therefore, we
hypothesize that the progressive growing training architecture can greatly increase the
quality of generation. However, with the condition of the ingredients, cooking method,
taste, and cuisine, the model can generate food images with more details.

However, our model is not sufficient for generating a background for the food
image, probably because the background of the image has not been dealt with in the
Food-121 dataset.

5 Conclusion

In this paper, we demonstrate the effectiveness of adding food information conditions
to GANs to generate realistic food images. The quality of the generated food image can
be improved by adding food information conditions to the generator and discriminator.
It increases the resolution slowly, and adds the embedding of ingredients, taste, cuisine
and cooking method to the generator and discriminator in each step, which makes it
possible to generate controllable food images. The experimental result shows that our
model performs better on the food dataset Food-121. The model’s IS and FID are
evaluated. Table 1 shows that our model has a higher IS and lower FID on the Food-
121 dataset, which means our model performs food image generation well.

Our experiment was restricted by GPU memory constraints, so the model will be
trained with more food images in the future. Our model sometimes generates some
strange backgrounds. Thus, the image data in Food-121 are planned to clean and retain
only the food portion in the picture. More high-resolution food images will be collected
from websites to improve the quality of image generation. In addition, every food dish
image will be tagged by its ingredients, taste, cooking method and cuisine, extract
features from the image in each tag or multi-tag to make our model learn more about
the food dish image features.
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performance compared to existing diagnostic methods, suggesting ML
techniques are becoming valuable as auxiliary diagnostic tools.
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1 Introduction

Inherited metabolic disorders (IMDs) are a class of genetic diseases causing men-
tally disabled, deformity and even death. Systematic screening and treatment
to IMDs of newborn can significantly improve prognosis. Research shows that
untreated patients tend to spend more money on avoiding neurological sequelae
while early intervention is cost-effective over the whole life [18]. Tandem mass
spectrometry (MS/MS) is a sensitive, selective and high-throughput technique
for concentration detection of various amino acids and acylcarnitine in blood
samples, which was first applied to newborn screening in 1990s [15]. A labora-
tory testing can simultaneously screen out dozens of IMDs, such as amino acid
metabolism disorders and fatty acid oxidation disorders, in a few minutes [5].
The existing process of newborn screening is mainly dependent on cutoff-based
methods and subjective diagnosis of pediatricians. Setting precise cutoff values
for each metabolite or the ratio of two metabolites is the first step to filter
out most negative cases. The remaining indistinguishable examination results of
MS/MS are interpreted by experienced pediatricians. In practice, cutoff-based
methods are hard to deal with complex relationships among metabolites, which
bring a large number of false positive cases. As a result, the clinical diagnose
still relies on doctor’s experience.

In this study, over 1.5M newborn screening data were analyzed by machine
learning (ML) techniques, which have proved to be effective for many medical
tasks, such as diabetic retinopathy diagnosis [7] and autism spectrum disorder
prediction [11]. With enough samples, ML techniques can achieve high perfor-
mance in the task of disease prediction and act as auxiliary diagnostic means to
provide accurate diagnosis. Such diagnostic tool has great social and economic
significance. For instance, reducing substantial false alarms not only avoid unnec-
essary psychological and expenditure burden of families, but improve utilization
of medical resources [8]. A refined screening system can be employed in remote
districts to enhance the overall quality of medical care in those places. To this
end, we aim to answer following two questions: What is the maximum predictive
performance that can be achieved by introducing ML to newborn screening and
What kind of metabolic patterns can help improve diagnostic accuracy.

Some related newborn screening projects have explored ML application in
IMD diagnosis [2–4]. Compared to these researches, which focus only a few com-
mon diseases, we analyzed 16 disorders and evaluated 9 ML algorithms on our
dataset. The experimental results demonstrate that more than 20 positive sam-
ples are required for a disease to achieve stable performance. Besides common
used biomarkers, we discover several metabolites are also contributive to iden-
tify diseases. Novel metabolic patterns of their combination outperform existing
diagnostic biomarkers. Based on our analysis, ML techniques are effective to
be integrated as auxiliary diagnostic tools under certain conditions. Our main
contributions are as follows:
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– Sixteen IMDs were covered in this study including both common and rare dis-
orders. Extensive experiments with more suitable ML techniques were applied
on a large dataset for analysis of practical screening problems.

– We identify a boundary that dividing the applicable situation of ML methods
and existing approaches based on the number of positive samples. Possible
solutions are provided in both situations.

– We discover novel metabolic patterns in several disorders that achieve higher
predictive performance than existing biomarkers.

– Compared to diagnostic methods in existing screening process, we proved
integrating ML techniques as auxiliary diagnostic tools can improve predictive
accuracy.

To the best of our knowledge, there are few researches that integrating ML
techniques into auxiliary diagnosis for dozens of IMDs. We point out strength
and weakness of both ML techniques and existing screening approaches in this
paper. What’s more, further researches can build customized models on the basis
of our analyses to improve the screening efficiency (Table 1).

Table 1. List of 16 IMDs investigated in our study.

Abbr. Disorders

PKU Phenylketonuria

PTPSD Tetrahydrobiopterin deficiency

MMA Methylmalonic acidemia

NICCD Neonatal intrahepatic cholestasis caused by citrin deficiency

MSUD Maple syrup urine disease

IVA Isovaleric acidemia

GA-I Glutaric acidemia type I

PA Propionic acidemia

ASS Citrullinemia type I

VLCAD Very long-chain acyl-CoA dehydrogenase deficiency

SCAD Short long-chain acyl-CoA dehydrogenase deficiency

MET Hypermethioninemia

IBD Isobutyryl-CoA dehydrogenase deficiency

GA-II Glutaric acidemia type II

CPT-I Carnitine palmitoytransferase I deficiency

PRO Proline acidemia

2 Methods

In this section, we first introduce details of the dataset applied in this study
and describe our preprocessing strategies including standardization and train-
test split. Various evaluation metrics are then discussed for our imbalanced data.
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They are employed reasonably in latter analysis. The experiment was performed
on a server with an Intel Xeon E5-2603 1.8 GHz CPU and 16 GB memory. The
implementations of ML techniques involved in the experiment are based on
the Scikit-learn machine learning framework [16] and imbalanced-learn from its
community [14].

Fig. 1. Number of patients with each disease.

2.1 Data and Preprocessing

The dataset is obtained from the Children’s Hospital, Zhejiang University School
of Medicine. It consists of 1,506,098 biochemical examination results of neonatus
by using MS/MS technique during the period between December, 2011 to Decem-
ber, 2016. Totally 43 biomarkers measured by MS/MS are used in our study
(Table A1 in Appendix A), including 11 amino acids, 31 carnitines and a ketone.
After excluding diseases with less than two confirmed patients, we obtained 16
IMDs of newborn listed in Tabel 1. Corresponding number of patients in our
dataset are shown in Fig. 1. It is worth noting that the actual incidences of dis-
orders are different while total 224 positive cases are only screened by MS/MS.
To study the impact of positive sample size on prediction performance, we set
two groups, i.e., G5 = {PKU, MMA, NICCD, SCAD, MET} and G16 = {all 16
disorders}, whose average number of positive cases are 32.8 and 14, respectively.

One-Versus-Rest (OVR) strategy, a frequently-used multiclass learning app-
roach, was applied to study each disease separately. That is, one disease was
selected as the positive class in each time while others were regarded as negative
classes. Common sample splitting strategies, e.g., shuffle split and stratified split,
may lead insufficient positive samples when setting small training size or bring
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redundant negative samples with large size of training set because the split-
ting almost follows positive-negative sample ratio. Thus, we design an unequal
stratified split method called US-split for train-test set generation. The US-split
method has a list of class-size parameter < C,S >, where S is training size
corresponding to target class C. For binary classification problem under OVR
strategy, < CP , SP > and < CN , SN > are two parameter pairs of US-split
that controls splitting size of positive and negative classes in training set. In our
experiment, we set Strain

P = 0.5 and Strain
N = 0.05 indicating sampling half of

positive data and 5% of negative data in the partitioning process. These sam-
ples were combined as a single training set. Similarly, Sval

P = 0.3 and Sval
N = 0.1

were employed for validation set and the remaining were for testing. We ran
US-split with replacement for 20 times to generate different train-validation-test
splits. All hyperparameters of ML algorithms involved in latter sections were
tuned independently in the validation set. Evaluation results of each test set
were averaged as the final performance.

A patient who has high metabolite concentration values may strongly affect
traditional standardization methods because large values would flat most of sam-
ples and make them hard to distinguish. In case of outliers, a robust standard-
ization was applied to training set and test set separately as follows:

Xstd =
X − Xmid

Xqmax − Xqmin
(1)

where Xmid is median for current set, Xqmax and Xqmin are two quantiles that
specify the standardizing scale. Due to few outliers, Xqmax = 0.95 and Xqmin =
0.05 were chose to cover most of normal samples.

2.2 Evaluation Metrics

We adopted various metrics to evaluate predictive performance from different
perspectives. Minimizing false positive rate (FPR) is the primary goal to improve
quality of newborn screening while keeping other performances unchanged.
Along with this, positive predictive value (PPV), sensitivity (SEN) and speci-
ficity (SPE) were considered as basic evaluation metrics. Furthermore, Fβ score
and G-mean were used for comprehensive ability evaluation.

Fβ = (1 + β2)
PPV × SEN

β2 × PPV + SEN
(2)

G-mean =
√

SEN × SPE (3)

Newborn screening dataset is a typical imbalanced dataset and the details
will be discussed in Sect. 3. To better evaluating performance of predictors on
this kind of dataset, many researches use Fβ to avoid being deceived by a single
basic metrics with good results due to preference of models. However, small
cardinality of patients would bring impact to PPV if the number of false alarms
change slightly. In Eq. (2), it is difficult to choose an appropriate β that balancing
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PPV and SEN to fairly reflect the model ability. As an alternative metrics that is
useful for imbalanced data, G-mean in Eq. (3) utilizes SPE to reduce instability
brought by PPV. Specificity is the complementary set of FPR so it satisfies
our top priority as well. Therefore, G-mean is more accord with this study and
chose as major evaluation metrics. We also calculate F1 score as a reference
where β = 1.

3 Results

3.1 Model Comparison

To validate feasibility of introducing ML techniques to newborn screening, we
selected nine suitable classification algorithms as shown in Table 2 to compare
their performances based on different evaluation metrics. Basically, these algo-
rithms can be categorized into various types such as weighted-bagging and boost-
ing of ensemble methods, linear or nonlinear mapping, tree-based models and
so on. Some special configurations of algorithms should be mentioned to avoid
misunderstanding. The gradient boosting in our experiment indicates gradient
boosting decision tree that using decision trees as weak learners. As for adap-
tive boosting (adaboost for short), we choose decision stump, or called one-level
decision tree [12] as the weak learner.

Table 2. List of nine machine learning algorithms evaluated in our study.

Abbr. Models

LR Logistic regression

LDA Linear discriminant analysis

DT Decision trees

RF Random forest

ET Extremely-randomized tree

GB Gradient boosting

ADA Adaptive boosting

SVM Support vector machine

kNN k Nearest neighbors

Hyperparameter optimization applied grid search measured by G-mean to
choose best configuration Pbest for diverse diseases and models. Other evalua-
tion metrics including PPV, SEN, and SPE were calculated based on the same
Pbest. Interestingly, we set three kernels, i.e., linear, polynomial and radial basis
function for SVM classifier in grid search and Pbest of SVM for different diseases
are all configured by the linear kernel. Thus, LSVM is treated as a synonym of the
SVM model equipped with linear kernel in the remainder of this paper. During
the test, all classifiers are equipped with corresponding Pbest. Average evaluation
results of diseases on group G5 and G16 are treated as their performances.
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Table 3. Average evaluation results of nine machine learning algorithms on group G5

and G16.

Metrics ADA LR GB DT ET LDA RF SVM KNN

GM .7201 .6114 .5519 .5347 .4988 .4549 .4050 .3235 .2282

.4549 .5397 .3872 .3768 .2973 .5071 .1892 .4387 .1225

F1 .5710 .3819 .3205 .3818 .2200 .2730 .3417 .1784 .1769

.3731 .2768 .2645 .2818 .1543 .3408 .1604 .2976 .1015

SEN .5906 .6585 .4498 .3937 .3523 .8851 .2679 .9130 .1146

.3814 .7066 .3301 .3053 .2218 .7399 .1327 .7647 .0712

SPE .9994 .8563 .9460 .9980 .9688 .5277 .9999 .3636 .9999

.9998 .7714 .9763 .9938 .9806 .7282 .9999 .6297 .9999

PPV .7013 .4877 .3715 .4905 .2791 .2747 .6083 .1929 .4658

.4408 .3031 .2962 .3299 .2039 .3420 .2614 .3016 .2164

Note: The Metrics GM, F1, SEN, SPE, PPV are G-mean, F1 score, sensitivity,
specificity, positive predictive value, respectively

As we can see in Table 3, the top three best performances for each metrics
are in bold. The result in the upper line represents the performance on G5 and
the lower line is on G16. There are some conclusions can be inferred according
to the observation of experimental results.

(a) In ensemble-based methods, boosting models especially adaboost have good
generalization on G5, but bagging methods including extremely-randomized
tree and random forest perform relatively poor. The reason is that positive
cases are insufficient to represent the real distribution. Inconsistent prob-
ability distributions are estimated by base classifiers, which affect bagging
methods. Their diverse opinions tend to misclassify samples hovering over
the border because of the independence between these base classifiers. That
is why sensitivity becomes a weakness for bagging models. As for boosting
methods, although their base estimators have high bias, the misclassification
is considered and passed to next iteration to repair errors. This propagation
pays more attention to indistinguishable samples to avoid missed diagno-
sis. Some false alarms occur but with limited sensitivity degradation, hence
keeping high comprehensive performance.

(b) Unlike ensemble methods, linear models such as LR, LDA and LSVM behave
well in G16. Specifically, linear models have the three best sensitivity yet
their specificity are the worst. The reason is these models have a less com-
plex decision boundary. Under the constraint of avoiding missed diagno-
sis, they naturally bring false alarms when searching more positive cases.
Also, insufficient positive samples reduce generalization of trained models.
No matter how to partition training and testing set, the diversity of pos-
itive cases is still low. Theoretically, the cutoff-based method is a kind of
näıve linear model. Thus, this evidence proves the shortcoming of traditional
cutoff-based decisions as well.
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(c) Similarity-based methods such as kNN require adequate decision supports
from data points nearby. For rare data problem, this kind of method is not
able to obtain enough information to distinguish positives from negatives so
it is not suitable in application of IMD diagnosis.

In general, most of evaluation results in G5 are better than G16. It is consis-
tent with the opinion that too few positive samples have impact on predictive
accuracy. In our scenario, ML algorithms require approximately 20 positive sam-
ples of a disorder to achieve stable performance. With the positive sample grows,
models would have higher accuracy for the disease prediction. Among these algo-
rithms, adaboost outperforms all other methods. If a dataset contains only a few
positive samples, existing cutoff-based methods or some linear classifiers could
be a good choice.

Table 4. Best algorithms for each disease in auxiliary diagnosis.

Disorders LR ADA SVM LDA DT

PKU � �
MMA �
NICCD � *

SCAD � �
MET �
PTPSD �
MSUD � *

IVA � *

GA-I �
PA �
ASS � *

VLCAD � * �
IBD *

GA-II � �
CPT-I � �
PRO �

Note: The symbol � denotes a model with
at least one highest score on G-mean or F1
metrics, and * indicates a model performs
both second best on two metrics. Disorders
belonging to G5 are in bold.

Based on the analysis results, Table 4 lists recommended ML algorithms that
achieve relative good predictive performance for each disease. An algorithm is
selected if it has one of the highest scores or both second-best in G-mean and F1

metrics. Otherwise, models are omitted in the table. Adaboost is quite appro-
priate for predicting IMDs if owning enough data of patients. It has preferable
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comprehensive ability and performs well in other basic metrics especially in PPV.
Besides, linear models cover nearly all diseases so they can be alternatives when
lack of positive data.

3.2 Feature Selection

Feature selection methods are designed to automatically filter out irrelevant
variables while retaining important features to accomplish certain tasks. Pop-
ular feature selection methods are usually as viable options for dataset with
tens of thousands of variables, such as gene segments or personalized recommen-
dation, to avoid curse of dimensionality. Although our dataset owns relatively
few features, other functionalities of those methods are still helpful for new-
born screening data analysis. In this section, we mainly focus on answering How
much performance improvement can a feature selection method brings to predic-
tors and Are those selected features reasonable enough to act as a supplement
for diagnostic guidance.

Wrapper-based, filter-based and embedded-based were described as three
typical types of feature selection methods [9]. We do not intend to analyze all
these methods for the former question, instead, we chose five popular feature
selection methods as listed in Table 5. Their selected features were compared to
existing diagnostic markers. Other feature construction methods, for instance,
principal component analysis (PCA), would not be involved because of inter-
pretable requirements constrained by the latter question.

Table 5. List of five feature selection methods and two baselines compared in this
study.

Types Methods (Abbr.)

Statistics χ2 test (Chi2)

Analysis of variance (ANOVA)

Information theory Mutual information (MI)

Model oriented L1-norm (L1-SVM)

Tree-based (ET)

Baseline None (origin)

General standard (existing)

Note: In model-oriented methods, L1-Norm indicates
using L1 regularization term to get sparse solution
based on SVM classifier and Tree-based uses extremely-
randomized tree as the model to fetch important features.
We set two baselines: “None” means using all 43 biomark-
ers without any feature selection and “General Standard”
applies metabolic patterns in existing newborn screening.
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(a) PKU (b) MMA

(c) NICCD (d) SCAD

(e) MET

Fig. 2. Predictive performance comparison on G5 before and after applying feature
selection methods and existing diagnostic biomarkers. X-axis represents the number of
selected features and Y-axis is average G-mean for all subgraphs.
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Figure 2 shows evaluation results of feature selection methods on G5. Each
subgraph consists of two parts: bar graphs are the highest G-mean score can
be achieved after using different selection algorithms; the dashed line represents
the best predictive performance based on existing diagnostic markers and the
solid line applies all metabolites in disease prediction. Two lines are treated as
baselines to explore effectiveness of these feature selection approaches. Features
were selected based on their own criterion such as statistical value or informa-
tiveness. In the experiment, we took out the most valuable features considered
by different algorithms one at a time and put it into a candidate set B. We iter-
atively compared changes in prediction performance with the size of B increase,
which are drawn in x-axis as the number of selected features. Up to eight most
valuable metabolites are analyzed that account for about 20% of total features.
It is remarkable that we enlarge y-axis for better observation of detailed results.
Information loss in the figure is inevitable but our primary purpose focuses on
higher scores.

From view of differences between two baselines, biomarkers used in newborn
screening are truly effective for diagnosis. The results validate the correctness
of using existing metabolic patterns. As for feature selection methods, features
selected by statistics-based approaches achieve a similar performance to diagnos-
tic markers in general situation. More concretely, ANOVA tends to pick more fea-
tures, which would not lead to significant improvement or bring any side effects.
Chi2 can find out the most relevant features rapidly but is narrowly beaten by
ANOVA. Those information theory or model oriented methods greatly outper-
form statistics-based approaches in some case while keeping similar performance
in others. Especially in MET prediction, MI and L1-SVM improve more than
20% performance compared to existing metabolic patterns. Although the first
two or three features selected by L1-SVM are usually meaningless, the algorithm
can rapidly locate the most valuable features in several more searching steps.
Selection criterion based on mutual information performs relatively stable with
the size of candidate set changes and the selected metabolic patterns would be
useful for diseases prediction. Similarly, the tree-based approach is quite pow-
erful and even the best in the most cases because it involves the idea of both
mutual information and bagging in the algorithm. According to the experimen-
tal results, model oriented method, especially ET, and mutual information are
recommended as auxiliary diagnostic tools for selecting biomarkers.

Table 6. Novel metabolic patterns found by algorithms.

Disorders Metabolic patterns

PKU PHE, TYR, LEU, VAL, PRO, ALA

MMA C16:1-OH, C3, MET, C0, C2, C18:1

NICCD CIT, PHE TYR

SCAD C4, C3, C5:1, C2, SA, C8, C10:1, C6DC

MET C4, C16:1-OH, C6, C5, PHE, C18:1-OH, C4DC+C5-OH, C18
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The most discriminating metabolic patterns found by ML techniques are
listed in Table 6. Biomarkers are ranked in the order of their importance. Metabo-
lites are in bold if they are involved in existing diagnostic patterns. For the first
four disorders, we can find that these biomarkers are also considered valuable
by feature selection algorithms, which verifies correctness of existing patterns.
Beyond that, some extra features are deemed to have potential relationships
to the cause of disorders. Surprisingly, mutual information approach does not
recommend methionine as the top important biomarker to MET. The deeper
reason requires further researches by medical experts.

3.3 Rare Data

Many existing ML algorithms assume input data have satisfied the hypothesis of
good quality, quantity and representation. Quite the contrary, incompleteness,
noise and other data issues in the real application scenarios are completely dif-
ferent from ideal condition. Among these, the class imbalance problem is one
of big and common challenges. The term majority class denotes the number of
samples in a class are overwhelming, otherwise is called minority class. There is
no definite boundary to distinguish whether a class is considered as majority or
not, but in general, the ratio of majority to minority usually reaches hundreds
to thousands. Furthermore, rare data problem is a extreme case of imbalance
problem, whose ratio is over ten thousand and more. For instance, the majority-
minority ratio of our dataset is from 22 thousand to 75 thousand according to
data description in Sect. 2. Thus, the absolute quantity of positive samples is rare
essentially and it is impractical to solve the insufficiency by increasing overall
sample size.

Balancing data by generating simulated samples in minority class or reducing
less useful samples in majority class is a natural way to solve this kind of issue.
Correspondingly, over-sampling and under-sampling are two types of solutions.
We selected two random sampling methods and six advanced works to solve rare
data problems, as listed in Table 7. On the basis of metabolic patterns shown
in Table 6, re-sampling algorithms are employed to explore possible performance
improvements. These algorithms only act on training set without any change in
testing set.

Figure 3 shows performance comparisons between before and after apply-
ing re-sampling algorithms, which are represented as red lines and bar graphs,
respectively. Red lines are used as baselines indicating the highest G-mean
achieved in Fig. 2. However, it seems these algorithms incur a slight performance
degradation in some cases. Two random methods are not stable as expected but
still useful in some situation. In general, under-sampling methods perform a lit-
tle bit better than over-sampling method except One-Sided Selection. But for
MET, over-sampling methods are beyond the baseline and achieve higher perfor-
mance. Core concept of re-sampling techniques utilizes neighbors in the adjacent
area to generate simulated samples or drop redundancy. Simulated samples are
lack of novelty and informativeness if minor classes provide only a few samples
as seeds. Thus, over-sampling methods are not recommended for rare data in
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Table 7. List of resampling algorithms for rate data learning.

Types Methods

Under sampling Random under sampling

Tomek links [17]

One-sided selection [13]

Edited nearest neighbors [19]

Over sampling Random over sampling

SMOTE [6]

Borderline-SMOTE [10]

Mixed SMOTE + ENN [1]

general circumstances. However, it could be effective if positive samples have a
dense distribution. Generated cases are able to represent relative small sample
space with less seed samples. Although under-sampling methods are not help-
ful for performance improvement, they are also valuable in other applications.
For instance, these methods exclude many redundant samples without too much
performance degradation, hence selected samples can be used to describe the
profile of normal population and new classifiers can be designed based on it.

(a) PKU (b) MMA (c) NICCD (d) SCAD (e) MET

Fig. 3. Predictive performance in G5 after using re-sampling algorithms. The red line
in each subgraph is a baseline representing highest G-mean after applying feature
selection algorithms. (Color figure online)
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4 Conclusion

Simple cutoff values and doctor’s experiences in existing process of newborn
screening have limitations on dealing with large-scale MS/MS examination
results. To provide more accurate diagnosis of IMDs, we analyze samples of
1.5M neonates and apply several techniques, including ML algorithms, feature
selection and re-sampling methods, to improve accuracy in disorder prediction.
Experimental results show that adaptive boosting achieves the best compre-
hensive performance compared to other ML algorithms. Furthermore, feature
selection methods are able to find more discriminating metabolites than existing
cutoff values on biomarkers. Our analyses also demonstrate that ML algorithms
require at least 20 positive samples to achieve stable prediction. For disorders
with more than twenty patients, ML techniques can become effective auxiliary
diagnostic means for IMDs.
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A MS/MS Biomarkers

Table A1. Overview of 43 biomarkers measured by MS/MS in this study.

Amino acid Carnitine

Alanine (ALA) Free (C0)

Arginine (ARG) Acetyl (C2)

Citrulline (CIT) Propionyl (C3)

Glutamate (GLU) Malonyl+Hydroxybutyryl (C3DC+C4OH)

Leucine (LEU) Butyryl (C4)

Methionine (MET) Methylmalonyl+Hydroxyisovaleryl (C4DC+C5OH)

Ornithine (ORN) Isovaleryl (C5)

Phenylalanine (PHE) Tiglyl (C5:1)

Proline (PRO) Glutaryl+Hydroxyhexanoyl (C5DC+C6OH)

Tyrosine (TYR) Hexanoyl (C6)

Valine (VAL) Methylglutaryl (C6DC)

Octanoyl (C8)

Ketone Octenoyl (C8:1)

(continued)
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Table A1. (continued)

Amino acid Carnitine

Succinylacetone (SA) Decanoyl (C10)

Decenoyl (C10:1)

Decenoyl (C10:2)

Dodecanoyl (C12)

Dodecenoyl (C12:1)

Myristoyl (C14)

Myristoleyl (C14:1)

Tetradecadienoyl (C14:2)

Hydroxytetradecadienoyl (C14OH)

Hexadecanoyl (C16)

Hexadecenoyl (C16:1)

Hydroxypalmitoyl (C16OH)

Hydroxypalmitoleyl (C16:1OH)

Octadecanoyl (C18)

Octadecenoyl (C18:1)

Linoleoyl (C18:2)

Hydroxystearoyl (C18OH)

Hydroxyoleyl (C18:1OH)
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Abstract. Various malware families frequently apply Domain Gener-
ation Algorithms (DGAs) to generate numerous pseudorandom domain
names to communicate with their Command and Control (C&C) servers.
Security researchers make a lot of efforts to detect Algorithmically Gen-
erated Domains (AGDs) for fighting Botnets and relevant malicious net-
work behaviors. In this paper, we propose a new AGD detection app-
roach, Nemesis, based on a Long Short-Term Memory (LSTM) language
model. Nemesis can identify whether given domain names are AGDs
according to their string compositions, and without additional informa-
tion. Nemesis first leverages an n-gram dictionary, which is built on real
domain names, to tokenize domain names into n-grams. Then a pre-
trained detector is used to classify domain names as real ones or AGDs
according to the tokenized results. We evaluate Nemesis’ abilities to
detect domain names generated by known DGAs and to discover new
DGA families. It turns out that Nemesis can accurately detect AGDs
with the precision of 98.6% and the recall of 96.7%. Besides, we verify
that Nemesis largely outperforms several existing effective approaches.

Keywords: Domain Generation Algorithm · LSTM ·
Language model · Deep learning

1 Introduction

The Domain Name System (DNS), which resolves domain names into IP
addresses, is an important public infrastructure and significant for the collabora-
tion of the Internet. However, this mechanism can also be abused by malware to
communicate with their Command and Control (C&C) servers. Since it can be
easily blocked by blacklists to use hard-coded IP addresses or domain names to
establish C&C connections, a variety of malware families apply a more sophis-
ticated mechanism known as Domain Generation Algorithms (DGAs) to hide
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their C&C servers [1]. In a botnet, such as Conficker and Mirai, each compro-
mised computer (bot) algorithmically generates a large set of domain names
and queries each of them until one of them is resolved successfully, and then the
bot contacts the resolved domain name, which is typically corresponding to the
IP address of the C&C server (botmaster). Once the connection is established,
the bots can be controlled by the botmaster to launch distributed denial-of-
service (DDoS) attacks, steal data and privacy, mine digital currency illegally,
etc [2]. For example, on October 21, 2016, a large DDoS attack on Dyn, a DNS
provider was performed through a Mirai botnet, which involved 100,000 mali-
cious endpoints. The Mirai botnet sent superfluous DNS requests to overload
the DNS servers, and the serious consequences of this attack caused dozens of
popular websites unreachable for the users in North America. Besides botnets,
spammers also generate pseudorandom domain names in spam emails to avoid
detection by regular expression based domain blacklists [3].

Since Algorithmically Generated Domains (AGDs) are involved in various
malicious network behaviors mentioned above, it becomes a crucial topic of con-
cern for researchers to detect AGDs automatically and accurately. Some tradi-
tional AGD detection approaches leverage the distribution of characters in the
domain [3]. These approaches are simple but hard to achieve good effects. Others
utilize human engineered lexical features [4,5], nevertheless, it is time-consuming
to construct effective features.

Motivated by these reasons, we propose a new AGD detection approach called
Nemesis1, which is implemented based upon an LSTM language model. Nemesis
first tokenizes a domain name into n-grams and then classifies it as a real domain
name or an AGD according to these n-grams. The key insight of Nemesis lies
in the truth that domain names are composed of syllables or acronyms for easy
readability, and n-grams can represent both of them. Nemesis only mines the n-
gram information of domain names but can still keep high precision and recall.
Specifically, we make the following key contributions:

– Nemesis can identify whether a single domain name is an AGD according to its
string composition. It does not need extra data or the association information
of multiple domain names.

– Nemesis can detect AGDs of known DGA families with high precision of
98.6%, recall of 96.7%, an F1-Score of 97.6%, and it largely outperforms
detection approaches based on KL, ED, and JI.

– We verified that Nemesis is also able to discover new DGA families, which
are not seen in the training data. Specifically, we test Nemesis on AGDs of
10 new DGA families individually, and it can achieve high recall values for
every DGA family.

The rest of the paper proceeds as follows. Section 2 summarizes related work
in DGA detection and discusses their limitation. Section 3 introduces an overview
of our approach and then describes how to implement each module in detail.
Section 4 presents the experimental setup, including datasets and evaluation
metrics. After that, we compare Nemesis with a typical prior work in Sect. 5.
Finally, we conclude our work in Sect. 6.
1 Nemesis is the goddess of retribution for evil deeds in ancient Greek mythology.
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2 Related Work

Researchers propose a variety of approaches [3–10] to detect AGDs. Anton-
akakis et al. [4] develop a detection system called Pleiades to identify DGA-
based bots. Their insight is that most DGA-generated domains queried by bots
will result in Non-Existent Domain (NXDomain) responses, and that bots using
the same DGA algorithm will generate similar NXDomain traffic. Pleiades is
implemented based on a combination of clustering and classification algorithms.
At first, Pleiades clusters domains based on the similarity in the lexical fea-
tures of domain names and the groups of machines that queried these domains.
Then Pleiades uses the classification algorithm to assign the generated clusters
to models of known DGAs. A new model indicating a new DGA family will be
produced if a cluster cannot be assigned to a known model.

Schiavoni et al. [5] propose Phoenix, a mechanism to detect and classify
AGDs. Phoenix first proceeds a binary classification to identify AGDs and real
domains based on two linguistic features, namely, the meaningful character ratio
and the N-gram normality score. These features are able to measure the meaning
and pronounceability of domain names. Then they calculate the probabilistic
distribution for legitimate domains based on those linguistic features, and cluster
suspicious domain names with known AGDs to classify them as belonging to
specific malware families.

Although previous work mentioned above can obtain good effects in terms
of detection precision or accuracy, they rely strongly on string-based and host-
based features of domain names. These features are time-consuming to construct
and extract, and host-based features, such as IP addresses, may change over
time. Thus, to build a simple AGD detection approach based on string-based
information only, Yadav et al. [3] leverage three metrics of distance to detect
AGDs, including Kullback-Leibler (KL) distance, Edit distance (ED) and Jac-
card Index (JI). These metrics can be easily calculated based solely on sets
of domain name strings, and researchers do not need to spend a lot of time
on feature engineering for domain names. Although detection method based on
these metrics can achieve high accuracy for some DGA families, they have two
essential shortcomings. On the one hand, approaches based on KL and JI only
leverage the character distributions of domain names. Therefore, the can hardly
work on AGDs that have different character patterns but similar distribution as
real domain names. On the other hand, approaches based on ED can only detect
domain names generated with regular grammar.

3 Proposed Approach

As discussed above, some existing AGD detection approaches are not efficient
enough since they spend a lot of time and resources on constructing string-based
and host-based features. Thus, in this paper, we propose a new AGD detection
system called Nemesis, which does not rely on human-engineered features. Specif-
ically, Nemesis is implemented based upon an LSTM language model, and it only
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leverages the string-based information of domain names. In this section, we first
introduce the architecture of Nemesis, then describe the implementation of each
component in detail.

3.1 Architecture of Nemesis

The ultimate purpose of Nemesis is to identify whether unlabeled domain names
are real ones or AGDs. Nemesis takes unlabeled domain names as the input,
then it outputs the corresponding class label of each unlabeled domain name.
To this end, Nemesis first tokenizes each domain name into n-grams according
to a predefined n-gram dictionary, then trains an LSTM neural network based
on the tokenized results, and uses this network to identify unlabeled domain
names at last. As shown in Fig. 1, Nemesis generally consists of three modules:
the Modeling module, the Training module, and the Detecting module.

Real Domain Names

12 3

n-gram Generator 

n-gram Dictionary 

Labeled Domain Names

n-gram Tokenizer 

Tokenized Domain 
Names

Model Trainer

Training module

Modeling module

n-gram Tokenizer 

Unlabeled Domain Names

Tokenized Domain 
Names

DGA Detector

Detecting module

LabelsModel

Fig. 1. The architecture of Nemesis.

Modeling Module. The purpose of the Modeling module is to build an n-gram
dictionary which includes common n-grams of real domain names. The input to
this module is a set of known legitimate domain names, and the output is an
n-gram dictionary. This dictionary will be used by the n-gram Tokenizer in the
Training module and the Detecting module. The only component of this module
is the n-gram Generator, which will be detailly described in Sect. 3.2.

Training Module. The input to the Training module is a set of labeled domain
names consisting of known AGDs and legitimate domain names, and the output
is a trained LSTM network model. There are two important components in
this module: the n-gram Tokenizer and the Model Trainer. We use the n-gram
Tokenizer, which is implemented based on the n-gram dictionary obtained in the
Modeling module, to tokenize domain names into n-grams, and then employ the
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Model Trainer to train the LSTM network. The trained model can automatically
distinguish AGDs in unlabeled domain names and will be used as the DGA
Detector in the Detecting module.

Detecting Module. The input to the Detecting module is a set of unlabeled
domain names, and the output is the corresponding class label of each domain
name. This module contains two major functional components, the n-gram Tok-
enizer and the DGA Detector. The former is the same as the n-gram Tokenizer in
the Training module, and the latter is the LSTM model trained in the Training
Module. They will be described in Sects. 3.3 and 3.4 respectively. We classify
unlabeled domain names in two steps. First, we utilize the n-gram Tokenizer to
tokenize unlabeled domain names into n-grams. Second, we leverage the DGA
Detector to label these tokenized unlabeled domain names as real ones or AGDs.

3.2 n-gram Generator

For readability and pronounceability, real domain names are usually composed
of syllables or acronyms. Since it is hard to collect all syllables and acronyms,
we compromise to represent them with n-grams. Nemesis learns the rules that
how syllables or acronyms form real domain names and identifies domain names
that disobey the rules as algorithmically generated. The n-gram Generator is
tasked with extracting n-grams from real domain names and build a dictionary
containing the most common n-grams.

The input to the n-gram Generator is a set of real domain names, such as
Alexa top 1 million, and the output is an n-gram dictionary providing for the
n-gram Tokenizer. First, we count the occurrences of each n-gram in real domain
names, with n = {1, 2, 3, 4}. For example, in domain name “google”, 1-grams
include {‘g’, ‘o’, ‘l’, ‘e’}, and the corresponding occurrences are respectively {2,
2, 1, 1}. 2-grams include {‘go’, ‘oo’, ‘og’, ‘gl’, ‘le’}, and the corresponding occur-
rences are respectively {1, 1, 1, 1, 1}. Similarly, 3-grams and 4-grams can be
counted in this way. Next, we sort all these n-grams by their occurrence frequen-
cies in ascending order and collect the top 5000 into a dictionary. By extracting
n-grams from domain names, we are trying to acquire the most frequent combina-
tions of characters (including lower-case letters, digits, and hyphens) in domain
names.

For a fully qualified domain name (e.g. www.example.com), the rightmost
segment (e.g. com) is the top-level domain (TLD), and example.com is the
second-level domain name (2LD). Since legitimate TLDs come from a well-known
list [11], it is unnecessary for DGAs to generate a TLD. Therefore, we refer to
effective 2LD (e.g. example) as “domain name” in this paper.

3.3 n-gram Tokenizer

The n-gram Tokenizer splits domain names into n-grams according to the dictio-
nary obtained from the n-gram Generator. The input to the n-gram Tokenizer is

www.example.com
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unlabeled domain names, and the output is the corresponding tokenized domain
names (i.e., an n-gram list) for each of the unlabeled domain names.

In this paper, we adopt the Bi-direction Maximum Matching (BMM) Method
to tokenize domain names into n-grams. The BMM Method fits languages that
have no space to delimit words or characters, such as Chinese and Japanese.
The principle of the BMM Method is a combination of the Forward Maximum
Matching Method and the Backward Maximum Matching Method. The Forward
Maximum Matching Method aims to partition a sentence into words from left
to right as long as possible. In contrast, the Backward Maximum Matching
Method partitions a sentence into words from right to left as long as possible.
For the same sentence, the BMM Method compares the results from the Forward
Maximum Matching Method and the Backward Maximum Matching Method,
and chooses the better one according to the following rules:

– If the segmentation results from those two methods are the same, choose
either of the two.

– If the number of words in the segmentation results from those two methods
are not equal, choose the result that has fewer words.

– If the number of words in the segmentation results from those two methods
are equal but these two results are not the same, choose the result that has
less individual characters.

As we know, a domain name is a contiguous string without spaces, which
is similar to the writing convention of Chinese and Japanese. Thus, in the n-
gram Tokenizer, we regard domain names and n-grams as sentences and words
respectively, then we can apply the BMM Method to domain names. In practice,
the n-gram dictionary produced by the n-gram Generator contains all individual
characters (1-gram) that appear in real domain names. Therefore, it is unneces-
sary to worry about meeting an n-gram that does not exist in the dictionary.

3.4 DGA Detector

The purpose of the DGA Detector is to distinguish AGDs from real domain
names. After getting tokenized domain names from the n-gram tokenizer, we
input them to the DGA Detector and expect it to output the corresponding
class label of each domain name. The DGA Detector is implemented mainly
based on an LSTM neural network which is widely used in natural language
processing. The architecture of the DGA Detector is shown in Fig. 2.

The Numeric Encoder is employed to convert the tokenized domain name
(an n-gram list) to a numeric vector since the neural network can only deal with
tensors but not strings. It can be simply accomplished by replacing each n-gram
with its sequence number (range from 1 to 5,000) in the n-gram dictionary to
form a numeric vector. Then we pad the vector with 0 to make all of them have
the same length l. The parameter l is the maximum number of n-grams in a
single tokenized domain name.

The embedding layer converts the l-length vector to a 2-D tensor in the
shape of l∗d. The tunable parameter d is the output dimension of this layer. We
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Tokenized domain name
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Dropout layer
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Output label

Fig. 2. The architecture of DGA detector

conduct several experiments with different parameter d and find the detection
results are not very sensitive to it. Thus it is not important to choose the best
parameter d and we set a proper value d = 64 to provide enough degrees of
freedom to the model in subsequent experiments.

LSTM can capture meaningful temporal relationships among tokens in a
sequence [12]. The LSTM cell consists of a state that can be read, written or
reset via a set of programmable gates, thereby mitigating the vanishing gradients
problem [13]. The LSTM layer can implicitly extract features of domain names
and learn the contextual information of n-grams. This layer takes the output of
the embedding layer as input, and a dropout layer is applied to the output to
avoid overfitting when training the neural network.

The fully connected output layer is a simple logistic regression. It outputs
the probability that the input domain name is algorithm generated. At last, the
DGA Detector can label the domain name by comparing the probability with a
proper threshold. We describe how to choose the optimal threshold in Sect. 5.1.

4 Experimental Evaluation

In this section, we design two experiments to evaluate the effectiveness of Neme-
sis. We first introduce the data sets used in our experiments, then define the
evaluation metrics, and finally describe the experimental setup in detail.
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4.1 Data Sets

To evaluate Nemesis, we collect 30 typical DGA families used by live botnets
and select ten of them (i.e., Conficker, Banjori, Corebot, Cryptolocker, Dircrypt,
Kraken v1, Locky v2, Pykspa, Qakbot, and Simda) that are more difficult to
detect. We build two data sets for subsequent experiments:

– malicious dataset : We use each of these ten DGA families to generate 10k
AGDs respectively, and regard all of these 100 k AGDs as the malicious
dataset.

– legitimate dataset : We randomly sample 100 k domain names from Alexa top
1 million on 28th, Oct 2018 as legitimate dataset.

4.2 Evaluation Metrics

To evaluate the effectiveness of an AGD detection approach, we first make three
definitions for further analysis:

– True Positives (TP): the number of domain names that are classified as AGDs
by a detection approach and are indeed AGDs;

– False Positives (FP): the number of domain names that are classified as AGDs
by a detection approach but are real ones in fact;

– False Negatives (FN): the number of domain names that are classified as real
ones by a detection approach but are AGDs in fact.

Based on these definitions, we use three evaluation metrics, Precision (P),
Recall (R) and the F1-Score (F1), to measure the effectiveness of a certain AGD
detection approach. They can be calculated as follows:

P =
TP

TP + FP
(1)

R =
TP

TP + FN
(2)

F1 =
2 × P × R

P + R
(3)

Precision and recall reflect the ability of the detection system in two aspects
respectively. We expect the two values to reach the maximum. However, these
two metrics are often contradictory, so we use F1-Score as a compromise between
the two.

4.3 Experimental Setup

We conduct two different experiments, Experiment I and Experiment II, to eval-
uate Nemesis from two aspects.
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Experiment I. The purpose of this experiment is to evaluate the ability of
Nemesis to accurately identify domain names generated by known DGAs. Specif-
ically, We use 90% of the domain names in legitimate dataset and malicious
dataset as the training dataset, and the rest 10% as the test dataset. We use
precision, recall, and F1-Scores to evaluate Nemesis in this experiment. At the
same time, we compare Nemesis with previous work in this experiment.

Experiment II. The purpose of this experiment is to evaluate the ability of
Nemesis to identify AGDs generated by new DGA families which does not appear
in the training dataset. To this end, we apply the leave-one-out cross-validation
(LOOCV) method at the level of DGA families. Specifically, for each DGA fam-
ily, we collect domain names generated by this DGA as test dataset, and the
training dataset consists of domain names from legitimate dataset and those
generated by nine other DGA families. Since we only care about the proportion
of domain names that are correctly identified, only recall is used to evaluate
Nemesis in this experiment. Similarly, we also compare Nemesis with previous
work in this experiment.

The results of Experiments I and II will be presented in Sect. 5.

5 Comparisons

To show the effectiveness of Nemesis, we compare it with a prior AGD detection
approach in the process of Experiment I and II. In this section, we introduce the
prior work at first, then presents the results of Experiment I and II.

5.1 Prior Work

As described in Sect. 2, Yadav et al. [3] use Kullback-Leibler (KL) Distance,
Edit Distance (ED) and Jaccard Index (JI) to detect AGDs. Recently, Fu et al.
[14] also apply these three forms of distance to detect real-life DGA families and
achieve good results for five of them. This approach only requires the string-based
information of domain names, which is similar to Nemesis, thus we compare it
with Nemesis. The main idea of this approach is easy to understand. Given an
unlabeled domain name d, the detection procedure can be divided into three
steps: (1) Calculate the distance between d and a set of real domain names. (2)
Calculate the distance between d and a set of AGDs. (3) Classify d as a real one
or an AGD according to which distance is closer. Next, we will describe how to
calculate these distances in detail.

Kullback-Leibler Distance. KL distance is a metric to measure the diver-
gence between one probability distribution diverges and a reference probability
distribution. In terms of a domain name, the probability distribution refers to
the distribution of occurrence frequencies of all valid characters. For simplifica-
tion, suppose that the list of valid characters in domain names is [a, b, c, d, e, f],
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then the probability distribution of domain name “faddec” is [1/6, 0, 1/6, 1/3,
1/6, 1/6]. For discrete probability distributions P and Q defined on the same
probability space, the KL distance between them can be calculated as follows:

DKL(P‖Q) =
∑

i

Pi log
Pi

Qi
(4)

where i is the index of the value in a discrete random variable. It is evident that
KL distance between P and Q is not symmetric, so we can define a symmetric
KL distance for uniformity:

DKLsym(PQ) =
1
2
(DKL(P‖Q) + DKL(Q‖P )) (5)

Edit Distance. The Edit Distance [15] between two strings A and B are defined
as the minimum times of edit operations required to convert A to B. Only three
edit operations are allowed: insertion, deletion, and substitution of single char-
acters. ED is symmetric and can be easily calculated by dynamic programming
methods.

Jaccard Index. JI [16] is a metric to measure the similarity between two finite
sets A and B. It is defined as:

JI(A,B) =
|A ∩ B|
|A ∪ B| (6)

In our experiments, we can refer the sets of characters in two domain names
as set A and B respectively. Note that JI measures similarity while KL and ED
measures dissimilarity, we can define JI Distance for uniformity:

dJI(A,B) = 1 − JI(A,B) = 1 − |A ∩ B|
|A ∪ B| . (7)

After figuring out the meaning of each metric, we now focus on how to detect
AGDs with them. Given a test domain name dt, we can use one of the three
statistical distances to determine whether it is an AGD by following steps:

(1) Calculate d(L) and d(M) which denote respectively the average distance
from dt to each domain names in the legitimate dataset and the average
distance from dt to each domain names in the malicious dataset.

(2) Calculate Δd which denotes the difference between d(L) and d(M), namely
Δd = d(L) − d(M). The greater Δd, the more likely dt is legitimate than
malicious.

(3) Select a proper threshold topt for Δd and build a classifier. If Δd is greater
than or equal to topt, the classifier will judge dt as real. Otherwise, dt is
judged as an AGD.
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Fig. 3. An ROC curve demo

Then we leverage the Receiver Operating Characteristic (ROC) curve [17] to
select the optimal threshold topt as follows: (1) Sample nine-tenth of the training
dataset in Experiment I to train the classifier and use the rest one-tenth as the
test dataset. (2) Select different t to calculate true positive rates (TPRs) and
false positive rates (FPRs). (3) Draw the ROC curve based on the series of TPRs
and FPRs, as shown in Fig. 3. (4) Find the closet point A on the ROC curve to
the point (0,1), and the corresponding threshold is the optimal threshold topt.

5.2 Experimental Results

Experiment I. This experiment compares the ability of several approaches to
accurately detect domain names generated by known DGA families. Figure 4
shows the results comparison among Nemesis and previous approaches based
on KL, ED and JI. As illustrated in Fig. 4, Nemesis reaches the highest values
of precision (98.6%), recall (96.7%) and the F1-Scores (97.6%), while those of
the other approaches range from 72% to 83%. Obviously, the experiment result
suggests that Nemesis has a considerable advantage in terms of detecting AGDs
generated by known DGAs over approaches based on KL, ED and JI.

Experiment II. This experiment compares the ability of several approaches
to discover new DGA families. Table 1 displays the recall values of Nemesis
and approaches based on KL, ED and JI. In terms of certain DGAs, previous
approaches are even inferior to an untrained binary classifier since they get recall
values lower than 50%, though they may achieve better results than Nemesis on
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Fig. 4. Results of Experiment I

Table 1. Recall of four detection approaches on 10 DGA families in Experiment II

DGA name Nemesis KL ED JI

Conficker 0.833 0.879 0.402 0.902

Banjori 0.945 0.876 0.922 0.884

Corebot 0.975 0.572 0.743 0.473

Cryptolocker 0.903 0.821 0.835 0.794

Dircrypt 0.968 0.901 0.873 0.893

Kraken v1 0.994 0.912 0.822 0.904

Locky v2 0.983 0.886 0.929 0.813

Pykspa 0.985 0.473 0.895 0.402

Qakbot 0.942 0.899 0.793 0.845

Simda 0.834 0.858 0.729 0.784

other DGAs. In contrast, recall values of Nemesis are all greater than 83%, which
means Nemesis has better stability in discovering different DGA families. In a
word, Nemesis is stable and effective to discover unknown DGAs.

6 Conclusion

This paper represents a new AGD detection approach, Nemesis, which is imple-
mented based on an LSTM language model. It takes unlabeled domain names
as inputs, and outputs whether the domain names are AGDs or not. Nemesis
employs theories and techniques in natural language processing and deep learn-
ing. It can learn from labeled domain names automatically and does not require
any other additional information. We conduct two experiments on ten DGA
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families to measure the abilities of Nemesis, i.e., the ability to detect AGDs of
known DGAs and to discover new DGA families. The experiment results show
that Nemesis outperforms the prior work in both respects.
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Abstract. Sentiment classification is a critical task in sentiment anal-
ysis and other text mining applications. As a sub-problem of sentiment
classification, positive and unlabeled learning or positive-unlabeled learn-
ing (PU learning) problem widely exists in real-world cases, but it has
not been given enough attention. In this paper, we aim to solve PU
learning problem under the framework of adversarial training and neural
network. We propose a novel model for PU learning problem, which is
based on adversarial training and attention-based long short-term mem-
ory (LSTM) network. In our model, we design a new adversarial train-
ing technique. We conducted extensive experiments on two real-world
datasets. The experimental results demonstrate that our proposed model
outperforms the compared methods, including the well-known traditional
methods and state-of-the-art methods. We also report the training time,
and discuss the sensitivity of our model to parameters.

Keywords: Sentiment analysis · PU learning problem ·
Adversarial training · LSTM · Attention mechanism

1 Introduction

Sentiment analysis is one of key tasks in natural language processing (NLP)
and has received a lot of attention in recent years [21,26]. As a basic problem of
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sentiment analysis, sentiment classification aims to classify reviews or comments
into different sentimental polarities [16]. Along with the rapid development of
e-commerce sites and social networking sites, the volumes of reviews and com-
ments increase dramatically, and those online sites are in need of analyzing the
polarities from large volumes of reviews and comments with high accuracy [5,6].

Many works have tried to address sentiment classification using various tech-
niques, including K-Nearest Neighbor (KNN), Support Vector Machine (SVM),
Näıve Bayes, neural networks and some other methods [3,29]. Meanwhile, as an
effective technique for improving the robustness of machine learning methods,
adversarial training has been also studied in tasks of text mining and natural
language processing. In this paper, we exploit adversarial training in sentiment
analysis, and there are few works exploiting adversarial training in sentiment
analysis. For adversarial training, we have the following observations.

1. Traditional classifiers are likely to suffer from overfitting problem [8]. That
is, a classifier overwhelmingly fits a certain words distribution in training
reviews set and is trained to obtain a collection of parameters, but fails to fit
the words distribution in test reviews set or new reviews set.

2. Adversarial examples are inputs formed by adding small perturbations with
the intent of causing classifiers (e.g., neural networks) to misclassify [23], and
can attack the generalization and fitness of classifiers. It can be inferred that
a new classifier that is capable of resisting the attack of adversarial examples
can achieve promising performance.

In this paper, we aim to solve the positive and unlabeled learning (PU learn-
ing) problem. In PU learning problem, there only exist positive labeled and unla-
beled reviews, without any negative labeled reviews. PU learning problem indeed
exists in real-world cases, and takes an important role in sentiment analysis [17].
PU learning problem was studied by previous works [13,25]. In real-world cases,
e-commerce sites and social networking sites can indeed confront PU learning
problem. In this paper, we aim to solve PU learning problem based on adversar-
ial training and neural network. Note that, there are several obstacles to exploit
adversarial training in PU learning problem, including

1. Adversarial training requires that all training data have been labeled, but
there are no negative labeled reviews in PU learning problem.

2. The evaluation metric for PU learning problem is usually F1-score, precision
or recall, which cannot be modeled in the current loss function of adversarial
training, which increases the difficulty in optimization during training process.

In this paper, we aim to solve PU learning problem comprehensively under
the framework of adversarial training and neural network. In the proposed solu-
tion, we first identify negative reviews from unlabeled reviews. Then, we build
an attention-based LSTM (Long Short-Term Memory) network, enhanced with
an improved adversarial training method. We evaluate our models in two real-
world datasets. The experimental results demonstrate that our models achieve
the best performance, compared to a series of existing methods.

In summary, the contributions of this paper are as follows.
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1. We propose a comprehensive solution to solve PU learning problem. The pro-
posed solution is based on adversarial training and attentive LSTM network.

2. In PU learning problem, the procedure that distinguishes negative labels from
unlabeled texts, is likely to introduce noise into training review texts, which
can further hurt the classification performance. To tackle this issue, we pro-
pose an enhanced adversarial training method, adding a new perturbation to
the word embeddings in LSTM network.

3. We conduct comparison experiments in two real-world datasets, and the
experimental results demonstrate that our models can achieve better per-
formance than compared methods. We also conduct sensitivity experiment to
give instructions for selecting optimal parameter.

The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 elaborates the detail of our proposed model. Section 4 presents
the experimental results and gives further analysis. Section 5 reports the sensi-
tivity experimental result. Section 6 concludes the whole paper.

2 Related Work

There have been many works studying sentiment classification, which employ a
variety of methods, including machine learning methods (e.g., KNN, SVM and
Näıve Bayes) and neural network methods [15]. PU learning (positive and unla-
beled learning) problem is a sub-problem of sentiment classification, where there
are no negative labels in corpus, but only positive and unlabeled reviews. PU
learning problem also exists in real-world e-commerce sites and social networking
sites. As for adversarial training, it has been verified to be effective to improve
the robustness of models in many applications.

PU learning problem was first studied in [17]. In PU learning problem, there
is a preliminary task to construct a classifier to identify negative labeled reviews
from positive and unlabeled review texts. [14] proposed a whole framework and
identified negative labeled reviews using Rocchio technique. [4] studied the design
of the loss function in PU learning problem. The authors established the gen-
eralization error bounds for loss function in PU learning problem. [25] and [13]
focused on a specific but valuable problem, that was, to detect deceptive reviews
from positive and unlabeled reviews. In this paper, we aim to solve PU learn-
ing problem based on adversarial training and attentive neural network. The
procedure of identifying negative labeled reviews is highly likely to bring erro-
neous labels, and we design a new adversarial training method to attack these
erroneous labels, further improving the classification performance.

Adversarial training aims to improve the robustness of machine learning
models by exposing a model to adversarial examples during training process.
Adversarial training was first introduced in the problem of image classification,
where the input image pixels were continuous values [8], and researchers studied
adversarial training technique from many aspects [7,12]. [23] proposed a new
algorithm of crafting adversarial examples. [20] adapted adversarial training to
solve text classification in a semi-supervised setting. [27] employed adversarial
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training in relation extraction problem and proposed an improved neural net-
work architecture. As a prevailing tool in many artificial intelligence tasks, the
generative adversarial net (GAN) proposed by [7] also borrows ideas from adver-
sarial training. In this paper, we exploit the potential of adversarial training in
improving the performance of PU learning problem.

3 Adversarial Training for Sentiment Classification

In this section, we first state the base models employed in our methods, and
then elaborate the proposed model for PU learning problem.

3.1 The Base Models

LSTM Network. Recurrent neural network (RNN) takes sequential data as
input, and finishes the computation via recursive cells. Standard RNN has several
problems in training process, such as gradient vanishing and gradient explod-
ing. To address these issues, LSTM network is developed and achieves superior
performance [9]. Formally, each cell in LSTM is computed as follows.

X =
[
ht−1

xt

]
(1)

ft = σ(Wf · X + bf ) (2)
it = σ(Wi · X + bi) (3)
ct = ft � ct−1 + it � tanh(Wc · X + bc) (4)
ot = σ(Wo · X + bo) (5)
ht = ot � tanh(ct) (6)

At time step t, the previous hidden output ht−1 and the current input xt together
form the input X (see Eq. 1). There are three gates in an LSTM cell, which are
forget gate, input gate and output gate. Forget gate outputs a value in [0, 1], to
indicate the amount of information from previous cell that need to be dumped
in Eq. 2. Input gate first decides those values that LSTM will update by it in
Eq. 3, and further computes a candidate cell state ct using Eq. 4. Finally, the
output gate decides which part of the candidate cell states will be outputted,
and the cell output ht is computed by Eq. 6.

Let T be a piece of review represented by a sequence of m words, as T =
{wt|t = 1, . . . ,m}, and T is tagged with a label as y. Each word wt is embedded
into a k-dimensional word vector vt = W × wt, where W ∈ R

k×|V | is a word
embedding matrix to be learned, and V denotes the vocabulary. Figure 1 shows
the basic LSTM model for classification task in NLP. weos denotes the end mark
of a review, and veos is the word embedding result of weos.

Attention Mechanism. In recent years, attention mechanism has become a
compelling technique in sequence models, which can improve the capability of
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Fig. 1. The basic LSTM model for classification task in NLP

models in handling long-range dependencies [2]. In NLP tasks, attention mech-
anism gives the model a chance to capture the important part of the input that
needs more attention. Guided by a weight vector learned from the input text
and the result that is produced so far, attention-based model captures more
information based on a more comprehensive modeling of the input. In detail, we
learn an attention vector α as follows.

ui = tanh(Wshi + bs), (7)

αi =
exp(uT

i us)∑
i exp(uT

i us)
, (8)

ω =
∑
i

αihi (9)

where αi denotes each element in α. The final output of an attentive LSTM is
ω (see Eq. 9), which can be treated as a weighted sum over all outputs of all
cells in LSTM. With the output ω of the attentive LSTM network, a fully con-
nected layer and a softmax non-linear layer are used to map ω to the probability
distribution over each class, and further to obtain the label y.

3.2 The Proposed Model for PU Learning Problem

Compared to traditional sentiment classification, in PU learning problem, there
is one extra step before conducting classification. The step is to distinguish
the reviews or comments with negative labels from the positive and unlabeled
review texts. We adopt a two-step strategy to finish this task, following the
suggestions in [17]. In detail, we use the Rocchio technique [19] to generate
positive and potential negative review texts from unlabeled review texts. In
Rocchio technique, each document is represented by a vector, and each element
in the vector is the value that is computed with tf -idf (term frequency-inverse
document frequency).

Let D denote the whole set of training texts, and let Cj denote the set of
training reviews in class cj . In this paper, we have two classes, that is, j being
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1 represents the positive review and j being −1 represents the negative review.
To build a Rocchio classifier, a representative vector cj of Cj is constructed for
each class cj first, which is as follows.

cj = η
1

|Cj |
∑

d∈Cj

d

‖d‖ − ρ
1

|D − Cj |
∑

d∈D−Cj

d

‖d‖ (10)

where η and ρ are parameters that control the weights of similar and dissimilar
training examples. d denotes a piece of review, and ‖d‖ denotes the norm of
review d (i.e., the number of words in d). Then for each test review td, the
similarity of td with each representative vector is measured by cosine similarity.
Finally, td is assigned to the class, the representative vector of which is the most
similar to td. We use P to denote the positive set and U to denote the unlabeled
set. The overall procedure of Rocchio technique is stated as follows.

1. Assign each review in P to class label 1;
2. Assign each review in U to class label −1;
3. Build a Rocchio classifier using P and U ;
4. Use the classifier to classify U . Those reviews in U that are classified to be

negative will form the negative reviews set.

Although the dataset is fully formed, the potential unreliability of the iden-
tified negative labeled texts increases the noise that is likely to harm the per-
formance of neural networks. More specifically, the noise refers to the positive
reviews which are labeled to be negative by the Rocchio classifier. To tackle
those noise data in PU learning problem, we add a new random perturbation r
to word embedding results E, due to the following two reasons.

1. The first is that adding a new random perturbation can help the gradient com-
putation escape from the non-smooth surrounding area of each word embed-
ding [12].

2. The second is that a random perturbation on word embeddings input can
take the role of regularization to defend the potential overfitting.

The added random perturbation in current word embedding results E generates
new perturbed word embedding results E′, which are as follows.

r = β × sign(N (0k, Ik)) (11)
E′ = E + r (12)

eadv = ε
g

‖g‖ , where g = ∇E′L(E′; Θ̂) (13)

We choose Gaussian distribution to generate the random adversarial perturba-
tion (Eq. 11). N (0k, Ik) is the Gaussian distribution, where 0k is the mean vector
and Ik is the covariance matrix (k is the dimension of word embedding). β con-
trols the extent of trusting Gaussian distribution to generate the adversarial
perturbation. sign(·) is the multi-dimensional indicator function, and the input
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of sign(·) is a k dimensional vector. The loss function for PU learning problem
is constructed as follows.

Lcls = L(E′;Θ) (14)
Ladv = L(E′ + eadv;Θ) (15)

L̂(Θ) = αLcls + (1 − α)Ladv (16)

where eadv and Θ are two parameters in adversarial training. α is a parameter to
control the ratio of classification loss and adversarial loss. We name the proposed
model as PU learning problem with Adversarial Training (PUAT for short).
Figure 2 demonstrates the model of PUAT, where r(i) (i = 1, 2, . . .) denotes the
element in r and e(i) (i = 1, 2, . . .) denotes the element in eadv. hi (i = 1, 2, . . .)
is the hidden output of each LSTM cell.

Fig. 2. The PUAT model with perturbed and random word embeddings and attentive
LSTM

4 Experiment and Evaluation

4.1 Experimental Setting

Datasets. We evaluated our methods on two real-world datasets, i.e. IMDB
dataset and Elec dataset. The IMDB dataset contains movie reviews and has
been widely used in evaluation of sentiment classification [18]. The Elec dataset
contains electronic product reviews collected from Amazon and has been also
widely used in sentiment classification tasks [10]. The statistics of the two
datasets are shown in Table 1.

In Table 1, #label denotes the number of classes, and there are two sentiment
classes in both datasets, including positive class and negative class. #training
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Table 1. Statistics of IMDB dataset and Elec dataset

Dataset #label #training #test Avg. Max

IMDB dataset 2 25000 25000 239 2506

Elec dataset 2 25000 25000 107 4983

and #test represent the number of reviews in the training set and test set. Avg.
is the average length of reviews in each dataset, and Max denotes the maximum
length of the reviews. We randomly selected 90% reviews from training reviews
set to form the training set and the remained 10% reviews form the validation set.

Implementation. We implemented our codes in TensorFlow [1]. We compare
our models to the following models that can be used to solve the classification
problem on review texts, including

1. SVM and Näıve Bayes. SVM and Näıve Bayes are two classic classification
methods that are also commonly used in text mining and natural language
processing applications. [22] showed that the two methods can be used in
sentiment classification problem.

2. LSTM (Long-Short Term Memory) and GRU (Gated Recurrent Unit). LSTM
and GRU are two popular variants of RNN, and have been also applied on
sentiment classification tasks. We built an LSTM network with the hidden
size being 128. The parameters and configuration of GRU network are the
same as those in LSTM.

3. Attention-based LSTM or attentive LSTM. This model is proposed in [28], as
a hierarchical attention-based LSTM network, and achieves good performance
on a series of text classification tasks.

4. Adversarial LSTM. This model is proposed in [20], which adapts adversarial
training in basic LSTM network and achieves the state-of-the-art performance
on semi-supervised classification problem.

Regarding the preprocessing, the words whose document frequencies are less
than 2 are removed from the reviews in both datasets. The reason is that, those
words that less frequently appear will enlarge the whole vocabulary size, and fur-
ther obviously increase training time. In our proposed model PUAT, the LSTM
network is configured with 128 hidden units.

Parameter Setting. The parameters are set based on the evaluation results on
the validation set. The word embeddings are initialized by GloVe [24], and the
dimension of word embedding vector k is 200. The parameter α in Eq. 16 is set
to 0.5. The parameter ε in Eq. 13 is set to 1.0.

For the optimization of model parameters, we used Adam optimizer [11].
Based on the results on validation set, we set the learning rate to 0.001, batch
size to 256 and dropout rate to 0.8. The parameters of the compared methods
are set according to the default settings in referred papers.
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4.2 The Generation of Training Sets in PU Learning Problem

Similar to [17], we take the following steps to generate PU learning problem
dataset from the training set. We randomly select p percent of positive reviews
as the positive set P , and the remaining positive reviews and negative reviews
are disassociated with their labels, and are used to form the unlabeled set U .
The task is to classify negative reviews from unlabeled set U . We change the
value of p in the range from 20% to 40% to provide a comprehensive evaluation.

As stated in Sect. 3.2, we used tf -idf to compute the weight of each word
and further to form feature vectors. We then built a Rocchio classifier on the
positive set P and unlabeled set U . The reviews in set U that are classified to

Fig. 3. The number of review texts of the three different review types in IMDB dataset.
The bars from left to right represent the positive review, real negative review and fake
negative review respectively.

Fig. 4. The number of review texts of the three different review types in Elec dataset.
The bars from left to right represent the positive review, real negative review and fake
negative review respectively.
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be negative form the negative set N . Figure 3 (IMDB dataset) and Fig. 4 (Elec
dataset) show the details of negative reviews generated by Rocchio classifier with
different positive ratios (0.2, 0.3 and 0.4). It can be seen that the whole training
set is divided into positive set and negative set. The negative set consists of two
parts, including real negative review texts and fake negative review texts. The
fake negative review texts are the original positive reviews but misclassified as
negative reviews by Rocchio classifier. Also, it can be found that along with the
positive ratio increasing (0.2 to 0.4), the proportion of fake negative review texts
decreases.

4.3 Experimental Results in PU Learning Problem

We conduct the experiments under three cases of positive ratios (0.2, 0.3 and 0.4),
which correspond to the positive ratio settings in Sect. 4.2. We will report the
test performance of each method. The evaluation metrics include F1-score, recall
and test accuracy. F1-score is a widely used metric in classification problem and
tends to give an integrated evaluation, as F1-score combines recall and precision.
The reported F1-score is computed on positive class, as in PU learning problem,
there are only positive labeled reviews. F1-score is computed as

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(17)

To give a comprehensive evaluation, we also report the results of recall and test
accuracy. Furthermore, we will discuss the relationship between the positive ratio
and test performance. In the generation of training sets, we have generated pos-
itive labeled sets P and negative labeled sets N under different cases of positive
ratios (0.2, 0.3 and 0.4). Different positive ratios decide different proportions of
positive reviews and negative reviews in final training set.

Table 2. Test performance in IMDB dataset and Elec dataset in PU learning problem
with positive ratio being 0.2.

Method IMDB dataset Elec dataset

F1-score Recall Test accuracy F1-score Recall Test accuracy

Näıve Bayes 0.159 0.086 0.509 0.608 0.480 0.595

SVM 0.341 0.207 0.599 0.777 0.706 0.797

GRU 0.526 0.368 0.655 0.760 0.673 0.783

LSTM 0.512 0.354 0.647 0.772 0.706 0.779

Attentive LSTM 0.609 0.458 0.695 0.775 0.721 0.786

Adversarial LSTM 0.530 0.370 0.665 0.799 0.739 0.808

PUAT 0.650 0.502 0.723 0.804 0.772 0.814
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Table 3. Test performance in IMDB dataset and Elec dataset in PU learning problem
with positive ratio being 0.3.

Method IMDB dataset Elec dataset

F1-score Recall Test accuracy F1-score Recall Test accuracy

Näıve Bayes 0.280 0.164 0.527 0.704 0.626 0.670

SVM 0.509 0.347 0.666 0.824 0.807 0.824

GRU 0.676 0.531 0.742 0.815 0.796 0.823

LSTM 0.683 0.539 0.747 0.820 0.805 0.825

Attentive LSTM 0.719 0.588 0.772 0.815 0.806 0.822

Adversarial LSTM 0.689 0.544 0.764 0.819 0.779 0.828

PUAT 0.815 0.751 0.832 0.825 0.808 0.839

Table 4. Test performance in IMDB dataset and Elec dataset in PU learning problem
with positive ratio being 0.4.

Method IMDB dataset Elec dataset

F1-score Recall Test accuracy F1-score Recall Test accuracy

Näıve Bayes 0.421 0.270 0.565 0.732 0.686 0.696

SVM 0.626 0.464 0.723 0.829 0.831 0.828

GRU 0.752 0.639 0.788 0.821 0.813 0.830

LSTM 0.774 0.675 0.792 0.825 0.803 0.832

Attentive LSTM 0.775 0.681 0.793 0.831 0.823 0.839

Adversarial LSTM 0.799 0.716 0.813 0.830 0.819 0.838

PUAT 0.818 0.749 0.824 0.835 0.831 0.845

Tables 2, 3 and 4 present F1-score, recall and test accuracy results of all
methods in PU learning problem. It can be found that the proposed PUAT
method achieves the highest F1-score, recall and test accuracy values in all three
positive ratio settings (0.2, 0.3 and 0.4). Furthermore, we can have following
observations.

1. First, in all three positive ratio settings, the proposed PUAT method achieves
better F1-score and test accuracy results than the traditional classifiers,
including SVM and Näıve Bayes. Take SVM as an example. In the case of
positive ratio being 0.2, SVM achieves a 0.341 F1-score and a 0.599 test accu-
racy in IMDB dataset and a 0.777 F1-score and a 0.797 test accuracy in Elec
dataset. In contrast, PUAT achieves a higher performance of a 0.650 F1-score
and a 0.723 test accuracy in IMDB dataset and a 0.804 F1-score and a 0.814
test accuracy in Elec dataset, also in the case of positive ratio being 0.2.

2. PUAT also outperforms the state-of-the-art methods. For example, in the
case of positive ratio being 0.3, adversarial LSTM achieves a 0.689 F1-score
and a 0.764 test accuracy in IMDB dataset, and achieves a 0.819 F1-score



Positive-Unlabeled Learning for Sentiment Analysis 375

and a 0.828 test accuracy in Elec dataset. In contrast, the proposed PUAT
achieves a superior performance of a 0.815 F1-score and a 0.832 test accuracy
in IMDB dataset, along with a 0.825 F1-score and a 0.839 test accuracy in
Elec dataset.

3. Compared to the performance achieved by LSTM and GRU, the F1-score
results of SVM are competitive, especially in Elec dataset. That is, the F1-
score results of SVM are close to those of LSTM and GRU or even better
than those of LSTM and GRU.
An important reason is in the existence of misclassified reviews (noise), i.e.,
the true positive review texts that are misclassified to be negative. The LSTM
network is easy to suffer from overfitting on such kind of noise. As for SVM,
the positive set P and negative set U have been generated by Rocchio classi-
fier, and such data separation provides a preliminary preparation for SVM to
find a strong margin to separate positive and negative classes. The noise also
leads to bad performances of Näıve Bayes, and Näıve Bayes tends to predict
all reviews in test set to be negative.

4. For the analysis of recall, let us start from the computation of recall, which
is given by

recall =
TP

TP + FN
(18)

where TP (short for true positive) denotes the number of positive reviews
that are correctly predicted as positive labeled reviews. FN (short for false
negative) denotes the number of positive reviews that are misclassified to
be negative reviews. In our model, adversarial training improves the abil-
ity of distinguishing true negative reviews from fake negative reviews, which
decreases the number of fake negative reviews.

5. Besides, we can make some interesting observations on the positive ratio p.
When p is equal to 1.0, PU learning problem turns to a case that all positive
labeled reviews in training set are reserved. When p is near to 0, it indicates
that there are few positive review texts, and it will be difficult to build an
effective classifier purely using unlabeled review texts. From Tables 2, 3 and
4, it can be found that there is a positive correlation between the evaluation
metrics and positive ratio p. The reason is that the increasing number of
positive review texts can help the classifier learn more useful features.

4.4 Training Time Comparison

Training time is another concern when people deploy neural network models. In
this section, we compare the training time of different models in IMDB dataset
and Elec dataset. As neural network models are usually trained by iterations of
epochs, we report the average training time of one epoch when positive ratio
p is 0.4. All experiments were conducted on a machine equipped with a Xeon
E5-2680 v4 CPU and a single NVIDIA Telsa M40 GPU. The compared results
are present in Table 5.
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Table 5. Training time comparison with positive ratio p being 0.4

Model Average training time of one epoch

IMDB dataset Elec dataset

Attentive LSTM 7.28 s 6.43 s

Adversarial LSTM 16.85 s 15.06 s

PUAT 19.38 s 17.05 s

From Table 5, it can be found that the models using adversarial training
techniques (adversarial LSTM and PUAT) require more training time. The rea-
son is that the models using adversarial training techniques require to compute
the adversarial perturbations. As for our model, PUAT needs to compute the
gradients also on E in Eq. 13.

Furthermore, it can be seen that the average training time of our models is
slightly higher than that of adversarial LSTM model. Note that, our proposed
models achieve better performances, which have been verified by the experi-
mental results in previous sections. Take PUAT as an example. Compared to
adversarial LSTM in IMDB dataset, PUAT achieves higher F1-score, recall and
test accuracy (see Table 4), while PUAT only spends 2.53 s more in one epoch
(19.38 s for PUAT and 16.85 s for adversarial LSTM). The results indicate that
considering the superior performances, the training time of our proposed models
is acceptable.

5 Impact of β

The parameter β controls the trust extent of the adversarial perturbation gen-
erated from Gaussian distribution (see Eq. 11 in Sect. 3.2). If β is equal to 0,
the proposed PUAT model degenerates into the ordinary adversarial training
method. If β is a large value, the random perturbations may exert too much
impact on word embeddings, which probably further harms the result of word
embedding. We study the sensitivity of PUAT model to β, and take the case
that the positive ratio is equal to 0.3 as an example. The experimental results
are shown in Fig. 5, where the horizontal axis is set as the logarithmic coordinate
ranging from 10−3 to 101.

It can be found that the optimal value of β is achieved around the value
of 100 (i.e., 1.0) in both datasets. The change trend of β in IMDB dataset is
smoother than the change trend in Elec dataset. These observations mean that
the value of β should be set not too large or too small. In our experiments, β is
set to 1.0 in all experiments.
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Fig. 5. F1-score varies with β when the positive ratio is equal to 0.3

6 Conclusion

In this paper, we give a comprehensive study of adversarial training in PU learn-
ing problem. The proposed model is built based on adversarial training and
attentive LSTM network, and is named as PUAT (PU learning with Adversarial
Training). To the best of our knowledge, this is the first paper that conducts
fully study of adversarial training in PU learning problem.

In two datasets, the experimental results demonstrate that our proposed
models achieve superior performance than the compared models. Such superior-
ity verifies the effectiveness of the proposed way of using attention mechanism
and adversarial training in our model. We gave a detailed discuss on experi-
mental results. We also discussed the parameter sensitivity and reported the
comparison results of training time.
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Abstract. Neural Architecture Search (NAS) has become more and
more prevalent in the field of deep learning in the past two years. Exist-
ing works often focus on image classification, and few works recently
extend NAS to another computer vision task, such as semantic image
segmentation. The semantic image segmentation is essentially a dense
prediction for each pixel on whole image. Therefore, we choose the same
basic primitive operations to build the search space for the two computer
vision task respectively. Searching good neural network architectures and
then training them from scratch is a regular procedure for NAS. In this
paper, we design a prototype system that deploy search module and
train module to collaborate with each other. Follow the former research,
we initialize over-parameterized cells architecture and then transform to
the continuous relaxation of the architecture to derive the good subnet-
work by gradient descent. Our system can support any differential search
algorithm, such as one-shot, DARTS or ProxylessNAS. We illustrate the
effectiveness of our chosen primitive operations in the image classifica-
tion and ability to transfer these operations to build search space for
semantic image segmentation.

Keywords: CNASV · Image classification · Image segmentation

1 Introduction

How to automatically design a good neural network architecture for dataset
on hand? We may fit the pre-trained network model to custom dataset which
denoted transfer learning. However, a more nature way is to customize a net-
work architecture to the dataset from different fields. Neural architecture search
(NAS), a subfield of AutoML, has proposed to solve this problem. Image classifi-
cation is the start point for NAS to show it’s power on searching neural network
architectures exceed human-designed architecture. NAS can be categorized three
components: search space, search algorithm and the model evaluation [9]. The
search space defines what architectures can be found during the search process.
Incorporating prior knowledge about properties well-suited for task can reduce
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the size of the search space and simplify the search. For example, in image classi-
fication, the search space including the selection of primitive operations at each
search step and the prior backbone architecture used to define outer network.

The search strategy details how to explore the search space. The objective of
NAS is typically to find architectures that have high evaluated performance on
unseen data (e.g. split training datasets into training and validation, and search
architecture on training but evaluated by validation) [9]. Recent works have
introduced many effective search algorithm, including reinforcement learning
(RL) [2,5,20,32,33], evolutionary algorithms [22,28–31], Bayesian optimization
[14,15], and gradient based algorithms [11,21,27].

Reinforcement learning methods usually encode whole network architecture
as RNN sequence or cell architecture and update RNN weights to derive next
candidate architecture by Q-Learning or another update strategy. Besides the RL
algorithm, evolutionary algorithms represented by the genetic algorithm (GA)
describe the architecture as a gene string, and then perform crossover and muta-
tion. Each string represents a network architecture, and by training and putting
it on the validation set, those with good evaluation results are more likely to
be retained. Bayesian optimization is a good method to optimize the parame-
ters of the machine learning algorithm model. In recent years, some scholars have
used it to speed up the evaluation of the performance of currently searched which
improving the search progress. The previous methods are all based on the discrete
search space. Recently, Liu et al. extend the works of Grathwohl et al. [11,27] by
proposing a continuous relaxation of the search space to enable gradient-based
optimization [21], denoted DARTS. The authors initialize an over-parameterized
network, similar to densenet [13] but replace fix a single operation oi (e.g. con-
volution) to calculated as a specific layer with mixing N operation from a set of
operations o1, o2, · · · oN . More specifically, given a layer input x, the layer output
y is computed y = MixO(x) =

∑N
i=1 wioi(x), wi≥0, where the wi indicates how

important does oi contribute to the layer output. Cai et al. [6] propose Proxy-
lessNAS which introduces a binary gate to reduce the N candidate path to two
at each update.

Model evaluation is a vital step to tell the search algorithm whether current
candidate architecture is good or not and decide whether to keep it at next
update. The traditional way to evaluate a network performance is train from
scratch, but cost too much time. Model performance prediction is a natural idea
to speed up the process of searching network architecture. Klein et al. design a
Bayesian Neural Network to predict the learning curve of the network searched
and early terminated the worse network if the curve is bad [17]. Baker et al.
use an additional hand-designed features on the basis of Klein et al. to predict
the learning curve in the v-SVR (Sequential regression model) [3]. Liu et al.
choose a LSTM network as the surrogate predictor. Each time the network pre-
dicts the performance of the model, it selects the k best performance network
architectures and train them from scratch to get the real performance, and then
updates the surrogate predictor parameters [19]. Peephole encodes the layer of
the network architecture into vectors and put it into a LSTM surrogate function.
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This function can predict performance based only on the previous network archi-
tecture, without additional training [8].

Since Zoph et al. proposed the RL-based NAS method obtained compet-
itive performance on the CIFAR-10 and Penn Treebank benchmarks. Many
researchers have focused on improving search methods to speed up the search
process. As we mentioned before, lots of search algorithms have successfully
reduce the search time from 800 GPUs for three to four weeks to 1 GPUs
several days even one days. Weight-sharing is a major factor to accelerate the
entire search procedure for these search algorithms. In DARTS, One-Shot and
ProxylessNAS the mixed operation is actually a weight sharing trick, which
avoids retraining the currently generated network architecture by sharing the
sub-network architecture’s weights in the search process.

Image classification lays a good foundation for the development of NAS. A
logical next step is extending to another computer vision task, such as seman-
tic image segmentation and object detection. A few work recently applied NAS
to image segmentation. Chen et al. [7] first introduce NAS to solve image seg-
mentation. The authors show that even with random search on constructing
a recursive search space, the architecture search outperforms human-invented
architectures and achieves better performance on many segmentation datasets.
However, this work does not use one-shot searching, which focused on search a
small Atrous Spatial Pyramid Pooling (ASPP) module called DPC (similar as
decoder) and fix the pre-trained backbone (modified Xception) as encoder. Liu
et al. [18] propose Auto-DeepLab: a general-purpose network level search space,
and jointly search across two-level hierarchy (network level and cell level archi-
tecture). The authors indicate that search space includes various existing designs
such as DeepLabv3, Conv-Deconv and Stacked Hourglass. However, the search
space of Auto-DeepLab does not include U-Like architectures (eg. U-net), which
are the most famous architectures in the field of medical image segmentation.

In this paper, we attempt to find a set of primitive operations for computer
vision problems, such as image classification and image segmentation, and then
we build two different search space for image classification and semantic image
segmentation. After that, we design a prototype of search-train system using
NAS for image classification and semantic image classification. Our system sup-
ports any type of differential architecture search algorithms to search on our
search space. In summary, our contributions are as follows:

1. We build two different search space for image classification and semantic
image segmentation.

2. We design a prototype of search-train system for automatically search good
architecture on specific dataset and train that model.

3. We speed up the forward passing of cell-based architecture search on our
system by parallel non-topology order nodes in our cell architecture.
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2 The NAS Methods

2.1 Search Space

CNN Architecture Representation. A directed acyclic graph (DAG) is used
to represent the network topology architecture, in which each node hi represents
input image or a feature map and each edge eij is associated with an operation
(e.g. convolution operation, a pooling operation and a skip connection) between
node hi and node hj . When the generation method of the DAG is unrestricted,
its network architecture space will be very large, which will bring great challenges
to the present search algorithms. Therefore, we use cell-based architecture [33].
When determining the best cell architecture, we can stack the cells into a deeper
network on the backbone network (we will describe below). In other words, the
architecture of cell is shared by entire network.

Primitive Operation Sets. How to choose suitable primitive operations? We
have investigated the popular CNN architecture and the former NAS that has
great success on image classification, and choose the primitive operations as
Fig. 1 shown.

Fig. 1. (a) The basic primitive operations for image classification and image segmen-
tation (b) the up and down operations derived from four basic primitive operations.
CWeight operation indicates squeeze-and-excitation operation [12].

We can see from Fig. 1(b) that when the sliding step (stride value) greater
than 1, the convolution operation can halve the dimension of feature map or
double the dimension (we simply set stride as 2), the former denoted ‘Down’-
Convolution and the later called ‘Up’-Convolution. This indicates that the down



384 T. Zhou et al.

operation and up operation can be derived from the same base operation. In
contrast, different from the primitive operations in image classification, the ‘up’-
version of some operations make no sense (e.g. the identity operation) and the
‘up’-version of pooling operations (e.g. the average pooling and max pooling) do
not exist. In our work, based on these primitive operations, we design three types
of primitive operation set: Normal POs, Down POs and Up POs. In accordance
with it, the three types of cell-based over-parameterized architecture are formed.
As shown in the Fig. 2, the Normal POs and Down POs form NormalC and
DownC, Up POs constitute UpC. All the operations is 3 × 3.

Fig. 2. The three types of primitive operation sets and in accordance with it, the three
types of cell-based over-parameterized architecture. NormalC indicates the cell outputs
the same size of input feature maps. DownC represents the cell halves the dimension
of inputs, but UpC doubles.

Backbone Network. For image classification, We follow Zoph et al. [32] that
define a minimum architecture called cell (as shown in Fig. 3(a)), which has two
input nodes: the input of the kth cell, denoted cellk, comes from the output of
the cell k−1 and k−2. During searching, we stack the cells into shadow network,
but when finish searching, we stack more cells into deep network. Inspired by
the success of encoder-decoder network in semantic image segmentation, we use
an encoder-decoder architecture as our backbone (Fig. 3(b)) for semantic image
segmentation. Different from the image classification, the input of the kth cell
either comes from the output of the cell k − 1 (FCN-like networks) or k − 1
and k − 2 in the encoder parts, but the decoder parts are L − k + 1, where
L = #DownC + #UpC is total number of cells (U-Like networks).
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Fig. 3. (a) The backbone network used for image classification. The Stem0 and Stem1
is a Conv-ReLU-BN with stride 2 for reduce the image dimensation (b) The backbone
network used for semantic image segmentation.

2.2 Search Algorithm

In this section, we frist describe the way to construct an over-parameterized
network [4,6,18,21]. After that we introduce two differential architecture search
method into our work: DARTS and ProxylessNAS, and describe the smility and
difference between them below.

Over-Parameterized Cell Architecture. Given a cell architecture
C(e1, · · · , eE) where ei represents a certain edge in the DAG. Let O = oi be
a set of operations in the above with N candidate operations. Instead of setting
each edge associates with definite operation, we set each edge to be a mixed
operation that has N parallel paths (As shown in Fig. 4(a), the green arrows
indicate the output of cell which simply the concatenation of the blocks’ output
tensors

∑M
i=1 hi, where M is the number of intermediate Nodes), denoted as

MixO. Therefore, the over-parameterized cell architecture can be expressed as
C(e1 = MixO1, · · · , eE = MixOE). The output of a mixed operation MixO is
defined based on the output of its N paths:

MixO(x) =
N∑

(i=1)

wioi(x). (1)

As shown in Eq. 1, wi represents the weight of oi, in One-Shot [4] is constant
value 1, but in DARTS [21] is calculated by applying softmax to N real-valued
architecture parameters {αi} : eαi/

∑
j eαj . The initial value of αi is 1/N .

In the above, the ouput feature maps of all N paths is calculated when all
operations are loaded into GPU memory. Because the output of each edge is
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a mixed operation for N candidate primitive operations. As such, [21] and [4]
roughly need N times GPU memory compared to training a compact model (the
model stacked by searched cells). However, training the compact model only use
one path.

Cai et al. use binary gate for learning binarized path instead of N paths [6].
The difference between DARTS and binary gate method (denoted Proxyless-
NAS) is that the former update all of the architecture parameters by gradient
descent at each step, but the latter only update one of them. On one hand,
when updating network weight parameters, we need first fix the architecture
parameters and randomly sample a binary gate for each batch of input data.
Then the weight parameters of active paths are updated via standard gradients
descent on the training dataset. On the other hand, when training architecture
parameters, the network weight parameters are frozen, then we reset the binary
gates and update the architecture parameters on the validation set (the details
see the paper). These two update steps are performed in an alternative manner.
Once the training of architecture parameters is done, we need derive the our cell-
based architecture by pruning redundant paths. In this work, we simply choose
the path with the k (k = 2, for our works) highest path weight (Fig. 4(b)). In this
way, the memory requirement is reduced to the same level of training a compact
model. Since only considers two paths for updating at each update step, the
trained-level of operation not on current two paths being much lower than the
operation on (it is unfair to compare the contribution of a well-trained operation
and another insufficiently trained operation to the output.). Therefore, we need
more iterations for updating util all of the operations is well-trained and a extra
time will cost at moving feature map not in GPU memory to GPU.

2.3 Parallel the Operations Calculation

As we mentioned before, a cell is a DAG consisting of an ordered sequence of
M nodes. Therefore, the Nodei always be produced before Nodej . However,
the Nodei and Nodej may not exist data correlation (Nodej can only be cre-
ated after Nodei has done). It means we can parallel output Nodei and Nodej .
For example, in Fig. 4(b), Node1 and Node2 has not data correlation, and we
can produce Node1 and Node2 simultaneously. In our implementation, before
training a network architecture searched, we first seperate each topology-path
and parallel compute them between cells. On this way, we can accelerate the
efficiency of our network.

3 A Prototype of Search-Train System

In this section, We design a search-training prototype for image classification and
semantic image segmentation (which can also be used to other computer vision
tasks, such as object detection). It is useful when user need find a good network
architecture for new image dataset without any high-performance equipment
at hand and it is easy to use. Combing with binary gate search algorithm [6]
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Fig. 4. (a) The over-parameterized architecture (b) Choose the path with the two
highest path weight.

Fig. 5. A prototype of search-train system, notice that the Clients can be web clients
or desktop clients (such as Qt clients).
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and our prototype of search-train system, we can build a one-shot search-train
system for all of the computer vision and deploy it in distributed cloud (Fig. 5).

The Search-Train system is composed of Clients, File Servers and GPU Clus-
ters. The Clients can be web clients or desktop clients. Its main role is to upload
the training dataset to the File servers, observe the search states or training
states (such as loss, accuracy and candidate architecture), and interact with the
server to control the search or training schedule and download both the final
trained-model and prediction results. The File servers can be any one of popular
distributed file system, such as Hadoop [1], FastDFS [25] and OpenAFS [23]. The
GPU Clusters have four components: Log Cache File, TD Cache File, Monitor
and GPUs. Both of Log Cache File and TD Cache File is on the CPU memory
implemented by the queue. Log Cache File store search or training states. For
example, the train/validation loss, performance and current best cell architec-
ture. TD Cache File implement asynchronous loading of training data set for
the NAS procedure.

Monitor plays a coordinator role, which maintains the status of Log Cache
File and TD Cache File. After the NAS procedure reads a batch size of training
data from TD Cache File, the monitor put the next batch size of training data
from File servers to TD Cache File for next load. On the other hand, when the
training is done, the monitor will send results and trained-model to File servers
and notifies Clients to download. Similarly, the monitor gets the data from Log
Cache File and send it to Clients. In addition, the Monitor also manages the
status of NAS procedure, including new a NAS procedure to waiting queue, close
the error or stopped NAS procedure to recycle the GPU resources and assign free
GPUs to the top of waiting NAS procedure. If we use DARTS update strategy,
we need clearly two steps, one for searching best cell architectures another for
training network stacked by cells searched. However, when we use ProxylessNAS
update strategy, the two steps can be merged into one step.

We implement our NAS procedure in Pytorch [24] and use ring-allreduce
technology [26] (e.g. Horovod) to distribute searching and training models.

4 Experiments

In this section, we will first describe the details of implementing search process on
image classification and semantic image segmentation. After that, we will show
the architecture DAG we searched and the performance after training on some
image datasets. Note that in our experiments, we follow the DARTS algorithm
to search our cell architecture.

4.1 Implement Searching Architecture

Image Classification. We search the network architecture searched on CIFAR-
10 dataset. We keep half of the training data as the validation set, and a small
network obtained by stacking 6 cells is trained for 50 epochs with batch size 64,
and we use the classification error rate on the validation set as the performance
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Fig. 6. (a) The Down Cell and Normal Cell architectures searched on CIFAR 10 for
image classification (b) The Down Cell anb Up Cell architectures on PASCAL VOC2012
for semantic image segmentation. The operation represented by the specific Node num-
bering can be found in Fig. 2

of the cells we searched. Cells located at 1/3 and 2/3 of the total depth of the
network are Down Cells.

Semantic Image Segmentation. We search our image segmentation network
architecture on PASCAL VOC 2012 dataset [10]. Similiar to Image Classification,



390 T. Zhou et al.

Table 1. Comparison with Darts on CIFAR-10

Model Model size (million) Accuracy Evaluation time

Darts 3.16 4.74 18 h

Ours 2.12 4.96 9 h

We randomly keep half of the training data as the validation set, and stack 3
DownC and UpC into U-like backbone. When we use DARTS search strategy,
the batch size is 2 and the architecture search optimization is conducted for
a total of 120 epochs. A batch size can be 8 when we use binary gate update
strategy, but a much 200 epochs is needed.

When learning network weight w, we follow DARTS use SGD optimizer with
momentum 0.95, cosine learning rate that decays from 0.025 to 0.01, and weight
decay 0.0003 [21]. When learning the architecture, we use Adam optimizer [16]
with learning rate 0.0003 and weight decay 0.0001. The cell architectures are
show in Fig. 6. We can that the node 0 and node 1 in Normal Cell can be
calculated in parallel (Fig. 6(a)). All of intermediate nodes in Down Cell or node
0 and node 1 in Up Cell also can be calculated simultaneously (Fig. 6(b)).

4.2 Performance on Some Datasets

We evaluate our two network architectures on CIFAR10 and Camvid dataset.
The error rate is selected as the evaluation metric for image classification and
Mean Intersection over Union (mIoU) for semantic image segmentation. We will
describe the train details below.

Evaluate on CIFAR10 Dataset
We use a large network of 20 cells for training over 200 epochs with a batch

size of 64. Other hyperparameters remain the same as the ones used for the
architecture search, similar to Darts. As the Table 1 shown, our performance of
our classification network is comparable to DARTS but with halves parameters
size and much more efficient.

Evaluate on CamVid Dataset
From the Table 2, we can see that the origin U-net has a much bad per-

formance in Camvid dataset but with larger parameters. Which reveals that
the more network parameters may not improve network performance. Our net-
work achieve a comparable performance with FC-DenseNet103 but a much less
parameters and 3 time faster owing to our parallel computation technology. It is
worth to noticing that the FC-DenseNets cost over 2 times GPU memory than
U-Net and Ours network.
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Table 2. Results on CamVid dataset.

Model Model size (million) mIoU Evaluation time

U-Net 31.4 54.3 15 h

FC-Densenet56 1.5 58.9 2 day-12 h

FC-Densenet67 3.5 65.8 2 day-21 h

FC-Densenet103 9.4 66.9 3 day-10 h

Ours 1.09 66.1 18 h

5 Conclusion

In this paper, we select eight basic primitive operations for both image classi-
fication and image segmentation. Moreover, we create three types of primitive
operation set base on them. We search our cell-based architectures on different
backbone networks for image classification and image segmentation respectively.
To implement our experiments, we design a prototype called CNASV for search
good architectures and train them in a shot. Owing to our parallel calculation
of operations cell architectures, our networks are more efficient than other com-
parison networks. In the future, we will integrated binary gate for allowing use
more batch size to accelerate prune over-parameterized network and improve
each module in our system.
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Abstract. With the rapid growth of the number of Web services on the Internet,
how to classify web services correctly and efficiently become more and more
important in the development and application of Web services. Existing
function-based service clustering techniques have some problems, such as the
sparse document semantics, unconsidered word order and the context infor-
mation, so the accuracy of service classification needs to be further improved.
To address this problem, this paper exploits the attention mechanism to combine
the local implicit state vector of Bi-LSTM and the global LDA topic vector, and
proposes a method of Web services classification with topical attention based
Bi-LSTM. Specifically, it uses Bi-LSTM to automatically learn the feature
representation of Web service. Then, it utilizes the offline training to obtain the
topic vector of Web service document and performs the topic attention
strengthening processing for Web service feature representation, and obtains the
importance or weight of the different words in Web service document. Finally,
the enhanced Web service feature representation is used as the input of the
softmax neural network layer to perform the classification prediction of Web
service. The experimental results validate the efficiency and effectiveness of the
proposed method.

Keywords: Web services � Bi-directional Long Short-Term Memory �
LDA topic model � Web service classification � Attention model

1 Introduction

Web service is an application that exposes to the outside world as an API that can be
called over the Web. With the rapid development of the Internet, a large number of
Internet applications based on SOA (Service-oriented Architecture) have been created,
and Web services have gradually become the mainstream technology for implementing
SOA. Web services are published by service providers on private or shared Internet
platforms. Users search in a flood of Web services in order to find those Web services
can meet their actual business needs. In this process, users do not need to know the
specific implementation of the Web services to get satisfactory results [1, 2].
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With the rapid growth of the number and diversity of Web services on the Internet,
it is necessary to manage Web services through Web services-based applications such
as service discovery [3, 4] and service composition or Mashup [5, 6]. Hence, it is
unrealistic to organize Web services manually. For such a large number of Web ser-
vices, how to enable machines to automatically recognize, manage, and use Web
services has been attracted from many researchers [7]. The first step in implementing
automated management is to classify Web services correctly and efficiently. At present,
the research on Web service classification mainly includes function-based service
clustering and QoS-based service clustering. Among them, the main techniques of
function-based service clustering are keyword extraction based on TF-IDF algorithm
[8, 9], Web service document clustering based on K-Means algorithm [10], and doc-
ument topic modelling based on LDA [11], etc. These methods and techniques improve
the accuracy of service clustering, but we are still facing the following two problems:

• Considering the Web service description document is usually short and their corpus
is limited, some investigations exploit the auxiliary information, such as tags and
word clustering, to augment the service description document to optimize the ser-
vice clustering process. However, the relevance of the expanded content is insuf-
ficient and semantics sparsity problem of service document still exists.

• Document modeling techniques, such as TF-IDF and LDA, only perform statistical
learning on the probability of occurrence of each word in the service document, and
do not utilize the word order and context information between words, which are
essential to fully characterize services functional semantics.

In recent years, neural network models have been proved with great potential in
various information processing tasks. They can learn effective feature representation of
documents and achieve optimal performance in many natural language processing
(NLP) tasks. Among a variety of neural network models, Bi-directional Long Short-
Term Memory Network (BiLSTM) [12] is widely used since it can comprehensively
consider context information in sequence information learning. Here, we hope to use the
Bi-LSTMmodel to learn the feature representation of Web service documents via taking
into account word order and contextual information. For this reason, inspired by the
work of Li et al. [13], when learning the feature representation of Web services, we
improve Bi-LSTM by incorporating topic modeling into the Bi-LSTM architecture
through an attention mechanism. The topic distribution of Web service documents is
incorporated into the learning process to discriminate the importance of different words
in Web service documents. To this end, we propose a novel topical attention based Bi-
LSTM for Web services classification, called as LAB-Bi-LSTM. This method firstly
takes the description document and the topic distribution of the Web service as input and
then outputs the feature vector of the Web service. Finally, a softmax neural network is
used for the classification prediction of the feature vector of the Web service.

The rest of the paper is structured as follows. Section 2 presents the proposed model.
The experiment is described in the Sect. 3. Section 4 introduces related work of service
classification methods. Section 5 concludes this paper and gives the future work.

Web Services Classification with Topical Attention Based Bi-LSTM 395



2 Proposed Model

In this paper, we consider the Web services classification as a text multi-classification
problem. A common practice is to use Bi-LSTM to learn vector representations of Web
service documents, and then to classify Web service documents based on this vector
representation. However, a potential problem with this approach is that all the necessary
information in the Web service document needs to be compressed into a vector with
fixed-dimension size. The existing method is to perform an average pooling operation
on the hidden state vector of Bi-LSTM. Despite great promise, we argue that Bi-LSTM
can be hindered by its modelling of all words in Web service documents with the same
weight which means that each word in the Web service document contributes to the
generation of the document vector equally. In real-world applications, different words
usually have different representation capability, not all words contain useful information
for generation of the document vector. As such, the words with less useful features
should be assigned a lower weight as they contribute less to the generation of the
document vector. Nevertheless, Bi-LSTM lacks such capability of differentiating the
importance of words, which may result in sub-optimal document vector. In this work,
we improve Bi-LSTM by discriminating the importance of different words. We propose
a novel model, named as LAB-BiLSTM, which utilizes the recent advance in neural
network - the attention mechanism [14] to enable words to contribute differently to the
generation of the document vector. More importantly, the importance of a word is
automatically learned from data without any human domain knowledge. Firstly, through
Bi-LSTM, the eigenvector representation of the Web service description document is
learned. Next, the attention mechanism is used to capture the topic relevance of different
words in the document. Finally, by modeling the local interactions between the words
and the global topics, the proposed model can learn effective representations of services
for classification. As shown in Fig. 1, the LAB-BiLSTM architecture is a multi-layer
feedforward neural network. It includes five specific function layers: Input layer,
Embedding layer, Bi-LSTM layer, Topical attention layer, and Output layer. In its
forward propagation process, the output of each layer is used as the input of the next
layer. The following parts describe each layer and its processing in detail.

2.1 Input Layer

Considering that Web services’ tags contain a wealth of functional information, we take
the Web Services’ tags together with the description documents as the input of LAB-

BiLSTM model. The description document of Web service a is denoted as W ðaÞ ¼
wðaÞ1 ;

n
wðaÞ2 ; � � � ;wðaÞW ðaÞj jg, where w

ðaÞ
i is the i-th word of the document, and W ðaÞ

�� �� is the
number of words. Tags annotated with Web service a are defined as T(a) = {t1, t2, …,

tm}, where ti is the i-th tag of the Web service, and m is the number of tags. ZðaÞ ¼
zðaÞ1 ; zðaÞ2 ; � � � ; zðaÞK

n o
is the topic distribution of a, where K represents the number of

topics, and Z að Þ is a vector with a length K. Since the number of words and the number of
tags in each Web service are all different, we fix the length of input sequence to N.

396 Y. Cao et al.



Given an input sequence, it will be filled with the word “null” for a length less than
N and the part whose length is greater than N will be truncated.

2.2 Embedding Layer

The embedding layer is above the input layer. Given a service document consisting of
N words S = {x1, x2, …, xN}, every word xi is converted into a real-valued vector ei. For
each word in S, we first look up the embedding matrix wwrd 2 Rdw Vj j, where V is a
fixed-sized vocabulary, and dw is the size of word embedding. The matrix wwrd is a
parameter to be learned, and dw is a hyper-parameter to be chosen by user. We
transform a word xi into its word embedding ei by using the matrix-vector product
shown in the below formula:

ei ¼ Wwrdvi ð1Þ

where vi is a vector with size |V| which has value 1 at index ei and 0 in all other
positions. Then the sentence is feed into the next layer as a real-valued vectors
embs = {e1, e2, …, eN}.

2.3 Bi-LSTM Layer

Recurrent Neural Network (RNN) is a special kind of feed-forward neural networks
that has gained significant success to tackle many problems in the NLP area, such as
question answering [15] and sentiment prediction [16]. It is famous for its ability to
process sequential data of arbitrary length like text. However, during the gradient
computation step, RNN tends to suffer from the vanishing/exploding gradient problem

Fig. 1. The graphical illustration of the proposed topical attention-based BiLSTM model (LAB-
BiLSTM)
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[17], which means when long-term dependency needs to be learned, the back-
propagation algorithm will make the weight parameters too small or too huge, making
it hard to learn complex functions. LSTM [12] was proposed to mitigate this issue by
using a memory unit to keep the dependent information contained in sequential data for
a long period of time. Figure 2 shows the structure of a single LSTM cell, where ft, it
and it represent the forget, input and output gates, respectively. And ht indicates the cell
output at time t, and ot is the global cell state that enables the sharing of different cell
outputs throughout the LSTM networks. These parameters are updated by:

it ¼ rðWxixt þWhiht�1þWcict�1þ biÞ ð2Þ

ft ¼ rðWxf xt þWhf ht�1þWcf ct�1þ bf Þ ð3Þ

gt ¼ tanhðWxcxt þWhcht�1þWccct�1þ bcÞ ð4Þ

ct ¼ itgt þ ftct�1 ð5Þ

ot ¼ rðWxoxt þWhoht�1þWcoct þ boÞ ð6Þ

ht ¼ ot tanhðctÞ ð7Þ

Fig. 2. Structure of the LSTM memory block

Fig. 3. The Bi-LSTM networks
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However, in some situations like modeling description documents in this paper, it is
beneficial to capture both the past and future dependencies of words. Bi-directional
LSTM (Bi-LSTM) [12] is proposed for this purpose by introducing a second LSTM
layer, where the hidden connections flow from the opposite direction. Figure 3 presents
the network structure of Bi-LSTM, which contains two LSTM layers to model the
sequential data from the opposite directions. For the t-th time step, the forward LSTM
and the backward LSTM process the input from the opposite direction, and then output

the hidden state vectors~ht and h
 
t, respectively. There are many ways to combine~ht and

h
 
t. Here, we concatenate ~ht and h

 
t to form the final representation ht.

ht ¼~ht þ h
 
t ð8Þ

The output of Bi-LSTM layer is a sequence of hidden vectors [h1, h2, …, hN]. Each
annotation ht contains information about the whole input document with a strong focus
on the parts surrounding the t-th word of the input document.

2.4 Topical Attention Layer

Since the attention mechanism has been introduced to neural network modelling, it has
been widely used in many tasks [14]. Its main idea is to allow different parts to
contribute differently when compressing them to a single representation. Motivated by
the limitation of Bi-LSTM, we propose to employ the attention mechanism on hidden
vectors [h1, h2, …, hN] by introducing a series of attention-weighted combinations of
these hidden vectors using the external topic distribution.

Taking all hidden states [h1, h2, …, hN] and the external topic vector hs 2 RK�1 as
input, the topical attention layer outputs a continuous context vector vec 2 Rd�1 for
each input document. The output vector is computed as a weighted sum of each hidden
state hj:

vec ¼
XN

j¼1 ajhj ð9Þ

where d is the hidden dimension of Bi-LSTM, aj 2 [0, 1] is the attention weight of hj
and

P

j
aj ¼ 1.

Next, we will introduce how we obtain [a1, a2, …, aN] in detail. Specifically, for
each hj, we use the following equation to compute scores on how well the inputs
around position j match the topic distribution hs:

gj ¼ vTa tanhðWahsþUahjÞ ð10Þ

where K is the number of topics, Wa 2 Rd�K , va 2 Rd�1 and Ua 2 Rd�d are the weight
matrices. After obtaining [g1, g2, …, gN], we feed them to a softmax function to
calculate the final weight scores [a1, a2, …, aN].
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2.5 Output Layer

Finally, we use the output from the topical attention layer as the embedding of the
service document from our LAB-BiLSTM. We feed the output vector vec to a linear
layer whose output length is the number of service categories. Then a softmax layer is
added to output the probability distributions of all candidate categories. The softmax
function is calculated as follows, where M is the number of services categories:

softmax mið Þ ¼ expðmiÞPM
i0 expðmiÞ

ð11Þ

3 Experiment

3.1 Dataset Description

To evaluate the proposed approach, we crawled a Web service dataset from Pro-
grammableWeb.com and obtained 12919 API services as well as their related infor-
mation, and basic statistics of it are shown in Table 1. This crawled dataset is available
at http://kpnm.hnust.cn/xstdset.html. There are totally 384 categories for 12919 Web
services and the average size of each category is 33.73. The number of Web services in
each category is severely uneven. For example, the category Tools contains 790 Web
services while the category law contains 1 service only. Table 2 shows the detailed
distribution data of the top 10 Web services categories.

Table 1. APIs statistics in the web service dataset

Items Values

Number of APIs 12919
Number of categories 384
Average number of member APIs per category 33.64
Average number of tags per APIs 3.46
Total number of tags 44734

Table 2. Top 10 categories order by number

Category Number Category Number

Tools 790 Messaging 388
Financial 586 Payments 374
Enterprise 487 Government 306
eCommerce 435 Mapping 295
Social 405 Science 287
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3.2 Evaluation Metrics

In our experiments, we evaluate the clustering performance by three metrics, i.e.,
precision, recall, and F-smeasure. Suppose the standard classification of Web services
in top M categories as RSC = {RC1, RC2, …, RCM}, which is available in the crawled
dataset. We represent the experimental Web services classification results as ESC =
{EC1, EC2, …, ECV}. The precision and recall metrics are defined as follows:

recall ECið Þ ¼ jECi \ RCij
jRCij ð12Þ

precision ECið Þ ¼ ECi \ RCij j
ECij j ð13Þ

where |ECi| is the number of Web services in category ECi, |RCi| is the number of Web
services in RCi and ECi \ RCij j is the number of Web services successfully placed
into category RCi.

The average precision and average recall for all Web service categories are
respectively:

Precison ¼ 1
M

XM

C¼1 precisonðECiÞ ð14Þ

Recall ¼ 1
M

XM

C¼1 recallðECiÞ ð15Þ

F-measure: a tradeoff value between the recall and precision, which is denoted as:

F � measure ¼ 2� Precision� Recall
PrecisionþRecall

ð16Þ

3.3 Baselines

In this section, we compare our approach with the following approaches to verify the
effectiveness of the proposed approach.

[1] Naive Bayes: The Naive Bayes classifier is a simple classification method based
on Bayes theory, which shows excellent performance in many fields. Here, all
the words in the Web service description document are one-hot encoded, then
the description document of the Web service is converted into a digital sequence
as input to the classifier.

[2] LDA-SVM: Support vector machine is a common classification method. It is a
supervised learning model that is commonly used for pattern recognition, clas-
sification, and regression analysis. First, the description text of the Web service
is modeled by the LDA topic model, and the topic distribution vector of each
Web service document is obtained, then they are used as the input of the SVM
for classification prediction.
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[3] Bi-LSTM: We regard the last hidden vector from Bi-LSTM as the service
document representation. Then we feed it to a linear layer whose output length is
the number of categories. Finally, a softmax layer is added to output the prob-
ability distributions of all candidate categories.

[4] Tag-BiLSTM: On the basis of Bi-LSTM, it exploits tags as auxiliary infor-
mation of the Web service description document to perform Web services
classification. The tag contains a wealth of information about the Web service
features, which helps improve the result of service classification.

[5] LAB-BiLSTM: The proposed method in this paper, which incorporates topic
modeling into the Bi-LSTM architecture through an attention mechanism for
service classification.

3.4 Experimental Results

Experimental Setup. In the experiment, we chose 30% data as the training set and
70% data as the test set. As for Bi-LSTM, Tag-BiLSTM and LAB-BiLSTM, we use a
same minibatch stochastic gradient descent (SGD) algorithm together with the Adam
method to train their model [18]. The hyperparameters b1 is set to 0.9 and b2 is set to
0.999. The learning rate is equal to 0.001, and the batch size is equal to 100. For LAB-
BiLSTM, we test with different numbers of LDA topic size K and find an optimal
setting when K = 20.

Performance Comparison. In this section, we select the top 10, 20, 30, 40, and 50
categories of Web services to conduct performance comparison, respectively. The
experimental results are shown in Fig. 4. It can be seen that the method proposed in this
paper LAB-BLSTM is superior to the other four methods in terms of precision, recall
and F-measure. When the number of service categories is 20, LAB-BiLSTM has 38%,
32%, 24%, and 14% improvement in F-measure compared to Naive Bayes, LDA-
SVM, BiLSTM, and Tag-BiLSTM, respectively. Specially, we have the following
observations:

• The neural network-based models (i.e., Bi-LSTM, Tag-BiLSTM, and LAB-
BiLSTM) are far superior to Naive Bayes and LDA-SVM. It indicates that deep
neural networks can achieve better classification results than traditional machine
learning methods.

• Tag-BiLSTM has a significant increase in F-measure value of nearly 10% compared
to Bi-LSTM. This is because the tags of the Web service are added as auxiliary
information to the service description document, which greatly improves service
classification performance.

• Compared to Tag-BiLSTM, LAB-BiLSTM has an increase of 14% in F-measure,
which indicates that the introduction of LDA topic attention mechanism is indeed
beneficial to Web services classification. In the LAB-BiLSTM method, words in the
Web service description document that are highly relevant to the topic are gained
greater attention weight, and these words become keywords in generating
document-level feature vector representations.
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(a) Precision

(b) Recall

(c) F-measure

Fig. 4. Performance comparisons of all the baseline methods listed.

Web Services Classification with Topical Attention Based Bi-LSTM 403



Hyper-Parameter Investigation. Firstly, taking 10 service categories as an example,
we select different LDA topics (i.e., 10, 15, 20, 30, and 50) for Web service classifi-
cation experiments. The precision, recall, and F-measure obtained are shown in Table 3
below. It can be seen from the experimental results that our model shows the best
performance when the number of topics is 20. When the number of topics decreases or
increases, the service classification effect decreases accordingly. Therefore, choosing
the appropriate number of topics is still important for service classification.

Secondly, taking top 10 service categories as an example, different word embedding
dimensions (i.e., 64, 128, 256 and 512) are selected for Web service classification
experiments. The precision, recall and F-measure obtained are shown in Table 4 below.
It can be seen from the experimental results that the word embedding dimension has
limited influence on the classification effect of Web services. Moreover, the increasing
of word embedding dimension can slightly improve the service classification effect, but
the time complexity of the model will also increase greatly.

4 Related Work

With the development of service computing and cloud computing, a variety of network
services have emerged on the Internet. Among them, the discovery and mining of Web
services has become a hot research direction. Some research works show that efficient
Web service classification can effectively improve the performance of Web service
discovery [19]. As investigated, the researches on automatic Web services classification
have attracted the attention of many researchers, mainly based on function-based
service clustering and QoS-based service clustering.

Table 3. Performance w.r.t different number of topics K

K Precision Recall F-measure

10 0.7777 0.7764 0.7770
15 0.7963 0.7806 0.7883
20 0.8106 0.8074 0.8071
30 0.8012 0.8001 0.8006
50 0.7837 0.7769 0.7802

Table 4. Performance w.r.t different embedding size

Embedding size Precision Recall F-measure

64 0.8077 0.8064 0.8037
128 0.8106 0.8074 0.8071
256 0.8249 0.8219 0.8224
512 0.8289 0.8284 0.8281
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At present, there are a lot of researches on function-based service clustering
methods. Among them, Web service clustering method based on functional similarity
[8, 9], which uses the key features of Web services extracted from WSDL documents to
discriminate the similarity between Web services according to the cosine similarity. Liu
et al. [20] proposed to extract content, context, host name and service name from Web
service description document to perform Web service clustering. Huang et al. [10]
proposed a K-Means algorithm based on Mashup service similarity for service clus-
tering based on the description document and corresponding tags of Mashup service.
Shi et al. [11] proposed an enhanced LDA topic modeling algorithm for Web service
clustering. The word vectors trained by word2vec [21] were clustered to obtain clusters
of words and merged into LDA training process. However, some obvious issues of the
above approaches exist: (1) only utilizing services description documents; or (2) do not
utilize the word order and context information between words, which are essential to
fully characterize services functional semantics. Our approach incorporates topic
modeling into the Bi-LSTM architecture through an attention mechanism and takes
over the advantages of the both.

In addition, QoS-based Web service clustering mainly used the QoS (Quality of
Service), which includes throughput, availability, execution time, and so on, to perform
service clustering. Xia et al. proposed to cluster large number of atomic Web services
into many groups according to their QoS properties [22], which takes non-functional
properties such as cost, execution time and reliability into account. Xiong et al. [23]
used the long short-term memory neural network LSTM model and collaborative fil-
tering algorithm to predict the QoS value of Web services from the historical call
records of services. Wang et al. [24] designed an online QoS prediction method that
uses the LSTM model to learn and predict the reliability of the service system in the
future. However, QoS of services are dynamic with time and many existing methods
fail to take this property into account. In addition, QoS are usually hard to be obtained.
Therefore, there are many works focus on content-based or functional-based services
clustering, as we do in this paper.

5 Conclusion and Future Work

This paper proposes a novel topical attention-based Bi-LSTM model for Web service
classification. We first adopt the architecture of Bi-LSTM to capture the most important
semantic information in a service document. Then, our model incorporates topic
modeling into the Bi-LSTM architecture through an attention mechanism and takes
over the advantages of the both. We evaluate the proposed approach on a real-world
dataset and the experimental results show it has an improvement of 34% in F-measure
over the standard Bi-LSTM model. In the future, we will consider to exploit other
valuable auxiliary information, such as service relationship information, into our model
to further improve the accuracy of service classification.
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Abstract. Patent terminology relation extraction is of great significance to the
construction of patent Knowledge graph. In order to solve the problem of long-
distance dependency in traditional depth learning, a new method of patent ter-
minology relation extraction is proposed, which combines attention mechanism
and bi-directional LSTM model and with keyword strategy. Category keyword
features in each sentence obtained by the improved TextRank with the patent
text information vectorization added. BiLSTM neural work and attention
mechanism are employed to extract the temporal information and sentence-level
global feature information. Moreover, pooling layer is added to obtain the local
features of the text. Finally, we fuse the global features and local features, and
output the final classification results through the softmax classifier. The addition
of category keywords improves the distinction of categories. Substantial
experimental results demonstrate that the proposed model outperform the state-
of-art neural model in patent terminology relation extraction.

Keywords: Patent terminology relation extraction � Patent knowledge graph �
Keyword features � BiLSTM � Attention mechanism

1 Introduction

Automatic extraction of patent terminology relationship plays an important role in
patent information retrieval, patent similarity detection, patent domain ontology con-
struction, patent knowledge graph construction and latent semantic analysis.

In this paper, a new method of patent terminology relation extraction is proposed,
which combines BiLSTM with Attention and keyword strategy and pooling layer are
also added. The improved TextRank algorithm is used to extract the class keyword
features, then the BiLSTM neural network and attention mechanism are used to extract
the temporal information and sentence-level important information, then the key

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
X. Wang et al. (Eds.): CollaborateCom 2019, LNICST 292, pp. 408–416, 2019.
https://doi.org/10.1007/978-3-030-30146-0_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_28&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30146-0_28


features of each sentence are selected under the action of the pool layer, and finally the
classification results are obtained through the full connection layer into the classi-
fier. As a whole, the main contributions of this paper are as follows:

(1) The class keyword features of each sentence are extracted by improved TextRank
algorithm, which is combined with the patent information.

(2) The pooling layer is added parallel with the attention mechanism after the Bi-
LSTM, which is fused as the input of Softmax classifier.

(3) Substantial experiments are conducted on different neural network model, which
confirm the superiority of our proposed methods than the state-of-art neural
network model.

2 Related Work

At present, many scholars have done a lot of research on relationship extraction, and
under the impetus of the actual needs, the relationship extraction technology has made
great progress and has been widely used. Relationship extraction methods include
pattern matching method, dictionary-driven method, statistics-based machine learning
method and multi-method hybrid method [1]. Rink and Harabagiu [2] extracted
semantic and lexical features from external corpus, and extracted semantic relations
using Support Vector Machines (SVM) classifier. Zhang et al. [3] used Kernel method
to extract entity relations, and discussed various Kernel methods to extract relations
from free text.

In recent years, the use of depth learning method for entity relationship extraction
has become the mainstream. In depth learning, we can automatically learn and acquire
effective text features. This method achieves better performance than the traditional
methods in many natural language processing tasks without using the basic natural
language processing tools [4]. Liu et al. [5] proposed a new convolutional neural
network, introduced a new coding method, which used the synonym lexicon to encode
the input words and combined with lexical features to extract relations. Zeng et al. [6]
proposed a convolution neural network method based on entity location information for
entity relationship extraction. The problem of long-distance dependency is alleviated to
some extent. Santos et al. [7] proposed a new pairwise ranking loss function in the task
of using convolution neural networks to deal with relational classification. The network
is categorized by rankings and achieved the best classification performance at the time.
Zhang et al. [8] use RNN based on word position information to complete the task of
relation extraction, which makes better use of the context information of entities. Zhou
et al. [9] used Attention+BiLSTM model for relation extraction. After the BiLSTM
model got the high-level semantics of sentences, Attention mechanism was used for
high-level semantics representation, which improved the performance of relation
extraction.

Relation Extraction Toward Patent Domain Based on Keyword Strategy 409



3 Patent Terminology Relation Extraction Model

This paper extracts patent terms based on BiLSTM. At first, the patent text is severed
by commas, semicolons and periods, and the terminology features in each sentence are
identified, and the location information is added, and the features of the category
keywords in each sentence are obtained by the improved TextRank keyword extraction
algorithm, and then the sentences and the extracted features are formed into a final
vector matrix. Vector matrix is imported into BiLSTM model and attention probability
is calculated by attention mechanism. The whole feature of text information is obtained
to highlight the importance of specific words to the whole sentence. At the same time,
the key feature of each sentence is selected as a local feature by using the maximum
pooling layer. Finally, the whole feature and the local feature are fused, and the final
classification result is output through the classifier. The complete framework of the
model is shown in Fig. 1.
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3.1 Position Vector Feature

In the task of patent term relation extraction, the words that can highlight the term
relation are often distributed near the term, so adding the distance from each word to
the two terms into the model can improve the effect of term relation extraction. For
each word wi in a sentence s ¼ w1;w2;w3; . . .;wkf g containing k words, the relative
distance to the two terminologies is i� i1 and i� i2. Where i is the index of the
position of the current word in the sentence, i1 and i2 are the index of the position of the
two terms in the sentence, respectively.

3.2 Sentence-Level Category Keyword Feature Extraction

TextRank algorithm is simple and easy to use, which makes use of the relevance
between words. But TextRank only relies on the document itself and the importance of
each word is the same when initialized, so it is difficult to extract the keywords from the
text accurately. TF-IDF algorithm relies on the corpus environment and can get the
importance of a word in advance Therefore, combing the idea of TF-IDF algorithm to
TextRank algorithm is helpful to improve the efficiency and accuracy of the algorithm.
The improved Text-Rank (IMTR) algorithm is described as follows:

(1) Input patent text information set S ¼ s1; s2; s3; . . .; snf g, and set parameters:
damping factor is d, sliding window size is w, maximum iteration number is I,
iteration stop threshold is r;

(2) The TF-IDF value of each word in the patent text information set S is calculated
by a TF-IDF algorithm; And a keyword graph Gi composed of the words in si is
constructed;

(3) According to the formula:
W við Þ ¼ 1� dð Þþ d �W 0 við ÞTF�IDF�

P
j2In við Þ

wjiP
vk2Out vjð Þ wjk

W vj
� �

, the weight of

each word in the keyword graph Gi is calculated iteratively until it converges;
(4) Each word in the keyword graph Gi is sorted by its weight, and the words with the

largest weight and the verb part of speech are selected as the category charac-
teristic keywords.

In the algorithm, W við Þ is the weight of node vi; d is damping factor; In við Þ is the set
of nodes pointing to node vi; Out vj

� �
is the set of nodes pointing from node vj; wji is the

weight of the edges of nodes vj to vi, and W 0 við ÞTF�IDF is the TF-IDF value of node vi.

3.3 Attention+BiLSTM Model

In the task of semantic relation extraction of patent terms, the historical information and
future context information of the text should be taken into account. However, the
LSTM model only records historical information and knows nothing about the
future. Unlike the LSTM model, the bi-directional LSTM model considers both the
characteristics of the past and those of the future. Simply understood, the bi-directional
LSTM model is equivalent to two LSTMs, one forward output sequence and one
reverse output sequence, and the outputs of the two are combined as the final result.
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The bi-directional LSTM model effectively uses the context information of the patent
text, and can extract more hidden features in the patent text.

In this part, we use the attention mechanism of relational classification task to
calculate the output of Bi-LSTM model, and get the distribution of attention proba-
bility. From the distribution of attention probability, we can get the importance of the
output state of LSTM unit to relational classification at each time, and then improve the
final classification performance. In this model, the following formula is used for the
attention layer:

M ¼ tanh Hð Þ ð1Þ

a ¼ softmax wTM
� � ð2Þ

h� ¼ tanh HaT
� � ð3Þ

Where H ¼ h1; h2; h3; . . .; hT½ � is a matrix output by that Bi-LSTM lay at T times and
H 2 Rdw�T. dw is the dimension of the word vector; w is the training parameter vector
and wT is the transpose of w; a is the probability distribution vector of attention; h� is
the expression of a learned sentence.

For the output H ¼ h1; h2; h3; . . .; hT½ � of the BiLSTM model, besides the attention
mechanism, the maximum pool method is used to compute the output, and the most
relevant feature representation of the classification task is obtained, which is
h0 ¼ maxpool Hð Þ.

Feature fusion is to merge the computational results of attention layer and pooling
layer to achieve the performance of complementary advantages among multiple fea-
tures, which is F ¼ h� � h0. Where � represents vector splicing.

4 Experiment

4.1 Experimental Data and Evaluation Criteria

The data used in this experiment was a patent text of 9,978 new energy vehicles
crawled from the patent search and analysis website. The ultimate goal of this
experiment is to extract the terminology relation used in the patent text of the new
energy automobile field. Since there are domain terms in each part of the patent text,
the title, abstract, specification and claims in the patent are used as corpus. Patent text
data were preprocessed and 6912 corpora were selected as experimental data, of which
5248 corpora were used as training data and 1664 corpora as test data. The data
processing steps as follows:

(1) The patent terminology is extracted from the patent corpus by our previous pro-
posed algorithm [10]. Dividing patent data into commas, semicolons and periods,
each of which belongs to a corpus;

(2) Select a sentence that contains only two patent terms to form the final data set;
(3) Mark the selected data to determine the final experimental data.
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There are 7 relationships in 6912 pieces of data selected in this experiment. The
instance sample is shown in Table 1.

In order to verify the correctness and validity of the model proposed in this paper,
the macro averagedF1 (macro_F1) was used as experimental evaluation criteria. To
calculate the macro-averaged F1 value, first calculate the Precision, Recall, and F1
value for each category. The formula is as follows:

Pi ¼ TPi

TPi þFPi
� 100% ð4Þ

Ri ¼ TPi

TPi þFNi
� 100% ð5Þ

F1i ¼ 2� Pi � Ri

Pi þRi
� 100% ð6Þ

TPi is the number of data correctly predicted in the i-th relationship type. FPi is the
number of data erroneously predicted in the i-th relationship type. FNi is the number of
data belonging to the i-th relationship type that is incorrectly predicted to be of another
relationship type. macroaveragedF1 is calculated as follows:

macro averagedF1 ¼ 1
M

XM

m¼1

F1m ð7Þ

Where M is the number of relationship types.

4.2 Parameter Setting and Result Analysis

The experiments are conducted on a 64-bit Ubuntu 16.04 operating system installed on
a Dell server with an NVIDIA Tesla K40 GPU and running memory of 64 GB. The
model was implemented using the TensorFlow framework and python language. The
experimental results of this model are closely related to the parameters in the model.
Through a large number of parameter adjustment experiments, the local optimal value

Table 1. Sample Instance.

Relation Samples Content
Whole-Component 【驱动电机】装有两套【定子绕组】

Component-Whole 每组【动力电池】固定于一个【电池箱】中

Product-Material 其特征在于【转子】是用【稀土钴永磁】材料制作的

Spatial 【励磁绕组】与【电子控制器】相连接

Control 【操作手柄】控制【主轴】转动

Belongs to 所述【发动机】作为【动力单元】
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of each parameter is obtained. The Dimension of Word Vector is 300, the Dimension of
Distance Vector is 50, the Batch_size is 128, the Learning Rate is 1e-5, the Hidden
Layer is 256, the BiLSTM Layer is 2, the Droupout is 0.85. The overall results of this
experiment are shown in Table 2.

From the experimental results for each relationship type in Table 2, from which we
can be seen that the simplicity and complexity of the relationship types affect the final
performance of the relationship extraction. This is because simple relationship types are
easily learned by the model, and can be identified more accurately. It is difficult for the
proposed model to learn the semantic association of complex relationship types, which
result in low recognition accuracy.

4.3 Internal Comparison Experiment of the Model

In order to validate the effectiveness of keyword features and pooling layer adding
Attention+BiLSTM model for patent terminology relationship recognition, four sets of
internal comparison experiments are designed. The original input of the model is
sentence vector, position vector and terminology vector. The experimental results are
shown in Table 3.

From the accuracy rate, recall rate and F1 value of each group of experiments
shown in Table 3, we can see that the model of designed in this paper has got relatively

Table 2. Overall experimental results.

Relation Precision (%) Recall (%) F1 value (%)

Whole-component 95.97 93.53 94.73
Component-whole 87.55 95.61 91.40
Product-material 77.78 93.33 84.93
Control 97.06 83.90 90.00
Spatial 99.35 95.64 97.46
Belongs to 82.86 87.88 85.30
Other 95.38 84.62 89.68
Macro-averaging 90.85 90.64 90.50

Table 3. Comparative results of internal experiments of the model.

No. Models Evaluation criteria (%)
macro_P macro_R macro_F1

1 Attention+BiLSTM (ABL) 87.98 89.19 88.39
2 Keyword+Attention+BiLSTM (KABL) 89.50 89.63 89.34
3 Attention+BiLSTM+Pooling (ABLP) 88.77 89.32 88.81
4 Keyword+Attention+Bi-LSTM+Pooling (KABLP) 90.85 90.64 90.50
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good results and new energy vehicle patent terminology relation can be effectively
extracted. In Experiment 1, only the Attention+Bi-LSTM model was used. Although
performance has improved to some extend, the problem of terminology relation
extraction in the patent field could be solved to a certain extent, but the final extraction
result still needs to be improved. Experiment 2 added the keyword features on the basis
of Experiment 1, and Experiment 3 added the pooling layer on the basis of Experiment
1. These two groups of experiments have improved experimental results compared to
Experiment 1. It can be concluded that the keyword features and pooling layer have
played a role in improving the efficiency of extraction of terminology relation in the
patent domain. Compared to Experiment 1, the F1 value in Experiment 2 is increased
by 0.95% and the F1 value in Experiment 3 increased by 0.42%. It can be concluded
that the keyword features has played a greater role than the pooling layer in improving
the efficiency of extraction of terminology relation in the patent domain. This is
because the addition of category keyword features improves the distinction of cate-
gories of patent terminology relation, and also makes up for the shortage of Attention
+BiLSTM model automatic learning features, therefore, the explicit addition of key-
word features can play a certain role in patent terms relationship extraction.

Therefore, a method of adding keyword features and pooling layer to Attention
+BiLSTM model is designed in this paper. It can be concluded from Experiment 4 that
the KABLP can achieve a better performance than the general deep learning model.

4.4 Comparative Experiments of Different Classification Methods

In order to verify the advantages of Attention+BiLSTM model in patent terminology
relation extraction, Attention+BiLSTM model is compared with RNN, LSTM and Bi-
LSTM model on the same dataset. In order to unify the experimental standards, the
input word vectors of all the models are the same, and the pooling layer is added to the
models. The experimental results are shown in Table 4.

Comparisons of the different methods in Table 4 show that the BiLSTM method
exhibits better performance than the LSTM and RNN methods. This is because the Bi-
LSTM model not only considers the past characteristics but also the future charac-
teristics, and effectively uses the context information of the patent text, which can
extract more hidden features in the patent text. By adding Attention mechanism to Bi-
LSTM model, the performance is further improved, because attention mechanism can

Table 4. Experimental results of different methods

NO. Models Evaluation criteria (%)
macro_P macro_R macro_F1

1 Attention+BiLSTM (ABL) 84.18 83.39 84.18
2 Keyword+Attention+BiLSTM (KABL) 86.24 88.96 87.54
3 Attention+BiLSTM+Pooling (ABLP) 87.18 89.19 88.12
4 Keyword+Attention+Bi-LSTM+Pooling (KABLP) 90.85 90.64 90.50
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highlight the importance of a particular word to the whole sentence by calculating the
probability of attention, which can make the model pay more attention to the important
information in patent text.

5 Conclusion and Future Work

In this paper, we mainly focus on relationship extraction from the new energy vehicle
patent terminology, and propose an Attention+BiLSTM combined with keyword
strategy and pooling layer of patent terminology relationship extraction method.
However, this model can only extract the preset patent terms relationship types, how to
extract the open domain relationship and automatically discover new patent terms
relationship will be our main future work.
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Abstract. Blockchain is one of the most revolutionary and innova-
tive technologies in recent years. The traditional asymmetric encryp-
tion algorithms guarantee the security of data on blockchain. However,
with the rapid development of quantum computing technologies, as long
as large-scale quantum computers appear, these kind of encryption sys-
tems can be deciphered by shor algorithm in polynomial time. Therefore,
blockchain technologies are going to face potential security threats. To
solve this problem, the best solution at present is to replace the asym-
metric encryption algorithms in the blockchain with post-quantum cryp-
tosystems. In this paper, we apply the Rainbow algorithm with high
signature efficiency to the existing Ethereum platform, and test the fea-
sibility of the scheme by building a private chain. In addition, we com-
pare the signature efficiency of Rainbow algorithm with ECDSA, which
is expected to provide direction and inspiration for future research on
blockchain resistance to quantum computing.

Keywords: Blockchain · Quantum computers ·
Post-quantum cryptosystems

1 Introduction

Blockchain [1,2] has attracted increasing attention because of its decentralization
in recent years. Blockchain emerges originally as the core technology of Bitcoin
[3]. Subsequently, in 2015, the emergence of blockchain platforms represented
by Ethereum [4] and Hyperledger [5] has once again pushed blockchain tech-
nology to a climax of research. However, as a new technology, blockchain will
inevitably face various problems and challenges [6]. The security of data on the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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blockchain mainly depends on the traditional asymmetric cryptosystems. For
example, the most popular Bitcoin and Ethereum use the Elliptic Curve Dig-
ital Signature Algorithm (ECDSA) [7]. However, with the rapid development
of quantum computing technologies, as long as large-scale quantum computers
appear, the Shor algorithm [8] can decipher the ECDSA in a short time, thus
the blockchain technologies face a huge security threat [9].

Although the current blockchain security issue is particularly important,
everyone is still on the stage of theoretical analysis stage. Until 2017, the UK
released Quantum-Resistant Ledger [10], which uses an encryption algorithm
that can resist quantum attacks, and successfully combines blockchain technolo-
gies with post-quantum cryptosystems. However, if post-quantum cryptosystems
want to be widely used, which requires the formulation of relevant international
standards.

In 2017, NIST published the results of the first batch of post-quantum
cryptosystems [11,12]. It can be seen that post-quantum cryptographic design
schemes have been officially put on the agenda, which means that blockchain
technologies relying on the traditional cryptosystems must make an alternative
plan to the advent of quantum computers. There are mainly five categories
of post-quantum cryptosystems [13]: Hash-based, Code-based, Lattice-based,
Isogeny-based and Multivariate Public Key cryptosystems. Compared with other
post-quantum cryptosystems, the research on multivariate public key cryptosys-
tems started relatively early. Thus, there are many mature multivariate public
key cryptosystems. Apart from resisting the attack of quantum computers, it
also has the advantages of fast computing speed and less computing resource,
which is consistent with the real-time needs of blockchain. Therefore, combining
multivariate public key cryptosystems with blockchain technologies is of great
significance.

Based on the above backgrounds, we apply the most popular Rainbow signa-
ture scheme to Ethereum. The rest of this paper is organized as follows: Sect. 2
introduces the knowledge of Blockchain, Multivariate Public Key Cryptosystem
and Rainbow signature scheme; In Sect. 3, we introduce the details of experi-
ments; Sect. 4 analyzes the experimental results and Sect. 5 summarizes the full
text.

2 Preliminaries

2.1 Blockchain

This section takes Ethereum as an example to introduce related technologies of
blockchain. The total architecture of Ethereum is shown in Fig. 1.

Smart contract [14] is the main innovation of Ethereum. It is a collection of
code and data (state), and can also be understood as a contract written in code
that can be executed automatically on blockchain.
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Fig. 1. Ethereum overall architecture.

2.2 Multivariate Public Key Cryptosystem

Multivariate Public Key Cryptosystem [15] aims to design a secure encryption
and signature scheme by constructing a multivariate quadratic equation as a
public key. Its key compositions are respectively: pk = P = S ◦ F ◦ L, sk =
{S, F, L}. This paper focuses on the multivariate signature scheme. Its process
of signature and verification is shown in Fig. 2.

Fig. 2. Process of Multivariate Signature Scheme.

Signature: Suppose M ∈ Fm, one calculates sequentially x = S−1(M) ∈
Fm, y = F−1(x) ∈ Fn and z = L−1(y) ∈ Fn. z is the signature of M .

Verification: One calculates M
′
= P (z) ∈ Fm, if M

′
= M, the signature is

accepted; otherwise, reject the signature.

2.3 Rainbow Signature Scheme

In 2005, Ding and Schmidt [16] improved the Unbalanced Oil-Vinegar (UOV)
scheme and proposed Rainbow [17], which is a multilayer UOV scheme. Due to
its high signature efficiency, Rainbow signature scheme is considered as one of
the most promising multivariate signature schemes. The core difference between
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different multivariate public key cryptographic algorithms is that the construc-
tion of the private key F is different. Therefore, the key generation process of
the Rainbow algorithm is described in detail:

Let F = Fq be a finite field with q elements, n ∈ N and v1 < v2 < · · · < vl <
vl+1 = n be a sequence of integers. We set m = n − v1, Oi = {vi + 1, . . . , vi+1}
and Vi = {1, . . . , vi}(1, . . . , l)

The private key consists of two invertible affine map S : Fm → Fm, L : Fn →
Fn and a central map F (f (v1+1)(x), . . . , f (n)(x)) : Fn → Fm. The expression of
the polynomials f (i)(i = v1 + 1, . . . , n) is

f (i) =
∑

k,l∈Vj

α
(i)
k,l · xk · xl +

∑

k∈Vj ,l∈Oj

β
(i)
k,l · xk · xl +

∑

k∈Vj∪Oj

γ
(i)
k · xk + η(i)

Here, the coefficients are randomly selected from F . The public key is com-
posed of the map P = S ◦ F ◦ L : Fn → Fm. The process of signature and
verification is the same as in Sect. 2.2, so there is no longer a description.

3 Experiment

Ethereum offers several open source projects on github, Go-ethereum [18] project
based on Go is currently the most widely used Ethereum Geth client. It provides
an interactive command console that includes all functional interfaces, such as
building a private chain, mining, deploying smart contracts and so on.

This experiment made full use of the convenience brought by open source
thinking. We replaced ECDSA in the Go-ethereum project by Rainbow algo-
rithm. Finally, we tested the feasibility by building a private chain.

Each Ethereum’s user has a pair of secret keys, one public and one private.
By using Rainbow algorithm, users can use the public key hash as address of
the account to identify different users. When the transaction is sent, in order
to prove that the transaction is actually carried out by sender itself, the sender
must sign the transaction content with its own private key, while other recipients
can verify the legality of the signature. On the one hand, this can guarantee that
the user’s account is not impostor. On the other hand, the senders can’t deny
the transaction they have signed.

Next, this paper will introduce the experimental environment, the implemen-
tation of Rainbow algorithm API and the specific application of it in Ethereum’s
account generation and transaction transmission and the experimental results.

3.1 Environmental Environment

All the experiments in this paper are executed on a PC with an Intel Core i5
processor and 8GB of RAM. The Operating System is Windows 10 Professional,
64-bit. As for the software, we take Eclipse 4.8.0 as IDE and go as the develop-
ment language.
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3.2 API of Rainbow Signature Algorithm

Since Rainbow signature algorithm essentially performs matrix operations on
a finite field, we need to complete the implementation of the library that the
Rainbow algorithm relies on:

– Element operations on the specific finite field GF (256), such as addition and
multiplication.

– Matrix operations on the specific finite field GF (256), such as transposition,
inversion and so on.

On this basis, the main functions of Rainbow signature algorithm are imple-
mented: key generation, signature, signature verification, address generation and
recover public key. The external interfaces are shown in Table 1.

Table 1. Rainbow Algorithm External Interfaces and its Introduction

Function Introduction

func GenerateKey() (*PrivateKey) Generate a public-private key pair

func SignMPKC(hash []byte,
prv *mpkc.PrivateKey) ([]byte, error)

Calculate signature by private key
and hash of message

func VerifySignatureMPKC(pubkey,
mpkc.PublicKey,hash []byte,,
signature []byte) bool

Verify signature according to public
key, hash of message and signature

func EcrecoverMPKC(hash,sig []byte),
([]byte, error)

Recover public key according to
hash of message and signature

func PubkeyToAddressMPKC(pub,
mpkc.PublicKey) common.Address

Generate an address based on the
public key

3.3 Account Generation Process

When creating a new account, users first need to enter a passphrase. Then the
program internally generates a public-private key pair by calling the Gener-
ateKey() function of Rainbow algorithm. After the public key is hashed, it is
used as an account address, and the public key-address pair is stored in pub-
lic key storage server, so that the public key is queried according to address
information. The private key is encrypted by using passphrase as a password
of AES-CTR algorithm. Finally, the account address and randomly generated
parameters in the encryption process are written to the wallet file. Among them,
Mac values are used to verify the legitimacy of passphrase for preventing others
tampering when decrypting. It actually has an effect of signature. This detailed
procedure is shown in Fig. 3.
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Fig. 3. Account Generation Process.

3.4 Transaction Transmission Process

When a transaction is sent, in order to prove that the transaction was actually
carried out by sender itself, the sender must sign this transaction with its own
private key. When signing a transaction, first call RLP encoding this transaction,
then perform a Keccak-256 hash; next, call SignMPKC() function of Rainbow
algorithm to sign the hash value of transaction; after that, the signature and
sender address are respectively encapsulated into this transaction. This proce-
dure is explained by Fig. 4. Hereafter, the sender broadcasts this signed transac-
tion to each node in the network. When receiving a transaction, node can index
the corresponding public key according to address information contained in this
transaction, then call VerifySignatureMPKC() function of Rainbow algorithm to
verify the correctness of signature according to public key. Finally, this transac-
tion is recorded into the blockchain through Proof Of Work (POW) consensus
mechanism.

Fig. 4. Transaction Transmission Process.
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Here, it should be noted that blockchain nodes need sender’s public key
when verifying the transaction’s signature. So far, there is no standard method of
publishing public key. In general, public key is placed in transaction data and sent
to the network along with the transaction. In Bitcoin, the signature and public
key are combined as a signature script that is a part of the transaction. However,
ECDSA used by Bitcoin and Ethereum has a very peculiar nature: public key
can be derived from the hash value and signature of transaction. Therefore,
Ethereum transactions only contain signature part, and then algorithm is used
to derive public key before verifying correctness of the signature.

Since Rainbow algorithm doesn’t have the nature as ECDSA and its public
key is relatively large, we have added a public key storage server to manage the
public key-address pairs information of all users. In this way, when a transaction
is sent, the public key is not directly sent out as the part of transaction, but the
address generated by public key is encapsulated in the transaction. After that,
when verifying the validation of signature, they only need to request the public
key storage server for obtaining public key according to address information
provided by transaction, then verifying signature.

4 Results

This experiment verifies the correctness of result by building a private chain using
the runned geth client. The experimental result shows that after replacing the
ECDSA with Rainbow signature algorithm, it does not affect the normal use of
its original functions, such as creating an new account, sending a transaction and
so on. Moreover, since the Rainbow algorithm is a post-quantum cryptographic
algorithm, the Rainbow-based blockchain in the future will be able to resist the
attack of quantum computers.

The different choices of parameters o1, v1, o2 in Rainbow algorithm will result
in different lengths of public key, private key and signature. The security level

Table 2. The Key and Signature Size of ECDSA and Rainbow Algorithm

Security
level (bit)

Algorithm Private key
size (kB)

Public key
size (kB)

Signature
size (byte)

80 ECDSA 0.010 0.020 40

Rainbow(13, 17, 13) 19.1 25.1 43

100 ECDSA 0.013 0.026 52

Rainbow(16, 26, 17) 45.0 59.0 59

128 ECDSA 0.016 0.032 64

Rainbow(21, 36, 22) 101.5 136.1 79

192 ECDSA 0.024 0.048 96

Rainbow(34, 63, 34) 434.5 582.9 131

256 ECDSA 0.032 0.064 128

Rainbow(46, 85, 47) 1073.1 1463.1 178
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will vary greatly. In the experiment, this paper refers to several parameter recom-
mendation schemes given by Professor Petzoldt [19] on the finite field GF (256),
and compares the key and signature sizes of ECDSA and Rainbow algorithm
under different security levels. The specific data is shown in Table 2.

It can be seen from the table that private key and public key of Rainbow
signature algorithm are very large. In order to reduce the size of public key,
this experiment drew on the special public key construction method in the cycl-
icRainbow signature scheme [20], and compressed the original Rainbow’s public
key. The results of public key compression are shown in Table 3.

Table 3. The Key and Signature Sizes of Three Algorithms

Security
level (bit)

Algorithm Private key
size (kB)

Public key
size (kB)

Signature
size (byte)

80 ECDSA 0.010 0.020 40

Rainbow(13, 17, 13) 19.1 25.1 43

cyclicRainbow(13, 17, 13) 19.1 10.4 43

100 ECDSA 0.013 0.026 52

Rainbow(16, 26, 17) 45.0 59.0 59

cyclicRainbow(16, 26, 17) 45.0 21.7 59

128 ECDSA 0.016 0.032 64

Rainbow(21, 36, 22) 101.5 136.1 79

cyclicRainbow(21, 36, 22) 101.5 47.3 79

192 ECDSA 0.024 0.048 96

Rainbow(34, 63, 34) 434.5 582.9 131

cyclicRainbow(34, 63, 34) 434.5 185.4 131

256 ECDSA 0.032 0.064 128

Rainbow(46, 85, 47) 1073.1 1463.1 178

cyclicRainbow(46, 85, 47) 1073.1 458.3 178

Apart from the size of key and signature, the efficiency of signature algo-
rithm plays an essential role in the blockchain technologies. The ECDSA used in
Ethereum has reached a security level of 256 bits. Therefore, this paper compared
the signature time and verification time of ECDSA and Rainbow algorithms
under the same level. The results are shown in Table 4.

Table 4. The Signature and Verification Time of ECDSA and Rainbow Algorithm

Security
Level (bit)

Algorithm Sign
time (ms)

Verify
time (ms)

Post-
quantum?

256 ECDSA 0.25 0.35 no

Rainbow(46, 85, 47) 204.78 28.66 yes
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As can be seen from the table, the signature verification time of the Rainbow
algorithm is obviously much higher than the ECDSA algorithm. At this point, an
apples-to-apples comparison of operational speed should’t be. The operational
speed of two algorithms is shown here for reference only. Nevertheless, regardless
of speed, the main selling point of our scheme is its reliance on different computa-
tional problems from those used in other branches of cryptography. Considering
future attacks of quantum computers, we can sacrifice some time and space in
exchange for the security of blockchain.

5 Conclusion

In this paper, we explored the application mode and method of multivariate pub-
lic key cryptosystem in Ethereum platform. We realized the replacement of the
original signature algorithm with multivariate public key cryptosystem-rainbow
scheme in Ethereum, and verified the feasibility of this scheme by building a pri-
vate chain. It shows that after replacing the Ethereum’s ECDSA with Rainbow
signature algorithm, it does not affect the normal use of its functions.

Our design demonstrates that the combination of dedicated multivariate sig-
nature scheme and blockchain technologies. Our scheme solves the security prob-
lem that blockchain cannot resist quantum computer attacks, and provides more
secure and efficient underlying support for the application developed with the
blockchain technologies in the future.
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Abstract. The cloud storage and sharing system are widely used in medical
systems. The unique characteristics of cloud storage enable healthy data being
efficiently delivered and retrieved. Nevertheless, traditional medical cloud sys-
tem suffers two flaws. For one thing, centralized cloud servers are vulnerable to
malicious attack and single point of failure. For another, these systems cannot
offer a powerful capability to protect medical health data. Blockchain technol-
ogy is considered to be one of vital technologies of Bitcoin. In this paper, we
propose a security model which combines the cloud storage technology with
blockchain technology. Our model adopts Delegate Proof of Stake (DPOS)
consensus mechanism to ensure that all nodes have unified state in the network.
Additionally, the CP-ABE scheme is introduced into the Proxy Re-encryption to
store and share medical data which supports the keywords searching. Moreover,
we rank medical institutions that different ranks have different duties. In our
secure sharing models, there are no central nodes and it is a distributed envi-
ronment. It not only can reduce the access overhead of the blockchain but also
better resist the collusion attack. Furthermore, our security analysis indicates that
the proposed scheme achieves provable security under the q-DBDHE assump-
tion in the random oracle model. Then, the comparisons show that our model is
more efficient and practical than previous ones.

Keywords: Medical cloud (MC) � Blockchain � DPOS consensus mechanism �
Attribute-based Proxy Re-encryption (AB-PRE) � Privacy-preserving

1 Introduction

1.1 Background and Related Work

As everyone pays more attention to health, medical health data is becoming more and
more important. Everyone expects the Medical Cloud (MC) to provide desirable health
care in a near future. However, MC is still in many concerns remain to be solved for
practical applications. In particularly, security storage and sharing issues of medical
data have become the biggest concerns in MC. the traditional medical health system
stored the user s data through the Semi Trusted Third Party server (DaSCE) in the
cloud, which improves the efficiency of storage, retrieval and sharing. However, if
DaSCE was attacked or some medical institutions are tempted by high-value sensitive
information, the medical data in the DaSCE must be leaked. Researchers in the medical
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cloud have recently explored this problem. Someone has proposed schemes based on
medical cloud. He et al. [1] proposed a private cloud platform architecture which
includes interoperability services with CCR standards according to the specific
requirements, but the architecture has not secure and private. Kyazze’s Health Ticket
model [2] helps healthcare providers to access users’ health data through the web
applications and the model uses CP-ABE to protect the user’s privacy, but the single
encryption mechanism has been unable to protect user’s privacy. Hong et al. [3]
proposed a hybrid secret sharing scheme based on attribute encryption, which achieved
more efficient access control with dynamic policy updating. Seo et al. [4] proposed a
scheme which combines traditional proxy re-encryption with ABE, so a user is able to
empower designated users to decrypt the re-encrypted ciphertext with the associated
attributes of designated users. These solutions can protect medical health data well, but
they have some obstacles in sharing data stage. Literature [5] proposed a searchable
KP-ABE based proxy re-encryption, the scheme enables a data owner to efficiently
share his data to a specified group of users matching a sharing policy and meanwhile,
the data will maintain its searchable property, but its communication overhead is
relatively large. These schemes are sound but encryption processes are all required to
be carried out in the highly centralized cloud severs, which are vulnerable to malicious
attack and the single point of failure. This could lead to sensitive health data breaches.
Blockchain technology can solve these problems well. Literature [6] proposed a
MedRec scheme, it is a novel, decentralized record management system to handle
medical data by using the blockchain technology. MedRec use the features of the
blockchain and POW consensus mechanisms for authentication and management, as
well as ensuring the confidentiality of shared medical data. Fu et al. employed a better
encryption algorithm from NTT Service Evolution Laboratory to enforce the decen-
tralizing Privacy. Instead of using POW for protection, they employed Proof-of-
Credibility Score to improve the previous system [7]. Shrier and Chang proposed to
create a secure environment for storing and analyzing medical data with blockchain
technology [8].

1.2 Our Contribution

In this paper, we efficiently address both security storage, sharing and data privacy
issues in Medical cloud (MC) by introducing a security model. In our security model,
we focus on the important issues mentioned above, i.e., Decentralization, Privacy-
preserving, supporting keyword retrieval, collusion resistance, expressiveness and full
Security. We simultaneously solve these issues by combined blockchain and MC with
the attributed-based proxy re-encryption. In addition, the improved DPOS consensus
mechanism is used to ensure that nodes in the network trust each other. Our rigorous
security proofs and comprehensive comparisons with other schemes indicate that the
secure sharing model is fully secure and efficient. Specifically, our model is charac-
terized by the following attractive features.
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2 System Model

In this section, we will illustrate the basic structure of the sharing model, its threat
model and its security model.

2.1 Threat Model

In the proposed scheme, it is assumed that the medical institutions and patients in the
alliance have valid identity information. Only the owners of medical data are fully
trusted; the cloud server is honest but curious. It will abide by the protocol returning the
searched ciphertext to the value node R, but it may steal the shared data and infor-
mation; the shared requester can be malicious and collude with each other to decrypt
the data that they don’t have permissions.

2.2 System Architecture

System architecture is depicted in Figs. 1 and 2, There are four entities are involved in
the scheme: data owner, cloud server, block chain, first-level medical node alliance
group (HL1) and second-level medical node alliance group (HL2).

Data Owners: Patients and medical institutions in the alliance can store relevant
medical data. Moreover, they need to encrypted data and set sharing permissions
structure. When other medical institutions in the alliance wanted to get the data, they
need to meet the permissions in order to decrypt the ciphertext and then achieve the
original data.

HL1 and HL2:

1. Storage Phase: When the user started a storage request to the general node O0 in
HL1, O0 broadcast the message to the entire network and the check node C0 in HL2
verified the identity of user. If the verification steps are successful, O0 encrypted the
user’s data using the ABE and stored it in its own database, and then O0 broadcast
the information about the original ciphertext in the entire network again.
If over 1/3 of the nodes in the network received this information, O0 returned to the
user a message about accepted the storage request; O0 send a message about stored
the data to the current value node R at this time, R received the message and
broadcast to the entire network again. After more than 1/3 of the nodes received the
message, R begins to store the data.

2. Sharing Phase: If the medical institution in the alliance wanted to obtain medical
data of the certain user. It needs to submit a sharing request to the current value
node R at the moment; After received the request, R broadcasts the request infor-
mation to the entire network, and in HL2, the check node C1 verified the identity of
the institution and determined whether the ciphertext sharing permission was
satisfied; If the organization met the sharing permission and more than 1/3 of the
nodes received the sharing request, then R use keyword to searched the medical data
in the blockchain which was requested. Finally, R will find the corresponding TX
block.
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Blockchain and Cloud Server:

1. Storage Phase: The ciphertext CT of the original user’s data was stored in the cloud
server, and the cloud server returned the location information LM of the ciphertext;
the public-key PK of R at this time, sharing permission ðA; f Þ, the original
encryption key, the storage location information LM and the data digest are
encrypted and stored in the TX block, then put them into the blockchain according
to the structure of the Merkel tree.

2. Sharing Phase: the medical institution wanted to get the data in the alliance and the
value node R need to find the corresponding TX block. By using proxy re-
encryption for ciphertext CT

0
and sharing authority structure ðA0

; f
0 Þ, R can convert

the information which is in the TX block and make it satisfied the medical insti-
tution. And then, R broadcast this conversion information in HL1. If more than 1/3
of the nodes received this information, it means that the medical data can be shared
with the organization; Next, this institution get the CT

0
, the location information

LM of the data in the cloud server by decryption and ciphertext CT of the original
data. Through these operations, the medical institution can get the plaintext data. In
order to ensure the security of the medical data after sharing, the value node R can
revoke the sharing request information at any time through the re-encryption
algorithm.

Fig. 1. Storage phase of the security model
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2.3 Concrete Algorithm

In this section, we will give the specific algorithm construction of our proposed
scheme:

1. Setup Setupðs;UÞ ! ðGP;PK;MSKÞ: the security parameter of the preset system
is s, the attribute set of the medical institution in the alliance is U. There is a bilinear
map e : G� G ! GT , G is the additive cyclic group of prime order p and the
generator of G is g, g1 2 G. There are the following Hash functions:

H1 : ð0; 1Þ2k ! Zp;H2 : ð0; 1Þ2k ! GT ;H3 : ð0; 1Þ� ! G;

H4 : ð0; 1Þ� ! GT ;H5 : ð0; 1Þk ! Zp;H6 : ð0; 1Þk ! GT

ð1Þ

With choosing the random number a; b 2 Zp, calculate: Hx ¼ gb; x 2 U.
Global parameter: GP ¼ p; g; g1; ga; eðg; gÞa;H1; � � � ;H6ð Þ:
Public key: PK ¼ ðg; g1; ga; eðg; gÞa;HxÞ:
Master key: MSK ¼ ðga; aÞ

2. KeyGen keyGenðGP;PK;MSK; uiÞ ! ðPKi; SKiÞ: the value node R input GP, PK,
MSK, data owner’s attribute set ui�U and the medical institution attribute set ul�U,
R selects random number k 2 Zp. The public-private key pair is calculated as
follows:

SKi ¼ ðui;Ki ¼ gagak;Pi ¼ gk; ðKi ¼ H3ðuni ÞkÞuni 2UÞ SKl same argumentð Þ ð2Þ

PKi ¼ gSKiðPKl same argumentÞ ð3Þ

Fig. 2. Data sharing phase of the security model
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3. Re-KeyGen Re keyGenðGP; SKi; ðAl; flÞ;PKlÞ ! rki!l: When the value node R
selects the integers h 2 Zp and the gh; gh1 is calculated; R makes up the shared
structure ðA0

l; f
0
l Þ according to attribute set ul�U of the medical institution and the

LSSS secret sharing scheme; the re-encryption key is created as:

rk1 ¼ gagakgh1
rk2 ¼ gh

rk3 ¼ gkH5ðdÞ

rk4 ¼ C
0
ðu0l ;f 0 Þ

Ri ¼ KH5ðdÞ
i

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

ð4Þ

rki!l ¼ ðui; rk1; rk2; rk3; rk4;RiÞ ð5Þ

Where A
0
l is a a� b matrix over Zp, function f

0 ðaÞ is the attribute of the shared

organization; By selecting a row vector y
! ¼ ðd; y1; � � � ; ynÞ; and d; y1; � � � ; yn 2 Zp.

nam
!

¼ y
! �A0

am can be calculated. Among them, d represents the shared data infor-

mation, A
0
am is the m-th row vector of A

0
l, and Ul ¼ l : f

0 ðaÞ�U; 1�m� a
� �

is the

attribute set in ðA0
l; f

0 Þ.
4. Encrypt the Medical Data:

(1) Encrypt the original data Enc1ðD; ðAi; fiÞ;PKiÞ ! CTi: The value node R use
CP-ABE to encrypt the user’s public key, the original medical data and the
shared permission structure, and then the ciphertext CTi is generated and store it
in the cloud server.

(2) Encrypt Data digest and other information Enc2ðPK; LM;Di; t; ðAi; fiÞ; kiÞ !
CT

0
i ! TXi: The system public key PK, the shared structure ðAi; fiÞ, the storage

location LM of the original data in the cloud, the data digest Di and the key ki of
the decrypt original data is encrypted by R, and then generate the ciphertext
CT

0
i . R put the CT

0
i into the TX block.

5. Re-Encrypt CTiReEncðrki!l;CTi;PKl; ðA0
l; f

0 ÞÞ ! CTl: The check node C verifies
the identity of the medical institution in the alliance which need to get the shared
data, and if the verification is successful, R performs the following calculations:

CTl ¼ ðX1;X2; ðA0
l; f

0 Þ; ðYl; ZlÞN
�
1�1

l¼1 ; lÞ ð6Þ

Among them:

X1 ¼ f � eðg; gÞa�d ;X2 ¼ gd;X3 ¼ gd1 ; f 2 GT ð7Þ

Y1 ¼ ðgaÞna1
H1ðf 0 ð1ÞÞ ; � � � ; Yl ¼

ðgaÞna1
H1ðf 0 ðN�

1 � 1ÞÞ ð8Þ

Zl ¼ gs1 ; � � � ; gsl ; sl; � � � ; sl 2 Zp ð9Þ
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l ¼ eðX1; rk1Þ � eðX2; rk2Þ
Pl2UðeðYl; rk3Þ � eðZl;Rf ð1ÞÞÞwl

;wl 2 Zp and P
l2U

wl � nal ¼ d ð10Þ

6. IndexGen IndexðGP;D0
iÞ ! IDi and IDl: When R utilizes the global parameter GP,

the data digest Di of original data, and then the MACi is calculated; similarly, we
can get MACl; IDi and IDl in Re-encrypt ciphertext.

7. Re-Decrypt Re DecðSKl;CTlÞ ! CTi: the value node R checks whether the attri-
bute set ul matches the shared structure ðAl; flÞ; If there is a match, the medical
institution can decrypt CTl uses the CP-ABE to get CTi, and then the decryption
keys ki can be calculated:

ki ¼ X1

c
1

HðvÞ
; c is the part of ciphertext v 2 GT ð11Þ

CTi ¼ A1 � eðA3; ghÞ
c

; h 2 Zp ð12Þ

8. Decrypt the original data ciphertext DecðCTi; ki;GPÞ ! d: Using the formula

d ¼ A1

Pi2UðeðYl; gkÞeðX2;Rf ð1ÞÞÞwi
ð13Þ

3 Security Proof

In this section, the security of proposed sharing model is proved in the random oracle
model that it is against chosen plaintext attacks (CPA).

Lemma 4.1: Based on the q-DBDHE assumption, if the scheme in [9] is secure
against chosen plaintext attacks (CPA) in the random oracle model, our scheme is
secure against CPA.

Proof: Suppose there exists a probabilistic polynomial time adversary A can attack our
scheme with a non-negligible advantage e. We prove that the following q-DBDHE
game can be solved by the challenger B with the advantage e

2.

Initialization: Challenger B randomly picks x; y 2 Zp and multiple hash functions
H1;H2;H3;H4;H5;H6 to calculate eðg; gÞz ¼ eðg; gÞxeðg; gÞy. The global parameters
GP ¼ p; g; g1; ga; eðg; gÞa;H1; � � � ;H6ð Þ and PK ¼ ðg; g1; ga; eðg; gÞa;HxÞ are sent to
the adversary A.

Inquiry 1:

(1) Private Key Query: The adversary A queries for the private key SKU according
to the attribute set U and shared permission structure ðA�; f Þ. If U satisfies the
shared permission structure A�; fð Þ, challenger B chooses to output a value at
f0,1g and the game ends; If U is not satisfied, Challenger B picks a set of data to
make m ¼ ðm1; � � � ;mnÞ 2 Zp;m1 ¼ �1;m � A� ¼ 0.
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(2) Re-encrypt Key Query: Select the attribute set ul to determine whether it con-
forms to the shared permission structure Al; fð Þ. If ul meets the shared permission
structure Al; fð Þ, challenger B chooses to output the value at f0,1g, the game ends.
Instead, the private key SKl is obtained; the re-encrypt key rki!l ¼ ðui; rk1; rk2;
rk3; rk4;RiÞ is calculated and sent it to the adversary A.

Challenge: The adversary A selects two data digests D1;D2 which has equal length
and sends them to the challenger B. The challenger B selected one bit attributes from
h 2 ð0; 1Þ and encrypt it with the shared permission structure ðA�; f Þ. Then B gets the

ciphertext CT� and sent CT� to the adversary A. If eðg; gÞa
qþ 1s and T are equal, CT� is a

valid ciphertext.

Inquiry 2: Repeat Phase 1 adaptively.

Guess: The adversary A submits the guess h0 of h. When h0 ¼ h, the simulator rep-

resented challenger B outputs T ¼ eðg; gÞaqþ 1s; when h0 6¼ h, the simulator represented

challenger B outputs T 6¼ eðg; gÞaqþ 1s. In the game, the advantage of the adversary A is
Pr h0 ¼ h½ � � 1

2

�� ��; if h ¼ 0, it means that the advantage A can’t get any useful infor-
mation and the probability of guessing correctly is 1/2. When h ¼ 1, it means that the
adversary A can get all the information about the ciphertext and the original data, so the
advantage is 1=2þ e. Therefore, the advantage of the probabilistic polynomial time
adversary in the q-DBDHE game is Prðh0 ¼ hÞ � 1

2 ¼ 1
2

1
2 þ e
� �þ 1

2 � 12 � 1
2 ¼ e

2. To
conclude, if the adversary has non-negligible advantage e in the constructed game, he
can solve the q-DBDHE problem with the non-negligible advantage e

2. Based on the q-
DBDHE assumption, there is no adversary has significant advantage in our security
game and our scheme is secure.

4 Analysis and Comparison

1. Privacy Analysis of Medical Data Content

In order to protect medical health data while sharing and storing, our scheme uses
DPOS to rank the medical institutions. Moreover, the scheme adopts a combination of
the CP-ABE algorithm and the proxy re-encryption algorithm to store and share
medical data, which is safer than the symmetrical encryption. The data owners presets
the shared permission structure of the medical data, They use the attribute-based proxy
Re-encryption algorithm stores the complete ciphertext of original data in the cloud
server, and stores important information such as storage location and data digest in the
blockchain in order to facilitate the searching and sharing of the medical data. The
requesters want to obtain the medical data, they need to find the corresponding block
by the keyword searching in blockchain, and then they can find the ciphertext in the
cloud server. In our security model, the ciphertext is stored separately, so our model
realizes the privacy of medical data content.
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2. Collusion Resistance

When the value node R generates the re-encryption key, R could verify the attribute
set ul�U and share permission structure Al; fð Þ of medical institutions through the X2.
In our model, rk3; rk4;Ri and d 2 GT are associated; rk1; rk2; rk4 and h 2 Zp are
associated; d 2 GT is encrypted by rk4, shared permissions Ai; fð Þ and h 2 Zp.
Therefore, when rk1; rk2; rk3;Ri is hacked lead to the original data is changed, the re-
encrypted ciphertext will also be invalid according to the above relationship. If the
attribute sets, sharing permissions, and rk4 are tampered, you can verify it by calcu-
lating the following formula:

eðX2;H6ðX1;X2; ðYl; ZlÞN
�
1�1

l¼1 ; ui; ðAi; f ÞÞÞ ¼ eðg; gÞ ð14Þ

3. Scheme Comparison

In this paper, we compared the proposed scheme with some of classic cloud storage
schemes, as is shown in Table 1. Among the schemes, the scheme of Akinyele [10] and
Hong [3] are the single attribute-based encryption cloud storage scheme. The schemes
of Seo [4], Shi [11], and Luo [12] use attribute-based proxy re-encryption, but they rely
on third parties to complete storage and sharing. In particular, the Seo’s solution
required multiple data centers, so it is difficult to ensure that the medical data has not
tampered during data is transported and stored. Moreover, except for the Shi’s solution,
other schemes which the ciphertext are not searchable, these schemes have hindered the
data sharing. Our solution can realize all the functions on the table at the same time,
and select the required information according to the actual situation, so it is more
suitable for the practical application of sharing.

5 Conclusion

In order to ensure the security of medical health data in the process of storage and
sharing, we proposed a way to combine blockchain and cloud storage; the attribute-
based encryption was introduced into the proxy re-encryption which supports the

Table 1. Comparison of sharing schemes.

Scheme Key-
word
search

Attribute
encryption

Proxy
re-encryption

Attribute-based Proxy
re-encryption

Blockchain
technology

No third
party

[10] � √ � � � �
[3] � √ � � � �
[4] � √ √ √ � �
[11] √ √ √ √ � �
[12] � √ √ √ � �
our √ √ √ √ √ √
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keywords searching to store and share the medical data in the security situation. This
way avoids the problem that some share requesters want to secondary forward shared
data. The ciphertext of original data and ciphertext of re-encrypted are stored sepa-
rately, which has the possibility of preventing the collusion. Through the security proof
and privacy preserving analysis, our model has practicality. Compared with other
existing models, the proposed model gives a better performance in terms of sharing
medical data and privacy preserving.
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Abstract. Anti-tracking network is the effective method to protect the
network users’ privacy confronted with the increasingly rampant net-
work monitoring and network tracing. But the architecture of the current
anti-tracking network is easy to be attacked, traced and undermined. In
this paper, We propose smart topology construction method (STon) to
provide the self-management and self-optimization of topology for anti-
tracking network. We firstly deploy the neural network on each node of
the anti-tracking network. Each node can collect its local network state
and calculate the network state parameters by the neural network to
decide the link state with other nodes. At last, each node optimizes its
local topology according to the link state. With the collaboration of all
nodes in the network, the network can achieve the self-management and
self-optimization of its own topology. The experimental results showes
that STon has a better robustness, communication efficiency and anti-
tracking performance than the current popular P2P structures.

Keywords: Anti-tracking network · Topology · Neural network ·
Cyber security

1 Introduction

1.1 Background and Motivation

Along with the popularization and development of network, the Internet has
entered into every aspects of our lives. And the Internet has evolved into a global
platform for social networking, finance, education, communication, health care
and so on. Large amount of personal information is transferred in the network,
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and most of them has huge economic benefits. So, the easy reach of the Internet
has posed a serious threat to the online privacy of network users [1].

Even though the end-to-end encryption technology has been developed very
mature, but it can only protect the data content of communications against the
eavesdropping of the adversaries. The significant information about the iden-
tity of the sender and the receiver or the network addresses of the source and
the destination are still in danger [2]. The adversaries can easily monitor or
eavesdrop the network users’ online behavior, and aggregate the data of users’
communication to make a big profit.

In order to protect the online privacy of network users, anonymous com-
munication (AC) network emerges as the times require [3]. However, most of
the current AC networks focus on the anonymity of network users’ identities at
the application layer. From the network layer, when confronting with the net-
work tracing and monitoring, they have not too many advantages in tracking-
resistance. So, we propose the anti-tracking network which is used to mitigate the
network tracing and network monitoring in the network layer. The anti-tracking
network is built on the P2P network and the weakness of the P2P network, such
as the cut point and key point problem, the problem of topology management
and so on [4], have a big impact on the performance of anti-tracking network.
Motivated by this, we devote into the research of smart topology construction
method to build a smart and robust anti-tracking network.

1.2 Limitation of Prior Art

Anti-tracking network is used to fight against the network tracing and network
monitoring. Because the anti-tracking network is built on P2P network, there
are some disadvantages which seriously affect the performance of anti-tracking
network [5–7].

– Cut point and key point problem: Cut points and key points are the critical
threats to the P2P-based anti-tracking networks. The disconnection of cut
points will split the network into different blocks. The key points are the core
points to transfer messages and they are always the bottleneck of message
transmission. So, the attack to the cut points and key points is the com-
mon means to undermine the anti-tracking network. If so, the anti-tracking
network can not provide good performance to the network users.

– The monitor of C&C channel: As we know, the traditional anti-tracking net-
work needs the controller to construct, manage and optimize the network
topology. The frequent communication between the anti-tracking network and
the controller may lead to the exposure of the controller’s identity [8,9]. Once
the controller is traced, the anti-tracking network will be taken over or fall
into an unavailable situation.

– The fixed transmission path: Most of the anti-tracking network has the
fixed topology structure and fixed message transmission path. This provides
tremendous convenience for the adversary to trace the traffic flow. And,
the adversary can easily probe the topology structure and destroy the anti-
tracking network.
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1.3 Proposed Approach

To solve the problems discussed above, we propose a smart topology construction
method for anti-tracking network based on neural network, called STon. The
basic principle of STon is that we deploy the neural network algorithm on each
node of the anti-tracking network. Each node collects its local network state
periodically to generate the network state parameters. Then, each node executes
the neural network algorithm with the parameters to decide the connection or
disconnection with other nodes. Each node only has the ability to adjust its local
network topology structure. But, according to the collaboration of all nodes in
the anti-tracking network, the network has the ability to adjust and optimize
its topology structure by itself. With STon, the anti-tracking network doesn’t
need the controller to manage or optimize the topology structure any more, it
achieves the self-management and self-optimization of topology structure.

To make a straightforward sense of our proposal, we conclude STon with
three steps:

– Deployment of neural network in each node.
– Collection of network state parameters.
– Calculate the link state and adjust the topology.

1.4 Contributions

We make three key contributions in this paper as follows.

– We propose a smart topology construction method (STon) for anti-tracking
network. STon achieves the self-management and self-optimization of network
topology and effectively avoid the emergence of cut points and key points.
STon makes the anti-tracking network more robust.

– We propose a parameter collection algorithm (PCA) to collect the local net-
work state and generate the corresponding parameters for the deployed neural
network. PCA can effectively collect the network state even if the network
topology is dynamic.

– We propose connection judgement algorithm (CJA) which calculates the link
state with network state parameters. CJA achieves that each node can opti-
mize its local topology according to its network state. With the collaboration
of all nodes in the network, anti-tracking network has the ability to optimize
its own topology and always keeps in a stable and robust situation by itself
without the management of the controller.

2 The Overview of STon

The main principle of STon is that the nodes in anti-tracking network have the
ability to change its link state dynamically according to the network state for
the purpose that the network can manage and optimize its topology intelligently
and automatically. So, the network does not change its topology arbitrarily,
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but changes it to a more stable and robust structure. In this way, the main-
tenance expense and potential risks [10,11] of P2P network would be curtailed
greatly. And the anti-tracking performance and robustness of the network would
be improved highly. Before the detail discussion of STon, we need to introduce
two important concepts as follows.

– Candidate node. Candidate nodes are defined as the nodes which can be
choosed to calculate the link state by the current node. We denote the neigh-
boring nodes collection of the current node as N, and denote the current
node’s neighbor’ neighbor collection as S. Then the candidate nodes collec-
tion C = {N, S}.

– Node stable situation. For the current node u and one of its candidate
nodes v, node u calculate with the parameters of node v and get the result.
If the result is 1 and v ∈ N , or the result is 0 and v ∈ S, then the current
node is in node stable situation. Node stable situation means the link state of
the current node has been the same with the adviced link state by the neural
network, and needs no optimization.

Fig. 1. The overview of STon.

Each node has to deploy the neural network, collect the network state param-
eters and calculate the link state with candidate nodes. As showed in Fig. 1, there
is a simple topology that node A links to node B and node B links to node C.
If node A is not in the stable situation, the node A needs to collect the network
state parameters of node B and node C, then calculates link state with them.
In Fig. 1, the link state between node A with other two nodes is subject to the
calculation result of the neural network deployed in each node in advance. At
last, with the calculation result, the node A updates its local topology.
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So, STon has big advantages in the management and optimization of the
topology for anti-tracking network. Anti-tracking network with STon will not
need the controller’s management in case of the traceback of C&C channel of
the controller. From the aspect of robustness of network, the topology can change
according to the changes of network state. With the parameters of network state,
STon prefers to update its topology to a more stable and efficient structure in
case of the emergence of cut points or key points. From the aspect of anti-
tracking, the dynamic change of topology according to the network state will
change the message transmission path which makes the network monitoring and
traffic tracing more difficult.

3 Methodology

3.1 Parameter Collection Algorithm

Parameter Selection. How each node adjust its local topology is subject to the
parameters calculated by the STon. In order to make sure the network optimizes
its topology towards a more robust and anti-tracking structure, we comply with
the following rules to select the network state parameters.

– Robustness. P2P-based anti-tracking network is an open and distributed
platform. Each node can connect or disconnect with the network freely. This
process may result in the emergence of cut points and key points which are
the potential threats to the network. So, we need to select the parameters
conductive to avoid the cut points and key points.

– Anti-tracking. STon has the ability to optimize its topology by itself. So,
without the communication to the controller, C&C channel is hard to be
monitored. Inspired by the infeasibility of monitoring the global Internet,
cross-domain communication [12] is proposed to improve the anti-tracking
performance. So, we also consider the cross-domain between two neighbouring
nodes.

– Invulnerability. Invulnerability is the precondition of the availability of anti-
tracking network. When some nodes, even the cut points or the key points,
are removed, the network can still recover its topology to a robust and stable
structure. This power is what the anti-tracking network needs. We also select
the parameters which make sure the network has rapid resilience.

In view of the above, we classify the parameters into two categories showed
as follows.

– The parameter of network topology. This kind of parameters can be counted
directly according to the network topology information and used for the opti-
mization of the network topology.

• C Domain: The domain of current node.
• D Domain: The domain of candidate node.
• C Degree: The degree of current node.
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• D Degree: The degree of candidate node.
• C CandidateAmount: The candidate node number of current node.
• C NeighborsAvgDegree: The average degree of all neighboring nodes of

the current node.
• SharingNode: The sharing node number between the current node and the

candidate node. If the two nodes are neighboring nodes, the parameter
is 0.

• DifferenceOfDegree: The difference of the degree between the current node
and the candidate node.

– The parameter of network traffic. This kind of parameters is generated by
the traffic information and used for the optimization of traffic load balance.
In unit time, each node counts the amount of message transfered by it and
calculates the average value to generate the parameters.

• C MessageAvg: The average transmission quantity of the current node in
unit time.

• D MessageAvg: The average transmission quantity of the candidate node
in unit time.

• C NeighborsAvgMessage: The average transmission quantity of all neigh-
boring nodes of the current node in unit time.

• DifferenceOfAvgMessage: The difference of average transmission quantity
between the current node and the candidate node.

The original parameters need to be normalized and limited in the interval [0,
1] for the further calculation of the neural network.

C Domain and D Domain denote the domain of the current node and the
candidate node. We firstly number each domain from 1∼n and n denotes the
total number of all domains. Then the two parameters can be normalized by
the Eq. (1) in which i denotes the domain number. Except the two parameters
mentioned above, the other parameters have the value of 0 or any positive inte-
ger. So, we normalize the other parameters with Eq. (2) in which x denotes the
parameter value.

f(i) =
i

n
(1)

f(x) =
1

1 + x
(2)

Parameter Collection Algorithm. Each node uses PCA to collect the net-
work state information and generates the corresponding parameters. For the
parameter of network topology, only when the local topology of the current
node changes, the current node updates this kind of parameters. For the param-
eter of network traffic, each node counts the amount of the message transfered
by it in each unit time and computes the average value as this kind of parame-
ters. Because the parameter of traffic information changes as the network traffic
changes, we need recalculate the parameter of traffic information to get the latest
network traffic information in each unit time. Algorithm 1 gives the pseudocode
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of PCA. In Algorithm 1, we can only collect the basic parameters directively
generated by the network topology and network traffic. The other parameters,
such as C CandidateAmount, C NeighborsAvgDegree, SharingNode, Difference-
OfDegree, C NeighborsAvgMessage, DifferenceOfAvgMessage, need further cal-
culations of the basic parameters from the current node and its candidate nodes.

Algorithm 1. Parameter Collection Algorithm
Input: v: current node. totalmessages: the total amount of transfered messages.
Output: P : Parameter collection
1: function UpdateTopologyPara(v) � The function of collecting the parameter

of network topology.
2: domain ← GetDomain(i) � Get the parameter of domain.
3: degree ← GetDegree(i) � Get the parameter of degree.
4: P ← domain, degree
5: end function
6:
7: function PCA(v, totalmessages)
8: while True do
9: if TopologyChange(v) then � Check whether the topology has been

changed. If True, optimize the parameters of network topology.
10: UpdateTopologyPara(v)
11: end if
12: if UnitT ime(v) then � Check whether it’s time to update the parameters

of network traffic.
13: avgmessage ← totalmessages/totaltimes � Calculate the average

value of total amount of transfered messages.
14: P ← avgmessage
15: totaltimes + + � Accumulate the number of unit times.
16: end if
17: end while
18: end function

3.2 Connection Judgement Algorithm

With CJA, the anti-tracking-network can achieve the self-management and self-
optimization of topology. In detail, each node asks for the parameters of all
its candidate nodes, and executes CJA with its candidate node one by one to
calculate the link state. At last, this node updates its local topology according
to the calculated link state.

The Structure of the Neural Network. Firstly, we introduce the neural
network deployed in each node. We use two RBMs to construct a two-layer neural
network. The first RBM is Gaussian-Bernoulli RBM (GBRBM) [13], because the
input of the first RBM is real number distributed in the interval [0, 1], but the
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output value is 0 or 1. The second RBM is Bernoulli-Bernoulli RBM (BBRBM)
[13], both of its input and output are 0 or 1. The structure of the proposed neural
network is showed in Fig. 2. The input of GBRBM is the parameters collected
by PCA, and the output of GBRBM is as the input of BBRBM to calculate the
link state.

Fig. 2. The structure of neural network.

Parameter Training of Neural Network. In the parameter training of RBM,
we usually use Contrastive Diversity (CD) [14] to train the weights between the
nodes in different layers and the bias of each layer.

In order to improve the accuracy and efficiency of parameter training, we
use genetic algorithm (GA) to optimize the weights of the neural network. The
fitness function of GA is defined based on the distribution of nodes, domains and
the traffic load of each node. The fitness function is showed in Eq. (3). α, β, γ
are the coefficients. d, davg separately denote the degree of current node and the
average degree of its neighboring nodes. numi denotes the number of nodes in
the same domain with the current node. m,mavg separately denote the amount
of messages transfered by the current node and average amount of messages
transfered by all its candidate nodes.

F = α

(
1

1 + |d − davg|
)

+ β

(
1

1 + numi

)
+ γ

(
1

1 + |m − mavg|
)

(3)

Crossover and mutation are the important steps to optimize the computa-
tional process of GA. Firstly, we need to calculate the crossover and mutation
rates according to the evolution situation. In the optimization process of weights,
in order to keep both the items with high fitness value and the diversity of the
population in GA, we use Eq. (4) to calculate the crossover and mutation rates.
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In Eq. (4), λ1, λ2 are the constants in the interval (0, 1). fmax denotes the highest
fitness in the population of GA. favg denotes the average fitness of the whole
population.

p =

{
λ1

fmax−f
fmax−favg

f ≥ favg

1 − λ2
fmax−favg

fmax−f f < favg
(4)

If we use Eq. (4) to calculate the crossover rate, f denotes the higher fitness of
the two items in crossover calculation. If we use Eq. (4) to calculate the mutation
rate, f denotes the fitness of the item in mutation calculation. So, with Eq. (4),
when the fitness is too high, the crossover and mutation rate are low so that GA
can avoid the premature convergence. When, the fitness is too low, the crossover
and mutation rate are high so that GA can expand the item range to search the
best solution.

In crossover calculation, we take two different crossover methods to generate
two different items. One item prefers a balanced crossover of its parents, but
another item prefers crossover with its parent has high fitness. We use gi and hi

separately denote the genetic value of two items in crossover calculation, and si
denotes the genetic value of a new item generated by the crossover calculation of
gi and hi. The crossover calculation is showed in Eq. (5) in which pc denotes the
crossover rate. If we calculate the balanced crossover, we use Eq. (6) to replace
the parameters Δi and Θi in Eq. (5). If we calculate the crossover inclined to
the parent with higher fitness, we use Eq. (7) to replace the parameters Δi and
Θi in Eq. (5).

si = pcΔi + (1 − pc)Θi (5)

Δi = gi
Θi = hi

(6)

Δi =
{

gi fi ≥ fj
max(pcgi + (1 − pc)hi, gi) fi < fj

Θi =
{

gj fj ≥ fi
max(pcgj + (1 − pc)hi, gj) fj < fi

(7)

In mutation calculation, we randomly choose one value from the interval
[x1, x2] with the probability pm to replace the genetic value of a item. The
upper and lower bounds of the above interval are defined as Eq. (8) in which
xmin and xmax separately denote the minimum and maximum weight of the
neural network to keep the mutation calculation in a reasonable range. When
the fitness of the item is approximate to the best fitness of the population, the
interval of mutation will be small; on the contrary, when the fitness of the item
is too low, the interval of mutation will be large. In this way, we not only avoid
the impact of mutation to the items with high fitness, but also expand the range
of mutation items in case of the premature convergence.

x1 = (1 + f
fmax

)xmin

x2 = (1 − f
fmax

)xmax
(8)
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GA is used to search for the approximate optimal weights for the neural
network. When the GA converges, we can use the parameters generated by
GA to train the neural network for higher efficiency and fast convergence. The
training method of RBM has been discussed detailly in [14], and needs no further
elaboration.

Connection Judgement Algorithm. CJA is used to calculate the link state
according to the network state. CJA is a two-layer neural network based on
RBM. Each node uses CJA to calculate the network state parameters to decide
the link state with its candidate nodes. And then, the node updates its local
topology according to the calculated link state.

The output ofCJA is 0 or 1. If the output is 0, the nodewill break the connection
with the candidate node if they are neighboring nodes. If the output is 1, the node
will ask for connection to the candidate node and send its network state parameters
to it. If the candidate node receives the parameter sent by the node who asks for the
connection, it will also execute the CJA with the received parameters to make its
own decision. Only when the output of the candidate node’s CJA is also 1, the two
nodes will build the connection. Or, the candidate node will refuse the connection.
The pseudocode of CJA is showed as Algorithm 2.

4 Experiment and Analysis

We propose STon to achieve the self-management and self-optimization of anti-
tracking network’s topology. The anti-tracking network with STon has better
performance in robustness, load balance and anti-tracking performance. We com-
pare STon with the two popular P2P topologies, ZeroAccess [15] and TDL-4 [16],
and analyze the advantages of STon.

ZeroAccess is based on a layered and unstructured P2P topology and its
structure is familiar with Gnutella network [17]. So, we use the open source data
of Gnutella topology from Stanford university [18] to simulate the ZeroAccess.
TDL-4 is structured P2P topology based on Kademlia protocol [19]. We also
use the open source date of Kademlia topology from Illinois university [20] to
simulate the TDL-4. We use Igraph to simulate the above three P2P topology
structures with 6000 nodes.

4.1 Evaluation of Robustness

To evaluate the robustness [21], we firstly give a evaluation formula (9) to quan-
tify the evaluation results.

βp =
The node number of MCS(G(p))

The node number of G
(9)

In formula (9), G(p) denotes the subgraph after remove p percent of the
nodes from the original network. MSC(G(p)) denotes the maximum connected
subgraph of G(p). In the experiment, we use two different ways to remove nodes
from the network to compare the robustness.
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Algorithm 2. Connection Judgement Algorithm
Input: u:current node. C: candidate nodes collection. N : neighboring nodes collection.
1: function CalculateParameters(u, C, N) � The function of calculating the

parameter of network topology.
2: for v in C do
3: parameter = GetParameter(v) � Get the parameters of candidate node v.
4: connection = RBM(parameter) � Calculate the link state.
5: if connection = 0 then
6: if v in N then
7: Breaklink(v) � Break the connection with node v if they are

neighboring nodes.
8: Update(u) � Update the network state parameter and candidate

nodes collection of current node.
9: end if

10: else if connection = 1 then
11: parameteru = GetParameter(u) � Get the parameter of current node

u.
12: result = RequestLink(v, parameteru) � Current node ask for

connection with the candidate node v.
13: if result = 1 then � when the calculation result of candidate node u is

1, it means the candidate node also agrees with the connection with current node.
14: BuildConnection(v) � Build connection between current node and

candidate node.
15: Update(u)
16: end if
17: end if
18: end for
19: end function
20:
21: function ListenConnectionRequest(v) � The function of listening the

request of connection.
22: while GetConnectionRequest() do � If there is a request of connection, the

current node need to calculate and judge the connection with it.
23: parameterv = GetParameter(v)
24: connectionv = RBM(parameterv)
25: if connectionv = 0 then
26: RefuseLink(v) � If the calculatoin result is 0, current node refuses to

build connection with it.
27: else if connectionv = 1 then
28: BuildConnection(v)
29: Update(u)
30: end if
31: end while
32: end function
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– Random-p removal. In each round, we remove p percent of nodes from the
network randomly.

– Top-p removal. In each round, we remove p percent of nodes with highest
degree from the network.

(a) Random-p Removal (b) Top-p Removal

Fig. 3. The influence of node removal on the robustness of networks

From the experiment results in Fig. 3, no matter in which node removal
experiment, STon has the best robustness. Because when some nodes discon-
nect the network, the network topology will be changed and also may be broken
into different blocks. Without the management of the controller, the TDL-4 and
ZeroAccess can not management their topologies by themselves, so the topologies
of the two P2P networks will be more worse along with the more nodes disconnect
from the network. But, STon has the ability of self-management of its topology.
STon can perceive the changes of topology and optimize it according to the net-
work state to a stable situation by the calculation of network state parameters.
From the two experiments, we can see that the top-p removal has the greater
damage to the network, because the nodes with highest degree always have a
more important position in network communication. So, TDL-4 and ZeroAccess
perform worse in top-p removal. But for STon, the performance of the two exper-
iments decreases not too much. This is because the self-optimization of topology
always keeps STon in a stable situation as the network state changes.

4.2 Evaluation of Load Balance

Network load balance is an important evaluation index of quality of service for
anti-tracking network [22]. We evaluate the network load of the three topology
structures with the following index under the same network size and the same
message transmission volume.
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– Load node number: The number of nodes take part in the message trans-
mission in the network.

– The highest load: In each round of message transmission, the amount of
transferred message by the node with highest load in the network.

The index of load node number is higher, then in the same amount of trans-
ferred message, more nodes take part in the message transmission. In this way,
the transferred message will be shared to more nodes in case that a few nodes
take on the more traffic load. The index of highest load is to measure the network
load through the worst case.

We set up 20 rounds for message broadcasting and the TTL of the message
is 4. After each round, we count the corresponding index of network load to
evaluate the load balance performance of the three topology structures.

(a) The changes of load node number ac-
cording to the continuous broadcasting

(b) The changes of the highest load ac-
cording to the continuous broadcasting

Fig. 4. The performance of network load balance comparision experiment

As illustrated in Fig. 4, TDL-4 and ZeroAccess have no ability of self-
optimization. So, if the topology structure has no changes, the network traffic
load also has no changes. But, STon has an obvious changes in the index of load
node number and the highest load. This means STon can optimize its topology as
the network traffic changes. The ability of self-management and self-optimization
of topology will provide huge convenience and advantages to ensure the efficient
communication and strong tracking-resistance for anti-tracking network.

4.3 Evaluation of Anti-tracking

Anti-tracking is the priority for anti-tracking network. The monitoring range of
the adversary has a direct impact on the intensity of anti-tracking performance.
So, we use the number of traced nodes by the adversary to measure the anti-
tracking performance. Firstly, we need introduce two indexes for anti-tracking
evaluation as follows.
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– TPR: True Positive Rate. TPR denotes the proportion of the traced target
nodes in all target nodes. TPR is used to evaluate the anti-tracking ability
of the network. The less target nodes are traced, the stronger anti-tracking
performance the network has.

– FPR: False Positive Rate. FPR denotes the proportion of the traced target
nodes in all the traced nodes. FPR is used to evaluate the difficulty of the
adversary to trace the target nodes. Because the adversary can trace a lot of
nodes in the network, but may be hard to trace the target nodes.

We randomly choose 50% nodes as target nodes from the network to send
message to a specific node. Assume that the adversary can only monitor the
traffic flow to trace the target nodes. For convenience, we assign all the nodes
into 10 domains equally. We assume the adversary can monitor one or more
domains to trace the target nodes. By increasing the monitoring domains, we
evaluate the anti-tracking performance of the three topology structures with the
index of TPR and FPR.

(a) The changes of TPR along with the
increase of monitoring domains

(b) The changes of FPR along with the
increase of monitoring domains

Fig. 5. The performance of anti-tracking comparision experiment

In Fig. 5, the values of X-axis are the number of domains monitored by the
adversary. In Fig. 5(a), along with the increase of monitoring domains, the num-
ber of traced target nodes increases exponentially and the performance of the
three topology structures is almost the same. This is because the anti-tracking
performance is subject to the monitoring range of the network by the adversary.
Just think that if the adversary can monitor the whole the Internet, there will be
no chance to escape from the network tracing and network monitoring. But in
Fig. 5(b), the FPR of STon increases slowly. From the anti-tracking experiment,
we can conclude that STon improve the anti-tracking performance by the means
of dynamic changes of network topology and transmission path. In this way, the
adversay will trace too many unrelated nodes. So, STon makes the adversary to
trace the target nodes more difficult.
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5 Conclusion and Future Work

In this paper, we propose an smart topology construction method for anti-
tracking network based on the neural networks, called STon. STon achieves the
self-management and self-optimization of network topology which improve the
robustness, communication efficiency and anti-tracking performance of the net-
work. Firstly, we use genetic algorithm to optimize the weights of the neural
network and help the neural network converge fastly. After deployed the neural
network on each node of the network, each node has the ability to calculate the
network state parameters to evaluate the link state. With the calculation result of
the neural network, each node can optimize its local topology. With the collabo-
ration of all nodes in the network, the network has the ability of self-management
and self-optimization of its topology. This kind of network has stronger robust-
ness, communication efficiency and anti-tracking performance than the current
popular network topology structures.

But, there are still some weakness in our work. Firstly, we need to train the
neural network previously to make sure the algorithm can suit to the network
state in practice. Once the network state has a drastic change, and the network
state may be totally different with the training data. Then, the performance of
the neural network may be reduced greatly, even lose the efficacy. In the future,
we will take further research on the online weight learning and rapid adaption
to new network state of the neural network.
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Abstract. This paper proposes a feature selection approach, based on improved
Discrete Particle Swarm Optimization (DPSO), to solve the “dimension disas-
ter” problem in data classification; it is named Progressive Binary Particle
Swarm Optimization (PBPSO). This feature selection approach is highly
problem-dependent and influenced by the locations of particles. It adopts the
principle of “partial retention - change - reduction of duplication - update” in the
process of selection, and defines a new fitness function describing the correlation
between the features and class labels. Experimentation was conducted using of
the KDDCup99 data set to evaluate our proposed PBPSO. The experimental
results show that 14 features were selected from the original data space with 41
features. Three classic classifiers, namely J48, Naive Bayes and ID3, were then
used to further evaluate the performance of the selected features. The classifi-
cation accuracy rates on the different classifiers achieved using the selected
feature subset are similar to those achieved using the original feature set. The
training time is, however, significantly reduced. In comparison with other
similar algorithms, including Genetic Algorithm GA and Greedy Algo-
rithm FGA. The results show that the PBPSO extracts fewer features, achieves
slightly higher classification accuracy, and less time consuming in terms of
model training. It has been demonstrated that the PBPSO enhances the practi-
cability of certain classification algorithms in handling high-dimensional data.

Keywords: Feature selection � Discrete particle swarm algorithm �
Correlation analysis � Correct classification rate � Modeling efficiency

1 Introduction

With the tremendous growth of computer network technology, various issues of net-
work security are arising accordingly. Firewall is the first gate for network security.
Traditional firewall, based on the static security technology, is unable to prevent attacks
from the inter-network, attacks bypassing firewall, new attacks and is unable to

Supported by Shanxi Provincial Department of Science and Technology, Natural Science Fund
Project, 2016; Shanxi Scholarship Council, Scholarship Fund Project, 2016; State Administration of
Foreign Experts, Overseas Training Fund Program.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
X. Wang et al. (Eds.): CollaborateCom 2019, LNICST 292, pp. 455–465, 2019.
https://doi.org/10.1007/978-3-030-30146-0_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_32&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_32&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_32&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30146-0_32


effectively defense virus [1]. IDS, Intrusion Detection System, is the second gate for
network security, which is able to dynamically monitor inter-network or host computer,
to detect various attacks in time and response, and to compensate for the defect of the
static security technology.

According to the technology approach adopted, IDS is comprised of misuse
detection and anomaly detection [2, 3]. Currently, misuse detection is the major
monitoring approach for IDS, and the attacking feature database is its core component.
misuse detection can detect attacks of known types with low rate of false alarm and
high rate of under reporting, and do nothing for the new unknown attacks, which
requires constantly upgrading of feature database to guarantee the completeness of
system detection ability. The completeness and accuracy of attacking feature database
of misuse detection directly affect the performance of IDS based on misuse detection.
Anomaly detection, based on normal behavior, builds feature outline and cannot detect
the specific type of attacks with high rate of false alarm and low rate of under reporting,
but is able to detect the new unknown attacks. Anomaly detection mostly adopt the
statistical analysis or based on the approach of rule description, builds behavior feature
outline of normal user in the system. These two detection approaches are comple-
mentary in the aspects of applicable objects and ways of detection, and so on. The
effective combination of both can offset the defects of each other, improving the
performance of intrusion detection.

From key point of computer network or within the host computer, IDS collects data
and make classification. Only a small proportion of massive feature of data source has
something to do with attacking classification. These massive and redundant features
cause enormous drop of classification efficiency and classification accuracy of attacking
classifier. Caruana pointed out that variety of feature significantly affected the quality of
inductive learning [4]. Extracting effective feature subset from massive features not
only improves the performance of learning algorithm, but increases the training speed
of algorithm as well. The smaller a feature subset is, the more representative the
selected feature might be, the higher the quality of generated rule is. Consequently,
feature selection is critical to increase the classification efficiency of network attacking
[5], and is the core issue of Intrusion Detection System [6]. The feature selection of
intrusion detection in fact is strategy that we are seeking for an optimal point on the
aspects of reduction of rate of false alarm and rate of underreporting and improvement
of system performance. Effective feature selection is the focus of this paper.

2 Feature-Selection Approach

Choosing some most effective features from a set of features to achieve the objective of
reducing the dimension of feature space, this process is called feature selection. The
basic task of feature selection is to find out a feature subset from a known features set,
in order to describe the known samples in a consistent way [7]. The quantity of feature
selection of intrusion detection should be appropriate, neither too many nor too few.
Too many features mean strong particularity which is easy to cause under reporting,
intensive computation and poor real-time affect the system efficiency. Too few features
mean strong universality which is easy to cause false alarm. Before and after feature
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selection, the distribution of category should be as consistent as possible. The classi-
fication accuracy cannot drop obviously.

According to whether depend on machine learning algorithm, feature selection can
be divided into two models: filter model and wrapper model [8]. In the filter model,
feature selection approach is independent of any inductive learning algorithm. It can
select feature subset by using a preprocessing pattern, selected feature subset is inde-
pendent of any particular algorithm, and then inductive learning. In the wrapper model,
feature selection approach directly optimizes the certain particular algorithm, by
evaluating algorithms’ generalization ability for the selected feature subset in each step
to achieve feature selection. Wrapper model regards feature selection as the searching
issue within all possible feature space.

Filter model has higher computation efficiency than wrapper model, and is a classi-
fication algorithm which is independent of the ultimate choice. But because the adopted
evaluation function is likely to lead to incorrect orientation, causing feature selection
deviate from the ultimate objective, and less effective. Wrapper model wraps learning
algorithm into feature selection algorithm, classification accuracy of subset ultimately
selected is pretty higher. But when data size is higher, it needs to take massive computing
resources. Feature selection is actually a combinatorial optimization issue, which has
proven to be NP difficult problem [9, 10]. Search algorithm and evaluation function are
two main components of feature selection algorithm. Adopting some heuristic search
algorithm to select a features subset of suboptimal can reduce the computational workload.
After the generation of feature subset, use an evaluation function to calculate whether the
feature subset is good or bad, and compare the result with previous best one. After several
iterations, the best fitted features subset is the ultimate selected result.

This paper focuses on the issue of feature selection for intrusion detection. The data
set contains massive data and computation is time-consuming, it is inappropriate to use
wrapper model. Therefore, this paper adopts filter model to select feature subset, takes
advantage of particle swarm algorithm with fast convergence to search within the
feature space, simultaneously introduce the correlation analysis to guide the search of
algorithm.

3 Particle Swarm Optimization Algorithm

3.1 Basic Particle Swarm Algorithm

PSO, Particle Swarm Optimization [11] is a global random search algorithm based on
swarm intelligence proposed by James Kennedy, an American social psychologist and
Russell Eberhart, an electrical engineer in 1995 through simulating birds’ migrating
and flocking behavior during the process of foraging.

First of all, PSO initialize a group of random particles (random solution), and then
find the optimal solution through iteration. In the each iteration, the particles update
themselves through tracking two extreme values. One is the optimal solution found by
the particle itself, which is called individual extreme value Pi, the other one is the optimal
solution found by the whole population, which is called global extreme value Pg.
Assume size of particles population is N, particles’ current position is represented as
Xk
i ¼ ðxk1; � � � ; xkn; � � � ; xkNÞ, xkn 2 ½ln; un�, 1� n�N, ln and un represent the upper and
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lower bound of nth dimension respectively. Particles’ current speed is Vk
i ¼ ðvk1; � � � ; vkn;

� � � ; vkNÞ, Vk
i is limited between the maximum value Vk

max ¼ ðvkmax;1; � � � ; vkmax;n; � � � ; vkmax;NÞ
and minimum value Vk

min ¼ ðvkmin;1; � � � ; vkmin;n; � � � ; vkmin;NÞ. After particles find the two
extreme values above, then update speed and position of themselves according to for-
mulas (1) and (2).

Vkþ 1
i ¼ xVk

i þ c1r1ðPk
i � Xk

i Þþ c2r2ðPk
g � Xk

i Þ ð1Þ

Xkþ 1
i ¼ Xk

i þVkþ 1
i ð2Þ

Where x is inertia weight, c1, c2 are constant, called learning factors, used to adjust the
relative importance of individual extreme value and global extreme value. r1, r2 are
random numbers uniformly distributed among (0, 1). Pk

i ;P
k
g represent position of

individual extreme value and position of global extreme value for particles’ kth iter-
ation. Conditions for iteration termination are that either reach the maximum time of
iteration or meet the minimum threshold of fitness. The first part of formula (1) is
particles’ speed in previous step, indicating particles’ current state, the second part is
the reflection of particle itself, which is the cognitive part, particles adjust their speed
and position for next step by thinking the position of themselves, in this way particles
have sufficiently strong global search capability to avoid falling into a local minimum,
the third part represents that particles update their next step through the information
exchange with other particles.

3.2 Discrete Binary Particle Swarm Optimization Algorithm

In 1997, Kennedy and Eberhart proposed Discrete Binary Particle Swarm Optimization
(BSPO) of PSO algorithm, which make it into the field of combinatorial optimization
[12]. BPSO adopts binary encoded form, constrains each dimension of xki and p

k
i as 1 or

0 within BSPOmodel, but there is no such constraint for speed vki . The Sigmoid function
of speed (formula 3) indicates the possibility of position state changes. Formula for
speed update of BPSO is unchanged, but formula for position update is altered to
formula (4). Where rand() is random numbers among [0, 1]. Within the discrete binary
model, vkmax is preserved, playing the role of constraining the ultimate possibility of Xk

i is
1 or 0. In fact, normally vkmaxi s set between±4.0, so that there is at least one opportunity
making S vkmax

� � � 0:0180, meaning under the condition of upcoming state changing.

SðvÞ ¼ 1
1þ e�v

ð3Þ

if randðÞ � Sðvki Þ
� �

then xki ¼ 1

else Xk
i ¼ 0

ð4Þ

PSO can be directly used to solve continuous problem, while intrusion detection feature
selection is non-continuous problem. Consequently, this paper uses BPSO Algorithm,
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each particle has its own position and speed, and particles’ position represents one
possible solution for the problem. The implement of algorithm requires the re-definition
of particle coding scheme, particles’ position and speed, and the updating rules.

4 Feature-Selection Approach Based on BPSO for IDS

4.1 Data Set Selection

This paper adopts KDDCup99 data set [13]. This dataset is a 9 weeks data selected
from a simulated U.S. Air Force LAN, which has great similarity with real-world
scenarios and is widely used to test the efficiency of intrusion detection system.
KDDCup99 data set is divided into marked training dataset and unmarked testing
dataset. According to Table 1, training dataset has different probability distribution
with testing dataset. Testing dataset contains some types of attacking which do not
appear in the training dataset, making intrusion detection more realistic. According to
Table 2, training dataset contains one kind of normal identifier class-Normal and 22
kinds of training attacking types. There are another 14 kinds of attacking types
appearing only in the testing dataset. In KDDCup99 data set, each connected record
contains 41 fixed feature attribute and one kind of class identifier. Identifier is used to
indicate that this connected record is either normal or a certain specific attacking type.
Within 41 fixed feature attributes, nine of them are discrete and the rest is continuous.

4.2 Algorithm Design

Traditional dimension reduction method is a non-supervisory algorithm. Despite
dimension reduction of data source can simplify the data source, the low-dimensional
data is not completely equivalent to the original data. The key of taking advantage of
particle swarm algorithm to solve the issue of feature selection rests on the selection of
coding scheme and fitness function [14, 15]. Coding is determined by the essence of
the issue and the space where the particle is, the fitness function reflects the connection
between practical issues and optimizing algorithm.

Table 1. Distribution of connection types in 10% KDDCup99 data set

Attack classes Training data Testing data
Number Percentage Number Percentage

Normal (0) 97278 19.691066 60593 19.481463
Probe (1) 4107 0.83134 l 4166 1.339425
DoS (2) 391458 79.239142 229853 73.900826
U2R (3) 52 0.010526 228 0.073305
R2L (4) 1126 0.227926 16189 5.204981
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4.2.1 Coding Scheme
Coding scheme is that for a given network states data set D including N-dimensional
feature, the goal of feature selection is to select a feature subset R making objective
function optimal [16].This paper, based on the analysis of KDDCup99 standard data
set, determines to make natural number coding for particles. Using natural number to
represent feature attributes, in this way, coding is simple and easy to implement.
Several of features compose of a feature subset, each feature subset is a natural number
coding sequence. The natural number coding sequence corresponds to a particle of the
population, while each particle corresponds to a feasible solution, the combination of
different features attributes of 41 features attributes.

4.2.2 Definition of Particles Position, Speed, and the Updating Rules
Within PSO Algorithm
Each particle’s position, within PSO algorithm, is a potential solution [17, 18]. Parti-
cles’ position is the natural number sequence between 1 and 41, numbers of sequence
dimension represent numbers of feature attributes. Dimensions of each particle vary
from 2 to 41, respectively representing various attributes from 2 to 41. The dimensions
are determined by a parameter. For each dimension, use PSO algorithm to optimize,
finally make comparison for optimal solutions corresponding each dimension obtained,
then select best fitness as the ultimate solution, realize extracting effective features. In
the sequence which is represented by particles’ position, because sequence of various
features in feature subset has nothing to do with ultimate result. To prevent repetitive
combination, particles’ position coding is arranged from small to big, like (3, 9, 16, 38).

Particles’ speed determines the updating way of particles’ position. This study
proposes rules for position updating: “partially preserved-alter-compare and duplicate
checking-updating”. In this way, the rules ensure all possibility of combinations of
different feature attributes, and avoid the repetitive search, improving the convergence
rate for the algorithm. For instance, a particle’s current position is (2, 4, 5), preserve 2
unchanged in the next step, and then compare historical position, randomly altering the
rest coding and there is no repetition with historical position. In this instance, if there is
historical position like (2, 7, 9), there will not be such combination like (2, 7, 9) when 4

Table 2. Sample size in 10% KDDCup99 training dataset

Attack
classes

Attack label name

Normal Normal97278
DOS Back2203, Land21, Neptune107201, Pod264, Smurf280790, Teardrop979
Probe Ipsweep1247, Nmap231, Portsweep1040, Satan1589
R2L Ftp_write8, Guess_passwd53, Imap12, Multihop7, Phf4, Warezclient1020,

Warezmaster20, Spy2
U2R Buffer_overflow30, Loadmodul9, Perl3, Rootkit10
Total 494,020
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and 5 is altered, coding varying from 1 to 41. At initial, the particles’ population is
randomly generated, the size of particles’ population is 30, and the maximum times of
iteration are 1000.

4.2.3 Definition of Fitness Function
In the feature selection within filter model, selection of fitness function is very sig-
nificant [19]. This paper adopts correlation evaluation method, uses the correlation of
feature attributes and attacking types to evaluate particles’ pros and cons, furthermore
define the fitness function. Particles’ position within PSO algorithm represents the
independent variable in correlation function, and particles’ speed is the alteration of
attribute number, altering and updating particles’ coding in the search process of
algorithm iteration. Correlation of various feature attributes and attacking types is the
fitness function, and take advantage of joint probability of each attribute and identifier
class to measure how great or small the correlation is, use discrete PSO algorithm
search to find the most correlated set of solutions as feature subset this study extracts.
Fitness function of particles is computed according to formulas (5) and (6). Where i and
j contain all attributes of feature attributes set, C is identifier class. The bigger the value
of fitness function is, the greater the correlation of the feature attribute and the class is,
the higher the fitness of particles is.

f ¼

P

j
q Aj;C
� �

P

i

P

j
q Ai;Aj
� � ð5Þ

q A;Bð Þ ¼ P ABð Þ � P Að ÞP Bð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P Að Þ 1� P Að Þð ÞP Bð ÞP 1� P Bð Þð Þp ð6Þ

4.3 Experimental Result

Based on the ideas above to program, PSO tool-kit is developed in Matlab [20]. After
the running of PSO algorithm main programming, it returns optimal solutions and its
corresponding fitness. The experimental result extracts 14 feature attributes to consti-
tute feature subset, out from 41 fixed feature attributes within each connected record in
KDDCup99 Data set, reducing feature dimensions, see Table 3.

Table 3. Features subset using BPSO

Features
number

Features subset

14 Duration, Protocol_type, Service, Flag, Src_bytes, Dst_bytes, Land,
Wrong_fragment, Count, Srv_count, Dst_host_count,
Dst_host_diff_srv_rate,Dst_host_same_src_port_rate, Dst_host_srv_
diff_host_rate
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5 Algorithm Validation Test

Select part of data from 10% KDDCup99 training data set to test algorithm. To keep
the classification information of the original data, adopt sampling method without
replacement. For classes more than 10,000 samples, randomly select 10 percent of
them as the sample, for classes less than 10,000 samples, select them all, ultimately 22
classes are generated, and 57,141 samples, in total, constitute experimental sample
collection, see Table 4.

Weka, based on Java, is an intelligent analysis environment used for data mining and
knowledge discovery [21]. In this experimental sample collection, use classic classifi-
cation like J48, ID3 and Naive Bayes provided by Weka platform to build model
training learning, respectively taking advantage of original feature attributes of
KDDCup99 data set and 14 features attributes after feature selection. Adopting 10-fold
cross-validation verify the influence classification result of feature selection algorithm
this study proposed has on various classification algorithm [22, 23]. It turns out that after
feature selection based on BPSO algorithm, there’s slight increase for the rate of correct
classification, significantly reducing the time to build a classifier, see Tables 5 and 6.

Furthermore, analyze feature subset respectively extracted by discrete BPSO algo-
rithm, Genetic Algorithm (GA) and First Greedy Algorithm (FGA) [24, 25], see
Table 7. Adopt Weka platform built-in J48 decision tree classifier and Naive Bayes
classifier respectively to make classification, verifying operating performance of feature

Table 4. Details of sample dataset

Attack classes Attack label name

Normal Normal9800
DOS Back2203, Land21, Neptune10720, Pod264, Smurf28000, Teardrop879
Probe Ipsweep1247, Nmap231, Portsweep1040, Satan1589
R2L Ftp_write8, Guess_passwd53, Imap12, Multihop7, Phf4, Warezclient1020,

Warezmaster20, Spy2
U2R Buffer_overflow30, Loadmodul9, Perl3, Rootkit10
Total 57,141

Table 5. Classification results of features collection

Classification Sample
number

Features
number

Correctly classified
rate

Classifier build
time

J48 57141 41 99.8740% 12.33
ID3 57141 41 91.9983% 7.08
NaiveBayes 57141 41 96.8411% 2.23
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selection algorithm based on BPSO and other feature selection algorithm. Experimental
result show that the algorithm of this paper can achieve relatively higher rate of correct
classification by using fewer numbers of features, and has a big advantage on running
time as well, which is an effective feature selection method, according to Tables 8 and 9.

Table 6. Classification results of features subset

Classification Sample
number

Features
number

Correctly classified
rate

Classifier build
time

J48 57141 14 99.8782% 2.77
ID3 57141 14 91.9983% 4.95
NaiveBayes 57141 14 96.1341% 0.55

Table 7. Features subset of different algorithms

Algorithms Features
number

Features subset

BPSO 14 duration, protocol_type, service, flag, src_bytes, dst_bytes, land,
wrong_ fragment, srv_count, dst_host_count,
dst_host_diff_srv_rate, dst_host_same_src_port_rate, count,
dst_host_srv_diff_host_rate

GA 19 protocol_type, service, flag, src_bytes, dst_bytes, land,
wrong_fragment, num_shells, srv_count, same_srv_rate,
diff_srv_rate, srv_diff_host_rate, dst_host_srv_count,
dst_host_diff_srv_rate, dst_host_same_src_port_rate, dst_
host_rerror_ rate, count, hot

FGA 15 protocol_type, service, flag, src_bytes, dst_bytes, land,
wrong_fragment, root_shell, count, srv_count, diff_srv_ rate, dst_
host_srv_count, dst_ host_srv_ diff_host_rate, dst_host_rerrorr_ rate

Table 8. Classification results of features subset using J48

Algorithms Sample
number

Features
number

Correctly classified
rate

Time of build
model

BPSO 57141 14 99.8782% 2.77
GA 57141 19 99.8530% 4.16
FGA 57141 15 99.9057% 5.31

Table 9. Classification results of features subset using NaiveBayes

Algorithms Sample
number

Features
number

Correctly classified
rate

Time of build
model

BPSO 57141 14 96.1341% 0.55
GA 57141 19 96.0029% 0.83
FGA 57141 15 96.1457% 0.76
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6 Conclusion

First of all, analyzes the key issues of feature selection of intrusion detection systems
and determines the feature selection mode. Based on the analysis of the basic particle
swarm optimization algorithm and the discrete particle swarm optimization algorithm,
Proposed an improved feature selection method BPSO-P based on discrete particle
swarm optimization. Design the BPSO-P algorithm group natural number coding
scheme, define the particle position, velocity and update rules, define the fitness
function of evaluating the particle’s advantages and disadvantages, using the correla-
tion evaluation method, according to the correlation degree of the particle, 14 feature
attributes were selected from all 41 features of KDDCUP99 data set. BPSO-P’s coding
method and location update rule in this paper can be used not only in the feature
selection of intrusion detection, but also can process other similar discrete problems. It
has certain application value.

Finally, 57141 data were extracted from the KDDCUP99 data set to construct the
experimental sample space. The classification model was built using the classic clas-
sifier in the Weka platform. The ten-fold cross-validation method was used to verify the
effectiveness of the algorithm. The experimental results show that BPSO-P feature
selection algorithm proposed in this paper is applicable to a variety of classifiers, which
can slightly improve the correct classification ratio, and the modeling time of the
classifier is significantly shortened. Compared with other feature selection algorithms,
BPSO-P can obtain a higher correct classification ratio by using fewer feature numbers,
which is an effective feature selection method.
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Abstract. Bug triaging is an essential activity of defect repair, which is closely
related to the cost of software maintenance. Researchers have proposed automatic
bug triaging approaches to recommend bug fixers more efficiently and accurately.
In addition to text features, most of the previous studies focused on single-layer
bug tossing (or reassignment) graphs, but they ignored the multiplex (or multi-
layer) network characteristics of human cooperative behavior. In this study, we
build a collaborative multiplex network composed of a tossing graph and an e-
mail communication graph in the bug triaging process. By integrating the idea of
network embedding and multiplex network measures, we propose a new strategy
of random walks. Moreover, we present a bug fixer prediction model that takes
structure and text features as inputs. Experimental results on two large-scale
open-source projects show that the proposed method outperforms the selected
baseline approaches in terms of commonly-used evaluation metrics.

Keywords: Collaborative multiplex network � Network embedding �
Bug fixer prediction � Structure and text features

1 Introduction

As a necessary activity of software development, defect repair (also known as bug
fixing) plays a vital role in software quality assurance. Defect repair usually uses bug
tracking systems (such as Bugzilla1 and JIRA2) to manage software bug information
and assists developers in fixing reported bugs. Bug triaging is an essential part of defect
repair [1], and its primary goal is to go through a list of bug reports and assign bugs
which have been confirmed to appropriate developers to fix. Since a large number of
duplicate, invalid, or unreproduced bugs are regularly reported to bug tracking systems,
accurate, automated bug triaging becomes an urgent problem for open-source software
development and maintenance. Ideally, a confirmed bug can be assigned directly to the
right developer to fix immediately. However, bug triaging is a time-consuming process

1 https://www.bugzilla.org/.
2 https://www.atlassian.com/software/jira.
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in practice. For example, a previous study on the Eclipse project3 showed that it took
40 days on average in the first assignment process, and then it took 100 days or more
time in the reassignment process (or called tossing process) [2].

In recent years, many researchers have studied automated bug triaging approaches.
In general, these existing methods can be categorized into three main classes: (1) ma-
chine learning-based approach [3–6], where classification models are trained based on
bug features, such as title, comment, and description; (2) graph (or network)-based
approach [2], in which prediction models are built with tossing graph attributes to
reduce the tossing path length; and (3) hybrid approach which combines machine
learning-based and graph-based approaches. Besides the prediction of the ultimate
fixer, some researchers argue that non-fixer developers (also known as tossers) also
play a crucial role in the whole bug fixing process. Their contributions include but are
not limited to reproducing bugs, commenting bugs, and modifying bug status. This
type of developers was called “bug resolution catalyst” by Mani et al. [7]. In the bug
triaging process, different types of developers work together and collaborate to find the
right fixer via deepening the understanding of given bugs.

Social network analysis (SNA) has been widely recognized as a commonly-used
tool to analyze the interactions between individuals from network-structured popula-
tions in real life and cyberspace. Many previous studies of bug triaging were conducted
based on bug tossing graphs, a specific type of social networks, where each node
represents a developer and each edge represents an action of bug reassignment (or
called tossing). However, most of the previous studies focused on a single-layer tossing
graph which has only a single type of relationships between nodes, and they ignored
the multiplex (or multi-layer) network characteristics of human cooperative behavior.
For example, when different developers collaborate to develop a project, they usually
communicate by e-mail or chat by instant messengers (e.g., WhatsApp and WeChat),
thus leading to a multiplex network that possesses several layers, each of which rep-
resents one type of relationships between nodes.

To leverage more interaction information between developers to predict the right
fixer, in this study, we propose a new concept of collaborative multiplex network,
which is a network composed of different developers and development activities.
Different types of activities are represented as different layers of the network to describe
various relationships between developers. Because hundreds or thousands of devel-
opers are usually involved in a large open-source software project, there has been an
increasing concern for the ability of SNA in processing the unprecedented growth of
activity data. To facilitate efficient analysis of a complex collaborative multiplex net-
work, we utilize network representation learning (also known as network embedding)
to understand the composition of different layers of the network, as well as to analyze
the network from different perspectives. Also, we analyze the text information of bug
reports, including summary, status, history, and some predefined fields. As a result, the
combination of structural information and text information enables us to predict fixers
more accurately. In brief, the main contributions of this study include:

3 https://www.eclipse.org/.
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1. We construct a collaborative multiplex network composed of two everyday developer
activities (i.e., bug tossing and e-mail communication) in the bug triaging process.
Inspired by the idea of network embedding, we also propose a new random walk
strategy designed based on multiplex network measures and network embeddings.

2. By combining the structural information of the collaborative multiplex network and
text information extracted by the latent Dirichlet allocation (LDA) model [8], we
propose a prediction model to recommend appropriate fixers for target bug reports.

3. We conducted an empirical study on the datasets collected from Eclipse and
Gnome4, and the experimental results indicated that the proposed model outper-
formed the selected baseline methods.

The remainder of this paper is organized as follows. Section 2 introduces the
related work; Sect. 3 presents the background and preliminaries of this work to
facilitate understanding the concept of collaborative multiplex networks in bug triag-
ing; Sects. 4, 5, 6 and 7 introduce the proposed prediction model, experimental setups,
empirical results, threats to validity, respectively; finally, Sect. 8 concludes this work.

2 Related Work

2.1 Bug Fixer Prediction

Generally speaking, the studies of bug fixer prediction can be divided into two main
types, namely text content-based approach and developer relationship-based approach,
according to the feature information they used.

Text Content-Based Approach. The existing approaches based on text information
usually use machine learning algorithms to predict the ultimate fixer of a given bug.
The text information of a bug report mainly includes title, description, and comments.
Cubranic had previously extracted keywords from the fields of title and description as
training features and used a Naïve Bayes (NB) classification model (or called classifier)
to achieve 30% accuracy [9]. Anvik et al. [10] then improved the data processing and
classification algorithm by Cubranic’s work. They filtered out all the records labeled as
invalid, wontfix and worksform, deduplicated bug reports, and removed the bug reports
processed by those inactive and non-participating developers. Their prediction model
achieved an accuracy of 57% for the Eclipse dataset and 64% for the Firefox5 dataset.

With the rapid development of natural language processing techniques, the topic
extraction of text information has also attracted the attention of researchers. For
example, Xie et al. [11] used the Stanford topic modeling toolbox6 to group bug reports
on the same topic. For new bug reports that have been confirmed, they obtained bug
groups (or clusters) according to the model they built and then recommended top-
k appropriate fixers based on developer experience and skills learned from historical
data of fixed bugs. Naguib et al. [12] used the LDA model to divide bug reports into

4 https://www.gnome.org/.
5 https://www.mozilla.org/.
6 https://nlp.stanford.edu/software/tmt.
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different topics. According to the topics and history of each bug report, they created an
activity description file (i.e., a profile) for each developer to describe the role and
expertise associated with the developer. Eventually, the proposed model recommended
the most appropriate fixer by matching developer expertise with extracted bug topics.
Xia et al. [13] proposed a specialized topic model-based bug triaging approach, which
considered the topic distribution of a new bug report when assigning topics to words of
the bug report. They evaluated the method on five software projects and demonstrated
that it was better than the selected baselines.

Along with the popularity of deep learning, some new approaches based on deep
neural networks have also been proposed in recent years. Lee et al. [14] applied deep
learning-based automatic bug triager to a few industrial software projects. In particular,
they built an automatic bug triager using convolutional neural networks (CNNs) and
word embedding. The results obtained from both industrial and open-source projects
revealed the benefits of the proposed approach. Xi et al. [15] presented a sequence to
sequence model named SeqTriage. Since the model took into account fixed bugs which
developers report themselves and the tossing sequence information, it outperformed the
selected baseline methods. Besides, Mani et al. [16] considered the data noisy in the
description of bug reports, which consists of unstructured text, code snippets, and stack
trace making. By using DBRNN-A (short for an attention-based deep bidirectional
recurrent neural network model) that learned syntactic and semantic features from long-
word sequences in an unsupervised manner, they proposed a bug report representation
algorithm to address the problem mentioned above.

Developer Relationship-Based Approach. Developer relationship-based approaches
need to construct developer collaboration networks, which are sometimes referred to as
tossing graphs. Jeong et al. [17] proposed a tossing graph model based on a Markov
chain and the bug tossing process among developers. The experimental result indicated
that the reassignment rate of new defects was reduced by about 72% when taking the
structural features of the graph into account. Wu et al. [18] proposed a method based on
the k-nearest neighbor (KNN) algorithm by ranking developer expertise. After con-
structing a developer collaboration network, the method ranks developers in terms of
network measures, such as degree, out-degree, frequency, PageRank, betweenness, and
closeness. Their empirical results showed that two network measures, out-degree and
frequency, were more effective in predicting appropriate fixers. Besides, Zhang et al.
[19] proposed an approach named KSAP using KNN search and heterogeneous
proximity. KASP recommends possible fixers for a given bug report via automatically
building a heterogeneous network of a bug repository and extracting meta-paths of
developer collaborations in the network.

2.2 Network Embedding

In recent years, unsupervised learning-based network node representation (i.e., network
embedding) methods have been proposed and proven to be more effective in capturing
latent structural features than standard network metrics [20]. For single-layer networks,
inspired by the idea of Word2Vec, each network node can be regarded as a word, and
the sequence of walks on different nodes can be regarded as a sentence. Nodes of such
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a network are then assigned to low-dimensional representations in a similar way to
utilizing the skip-gram model [21] in Word2Vec.

Until now, researchers have proposed a few network embedding methods that
embed nodes of a (single-layer) network to vectors and other low-dimensional repre-
sentations while preserving the network structure. DeepWalk [22] is the first approach
applying deep learning techniques which have achieved success in natural language
processing to network analysis. It obtains the context sequence of a node by random
walks and then optimizes the probability of neighbors around the node. Finally,
DeepWalk outputs embedding results by using the skip-gram model. However, this
method does not have any limitation on the direction and length of the search of
neighbors, thus resulting in relatively high computational complexity.

To overcome the above shortcoming of DeepWalk, Node2Vec [23] sets two
parameters p and q to control the width and breadth of random walks. Similarly, the
large-scale information network embedding (LINE) method [24] extends the random
walk strategy to the first-order and second-order similarity-induced weighted random
walk, which can meet the embedding requirements of large-scale networks. Besides,
Wang et al. [25] proposed a structural deep network embedding method, called SDNE,
which exploits the first-order and second-order proximity jointly to preserve the local
network structure and global network structure. For more information about other
network embedding approaches, please refer to the survey made by Cui et al. [20].
Unfortunately, most of the existing methods of network embedding focus on single-
layer network and do not consider multiplex networks.

Collaborative human activities such as distributed collaborative writing with wikis
and software development, which usually take place on multiple layers rather than on a
single one, can be better modeled by multiplex networks [26]. Multiplex networks,
whose edges indicate various types of interactions belonging to different layers, rep-
resent a significant advance of network science in describing real-world networked
systems [27]. Liu et al. [28] defined three Node2Vec-based random walk strategies on
multiplex networks, including network aggregation, result aggregation, and layer co-
analysis. Inspired by a specific random walk model, Guo et al. [29] investigated a new
navigation strategy on multiplex networks. Significant analytical expressions were
derived for the mean first-passage time and the average time to reach a node on these
networks, using the spectral graph theory and stochastic matrix theory. Considering the
information of multi-type relations, Zhang et al. [30] combined different types of
relations while maintaining their distinctive properties by using a high-dimensional
common embedding and a lower-dimensional additional embedding for each type of
relation. Matsuno et al. [31] proposed an embedding method for multiplex networks
named MELL, which was able to capture and characterize each layer’s connectivity. In
particular, this method exploited the overall structure effectively and was also capable
of embedding both directed and undirected multiplex networks.
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3 Preliminaries to This Study

3.1 Bug Tossing Graph and E-mail Communication Graph

Bug Report and Tossing Graph. Bug reports are one of the most valuable assets in
the bug tracking system of an open-source software project. Each reported bug report is
a semi-structured document that contains all the information about a software bug,
which can be used to help developers find and fix the bug. Figure 1 illustrates an
example of a bug report whose ID is 15327 in the Eclipse project.

As shown in Fig. 1, the abstract field present the primary information (or attributes) of
the bug directly. For example, product and component, which are two necessary pre-
defined attributes in this filed, describe the primary and secondary categories, respec-
tively, of a bug. The history field is a table which details the bug repair process.
Figure 2 displays the modified history of the bug. There are five columns in the table,
namely Who, When, What, Removed, and Added. The values of Removed and Added in
a row represent a change to the value ofWhat. According to modification records of the
assignee field, we can extract bug tossing paths of resolved bug reports to form a
tossing graph. Besides, a bug report provides a detailed description of the bug and
developer comments in the natural language form to help find appropriate fixers.

Abstract

History

Description

Comments

Fig. 1. An example of a bug report with ID 1532 in the Eclipse project.

7 https://bugs.eclipse.org/bugs/show_bug.cgi?id=1532.
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E-mail Communication Graph. Software developers always communicate with each
other by e-mail to develop open-source software projects. Figure 3 illustrates an e-mail
“Using ACTF on Linux”8 in the mailing list of the accessibility tools framework9

(ACTF), which is a subproject of the Eclipse Project. Developers can follow any e-mail
in a mailing list after subscribing to the mailing list. As shown in Fig. 3, the fields
From and Date record the sender and time of the e-mail, respectively. The Follow-ups
field at the bottom of the figure indicates the developer who responded to this e-mail
(i.e., Kentarou Fukuda). After entering the link in the Follow-ups field, we can see
more information about the follow-up e-mail. After analyzing records in the archive of
the ACTF project, we can construct an e-mail communication graph by extracting
possible e-mail communication paths, each of which contains different developers with
e-mail addresses corresponding to From and Follow-Ups.

Fig. 2. The modified history of the bug 1532.

Basic Information

Follow-Ups

Fig. 3. An example of an e-mail in the mailing list of the ACTF project.

8 https://www.eclipse.org/lists/actf-dev/msg00477.html.
9 https://www.eclipse.org/actf.
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3.2 Multiplex Network Measures

First of all, we introduce some notations of multiplex networks. A multiplex network
system (MNS) consists of N nodes and MðM� 2Þ layers, each of which is a network
that has the same nodes V but different edges [27]. The adjacency matrix of layer a of

the MNS system is defined as A½a� ¼ a½a�ij

n o
ða 2 1;M½ �Þ. If there is an edge between

nodes i and j on layer a, a½a�ij ¼ 1, otherwise 0. Then, the whole system can be expressed

as MNS ¼ fA 1½ �; � � � ;A½M�g. If we take the weight of each edge into consideration, the

weighted adjacency matrix of layer a is defined as W ½a� ¼ w a½ �
ij

n o
, and the whole

system can be represented as MNS ¼ fW 1½ �; � � � ;W ½M�g. The definitions of other mul-
tiplex network measures are given in Eqs. (1)–(6).

Degree of node i on layer a: the number of links of node i to other nodes on layer a.
This metric represents a developer’s activity level in a certain way of collaboration.

Thus, the degree of node i in a multiplex network is a vector ki ¼ ðk 1½ �
i ; � � � ; k½M�

i Þ.

k½a�i ¼
X

j
a½a�ij : ð1Þ

Overlapping degree of node i: the sum of the degree of node i on all the layers of a
multiplex network. This metric represents a developer’s activity level in the whole
multiplex network.

oi ¼
X

a
k½a�i : ð2Þ

Strength of node i on layer a: the weighted degree of node i on layer a. Thus, the

strength of node i can be represented as a vector si ¼ ðs 1½ �
i ; � � � ; s½M�

i Þ.

s½a�i ¼
X

j
w½a�
ij : ð3Þ

Entropy of multiplex degree: the distribution of the degrees of node i among various
layers. This metric represents the uniformity of the degree distribution of a node across
different layers.

Hi ¼ �
XM

a¼1

k½a�i

oi
lnðk

½a�
i

oi
Þ: ð4Þ

The first (clustering) coefficient for node i: the ratio of the number of 2-triangles with a
vertex at node i to the number of 1-triads centered at node i. Due to the popular saying,
“the friend of your friend is my friend,” clustering coefficient is an essential network
metric to measure the tendency of nodes to form triangles. In this study, a 2-triangle is
defined as a triangle whose edges belong to two different layers, and a 1-triad centered
in i is also defined as a triangle composed of nodes j, i, and k, in which both edge eji
and edge eik are on the same layer.
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Ci;1 ¼
P

a

P
a0 6¼a

P
j6¼i;m6¼iða½a�ij a

½a0 �
jm a½a�miÞ

ðM � 1ÞPa k
a½ �
i ðk a½ �

i � 1Þ
: ð5Þ

Interdependence of node i: the multiplex contribution of node i to the reachability of
each unit of a multiplex network. Reachability is also a crucial characteristic in graph
theory and network science. In Eq. (6), rij is the total number of shortest paths between
nodes i and j in the multiplex network, and uij is the number of shortest paths between
the two nodes which make use of links on two or more layers.

ki ¼
X

j6¼i

uij

rij
: ð6Þ

4 Bug Fixer Prediction Approach

4.1 Overall Framework

The overall framework of our bug fixer prediction approach consists of three parts (see
Fig. 4). The first part is structural information processing, which has three steps:
(1) constructing a collaborative multiplex network; (2) calculating the measures of the
multiplex network; and (3) using a new random walk strategy to obtain the structural
information of all developers. The second part is text information processing, which
has two steps: (1) collecting and preprocessing bug reports; and (2) obtaining text
vectors of all bugs and developers by the LDA model. The third part is prediction
model, which takes the structure features of developers and text features of bug reports
as inputs and outputs possible k bug fixers. More details of the three parts, please refer
to the following subsections.

Extract 
tossing graph

Extract 
e-mail graph

Multiplex network

Pre-exploring

Network 
embedding

Collaboration
structural vectors

Bug history

E-mail list
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E-mail 
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New bug with tossing path

Developers and 
their fixed bugs

Analyze fields of bug report

Developer expertise

LDA model

Developers
Textual vectors

LDA model

Mean developers’ 
structural vectors Bug

report

Prediction model

Top-k candidates

Train

Test

Fig. 4. The overall framework of our method.
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4.2 Structural Information Processing

Building a Collaborative Multiplex Network. According to the definition of mul-
tiplex networks, we take the Eclipse project as an example to introduce the construction
of a collaborative multiplex network (see Fig. 5). First, we removed duplicated and null
records when building the tossing graph and e-mail communication graph. Second, we
preserved the common nodes (i.e., the same developers) in the two graphs and removed
other nodes and their corresponding edges. We then summed up the number of edges
between each pair of nodes as the weight of the edge between the nodes. For example,
in Fig. 5, the weight of the edge between Denis and Olivia is two. Third, we generated
the collaborative multiplex network after mapping each developer in the two graphs
into a unified node ID.

Multiplex Network Embedding. Most of the random walk methods were designed
for single-layer networks. For random walks across layers in a multiplex network, the
way of crossing layers is often random or based on degree importance, possibly leading
to the loss of valuable information within the multiplex network. Therefore, we propose
a new random walk strategy for collaborative multiplex networks. The proposed
scheme takes into account five primary multiplex network measures, i.e., overlapping
degree, node strength, clustering coefficient, interdependence, and multiplex degree
entropy, in the process of random walks. More specifically, we can obtain a score by
weighting these measures, which is used to choose the next-step node to generate a
sequence of nodes when sampling node sequences in layer a of the multiplex network.

Suppose i and j denote the current node and the next-step node, respectively, on the
same layer a. The score of node j is defined as follows:

scorej ¼ ðx1 � oj þx2 � s a½ �
j þx3 � Hj þx4 � Cj;1 þx5 � kjÞ � w½a�

ij

s:t:
P5

k¼1 xk ¼ 1
; ð7Þ

where xk 2 ½0; 1� is the weight of a multiplex network measure and w½a�
ij represents the

weight of the edge between nodes i and j. Nodes vi are then generated according to the
following distribution:

Kris

Olivia

Rozil

Boko

Denis

Genie

Tossing graph

Kris

Olivia

Leo

Boko

Denis

E-mail communication graph

Kris

Olivia

Boko

Denis

Tossing graph

Kris

Olivia Boko

Denis

E-mail communication graph

1

4
3

2

Tossing graph

1

4 3

2

E-mail communication graph

Fig. 5. An example of the construction of a collaborative multiplex network.
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P vi ¼ pjvi�1 ¼ qð Þ ¼
scorep
Z if q has a link to p
0 otherwise

�
: ð8Þ

where Z is a normalizing constant. We set the same objective function as Node2Vec
[23], described as follows:

maxf
X

v2V ½� log
X

v2V expðf ðuÞ � f ðvÞÞþ
X

ni2NsðuÞ f ðniÞ � f ðuÞ�; ð9Þ

where f : V ! R
d is a mapping function from nodes to vection representations and

NS uð Þ � V is a set of the neighbours of node u.
By employing the embedding algorithm based on the random walk strategy (see

Algorithm 1), we can obtain the embedding result of each node in the multiplex
network, which can be used as structural features of developers in this study.

Algorithm 1. The multiplex network embedding algorithm

Input: Two-layer collaborative multiplex network G, Dimensions d, Walks per node r, Walk 
length l, Context size k, Parameter weight vector 

Output: Mapping function f for layer α

1: Gs = CountScore(G, ) // Update G with each node’s score calculated using Eq. (7)

2: Initialize walks to Empty

3: for iter = 1 to r do

4: for all nodes u V do

5: walk = RandomWalk(Gs, α, u, l) 

6: Append walk to walks

7: f = StochasticGradientDescent(k, d, walks)

8: return f

RandomWalk(Gs, α, u, l) 

1: Initialize walk to [u] 

2: for walk_iter = 1 to l do

3: Vcurr = GetNearestNeighbors(walk[-1], Gs, α) // Layer α is also a graph (V,W [α])

4:  Find node s with the highest score in Vcurr

5:  Append s to walk

6: return walk
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4.3 Text Information Processing

A previous study [32] showed that the summary, product, component, description, and
comments fields in a bug report are significant textual descriptions of a bug. Therefore,
we collect and preprocess the above fields of each fixed bug and then integrate them
into a text representation (or called text information). Finally, we obtain text features of
each bug after inputting the text information to the LDA model [8].

Text Preprocessing. As mentioned above, we first clean the text information of each
bug report by using Gensim10. Moreover, numbers, punctuations, and special charac-
ters are removed, and stop words and stems for long texts are deleted. More details of
text preprocessing, please refer to previous studies [9–13, 32].

Text Feature Extraction. Considering the success of topic models in automatic bug
triaging, in this study, we also utilize the LDA model to extract text features of bug
reports. The LDA model can capture themes (or topics) of each bug in the whole
dataset in the form of a probability distribution, and it clusters (or groups) bugs
according to the topics extracted from the text information. Besides, the topics of bugs
fixed by a developer can represent the expertise or skills of the developer. Similarly, we
input all bugs fixed by a developer to the LDA model, and the output of the LDA
model is used to represent the professional skills of the developer.

4.4 Fixer Prediction Model

After extracting structure and text features, we train a fixer prediction model, which is
essentially a multi-class classification model, for new bug reports. In theory, the fixer
prediction model can be trained by any classification algorithm. For example, support
vector machines (SVMs) have been used as a standard classification model and proven
to be effective in automatic bug triaging in many previous studies [2, 10, 17, 32]. In this
study, we utilize a multilayer perceptron (MLP), which is a typical class of feedforward
artificial neural networks, to train the fixer prediction model.

5 Experimental Setups

5.1 Research Questions

In this study, we attempt to answer the following two research questions.

RQ1: Does the proposed network embedding (structure features learning) method
perform better than the selected baseline approaches?

The first research question aims to test the effectiveness of the proposed random
walk strategy designed based on multiplex network measures and network embeddings.
Since it is hard to evaluate network embedding results obtained by different approaches
directly, we evaluate the efficacy of the approaches under discussion on two binary

10 https://radimrehurek.com/gensim.
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classification tasks, i.e., link prediction and node classification. Note that we perform
these two tasks on the layer of bug tossing regarding the primary goal of this study.

RQ2: Does the proposed bug fixer prediction (multi-class classification) model
outperform the selected baseline approaches?

The primary goal of the second research question is to test the effectiveness of the
proposed bug fixer prediction model. We will compare the performance of different
classification models when inputting the same features. In the context of this research
question, a bug’s fixer is the ultimate developer who fixes the bug.

5.2 Data Collection

The experimental datasets used in this study were collected using Bugzilla, a popular
bug tracking system. In the whole lifecycle of each defect, its status is ever-changing.
Therefore, in this study, we selected only fixed bugs, whose statuses were “RESOL-
VED” or “CLOSED” and bug resolution was “FIXED,” to crawl their abstract, de-
scription, comments, product, component, and history fields. Finally, we collected
200,000 bugs (record number from 1 to 357553) and 200,000 bugs (record number from
93 to 782996) from the Eclipse project and the Gnome project, respectively.

Large-scale open-source software projects often set up mailing lists for developers
to communicate with each other via e-mail. A developer can send e-mails through a
mailing list to inform any developer who has subscribed to the mailing list. The
projects of Eclipse and Gnome have a large number of mailing lists and e-mails. As
shown in Fig. 3, each e-mail contains From, Follow-Ups, Date, Follow-Ups-Date, and
other fields. We crawled 30,338 and 1,748,687 e-mail records created before August
2017 from public subprojects in the two projects, respectively.

We then constructed two collaborative multiplex networks following the procedures
introduced in Subsect. 4.2. According to the definition of multiplex networks, the two-
layer collaborative multiplex networks were smaller than the combination of a tossing
graph and an e-mail communication graph. The statistics of the two constructed network
are shown in Table 1, where TG, ECG, and LSCC denote tossing graph, e-mail com-
munication graph, and the largest strongly connected component, respectively.

5.3 Baseline Approaches

We use the following four network embedding (structure features learning) methods as
baseline approaches to answer RQ1.

DeepWalk. DeepWalk (Perozzi et al. 2014) [22] assumes that the space formed by
the corresponding vectors of nodes can accurately represent the actual relationship

Table 1. Statistics of the experimental datasets.

Dataset #Nodes #Edges (TG/ECG) Transitivity
(TG/ECG)

#LSCC Nodes
(TG/ECG)

Eclipse 716 6,954 (4,041/2,913) 0.067/0.054 323/594
Gnome 916 20,310 (1,280/19,030) 0.029/0.186 115/893
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between nodes in a network. It transforms network nodes into a linear sequence,
regards the hierarchical softmax of the skip-gram model as an objective function, and
finally obtains the corresponding vector of each node.

LINE. LINE (Tang et al. 2015) [24] is an improved network embedding method
based on DeepWalk. It preserves the local and global properties of a network by taking
into account the first-order proximity and second-order proximity. Moreover, this
approach can be applied to different types of networks and is useful for large-scale
network embedding.

Node2Vec. Inspired by the idea of maximizing the probability of the neighbors of
network nodes, Node2Vec (Grover et al. 2016) [23] combines the depth-first search
and breadth-first search. It uses return parameter p and in-out parameter q to explore the
neighbors of nodes flexibly. At the same time, this approach satisfies the local and
global attributes of a network, thus making random walks relatively controllable.

PMNE. PMNE (Liu et al. 2017) [28] proposes three patterns based on Node2Vec,
which combine all the layers of a multiplex network. Network aggregation merges
nodes and edges on multiple layers directly to form a new network. Node2Vec takes
the new network as an input. Result aggregation embeds each layer of a multiplex
network with Node2Vec and then concatenate s node vectors on different layers to
obtain the final embedding result. Layer co-analysis adds a parameter r to Node2Vec to
determine whether it crosses layers in the random walk process. The final sequence of
nodes is a cross-layer sequence embedded by the skip-gram model.

As for RQ2, the proposed MLP model uses the softmax function as an activation
function for the output layer. Because the SVM algorithm and Cosine similarity have
been widely used as classification models in many previous studies, we also choose
them as baseline models for comparison in this study.

5.4 Configurations of Tasks and Parameters

To answer RQ1, we used five-fold cross-validation in the link prediction and node
classification tasks for bug tossing. In the link prediction task, the cosine similarity
between two nodes represented by embedding vectors determines whether there is a
link between the two nodes. In our experiments, the decision rule is that a cosine
similarity value greater than 0.5 indicates a link. Besides, we randomly selected the
same number of non-existent edges from the existing network as negative samples for
training, and the negative sample size was set to five.

In the node classification task, more specifically, a multi-label classification task,
embedding vectors of nodes were inputted to an SVM model [33] implemented by the
tool sklearn11. The SVM model outputs a binary classification result to determine
whether the target developer corresponding to a given node is a skilled developer in
fixing software defects.

The parameter weight vectors x were set to [0,0,0.3,0.4,0.3] and [0,0,0.9,0,0.1] for
Eclipse and Genome, respectively. The weights were obtained from their respective
largest strongly connected componnets. The embedding dimension of each method was

11 https://scikit-learn.org/stable.
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set to 200. Since LINE has two embedding settings, we set each of the LINE
embedding dimension to 100 and concatenated them directly to form the final
embedding. Besides, the window size of random walks was set to ten, and other
parameters of our method used in the experiments were set as the same as Node2Vec
unless specified otherwise.

To answer RQ2, we employed five-fold incremental learning [2, 13, 32] to compare
the performance of different classification models. The topic number of the LDA model
was set to 200. We also used the tool sklearn to implement the MLP model with default
parameter settings. Note that we optimized the log-loss function of this model using
stochastic gradient descent (SGD).

5.5 Evaluation Metrics

To answer RQ1, we utilize the area under the curve (AUC) [34] as an evaluation
metric, which has been used by a previous study [23]. As with previous work [13, 16]
that studied RQ2, we choose Accuracy@k as an evaluation metric to measure how
many fixers are hit by the top k recommend developers.

6 Experimental Results

6.1 Answer to RQ1: Node Representation Capability

Table 2 shows the experimental results of the two tasks on the Eclipse and Gnome
datasets. NA, RA, and CA represent network aggregation, result aggregation, and layer
co-analysis, respectively, of the PMNE method. The best result is highlighted in bold.

As shown in Table 2, our method achieves the best results in both link prediction
and node classification tasks. Because DeepWalk, LINE, and Node2Vec are used for
single-layer networks, they cannot leverage useful information from the other layer in
the collaborative multiplex network. Therefore, in the two tasks, the results of the three
methods were, in general, worse than those of PMNE and our approach. Although the
PMNE method merged two-layer embedding results, its result was still worse than that

Table 2. Results of link prediction and node classification in term of AUC (mean ± s.d.).

Approach Link prediction Node classification
Eclipse Gnome Eclipse Gnome

DeepWalk 0.639 ± 0.007 0.482 ± 0.009 0.720 ± 0.123 0.536 ± 0.022
LINE 0.708 ± 0.011 0.581 ± 0.009 0.720 ± 0.000 0.510 ± 0.000
Node2Vec 0.639 ± 0.007 0.482 ± 0.009 0.704 ± 0.016 0.518 ± 0.012
PMNE (NA) 0.644 ± 0.011 0.630 ± 0.008 0.794 ± 0.019 0.519 ± 0.012
PMNE (RA) 0.691 ± 0.009 0.582 ± 0.011 0.817 ± 0.012 0.531 ± 0.043
PMNE (CA) 0.707 ± 0.010 0.641 ± 0.004 0.818 ± 0.016 0.527 ± 0.015
Ours 0.731 – 0.004 0.656 – 0.002 0.823 – 0.007 0.625 – 0.065
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of our approach. The main reason for the difference is that PMNE does not consider
multiplex network measures when designing the random walk strategy. The results
indicate that these network measures can represent the connectivity and transitivity of
nodes in the whole multiplex network better. Due to limitations of space, we do not
show the results of parameter sensitivity.

6.2 Answer to RQ2: Fixer Prediction Performance

In this experiment of multi-class classification, the Eclipse dataset contains 531 fixers
and 98,301 bug reports, and the Gnome dataset has 603 fixers and 19,701 bug reports.
We compared the prediction performance of different models in two cases: considering
“S” (short for structural features of developers) and considering “S + T” (short for both
structural features of developers and text features of bug reports). The main results of
the two datasets using five-fold incremental learning are presented in Tables 3 and 4,
respectively. Note that the value of k ranges from one to five. The best result is
highlighted in bold.

In each of the two tables, the first part that ranges from the 2nd row to the 8th row
represents the case of “S,” and the second part that ranges from the 9th row to the 11th

row represents the case of “S + T.” The structure features extracted by each of the five
approaches were inputted into an MLP classification model to predict k possible fixers.
As shown in Tables 3 and 4, the proposed network embedding method outperforms the
four baseline approaches in both the two datasets. In particular, for the Eclipse dataset,
our method achieved a 60.0% accuracy when recommending only one developer
(k = 1). If k = 5, the prediction accuracy increased to 81.7%. The results further
demonstrate the effectiveness of our method that learns structure features from multi-
plex networks.

In the case of “S + T,” we inputted the same features set, including structure
features obtained using our method and text features extracted by the LDA model, to
three classification models. As shown in Tables 3 and 4, the MLP model performs

Table 3. Accuracy@k values of different models on the Eclipse dataset (mean ± s.d.).

Model Top-1 Top-2 Top-3 Top-4 Top-5

DeepWalk 0.585 ± 0.006 0.706 ± 0.007 0.749 ± 0.008 0.775 ± 0.009 0.792 ± 0.008
Node2Vec 0.580 ± 0.002 0.708 ± 0.008 0.751 ± 0.009 0.776 ± 0.010 0.793 ± 0.010
LINE 0.593 ± 0.009 0.718 ± 0.009 0.760 ± 0.010 0.784 ± 0.009 0.800 ± 0.009
PMNE (NA) 0.581 ± 0.009 0.712 ± 0.003 0.756 ± 0.004 0.782 ± 0.003 0.798 ± 0.003
PMNE (RA) 0.561 ± 0.014 0.689 ± 0.007 0.729 ± 0.008 0.751 ± 0.009 0.766 ± 0.008
PMNE (CA) 0.593 ± 0.007 0.726 ± 0.005 0.772 ± 0.007 0.798 ± 0.007 0.815 ± 0.006
Ours 0.600 – 0.007 0.729 – 0.003 0.775 – 0.003 0.800 – 0.002 0.817 – 0.002
Cosine 0.064 ± 0.004 0.102 ± 0.003 0.145 ± 0.002 0.163 ± 0.001 0.177 ± 0.001
SVM 0.597 ± 0.007 0.729 – 0.003 0.774 ± 0.001 0.799 ± 0.001 0.816 ± 0.001
MLP 0.614 – 0.005 0.720 ± 0.007 0.799 – 0.005 0.813 – 0.002 0.830 – 0.002

484 J. Huang and Y. Ma



better than the other two models. When k was equal to one, the accuracy of the MLP
model was, on average, increased by 3.5% compared with that of the SVM model.
Moreover, the improvement increased to 3.6% when k reached five. However, the
concatenation of structure features and text features did not contribute to a significant
improvement in the performance of bug fixer prediction (see the difference between
“Ours” and “MLP”), which deserves further investigation on feature combination and
dimension reduction.

7 Threats to Validity

Although this study achieves some useful results on the Eclipse and Genome projects,
there are still potential threats to the validity of the study that may affect the results,
mainly including the internal validity and external validity.

The internal validity concerns the explanation (or causality) of the results within the
context of this study. It is hard to evaluate network embedding results directly. As with
a few previous studies [22–24, 28], we evaluated different methods’ embedding results
in the link prediction and node classification tasks under the assumption that better
node representations contribute to higher performance in the tasks. Besides, the
parameters of the baseline approaches were set as default. Therefore, computational
optimization or parameter fine-tuning may change the experimental results.

The external validity focuses on the generalizability of the proposed network
embedding and fixer prediction approaches outside the context of this study. First, due
to the strict definition of multiplex networks [27], i.e., a multiplex network’s layers
have different types of edges with the same nodes, the conclusions of this study do not
apply to single-layer tossing graphs [17] or heterogeneous information networks [19].
Second, the performance of our methods on other large-scale software projects is yet to
be tested. Therefore, their advantages over the selected baseline approaches on other
software projects remain unexplored. Third, since commonly-used network embedding
and classification algorithms were selected as the baseline methods in our experiments,
we are unable to determine whether the proposed approaches can outperform some
recently-proposed approaches, such as graph convolutional networks [35].

Table 4. Accuracy@k values of different models on the Gnome dataset (mean ± s.d.).

Model Top-1 Top-2 Top-3 Top-4 Top-5

DeepWalk 0.551 ± 0.004 0.642 ± 0.002 0.677 ± 0.002 0.705 ± 0.003 0.730 ± 0.004
Node2Vec 0.552 ± 0.005 0.641 ± 0.002 0.675 ± 0.003 0.705 ± 0.005 0.726 ± 0.006
LINE 0.555 ± 0.004 0.635 ± 0.002 0.670 ± 0.002 0.699 ± 0.003 0.723 ± 0.004
PMNE (NA) 0.561 – 0.005 0.648 ± 0.004 0.687 – 0.004 0.714 ± 0.005 0.734 ± 0.005
PMNE (RA) 0.551 ± 0.010 0.639 ± 0.008 0.676 ± 0.006 0.705 ± 0.006 0.723 ± 0.005
PMNE (CA) 0.558 ± 0.005 0.647 ± 0.002 0.685 ± 0.003 0.715 ± 0.003 0.737 ± 0.002
Ours 0.560 ± 0.006 0.651 – 0.002 0.687 – 0.002 0.716 – 0.003 0.740 – 0.004
Cosine 0.047 ± 0.005 0.087 ± 0.003 0.136 ± 0.002 0.143 ± 0.002 0.155 ± 0.002
SVM 0.562 ± 0.004 0.647 ± 0.002 0.685 ± 0.003 0.713 ± 0.003 0.735 ± 0.004
MLP 0.586 – 0.007 0.683 – 0.004 0.731 – 0.005 0.756 – 0.004 0.775 – 0.003
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8 Conclusion and Future Work

Software bug triaging is a necessity in software development and maintenance. In this
paper, we study the problem of automatic bug triaging from the perspective of mul-
tiplex networks rather than from single-layer tossing graphs. Due to the multi-layer
network characteristics of human cooperative behavior in bug triaging, this study
constructs a collaborative multiplex network composed of two layers corresponding to
bug tossing and e-mail communication. We then present a new random walk strategy
based on some multiplex network measures (e.g., overlapping degree, node strength,
and the entropy of the multiplex degree) to generate network embeddings for nodes,
which can be used as structural features of developers. Besides, we propose a bug fixer
prediction model that takes structural features of developers and text features of bug
reports as inputs. According to the experiments on two large-scale open-source soft-
ware projects with a large number of bug reports and e-mails, we have two conclusions.
On the one hand, the proposed network embedding algorithm based on the random
walk strategy performed better than four standard network embedding methods in the
link prediction and node classification tasks. On the other hand, the proposed prediction
model outperformed the selected baseline approaches in predicting the right fixers for
target bug reports.

In addition to testing the generalizability of the proposed approach in more large-
scale software projects, our future work includes two aspects. First, we will extend the
collaborative multiplex network to k-layer collaborative networks where k � 3 by
leveraging other available social relationships between developers such as “Follow” on
GitHub12. Second, due to the complexity of the proposed network embedding algo-
rithm, we will investigate more efficient deep feature learning algorithms to extract
structure features of nodes in multiplex networks that have greater than or equal to
three layers.
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Abstract. Internet of Things (IoT) has been tremendously involved
in the development of smart infrastructure. Software solutions in IoT
have to consider lack of abstractions, heterogeneity, multiple stakehold-
ers, scalability, and interoperability among the devices. The developers
need to implement application logic on multiple hardware platforms to
satisfy the fundamental business goals. Moreover, long-term maintenance
issues due to the frequent introduction of new requirements and hard-
ware platforms pose a vital challenge in IoT solution development.

Numerous techniques have been devised to satisfy the issues men-
tioned above for ubiquitous and smart infrastructure. However, these
techniques lack in providing a comprehensive approach in dealing with
the above challenges. In this paper, we argue that fundamentally, there
is no difference between the architecturally significant requirements and
the architectural design decisions in IoT solution development. The archi-
tecture revolves around the requirements gathered by the analyst at the
requirements gathering phase. We stress that the requirements elicitation
process must consider the software architectural assessment for main-
tainable software development. By adopting this perspective, we identify
areas where both requirements and architecture communities collaborate
to effectively increase the user acceptability, maintainability, and fulfill
the heterogeneous needs of IoT solutions.

Keywords: Software architecture · IoT · Requirement Engineering ·
IoT solution development · Maintainability

1 Introduction

Rapid progress in IT has made the ubiquitousness a reality where individuals
are widely using smart sensors, gesture control gadgets, and wearable devices
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in everyday life [1]. Nowadays, smart devices/things have the capability to con-
nect with the internet and control the real-world infrastructure. These smart
devices/things are denoted by the Internet of Things (IoT) and are widely being
deployed in everyday life during the past few years. IoT provides advanced ser-
vices by employing a global internet infrastructure including homes, manufactur-
ing, aviation, agriculture, health-care, and many other areas of life. The things in
IoT have a unique identity, connected by wireless network connections, and can
be remotely controlled [1]. IoT has revolutionized the human lifestyle by enabling
decision-making capabilities in the devices with very less human interaction.

Figure 1 illustrates an IoT scenario which uses traditional cloud and mobile
edge computing for successful IoT implementation. The outermost layer corre-
sponds to the actuators and sensors embedded in the IoT devices which use
internet and gateways for the communication to offload the compute-tensive
tasks to the edge infrastructure. The traditional cloud data center infrastructure
is at the core of IoT which acts as the centralized data repository. A seamless
IoT operation is governed by the software solutions in the IoT devices. A typi-
cal architecture of IoT consists of a mini processor, actuators, and sensors. IoT
has been deployed in networked systems where smart devices collect data using
sensors and pass it to the physical systems to control the real-world infrastruc-
ture. IoT uses IPv6 network addressing scheme which can accommodate a huge
number of IoT devices with larger address space as compared to approximately
4.3 billion device space of IPv4 [2].

Fig. 1. An IoT service orchestration example using traditional cloud and mobile edge
computing.

Software solutions in IoT are the fundamental component in handling the IoT
services. They comprise up of architectural components used in a specific configu-
ration while the interaction among these components depends on the underlying
software architecture. These components denote the state of the system while
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the links between them describe the interaction pattern among them [3]. More-
over, the architectural configurations provide the underlying structure of the
software design components. Furthermore, the architectural design explains the
configuration of the software and hardware components and their interaction to
orchestrate services from IoT. Software requirements provide the basis for the
architectural development of an IoT software solution. These can be represented
by the Architectural Design Decisions (ADDs) to illustrate the structure of a
software solution.

Due to the gigantic proliferation of IoT, the need for standardized software
architecture development has become a vital challenge [4]. Recently, many new
software development life cycles aligned with the requirements of rapid appli-
cation development and evolution have been introduced. Heterogeneity in IoT
makes maintainable software development as a complex task. Traditional soft-
ware architectural patterns suffer in IoT solution context which relies heavily
on the functional requirements. However, ADDs in IoT depend mostly on the
nonfunctional requirements of scalability, interoperability, programmability, and
maintainability.

Therefore, the study of correlation among software architecture and the
requirements in IoT is of vital importance. Both the solution architect and the
requirements’ analyst work on their specific part of the problem separately, where
the architect concentrates on the development perspective, whereas the require-
ments’ analyst apprehends the customers’ view. The requirements translate the
system in terms of “What” and “How,” statements where “What” represents
the functionality of the product to be developed and “How” corresponds to the
design of the system. Hence, there is still a need to study areas where require-
ments and architecture are strongly associated [5].

Requirement Engineering (RE) in IoT concentrates on the elicitation of
the intended user-goals from IoT that are specified in the form of functional
requirements, quality attributes, and constraints. The underlying functions of
requirements are distributed among agents like humans, available solutions, or
the solutions that need to be developed [5]. The requirements comprise up of
diverse characteristics because of the heterogeneity in the IoT infrastructure.
They should satisfy the following goals.

– The problem domain must be represented in the form of precise formal state-
ments.

– The problem statements should completely fulfill the intended functional
requirement of the business.

– The relationship among different problem statements must be analyzed and
documented.

– The stakeholders involved in the problem and the solution domain must be
explicitly identified.

Figure 2 illustrates the characteristics of IoT including programmability,
intelligence, unique identification, and internet access. The interoperability in
IoT denotes its property to operate with multiple other platforms including
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Fig. 2. Characteristics of IoT.

cloud infrastructure, physical devices, and other computing systems. The tradi-
tional architectural pattern selection tools analyze, make design decisions, and
document them according to software requirements. However, these tools may
not be equally effective in the IoT software development domain [5]. The anal-
ysis of the user requirements is performed from the top to bottom and further
refined until the properties of the desired solution are established [6]. Recent
research in the field of software engineering has changed the perspective of con-
sidering software architecture as only an abstract entity to a wider scope of
architectural knowledge [5]. Additionally, new trends stress the importance of
ADDS for developing maintainable software. In this research, we discuss differ-
ent approaches which establish the collaboration among requirements and the
architecture in the IoT paradigm. We present the Architecturally Significant
Requirements (ASRs) that can be transformed to the ADDs and explain the
architectural choices that are appropriate for effective software development in
the IoT paradigm. Furthermore, we provide different models on the collabora-
tion of requirements and the architecture. Based on the above discussion, we
present the following contributions in this paper.

– We compare different perspectives of the software community on how software
requirements and architecture contribute to the software development process
in the heterogeneous IoT application domain.

– We propose that the requirements and architecture are the main building
blocks for developing maintainable software and discuss how key character-
istics are lost if software requirements and architecture are not considered
concurrently.

– We present a systematic discussion on how different models can be used in
the software requirements and architecture evolution and ascertain how a
maintainable IoT solution can be developed using these models.

Table 1 illustrates the key terms and their description used in this research.
Rest of the paper is organized as follows, Sect. 2 discusses the related work on dif-
ferent techniques used in the software architecture development for IoT. Section 3
provides the novel characteristics of IoT which pose challenges in maintainable
architecture development. Section 4 explains insights into the approaches used
in simultaneous software requirements and architecture development. Section 5
discusses different models to translate problems into corresponding solutions in
IoT, whereas Sect. 6 includes the effect of requirements on ADDs. Furthermore,



Maintainable Software Solution Development in IoT 493

Table 1. Key terms and their explanation.

Term Explanation

ADD Architectural Design Decision

CBSP Component-Bus-System-Property

ASR Architectural Significant Requirements

RE Requirement Engineering

COTS Commercial-of-the-shelf

IoT Internet of Things

XP Extreme Programming

JSF JavaServer Faces

JMS Java Message Service

MDD Model Driven Development

KIWIS I will Know it When I see it

ADRQ Architectural Design Design and Requirement Repository

Sect. 7 provides a discussion on the cross-benefit analysis of software require-
ments and the architecture finally, Sect. 8 concludes the paper and provides
some future insights.

2 Related Work

Software architecture is the collection of design decisions which presents a high-
level structure of a software system including its components and their interac-
tion [7]. The software architecture paradigm has been considered as structure-
oriented in the past, however, with the development of smart infrastructure, it
has been transformed towards the knowledge-oriented domain. The architecture
is not a solution structure whereas, it is a collection of design decisions which
tranced towards a structure [7]. Khan et al. discuss the similarities between the
nonfunctional requirements and the architecture of the software. However, their
approach lacks in presenting a solution for the heterogeneous IoT domain [8].

Michael Jackson devises optative and indicative problem frames and assigns
frequently occurring requirements to a particular frame to document the avail-
able software specifications [9]. The indicative corresponds to the problem
domain, and optative denotes the selected choices according to the underlying
machine specifications. The problem domain is definite, which is represented by
the indicative properties, e.g., the requirement of storing the temperature sen-
sor’s data by the IoT device. Whereas, the optative corresponds to the require-
ments, which are the explanations of what the client needs to be true in the
problem side, e.g., the interval between consecutive data transfers of an IoT sen-
sor. The machine specifications and the actual behavior of the machine at its
interface are different. Limitations on the behavior of the hardware and spec-
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ifications describe the difference between architecture, requirements, problem
domain, and the solution.

Janson et al. propose an Archium model which maps the software archi-
tecture to a set of ADDs [10]. The COMPACT model proposed by Marquez
et al. extracts components from the nonfunctional requirements [11]. However,
COMPACT does not utilize any formal criteria to select design decisions. An
improvement of COMPACT has been presented in [12], which utilizes a semantic
recommendation system and provides architectural components from the busi-
ness scenarios. It assists in architectural decision making by bridging the gap
between software architecture and the requirements.

A web-based tool has been developed by [13], which assists in selecting archi-
tectural pattern and style from an architectural repository, however, it fails in
addressing quality attributes in selecting architectural styles and patterns. Cai
et al. [14] propose Model Driven Development (MDD) for mobile services in the
cloud, they demonstrate that the current software service architectures start in a
non-sequential manner and their limitations are identified during finalization of
the architecture. This methodology often needs reconsideration, which increases
cost and time. MDD for IoT has been proposed in [15] named as FARASAD
framework. Similarly, an MDD methodology and SOA framework for architec-
ture development and software artifacts generation have also been proposed in
[3]. However, MDD tends to develop the solution at a higher level of abstraction,
which makes it difficult to handle the low-level requirements of IoT solutions.
Moreover, these technologies do not stress the need of ASRs for IoT solution
development. Most of the times, the requirement analysis and the modeling
teams include different individuals. Thus, it is difficult to translate the domain
knowledge into the models.

These studies provide awareness of the relationship between software archi-
tecture and the requirements where the requirements represent the problem
domain whereas the architecture illustrates the solution paradigm. As it has
been discussed in the related work that different authors use ADD tools to
select the appropriate architectural styles and patterns. However, a lack of holis-
tic approach has been observed in the field of IoT architectural pattern selection
from the requirements which poses novel challenges. The architectural selection
problem in IoT depends on communication protocols, resource limitations, inter-
operability, scalability, and cloud support. Therefore, we discuss the architectural
style and pattern selection from different perspectives.

Fig. 3. IoT solution characteristics.
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3 Characteristics of IoT Software Solution

Most of the IoT software solutions have been developed without the complete
realization of the business and market because of a rapid IoT evolution during
the past few years [1]. A common approach used by most of the IoT businesses
is to start with a small-scale solution with the flexibility to innovate in order
to cater to the huge business investment constraints. Large-scale development
having entire features starts upon the acceptance of the product in the market.
Figure 3 illustrates the characteristics of IoT solutions which have been discussed
in the following.

3.1 Multiple Deployment Domains

IoT solutions need to be deployed on different distributed layers due to multiple
IoT hardware constraints, including lower bandwidth, storage, and computation
power. The resource limitation also instigates that the data security and privacy
requirements are handled in a distributed way, hence, they are mostly provided
on the network infrastructure. Moreover, different programming languages are
used to develop IoT solutions without having a common code base. Nevertheless,
with different build tools, frameworks, versatile platforms, and release cycles,
everything must have to run smoothly. Similarly, IoT solutions need data man-
agement and storage capabilities to deal with the big data generated by huge
IoT infrastructure. Sometimes, the data is classified and filtered before transfer-
ring to the cloud storage. In this context, NoSQL comes into play to efficiently
manage time-series and high volumes of data.

3.2 Complicated Usability

Smart homes, health-care, and wearable IoT devices are extensively being
employed to provide state-of-the-art services to the users. Most of the IoT appli-
cations are developed considering the business needs whereas, neglecting the
users’ perspective of the IoT. The categorization of the requirements accord-
ing to the involved users and the IoT devices must be extensively performed to
understand user needs from the IoT applications. In this regard, the IoT soft-
ware solutions should be designed in a way that the end users encounter fewer
usability problems.

3.3 Lack of IoT Standards

Conway’s law in the IoT domain illustrates that the independent and parallel
activities in different IoT business solutions provoke many functionally similar
solutions which do not follow a standardized development environment [16].
Things work well in a limited paradigm, however, face problems while operating
under a broader business context. There are a few IoT standards in the market
because of the continuous evolution of the IoT infrastructure. Moreover, many
competing IoT development activities are going on around the world, which
makes it difficult to enforce standardized IoT solution development.
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3.4 Diverse Stakeholders

A diverse range of stakeholders, including versatile domain experts, legal advis-
ers, standardization bodies, third-parties, and infrastructure owners make the
requirement gathering a cumbersome process in IoT. Consequently, numerous
feasible solutions can be eliminated due to minimal reasons. Extensive technol-
ogy knowledge even for a smaller solution is inevitable, e.g., development of
smart temperature sensors in a heat treating furnace requires deep metallurgical
knowledge of the heat treatment process to control the temperature in different
parts of the furnace.

3.5 Uncertain Business Models

The business models in IoT change over time because the number of users, the
connected devices, and the functionalities varies after deployment. A distributed
runtime environment having a versatile set of communication patterns also pose
uncertainty in the deployment models. The presence of multiple other IoT solu-
tions increases complexity in designing a solution. Moreover, interaction among
architects from other solution domains is also imminent, which poses a significant
overhead in IoT solution development.

3.6 Heterogeneous Communication Patterns

Protocols are necessary for moderation when devices communicate with each
other. IoT needs novel communication protocols because it has been predicted
that the level of heterogeneity of IoT will be much higher than the internet [2].
There is a greater need for communication protocols that enable inter-device
communication. Moreover, successful software solutions need to consider hetero-
geneous communication patterns in IoT.

Fig. 4. The characteristics of IoT architecture and its dependence on requirements.
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Most of the IoT solutions consider only a limited deployment paradigm which
suffers in providing the solution for a global perspective. The above characteris-
tics illustrate that the IoT software development undergoes numerous challenges
due to the heterogeneity and lack of standardized development environments
which must be addressed in developing a maintainable solution.

4 Software Requirements and Architecture in IoT

In the IoT domain, the requirements of IoT-big data, computational offload-
ing, and resource limitation constraints need to be particularly addressed during
the software development process [8]. Figure 4 illustrates the requirements and
architecture modeling in an IoT solution development paradigm. It demonstrates
that the functional requirements comprise up of domain-specific illustrations,
whereas nonfunctional requirements depict configuration, interoperability, and
performance. Furthermore, the architecture includes structure, design, and asso-
ciated best practices in the software. The solution architecture must be aligned
with the functional and nonfunctional requirements to enable the usability and
maintainability of the IoT solutions. Many attempts have been put forward to
evolve software architecture together with the requirements, including problem
domains model [17], twin-peak model, and Component-Bus-System-Property
(CBSP) approach [18].

The problem domain model relies on extracting individual domain mod-
els from the requirements. It represents the problem in terms of frames which
increase the efficiency of the overall application development process and insti-
gates the reuse of different frames, which reduces future development effort [17].
The domain modeling approach utilizes the object-oriented perspective for mod-
eling the components of the problem and their relationship. The problem is spec-
ified in terms of multilevel abstract-layered representation, which illustrates the
problem from multiple perspectives. These models are then developed as running
software by the application developers.

Gunbacher et al. propose CBSP an architectural development approach
which relates the requirements to the software architecture [18]. A hierarchi-
cal taxonomy is utilized to associate requirements with the architecture. A set
of general requirements are provided to the CBSP method, which provides inter-
mediate decisions about the architectural styles to be used.

Table 2. Relationship between RE and architecture design.

Requirement engineering Architecture design

Goal-oriented RE Pattern-based design

Use case-oriented RE Architectural style-based design

Sociology and linguistics bases RE Attribute-based design

Aspects-oriented RE Component-based design

Sequence constrained business requirements Product line-based design
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IoT poses a versatile set of challenges which needs to be addressed in design-
ing a solution, including the integration of software with heterogeneous plat-
forms, big data needs, scalability, and versatile nature of communication device
constraints. Moreover, the architecture is dependent on the software require-
ments, thus every statement in the requirement document must be represented
in the architectural design of the IoT solution.

4.1 RE and Architectural Design

Requirements and the architecture are the integral components of the IoT solu-
tions where requirements are considered as the analysis of the problem domain,
whereas the architecture relates to the solution paradigm. IoT requirements con-
sist of limited resources, interoperability among devices, scalability, and hetero-
geneity, which must be particularly addressed during the architectural develop-
ment process. In designing an IoT solution, attention must be given to the ASRs
which represent the essential design decision of the underlying solution. RE and
software architecture play a pivotal role in developing the software structure
as illustrated in Table 2. It represents the type of RE process used during the
elicitation and the associated architectural design that can be employed.

Practically, both requirements and the architecture emerge separately how-
ever, there is a need to explore areas of collaboration among these two pro-
cesses. Different architectural designs consist of many challenges which relate to
the specific solution classes. It is always better to have an early understanding
of the user requirements in the IoT solution development, consequently, it will
be easier to achieve customer satisfaction towards the solution. Similarly, prior
understanding of the architecture provides the basis to discover further con-
straints related to requirements and the architecture, it also helps to evaluate
the system’s deployment feasibility [6]. The waterfall process model creates the
system architecture that confines the software team to do unavoidable changes in
the requirements, which creates a bottleneck in updating the software architec-
ture with evolving requirements. The spiral model was introduced to deal with
these challenges, it resolved many deficiencies of the waterfall model and offered
incremental software development which helps the developers to flexibly evaluate
and change the requirements according to the project risks. The spiral process
model concentrates on the need for the development of stable and maintainable
software architecture. This model facilitates the developers in a way that they
can work on requirements and architecture concurrently [7].

Twin-Peak Model. Figure 5 illustrates the twin-peak model, which enables
requirements and architectural specifications in increments to fulfill the needs of
the evolutionary software development in the IoT domain. The requirements can
be associated with the architecture using a continuous evolution. They are trans-
lated to the software components in the architecture, whereas the interaction
among the components is moderated by the requirement constraints. Require-
ments specification, component development, and configuration are carried out
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continuously until a final architecture is developed. A final assessment of the
architecture is performed to ascertain that the architecture fulfills all the required
specifications of the business logic. This model is an extension of the Stephen
Mellor and Paul ward development model, which they proposed for real-time
platforms [19]. Therefore, the twin-peak model has the ability to capture the
needs of smart devices in the IoT paradigm. Change control in software develop-
ment is one of the fundamental property which can efficiently be addressed by
using the twin-peak model. Analysis and identification of core software require-
ments are extremely necessary for stable software architecture in a changing
requirements scenario. Different processes are used to develop software systems
in this context Commercial-of-the-Shelf (COTS) components can be utilized to
re-using built-in products at an earlier stage of the requirements.

Fig. 5. Twin-peak model for translating IoT requirements to the architecture.

Twin-peak model has been widely used by software development organi-
zations to deal with requirements specification and design issues concurrently.
Independent consideration of software requirements and the architecture intro-
duces many challenges which pose restrictions on the developers and provoke
repeated software modifications. Agile software development model has the abil-
ity to deal with the changing software requirements. The underlying mechanism
in agile is also based on the twin-peak model, which emphasizes strong inter-
action among architecture and the requirements domain. According to Barry
Boehm, the twin-peak model has the following management concerns [20].

– I will know it when I see it (KIWIS): The requirements tend to change
in the process of software development based on the user feedback on the
releases. The twin-peak model can detect the changes at an early stage by
using incremental modeling.

– COTS: Twin-peak model stresses the reuse policy by modifying the available
COTS packages which reduce extra effort and cost.
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– Rapid change: Twin-peak model employs highly adaptive and iterative
modeling technique, moreover, it facilitates in incorporating the changes pro-
vided by the user during the development life-cycle.

The above discussion demonstrates that the twin-peak model facilitates effi-
cient IoT solution development. It enforces reuse by employing multiple available
design patterns and architectural styles which can be customized to adjust in
the required context.

Fig. 6. Selection of solution design and architecture from IoT requirements.

Figure 6 illustrates how requirements can be translated to the design and
architecture in IoT solution development. Initially, the requirements are repre-
sented by the problem frames, which further translates to the software compo-
nents. Architectural styles and patterns are adopted by the developers accord-
ing to the underlying software components. A predetermined architecture poses
limitations on the underlying problem, alternatively, rigid requirements pose
limitations on the architecture and design choices.

4.2 Weaving the Development Process

Extreme Programming (XP) approach has been used to stress the need for
exploring possible implementations of a given problem iteratively [21]. This app-
roach focuses more on front-end software development activities, architectures,
and requirements. Therefore, large-scale projects can be efficiently managed if
the requirements are comprehended at an early stage, and the choice of architec-
ture is aligned with the requirements. The XP focuses on the production of code,
whether it is at the expense of requirements or the architecture. Alternatively, a
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separate focus on requirements or architecture imposes scalability issues which
can harm iterative development and modularity in IoT. Integrating the twin-
peak model with the tested and derived components from reliable prototypes
can also help in the development of large-scale applications in increments.

Comprehensive problem analysis helps in the reduction of time to mar-
ket, high-quality, and cost-effective solutions. An efficient development life-cycle
allows the concurrent evolution of the requirements and the architecture in order
to produce the desired product. A concise consideration of the software architec-
ture provides a clear understanding of the problem from the developers perspec-
tive. Moreover, the resultant architecture provides an accurate representation of
the user requirements. IoT solutions need to consider the following questions.

– What are the stable requirements and how they can be selected in the context
of rapidly changing requirements?

– What type of changes can be expected in the software architecture?
– How can the architecture and requirements be managed to minimize the

evolving change impact because of the heterogeneous nature of the IoT
devices?

The twin-peak model follows the characteristics of evolutionary software
development. Thus, an answer to the above questions will help in identifying
ASRs and further maintainable architecture development. There is still a need
for a rapid software development process which ensures fast and incremental
delivery in the IoT paradigm.

5 Translating Problems into Solutions

A challenging task in software engineering is how to devise a solution that sat-
isfies the present customer’s demands and addresses the needs for further evo-
lution using a maintainable architecture. RE and architecture development are
the most important activities in the software development life-cycle. The core
objectives of an IoT solution can be ascertained during the requirements gather-
ing process which ensures the unambiguity, correctness, and consistency of the
requirements so that they provide a baseline for further development, validation,
and evolution. The software architecture is explicitly defined, and a baseline is
prepared on which subsequent development activities can be planned.

5.1 Problem Exploration Using RE

Problem exploration is concerned with the elicitation of the goals a user needs
to accomplish from an underlying IoT device. When developing an IoT solu-
tion, an interplay exists between the problem domain and the solution because
of the trade-off between the implementation of certain requirements over the
others. However, the architecture depends on both the implementable and non-
implementable requirements. The RE process explores the problem domain iter-
atively as further subproblems are identified during the implementation.
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IoT solutions depend on design decisions during the architectural develop-
ment process. These design decisions invoke multiple other design decisions based
on the product requirements, which can be characterized in the following.

1. Existence decision: These decisions are represented in the implementation
of the software system. Moreover, they show up as a quality of the system,
e.g., “The temperature sensor solution will consist of three layers.”

2. Property decision: These decisions have a high impact on the architecture,
and they act as the design guidelines for the underlying system. These design
decisions can be replaced by new design decisions, e.g., “IoT data will be
offloaded to the cloud after 2 ms intervals.”

3. Executive decision: These design decisions are not directly represented in
the design of the solution. However, they are related to environmental factors
including political, personal, financial, cultural, and technological constraints,
e.g., “The IoT solution will be deployed by using SOA architecture.”

ADDs have a high impact on developing a maintainable software solution for
IoT. The relation between design decisions plays a pivotal role in the evolution
and maintenance of the underlying IoT solution [22]. For instance, if we plan to
develop a Java application and decide to use JavaServer Faces for implementa-
tion, it limits the use of Java Management Servlets and constrains the use of
JavaServer Pages. Similarly, if we use publish-subscribe architectural style, it
limits the decision to use peer-to-peer style and constraints with the decision of
choosing the client-server architecture.

5.2 Discussion on Problems and Solutions in IoT

The software architect segregates the elicited requirements and identifies those
which are not playing any role in the architecture. For example, the requirement
to use a matrix-based display to illustrate the speed of a vehicle does not play any
role in the software architecture development hence, we eliminate this require-
ment in the architecture level discussion. Therefore, architecture development
only involves ASRs. Conflicting requirements may often appear in the IoT solu-
tion development, which needs special attention as IoT involves a versatile set
of devices having different configurations. Heterogeneous nature of IoT, big data
needs, and mobile platforms often provoke conflicting requirements. Seemingly,
performance constraints in a particular situation employ an immense impact
on the architecture of a software system. Architectural style selection directly
affects the problem as the use of a style provoke new requirements which need
additional design decisions.

In this discussion, we conclude that ASRs and ADDs have a strong relation-
ship thus, a maintainable solution must consider both of them concurrently.

6 ADDs and Requirements in IoT

The problem space constitutes the specifications of the solution to develop, its
structure, and the domain. ADDs use problem rather than the solution domain
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which allows the owner who has the core knowledge of the problem to assist in
the requirements elicitation phase.

Fig. 7. Indicative and optative properties [23].

6.1 Indicative and Optative Statements

ASRs and ADDs can be represented by indicative and optative statements.
They put constraints over the design decisions, and sometimes themselves are
constraints over the other design decisions. The description of the problem
domain involves indicative specifications. Figure 7 illustrates the process of opt-
ing requirements from the problem domain to the problem indicative, and sub-
sequently, the problem indicative can further help in gathering effective require-
ments for the further phases. In this figure, requirements are extracted from the
problem domain, and a loop is formed for the evolutionary software development,
which adds experience with every delivery of the product.

Considering an example of using IoT motion tracker, if the hardware has
already been selected and its properties are defined then we only need to build
its architecture whereas the constraints are only applicable to the requirements.
Alternatively, if we have not yet selected the hardware, the ADDs need to con-
sider the hardware as well as the software architecture. In the first situation,
the properties of the hardware were given as a part of the problem (indicative),
therefore, it constrains the use of software architecture. Whereas, in the second
scenario, the properties of the intended hardware need to be chosen (optative)
which is part of the solution. Both ASRs and ADDs strongly affect the software
system including the preferences for the desired implementation and elimination
of the features that are not desirable.

6.2 Architectural Decision Loop

The decision loop illustrates the relationship between ADDs, as shown in Fig. 8
that has been extended from the [23]. It represents that a design decision intro-
duces additional design decisions, which also depends on the previous design
decisions hence, creating a decision loop [24]. By using the architectural decision
loop ADDs introduce new requirements, and for those requirements, new ADDs
need to be considered. Taking an example of flood traffic analysis on an IoT net-
work, multiple use cases can solve this problem, however, we use broadcasting of
the alarm when a flooding packet is observed. This endorse further requirements
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Fig. 8. Architectural decision loop for IoT solutions [23].

of flooding threshold definition, detection technique, and broadcast method to
be used. Therefore, the threat broadcast on flood traffic becomes a design deci-
sion which has provoked various other design decisions. Another such instance
is the storage of IoT generated data, as the IoT devices are limited in capacity,
the system keeps track of the storage and transfers the data to the cloud when it
exceeds the prescribed limit. Therefore, the decision of the cloud storage invoke
new requirements of latency, bandwidth, data rate, and time interval will be
provoked. In this regard, we consider this condition as an architectural design
decision loop as new requirements will have to follow this design decision.

6.3 Repository of ADDs and Requirements

A solution to select the ADDs and ASRs has been to devise a repository denoted
as ADD and Requirement (ADRQ) repository. User’s intention dominates the
choice of ASRs and ADDs while exploiting the repository. The relationship
between the RE to architecture concerning the ADRQ repository has been elabo-
rated in Table 3. Software architect and requirements analyst has domain-specific
criteria to contemplate the ADRQ repository, as shown in Table 3. The require-
ments analyst stores the elicited requirements in the ADRQ in the same way, the
solution architect stores the architectural statements in the repository. Require-
ments that are elicited as well as ADDs should be explicitly documented and
stored in the repository to denote the specifications for implementation of the
solution.
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Table 3. The comparison of RE and architecture in an ADRQ repository.

Requirements domain ADRQ repository Architecture domain

Requirements
elicitation

Formation of statements Choice of architecture

Requirements
negotiation

Cost-benefit analysis Architectural exchange
analysis

Requirements
description

Documenting statements in
the repository

Architectural design

Requirements
validation

Relate repository statements
with clarity

Architecture evaluation

Requirements
document

Writing down the repository
statements

Architectural explanation

Requirements
administration

Organizing the repository Knowledge management of
the architecture

Both architectural requirements and ADDs can be documented using dif-
ferent techniques, including formal language specification, unified modeling lan-
guage, entity-relationship, and sequence diagrams. The documentation process
is extremely necessary to keep track of the software requirements and ADDs
efficiently. Both requirements and architecture should analyze the quality of the
content which can capture the relationship among ADDs and requirements.

7 Discussion

In this section, we provide a cross-benefit analysis of software requirements and
the architecture.

7.1 Requirement Elicitation for Smart Devices

RE is concerned with the elicitation of the goals that a user wants to achieve
from the software system. The RE process may involve focused groups, inter-
views, prototyping, and use cases development. Every requirement is given a
relative weight by requirement negotiation process where the software architect
selects a particular architecture using the trade-off analysis. In software archi-
tecture, the requirements are not processed as they are elicited, but they are
less formally represented as they are elicited. Validation is an important compo-
nent of RE and software architecture. The architecture community has devised
various approaches for architectural assessment and their impact on software
quality [25]. Moreover, multiple techniques are used for requirements validation,
such as the informal technique of review and inspection. Usually, scenario-based
methods are used both in architectural assessment and requirements validation.
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7.2 Cross-fertilization

In this research, we discuss how software requirements and the architecture com-
munity can benefit from each other’s experience for effective IoT solution devel-
opment. The software architecture life-cycle stresses the need for constant inter-
action among stakeholders to understand their requirements. Business goals and
stakeholders’ requirements play a major role in architecture development. ADDs
and related architectural knowledge plays an important role in architecture
management. IoT application development suffers from many challenges, includ-
ing modifiability, traceability, rationale, and evolution management. Knowledge
frameworks can be developed for architectural knowledge management, which
also corresponds to the requirements’ management. Goal-oriented RE involves
goals during the requirements management, whereas, architectural knowledge
management includes areas such as traceability, conflicts discovery, and explor-
ing new design variations.

Currently, both requirements and the architectural knowledge management
are considered as different information paradigms, however, effective IoT solu-
tions need to consider the similarities of both the fields. We realize that both
areas have been addressing the same problem from different perspectives. This
study finds that the requirements and architectural knowledge management for
IoT solutions need further consideration because of the lack of standard develop-
ment environments. Further exploration in this field will open new horizons for
better requirement management for the IoT architecture where both communi-
ties can learn from each other’s experience. The illustration of ADRQ repository
elaborates that architecture development is not only the responsibility of the
software architect, however, ASRs shape the architecture, which also involves
the requirement managers concurrently. A maintainable architecture cannot be
developed without the consideration of expertise from both the fields.

8 Conclusion

Internet of things utilizes smart infrastructure, big data, communication tech-
nologies, and heterogeneous platforms to enable ubiquitousness. The heterogene-
ity in IoT provokes IoT solutions to integrate with diverse software and hardware
platforms. It becomes a critical challenge to develop a maintainable solution that
satisfies the requirements of heterogeneous IoT needs. We provide a comprehen-
sive analysis of how software requirements and architectural design decisions
can help in developing a maintainable software system. We argue that the archi-
tectural design decisions and architecturally significant requirements are on an
equal level of significance. This paper plays a key role in characterizing the rela-
tionship between architectural design decisions and architecturally significant
requirements and recognize them as significant for IoT solution development.

This research opens new horizons towards tighter collaboration between these
two paradigms to satisfy the heterogeneous needs of IoT solutions. The analy-
sis of the elicited requirements should be performed by explicitly considering
the architecture of the software. Consequently, we can extract architecturally
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significant requirements which can further be used to develop the architecture.
Architectural design decisions play a key role in software evolution and main-
tenance. Therefore, we should use a proper blend of architecturally significant
requirements and architectural design decision to develop maintainable solutions
to satisfy heterogeneous IoT demands.

8.1 Future Research

New research directions in the field of IoT architecture modeling can be explored
by identifying the significant requirements towards the interdependencies of het-
erogeneous hardware and software systems. Moreover, these dependencies can
be defined in terms of big data needs, communication latency, and bandwidth
requirements for IoT solutions.

We are further extending this research by facilitating IoT solution developers
by automatic code generation, which reduces cost and time in software devel-
opment. In this regard, a layered RESTful framework can be employed, which
provides platform-specific APIs. Different layers in the RESTful architecture
interact to deploy a hardware-specific solution.
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Abstract. Domain-specific languages (DSL) are more expressive and
thus tackle complexity better, making software development easier and
more efficient. DSL can automate the production of quality code that
based on the proper abstraction of the system. This paper proposes a
type-base approach to requirement modelling, called CosRDL, to Imple-
menting a trusted real-time embedded system. A set of rules and formal
methods are defined to build CosRDL models for embedded systems,
from which the model may be verified apart the specification. CosRDL
is described as abstract of event-driven behaviors that support commu-
nication between active objects (processes) to support concurrency and
collaborative computing. The control processing and properties can be
described by CosRDL syntax as an model extension and to make system
implementation model. Meanwhile, a case study is presented to figure out
how to apply the approach of CosRDL modelling for control systems.
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1 Introduction

Embedded systems are used in many fields including mobile phone, automation,
aeronautics, and so on. Many embedded systems are timed sensitive, application-
specific, tightly constrained and system-in-a-system, so that most of them are
safety critical systems. These systems are stimulated by some asynchronous
events, and the components in the embedded systems need collaborate with
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each other, waiting for the occurrence of external or internal events. For exam-
ples, time event is triggered by timer, and a data process task is executed by an
arrival event of a data packet from network. After an event was triggered, the
components need perform the appropriate actions or operations to manipulate
the hardware or generate a new event that triggers other components. It is a
classical reactive system that continuously interacts with the physical world.

The design complexity of embedded systems includes high degree of par-
allelism, sufficient design freedom and constraints, and multiple optimization
objectives. Because of its design complexity, the software engineers have to
improve productivity by promoting the level of abstraction of embedded systems.
Therefore, the model abstracted from the system has more reachable the actual
problem domain from the requirements and hides the implementation details.
In embedded software development, the domain-specific modelling (DSM) also
raises the level of abstraction beyond the programming codes by providing solu-
tion scheme and domain concepts. We may use the DSM model to generate the
final products. The DSM methodology usually focuses on specific domains so
that enables providing better productivity and code quality.

This paper define a modelling languages and development framework for
control-oriented embedded systems. The embedded system is designed from the
models that is easy understandable, and the specification documentations is
conveniently created. According to the defined model, we could implement the
designs and correct codes, and finish the debugging, testing, validation and ver-
ification on the code level. A control-oriented system requirements description
language called CosRDL, is proposed. It is an approach to modelling for control-
oriented system in the event-driven framework. The CosRDL-based model has
three levels: CosRDL requirements model, CosRDL syntax, and CosRDL system
model. It is very proper to develop for control-oriented applications.

2 Related Work

The model-based approaches help abstract away unnecessary details and increase
the potential for efficient validation and verification, and easy reuse and evolu-
tion. There are several modelling languages such as UML [9], MARTE [2], and
SysML [4] etc. Architecture Analysis and Design Language (AADL) is devel-
oped for the specification, analysis, automated integration and code generation
of critical computer systems. Some researchers have been efforts to establish
an effective relationship between AADL and MARTE [7,8]. The paper [5] pro-
poses to extend hybrid MARTE statecharts based on MARTE and the hybrid
automata. The formal syntax and semantics of hybrid MARTE statecharts are
submited from labeled transition systems (LTS) or live transition systems.

The Spacecraft Requirements Description Language, called SPARDL, which
is proposed by Wang, is designed as a requirement modelling language for peri-
odic control systems (PCS) [10–12]. It can specify the features to implement the
design, such as periodic driven behaviors, procedure invocations, timed guard,
mode transition, and other basic element modes that represents the observable
states in periodic control system.
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The process algebras CCS and CSP were proposed to model asynchronous pro-
cesses, describing concurrent, running at indeterminate speed, and can be mod-
elled for embedded system. Hybrid CSP (HCSP) is to extend CSP for describing
hybrid systems, which uses differential equations for modelling continuous time-
domain environment. The syntax of HCSP can be described as follows [1,3]:

P ::= skip | x := e | wait d | ch?x | ch!e | P ;Q | B → P | P � Q | P ∗

| �i∈I ioi → Pi | 〈F (ṡ, s) = 0&B〉 | 〈F (ṡ, s) = 0&B〉 � �i∈I(ioi → Qi)
S ::= P | S‖S

(1)

– x is variables, and s is vectors, respectively
– B is boolean and e is arithmetic expressions
– d is a non-negative real constant
– ch is the channel name, ioi stands for a communication event, and either

chi?x or chi!e
– P,Q,Qi are sequential process terms, and S stands for an HCSP process

term.

3 Modelling of the Control-Oriented Systems

3.1 The Development Based on CosRDL

In generally, the system designers write requirements in natural language using
Word, Tex etc. Requirements documents written in natural language are prone
to ambiguity and no proper formal syntax structure. The CosRDL-based devel-
opment of control-oriented systems that submits in the paper, is showed in Fig. 1.

Fig. 1. CosRDL-based development.

The development process is begun from the original software requirements
document and system requirements document. The original requirements doc-
ument can translate into semi-structure requirements by requirement mining.
The approaches are using key words of domain-specific fields in control system,
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so that the semi-structure requirements document keeps the exact semantics
of the requirements document. For the system and hardware requirements, it is
described by AADL (architecture analysis and design language). For the software
requirements, we use CosRDL-based model to describe the control systems.

The CosRDL-based model has three levels: CosRDL requirements model,
CosRDL syntax, and CosRDL system model. CosRDL requirements model is
designed to define the key elements of the software system that include opera-
tions, events and the mapping between events and operations. CosRDL syntax
defines a syntax of CCS/CSP style to a model of formal semantics. CosRDL
system model is defined for software reuse based on designed components. Once
the model has been designed by CosRDL syntax, it can be transformed from
CosRDL to C Codes.

3.2 CosRDL Requirements Model

The CosRDL requirement model is defined as follow:

Definition 1. The CosRDL requirement model is a domain-specific model with
7 objects: an operation set, an event environment set, a type set, an internal
action set τ , a mapping function σ, an initial node s, and a set of termination
nodes S:

CosRDLreq ::= (Oprn,Envr, Type, τ, σ, s, S) (2)

– Oprn = {a1, a2, ..., aNa
} is a set of operations for a control system.

– Envr = {e1, e2, ..., eNe
} contains communicating events which come from

external channels.
– Type is a set of types that gives a computing semantic.
– τ is a set of internal variables that can not be directly observed in user space.
– σ is a mapping function defined as followed:

b = σ(a, e, t), where a, b ∈ Oprn, e ∈ Envr, t ∈ R

– t ∈ R is a restricted variable of timer.
– s ∈ Oprs is an initial node.
– S ⊆ Oprn is a set of nodes which are represented termination of operations.

In the CosRDL requirements model, every operations and events belong to
a type. We use operator typeof to get the type of an operation or an event. We
get the type of ai and ei as followed:

(event type)Tyei : typeof(ei)
(opration type)Tyai

: tpyeof(ai)

The type is very important because it not only have formal grammars, but
also clarified operational semantics. For examples, we can define a type N based
on Z that combine with predicate subtypes:

type N = {x : Z|x ≥ 0} (3)
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That means if we have a object p ∈ N, and once we meet p < 0 that must occur
some error based the type definition of N.

In the control-oriented systems, the signals of input and output that mostly
are voltage or current, usually have special boundary, such as a range of voltage
[0.00 v, 5.00 v]. Thus we can define a type of signals VOLA as

type VOLA = {x : R|x ≥ 0 & x ≤ 5.00} (4)

If all operations or input/output signals are defined by basic types and pred-
icates, we have the right type of the model. Every design and programming must
based on the types and then any error maybe discovered in time.

The set of events is an external input/output events, and its type has a real
semantics meaning, such as the data of position, speed, accelerator and others.

Every node a ∈ Oprn, if a has more than 2 input from other nodes, we must
decide the relation of the input actions. Two operator ⊗ (or &) and ⊕ (or +)
was defined as: ⊗ means if all input is triggered, then the node is activated; ⊕
means if one input is triggered, then the node is activated.

The CosRDLreq can be described by a directed acyclic graph (DAG), see
Fig. 2. Control systems model with directed acyclic graphs have a wide range
of applications. It is closely linked to various control systems that operate in
chronological order, such as cars, rail transportation, and aircraft. Usually such
systems do not have a loop back to the past scene, the sequence of events and
operations are one-way. The operating mechanism of such a system is completely
constrained by the external environment and internal timers.

Fig. 2. DAG model of CosRDLreq.

3.3 CosRDL Syntax

Definition 2. A formal language for describing hybrid systems, called CosRDL,
is defined by the events and its execute operations to modelling the control system.
The CosRDL syntax describes as follows:

P ::= SKIP | STOP | λ.P | P ;Q | P ‖ Q | P�Q (5)
λ ::= (ch?(x : A), t) | (ch!(v : A), t) | ε | τ (6)

– SKIP is an empty statement or represents successful termination.
– STOP is a termination statement, and represents the process that commu-

nicates nothing (or deadlock).
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– λ is an event that executes by input/output actions or empty (λ = ε).
– P and Q are processes or tasks, and is an abstraction of a group of operations.
– P ;Q is represented a sequential execution.
– A ranges over a type.
– ch ranges over a channel name, and x, v ranges over the set of communicable

data values.
– t is a restricted timer bind the event of x or v.
– P ‖ Q behaves as if P and Q run independently.
– P�Q is a external choice of P or Q.
– τ is a set of invisible actions in the internal of the system.

If λ = (ch?x, t), we define the operation ⊗ and ⊕ for all x ∈ Envr as follows:

(x1, t1) ⊗ (x2, t2) = [x1&x2),Max(t1, t2)] (7)
(x1, t1) ⊕ (x2, t2) = [(x1|x2),Min(t1, t2)] (8)

Where x1&x2 = True means that both events x1 and x2 happen, and x1|x2 that
x1 or x2 happens.

We use labelled transition system to define the semantics. A transition of
form

P
(ch?x,t)−−−−−→ Q (9)

is taken to express the ability of P to perform the event that inputs x at timer t
from channel ch, and thereafter behave like the process Q (execute output v in
time t on channel ch). In CSP, there is an internal choice syntax P � Q, and we
do not use the statement in CosRDL syntax.

3.4 CosRDL: System Model

Definition 3. The CosRDL system model is defined by a sequence of active
objects, a global events set, a data dictionary, programming framework and global
clocker:

CosRDLsystem ::= (ActiveObj,Evts,DataDict, uFrm, t) (10)

– ActiveObj is a set of active objects, which can be run concurrently.
– Evts is a set of global events that used by the ActiveObj.
– uFrm is the uFusion programming framework.
– DataDict is a set of variables that mainly have the global scope in system.
– t is a global clocker.

An active object has its own private thread that executes all of its works, and
it has private data and methods that can be invoked by other callers through
event-trigger mechanics.

Definition 4. The active object is a set including three tuples:

ActiveObj ::= (Oprs,EvtQueue, pri) (11)
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– Oprs is a set of some operations that process related events.
– EvtQueue is an event queue.
– pri is a priority used by system scheduler.

The ActiveObj and uFusion are running by event-trigger model that intro-
duced by [6]. We can design the event process function by using directly C/C++
codes, or using simulink/stateflow, pseudocodes etc.

4 Case Study

A case study is presented that figure out how to use CosRDL to build an abstract
model. A simplified model of an aircraft was built that showed in Fig. 3.

Fig. 3. A simplified CosRDL model of an aircraft electronic system

There are many nodes that represent the specific operations of phases in the
system. Each node has to process some actions or operations based on event trig-
gers coming from outer-environment or inner-timer. The Fig. 3 can be modelled
in CosRDL as follows:

Oprs = {LPAct, LauAct, SwtAct, SepAct,Dev2wk, CellPOn, ReeAct,DevOn,

Dev1Pon,Dev1Dt1,Dev1Dt2,Dev2Cp1,Dev2Cp2,Dev3Dy, End}
Envs = {e0, e1, e2, . . . , e16}
Type = {typeof(e0), . . . , typeof(e16), typeof(LPAct), . . . , typeof(End)}

Ts = {t0, t1, t2, . . . , t16}
s = LPAct, S = {End}
s;
(e0, t0).LauAct;
(e1, t1).SwtAct;
(e2, t2).SepAct;
(e3, t3).Devwk[ch!(v : A)] ‖ e4(t4).CelPon[ch?(x : A)]];
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[e5, t5)&(e6, t6)].ReeAct;
(e7, t7).DevOn;
{(e8, t8).Dev1Pon; (e11, t11).Dev1Dt1; (e13, t13).Dev1Dt2; } ‖

{(e9, t9).Dev2Cp1; (e12, t12).Dev2Cp2; } ‖ {(e10, t10).Dev3Dy; }
[(e14, t14) + (e15, t15) + (e16, t16)].End.

Where Devwk and CelPon communicate in channel. Devwk has an output action
along the channel ch with ch?(x : A)and CelPon has an action to accept a
value on channel ch with ch!(v : A). In the same time, We may refined in some
restriction for ek and tk and define the types of all values, then execute model
checking for the software system. For examples, we define a verified function
checktype to verify the valid of the event ek and the operation ak in every step
of the operation, such as:

(e1, t1).SwtAct[checktype(e1, t1); checktype(SwtAct)];

5 Conclusions

The CosRDL model is designed for model-driven development environment. It
supports the more reusability and efficient analysis of control systems that based
on model-driven development and program framework. Traditionally, embedded
programs have been developed in ad hoc time-sensing ways. If the requirements
were changed, the CosRDL requirement model would be modified and automat-
ically be translated into the system model, and the system model bind with a
program framework. The CosRDL requirement model is built by engineers from
the system specification to describe the system behavior through operations,
events and functional mapping. The CosRDL system model is translated from
CosRDL requirement model to expressed by actived objects, events, data dic-
tionary and program framework, which have more reusability and extensibility.
The CosRDL syntax defined a formal language for described the hybrid systems,
and the method is more expressive and tackle complexity better, especially for
the domain-specific field such as railway control and flight control systems etc.
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DSL model of embedded systems with prof. Geguang Pu and Weika Miu, and for
discussions of formal modelling and hybrid CSP with prof. Naijun Zhan and Shuling
Wang.
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Abstract. Predicting traffic flow is of great importance to traffic management
and public safety, and it has high requirements on accuracy and efficiency.
However, the problem is very challenging because of high-dimensional features,
spatial levels, and sequence dependencies. On the one hand, we propose an
effective end-to-end model, called FedNet, to predict traffic flow of each region
in a city. First, for the temporal trend, period, closeness properties, we obtain
low-dimensional features by downsampling high-dimensional input features.
Then we perform temporal fusion to get temporal aggregations of different
spatial levels. Next, we generate traffic flow by upsampling the fused features
which are obtained by combining the corresponding temporal aggregation and
the output of the previous upsample block. Finally, the traffic flow is adjusted by
external factors like weather and date. On the other hand, we transfer the original
task into a sequence task and then use teacher forcing to train our model, which
make it learn the sequence dependencies. We conduct extensive experiments on
two types of traffic flow (new-flow/end-flow and inflow/outflow) in New York
City and Beijing to demonstrate that the FedNet outperforms five well-known
methods.

Keywords: Traffic flow prediction � Encoder-Decoder framework �
Skip connection � Teacher forcing

1 Introduction

Predicting traffic flow in a city is of great importance to traffic management and public
safety. For example, massive crowds of people streamed into a strip region by different
vehicles like the bike, taxi, bus, subway etc. at the 2015 New Year’s Eve celebrations
in Shanghai, resulting in a catastrophic stampede. If we can predict the traffic flow with
high accuracy and efficiency, then adopt emergency measures, such tragedies can be
mitigated even prevented.

New-flow is the transportation flow originating from a region at a given time
interval. End-flow is the transportation flow terminated in region. Intuitively, new-flow
and end-flow track the origins and final destinations of the transportation. These thus
summarize the movements of transportations and are enough for traffic management
and risk assessment, as shown in Fig. 1.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
X. Wang et al. (Eds.): CollaborateCom 2019, LNICST 292, pp. 518–533, 2019.
https://doi.org/10.1007/978-3-030-30146-0_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_36&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30146-0_36


Although recently published works consider spatial dependencies, temporal
dependencies and external influence, model them properly and get the state-of-the-art
accuracy, simultaneously predicting the traffic flow in each region of a city is still
challenging, affected by the following aspects:

1. High-Dimensional Features. A city usually has a very large size, containing many
regions, so the dimension of the input matrix will be high. And for citywide traffic
prediction, the output matrix will have the same size with the input matrix. So,
previous mentioned state-of-the-art models, which are based on deep neural net-
works, usually obtain high-dimensional features in hidden layers. First, from the
perspective of auto-encoder, if the dimension of feature is too high, it will be
difficult for the model to learn useful information from the input and get more
general representations [2]. Second, using these high-dimensional features usually
requires more parameters and computation.

2. Spatial Levels. To capture the city-wide spatial dependencies, we stack some
convolution layers because one convolution layer only accounts for near spatial
dependencies. However, if we only consider the output of the final convolution
layer which contains coarse semantic information of city-wide spatial dependencies,
we will lose too much detail information from low-level spatial dependencies like
distinct-wide spatial dependencies, especially when we use stride-2 convolution.

3. Sequence Dependencies. Some external factors like events may tremendously
change the traffic flow in continuous time steps. Although we employ external
component, we cannot collect all the information due to many realistic limitations.
If we train the model by one-time-step predicting, then the model will focus on the
next time step and is not robust enough to tackle some unexpected continuous
volume change. For this issue, we consider the relationship among multiple future
time steps as sequence dependencies.

To tackle these challenges, we propose an effective model, called FedNet, to col-
lectively predict traffic flow in every region more accurately and more efficiently. The
primary contributes of this paper can be summarized as follows:

1. FedNet adopts the encoder-decoder framework to obtain the low-dimensional fea-
tures by downsampling the high-dimensional features for each temporal property,
which leads it to learn more general representations and reach higher accuracy while
needs fewer parameters and computation.

2. Not only consider temporal properties, but we also take the influence of spatial
properties into account. Inspired by Skip Architecture [3], we add some skip

Fig. 1. Traffic flow in a region [1].
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connections between corresponding temporal fusion blocks and upsample blocks to
model different level spatial properties respectively. Especially, we make use of the
detail information from lower spatial level.

3. We model the sequence dependencies, which means the relationship among mul-
tiple future time steps, by forcing the model to predict multi-time-step at the training
stage. Instead of using recursive multi-step forecast which is hard to train because of
slow convergence, model instability and poor skill, we adopt teacher forcing [4],
which works by using the actual output from the training dataset at the current time
step y(t) as input in the next time step X(t + 1) rather than the output generated by
the network.

2 Related Work

Traffic Flow Prediction. For individual-scale traffic flow prediction, some previous
work mainly predicts massive individuals’ traces based on people’s location history [5,
6], which requires massive computation. For road-scale, some researchers focus on
predicting travel speed and traffic volume on the road [7–9]. For region-scale, there are
previously published works like FCCF [1], which naturally focus on the individual
region instead of the city and need a complex method to find irregular regions.
However, such tasks that focus on part of the city are not always necessary for
applications like traffic management which needs the information of the overall situ-
ation. Recently, researchers have started to focus on city-scale traffic flow prediction,
tried to adopt deep learning methods and proposed some effective models like DeepST
and ST-ResNet [10, 11]. These DNN-based models firstly partition the city using a
grid-based method. However, all these methods are different from ours where they did
not tackle the challenges of high-dimensional features, spatial levels, and sequence
dependencies.

Deep Learning. To capture spatial dependencies, the convolution neural network has
been successfully applied to various problems like image classification [12]. For
capturing temporal dependencies, recurrent neural networks based on the long short-
team memory unit has been successfully used to various sequence learning task [13].
To capture spatial-temporal dependencies, researchers recently proposed a convolu-
tional LSTM network [14]. However, this network exists gradient vanishing problem,
so it cannot model very long-range temporal dependencies. Also, training becomes
more difficult as depth increases. Instead, ST-ResNet employs residual learning that
enables networks to have a deep structure and a parametric-matrix-based fusion
mechanism to model the spatial-temporal dependencies of traffic flow [15]. Though it
shows state-of-the-art results, it has massive parameters and requires huge computation,
which limits its application. Also, it did not consider modeling different spatial level
properties and explore the sequence dependencies of traffic flow predicting task.

Encoder-Decoder Framework. The idea of the encoder-decoder framework is sim-
ple: An encoder processes the input and emits a fixed-dimension context. Then a
decoder generates the output based on the context. For machine translation, researchers
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proposed the encoder-decoder or sequence to sequence architecture to map a variable-
length sequence to another variable-length sequence for machine translation which
obtained state-of-the-art translation [13]. In computer vision field, the convolution
encoder-decoder framework is widely applied, especially for some problems that must
generate an image output but not a label such image segmentation, style transfer and
super-resolution [3, 16, 17]. To the best of our knowledge, no prior work studies
predicting traffic flow based on the encoder-decoder framework.

3 Preliminary

In this section, we first present several preliminaries and define our problem formally.

Definition 1 (Region [11]). There are many definitions of a location in terms of
different granularities and semantic meanings. In this study, we partition a city into an
H �W grid map based on the longitude and latitude where a grid denotes a region.

Definition 2 (New-Flow/End-Flow [1]). The movement of a transportation can be
recorded as a trajectory T , which is a sequence of time-ordered points,
T : p1 ! p2 ! . . . ! p Tj j, where each point pi ¼ ai; bi; tið Þ has a geospatial coordi-
nate position ai; bið Þ and a timestamp ti, and Tj j is the number of point in T . Likewise,
the movement of crowds can be represented by a collection of trajectories P. Specif-
ically, for a region g i; jð Þ, the two types of flow at timestamp t, namely new-flow and
end-flow, are defined respectively as

xnew;i;jt ¼ T 2 P : a1; b1ð Þ 2 g i; jð Þ; t1 ¼ tf gj j
xend;i;jt ¼ T 2 P : a Tj j; b Tj j

� �
2 g i; jð Þ; t Tj j ¼ t

� ��� ��
where ai; bið Þ 2 g i; jð Þ means that point pi lies within region g i; jð Þ. A simple example
of new-flow and end-flow in every region is as shown in Fig. 2. At the tth time interval,
new-flow and end-flow in all I � J regions can be denoted as tensor Xt 2 R

2�I�J where
ðXtÞ0;i;j ¼ xnew;i;jt ; ðXtÞ1;i;j ¼ xend;i;jt :

Fig. 2. The taxi new-flow and end-flow example of New York City. (The deeper red means
higher traffic volume) (Color figure online)
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Problem 1. Given the historical observation fXtjt ¼ 0; 1; . . .; n� 1g predict Xn.

4 Model Architecture

In this section, we describe the architecture of our proposed FedNet, as shown in
Fig. 3. FedNet is comprised of four components: an encoder component, a fusion
component, a decoder component, and an external component. Referring to previous
work, we also turn the traffic flow like new-flow and end-flow into 2-channel image-
like matrices according to Definitions 1 and 2, and then divide the input sequence into
three fragments: trend, period, closeness according to the analyzation [10, 11]. The
encoder component captures the spatial dependencies of the input sequence trend,
period, closeness respectively. The fusion component contains two sub-components:
temporal fusion sub-component and the spatial fusion one. The temporal fusion sub-
component outputs temporal aggregations of different spatial levels. The spatial one is
used to combine corresponding temporal aggregation with the output of previous the
upsample block. The decoder component generates the traffic flow output by upsam-
pling the fused features. The traffic flow is further adjusted by the external component
that processes the external factors (e.g. holidays) and combines traffic flow with
external features.

Fig. 3. FedNet (Flow Encoder-Decoder Network) architecture. Down0: No. 0 downsample
block; Time: Temporal fusion block; Up0: No. 0 upsample block; External: External block. Same
color means sharing the same weight. (Color figure online)
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4.1 Encoder Component

The trend, period, closeness fragments share the same encoder component that com-
prises some downsample blocks, which are composed of stride-2 convolution layer,
batch normalization layer and leaky relu layer, as shown in Fig. 4.

Downsample Blocks Sharing. We share one group of downsample blocks among
trend, period, closeness instead of using three groups because it is obvious that the
spatial pattern of a city is relatively stable among trend, period, closeness fragments as
shown in Fig. 5. This structural change cuts down the amount of parameter, leads the
model to learn more general representations and reduces the risk of overfitting.

Fig. 4. Downsample block structure. 3*3: kernel size; 64: channel number; /2: Stride-2;
BatchNorm: Batch Normalization.

Fig. 5. Spatial dependency example of trend, period and closeness.
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Stried-2 Convolution. A stack of convolution layers can capture the spatial depen-
dencies among regions in the city. For serval benefits, we use the stride-2 convolution
to downsample the input.

The first benefit is about feature extraction. An autoencoder whose output dimension
is less than the input dimension is called under complete. We can obtain most salient
features of the training data from the under complete autoencoder because it is forced to
learn an under complete representation. Motivated by under complete autoencoder, we
consider stride-2 convolution can help us get more general representations.

The second benefit is about computation. The task of traffic flow prediction needs a
real-time reaction, so we want to reduce the computation as much as possible while
ensuring effectiveness. We use flops of convolution to measure the computation of the
model as follows

FLOPs ¼ 2 CinK
2 þ 1

� �
H0W 0Cout ð1Þ

where H0W 0, the output size of stride-n convolution, is the 1=n2 of normal convolution,
so the FLOPs will also be the 1=n2 [18]. Cin and Cout are input channels and output
channels respectively. And K means kernel size.

The third benefit is about effective receptive field size. Citywide traffic flow pre-
diction requires each pixel in the output to have a large effective receptive field in the
input. For example, each 3 � 3 convolution layer increases the effective receptive field
size by only 2. But using stride-2 convolution layer, each layer increases the effective
receptive field more efficiently as follows

Rl ¼ Kl; l ¼ 0 ð2Þ

Sl ¼ S0 � S1 � . . . � Sl�1; l ¼ 1; 2; ::m ð3Þ

Rl ¼ ðRl�1 � 1Þ � Sl þKl; l ¼ 1; 2; ::m ð4Þ

where R is the receptive field size, K is the convolution kernel size, S is the convolution
stride and layers are numbered by l.

In FedNet, we stack mþ 1ð Þ downsample blocks upon the input sequence
Xt;Xp;Xc½ �. Take the closeness property as an example, which is shown as follows

Xdc
l ¼ downl Xcð Þ; l ¼ 0 ð5Þ

Xdc
l ¼ downl Xdc

l�1

� �
; l ¼ 1; 2; . . .m ð6Þ

where Xdc
l is the closeness property output of No. l downsample block.

4.2 Fusion Component

The fusion component comprises two sub-components: Temporal fusion sub-
component and the spatial fusion one. The Temporal fusion sub-component com-
prises some temporal fusion blocks, which are composed of the concatenate layer, one
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by one convolution layer and leaky relu layer, as shown in Fig. 6. The spatial fusion
one is composed of some skip connections as shown in Fig. 3. Like downsample
blocks sharing above, we share only one temporal fusion block among different spatial
level, because we want the model to capture a general temporal pattern of trend, period,
closeness, which is independent to specific spatial level. This structural change also
cuts down the amount of parameter, leads the model to learn more general represen-
tations and reduces the risk of overfitting.

1*1 Convolution. Instead of using parametric-matrix-based fusion [11], which
requires a different size for different input feature and is unstable with weight initial-
ization methods, we adopt one by one convolution [19] as our temporal fusion method.
One by one convolution was first introduced by Lin et al. [20] to generate a deeper
network without simply stacking more layers. However, in our paper, we majorly
consider it as a feature transformation method. Although 1*1 convolution is a ‘feature
pooling’ technique, there is more to it than just sum pooling of features across various
channels/features maps of a given layer. Because this transformation is learned through
the (stochastic) gradient descent, so we can use it to learn the different influence of
trend, period, closeness according to the training data instead of manual setting specify
weights.

In this sub-component, for every spatial level, we first concatenate three down-
sample output and then pass the intermediate output to 1*1 convolution layer that is
followed by a non-linear activation layer like leaky relu, as shown as follows

Xtime
m�l ¼ time Xdt

l ;X
dp
l ;Xdc

l

� �
; l ¼ 0; 1; . . .m ð7Þ

where Xtime
m�l is the temporal aggregation of No. m� lð Þ spatial level.

Skip Connection. To capture the city-wide spatial dependencies, we stack some
convolution layers in the encoder because one convolution layer only accounts for near
spatial dependencies. However, if we only consider the output of the final convolution
layer which contains coarse semantic information of city-wide spatial dependencies, we
will lose too much detail information from low-level spatial dependencies like distinct-
wide spatial dependencies, especially when we use stride-2 convolution. Inspired by
Skip Architecture, we add some skip connections between corresponding temporal

Fig. 6. Temporal fusion block structure. 1*1: kernel size; 64: channel number; /1: Stride-1.
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fusion block and upsample blocks to model these spatial properties respectively.
Especially, we make use of the detail information from lower spatial level. This sub-
component is also learned end-to-end to refine the traffic flow prediction, as shown as
follows

Xs
l ¼ Xtime

m�l þXu
l�1; l ¼ 1; . . .m ð8Þ

where Xs
l is the spatial fused feature of No. l skip connection.

4.3 Decoder Component

The decoder component comprises some upsampling blocks, which is composed of the
interpolate layer, convolution layer, batch normalization layer, and leaky relu layer, as
shown in Fig. 7.

Instead of using transposed convolution that causes Checkboard Artifacts [21], we
use factor-2 nearest-neighbor interpolation [22] to upsample the input feature until
getting the expected size output, which is simple yet effective as follows

Xu
l ¼ upl Xs

l

� �
; l ¼ 0; 1; . . .m ð9Þ

Xdec ¼ Xu
m ð10Þ

where Xu
l is the output of No. l upsample block and Xdec is the output of the final

upsample block.

4.4 External Component

External encoder component is composed of the linear layer, dropout layer, and leaky
relu layer, as shown in Fig. 8.

Fig. 7. Upsampling component block structure.
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Referencing previous work [10, 11], we know that traffic flow can be affected by
many external factors like the date. In our experiments, we mainly consider date
features, which can be obtained directly, like is_month_start. Also, we use weather
features that can be approximated by the forecasting weather. Then, we stack two linear
layers to process external input which is the feature vector that represents the external
factors. Finally, we use the output of external component Xext to adjust Xdec by
summing them up as follows

cXt ¼ tanh Xdec þXextð Þ ð11Þ

4.5 Model Training

We finally present the training method of our model. FedNet is trained end to end.
Especially, to tackle some hard task, at training stage, we transform the one-time-step
prediction problem into a multi-time-step sequence prediction problem, and then adopt
Teacher Forcing and design a new loss function as shown in Fig. 9. At inferencing
stage, for the sake of comparing, we only perform one-time-step prediction and use
f RMSE (factored Root Mean Square Error) as the metric.

Fig. 8. External component structure.

Fig. 9. Sequence predicting and teacher forcing training.
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Teacher Forcing. Some external factors like events may tremendously change the
traffic flow in continuous time steps. Although we employ external component, we
cannot collect all the information due to many realistic limitations. If we train the
model by one-time-step predicting, then the model will focus on the next time step and
is not robust enough to tackle some unexpected continuous volume change. For this
issue, we consider the relationship among multiple future time steps as sequence
dependencies. To address this issue, we model the sequence dependencies by force the
model to predict multi-time-step at the training stage. Instead of using recursive multi-
step forecast which is hard to train because of slow convergence, model instability and
poor skill, we adopt teacher forcing, which works by using the actual output from the
training dataset at the current time step y(t) as input in the next time step X(t + 1)
rather than the output generated by the network.

For one time-step training, our model is trained to minimize the MSE (mean square
error) between the predicted flow matrix and the ground truth:

Lst ¼
1
z

X
i
ðxi � bxiÞ2 ð12Þ

where bxi and xi are the predicted value and the ground truth, respectively; z is the
number of all predicted values.

For multi-time-step training, we define the corresponding loss as the average loss of
jþ 1ð Þ time-step.

Lmt ¼ 1
jþ 1

ðLst þ Lstþ 1 þ . . .þ Lstþ jÞ ð13Þ

To evaluate our model, we design the factored Root Mean Square Error as

factor ¼ H �W
available

ð14Þ

f RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
factor � 1

z

X
i
ðxi � bxiÞ2

r
ð15Þ

where available is the amount of available regions and H �W is the amount of all
regions.

5 Experiments

5.1 Experiment Settings

Datasets. We use 4 different sets of data as shown in Table 1, as detailed as follows.

• TaxiBJ [11]: Trajectory data is the taxicab GPS data and meteorology data in
Beijing from four intervals: 1st Jul. 2013 - 30th Oct. 2013, 1st Mar. 2014 - 30th
Jun. 2014, 1st Mar. 2015 - 30th Jun. 2015, 1st Nov. 2015 - 10th Apr. 2016. Using
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Definition 2, we obtain two types of crowd flows. We choose data from the last four
weeks as the testing data, and all data before that as training data.

• BikeNYC [11]: Trajectory data is taken from the NYC Bike system in 2014, from
Apr. 1st to Sept. 30th. Trip data includes: trip duration, starting and ending station
IDs, and start and end times. Among the data, the last 10 days are chosen as testing
data, and the others as training data.

• CitiBikeNYC: Trajectory data is taken from the NYC Citi Bike System in 2014,
from Apr. 1st to Sept. 30th. Among the data, the last 10 days are chosen as testing
data, and others as training data. Among the data, the last 10 days are chosen as
testing data, and others as training data.

• TaxiNYC: Trajectory data is taken from the Taxi & Limousine Commission System
in 2014, from Apr. 1st to Sept. 30th. Among the data, the last 10 days are chosen as
testing data, and the other as training data. Among the data, the last 10 days are
chosen as testing data, and the others as training data.

Baselines. We compare our model with six different baselines as detailed as follows.

• ARIMA: Auto-Regressive Integrated Moving Average (ARIMA) is a well-known
model for understanding and predicting future values in a time series.

• SARIMA: Seasonal ARIMA.

Table 1. Datasets

Attribute Dataset
BikeNYC TaxiBJ CitiBikeNYC TaxiNYC

Data type Bike GPS Taxi GPS Bike GPS Taxi GPS
Location New York Beijing New York New York
Gird map size (16, 8) (32, 32) (16, 16) (16, 16)
Time span 4/1/2014 -

9/30/2014
7/1/2013–
10/30/2013
3/1/2014–
6/30/2014
3/1/2015–
6/30/2015
11/1/2015–
4/10/2016

4/1/2014–
9/30/2014

4/1/2014–
9/30/2014

Time interval 1 h 30 min 1 h 1 h
Available time
Interval

4392 22459 4392 4392

Holidays 20 41 20 20
Weather \ 16 types

(e.g. Sunny)
\ \

Temperature/°C \ [− 24.6, 41.0] \ \
Wind/mph \ [0, 48.6] \ \
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• VAR: Vector Auto-Regressive (VAR) is a more advanced spatial-temporal model,
which can capture the pairwise relationships among all flows, and has heavy
computational costs due to the large number of parameters.

• DeepST: a deep neural network (DNN)-based prediction model for spatial-tem-
poral data.

• ST-ResNet: a deep spatial-temporal residual network to collectively predict traffic
flow of every region, which shows state-of-the-art results on crowd flow prediction.

Hyper Parameters. For input, we fix trend, period, closeness to one week ago, one
day ago and one hour ago, which have the same fragment length 1. For teacher forcing,
the amount of predicting time step is 4. Our model is implemented with PyTorch 0.4.1,
a popular Deep Learning Python library [23]. The stride-2 convolutions of all down-
sample blocks use 64 kernels of size 3 * 3, the convolution of time block use 64 kernels
of size 1 * 1 and those of upsample blocks use 64 kernels of size 3 * 3. We select part
of the data as training data and then use it to train the model, the rest of the data like the
final 10 days’ data is the test set. The batch size is 32. We use Adam [24] with the
default learning rate 0.001 with a fixed number of epochs (e.g. 100 epochs) and the
batch size is 32, and decide whether to update the parameters based on the validation
score.

5.2 Experiment Results

Table 2 shows the results of our models and other baselines on BikeNYC and TaxiBJ.
Being different from BikeNYC, TaxiBJ is another type of traffic flow, including inflow
and outflow [11]. Comparing with the previous models, FedNet_ETS_T, which adopts
the encoder-decoder framework, temporal fusion, spatial fusion, and teacher forcing, has
9.00% and 7.01% lower RMSE respectively. Table 3 shows the results of our model on
CitiBikeNYC and TaxiNYC. Comparing with the previous best model, FedNet_ETS_T
has 9.92% and 3.00% lower RMSE respectively. These results demonstrating the
effectiveness of our model.

Table 2. Comparisons with baselines on BikeNYC and TaxiBJ. The results of ARIMA,
SARIMA, VAR, ST-ANN, and DeepST are taken from (Zhang et al. 2017).

Model RMSE
BikeNYC TaxiBJ

ARIMA 10.07 22.78
SARIMA 10.56 26.88
VAR 9.92 22.88
DeepST 7.43 18.18
ST-ResNet 6.33 16.69
FedNet_ET 5.90 16.22
FedNet_ETS 5.83 15.73
FedNet_ETS_T 5.76 15.52
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5.3 Ablation Studies

Considering previous works [10, 11] have approved the effectiveness of temporal
fusion and external features, so we majorly discuss the effectiveness of the encoder-
decoder framework, spatial fusion, and teacher forcing.

• Encoder-Decoder Framework: For BikeNYC and CitiBikeNYC, comparing to ST-
ResNet, FedNet_ET brings 6.79% and 8.52% lower RMSE respectively, which
shows the effectiveness of the encoder-decoder framework. However, for TaxiBJ,
we get less improvement, and the result of TaxiNYC even becomes worse, which
shows it is hard for a simple encoder-decoder framework to tackle hard dataset
which has a higher RMSE on baseline models.

• Spatial Fusion: For TaxiBJ and TaxiNYC, comparing to FedNet_ET, FedNet_ETS
brings 3.02% and 8.47% lower RMSE respectively, which shows the effectiveness
of spatial fusion. However, for BikeNYC and CitiBikeNYC, we get relatively the
same result, which shows spatial fusion is unnecessary for an easy dataset which
has a lower RMSE on baseline models.

• Teacher Forcing: For TaxiNYC, comparing to FedNet_ETS, FedNet_ETS_T brings
2.76% lower RMSE, which is nearly twice as much improvement comparing to the
improvement on the other datasets which is 1.20%, 1.34%, 1.53% respectively. The
overall result demonstrates the effectiveness of teacher forcing, and the result on
TaxiNYC shows that modeling sequence dependencies is more effective on the
dataset that has a higher RMSE on baseline models.

6 Conclusion and Future Work

In this paper, combining the benefits of the end to end encoder-decoder framework,
spatial fusion, and teacher forcing, we propose an effective model, called FedNet, to
predict traffic flow in each region of a city. We conduct extensive experiments on two
types of traffic flows (new-flow/end-flow and inflow/outflow) in New York City and
Beijing to demonstrate that the FedNet outperforms five well-known methods. These
results confirm that our model is better and more applicable to the traffic flow pre-
diction. The code and datasets will be released at GitHub.

Table 3. Comparisons with baselines on CitiBikeNYC and TaxiNYC.

Model RMSE
CitiBikeNYC TaxiNYC

ST-ResNet 8.57 22.52
FedNet_ET 7.84 24.55
FedNet_ETS 7.84 22.47
FedNet_ETS_T 7.72 21.85
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In the future, we will explore appropriate fusion mechanisms for multiple vehicle
data (e.g. taxi, bike, bus, subway). Also, we will consider the multi-time-step predicting
task at both training stage and inferencing stage, which is much harder.

Acknowledgement. The research is supported by National Natural Science Foundation of
China (No. 61772560), and Natural Science Foundation of Hunan Province (No. 2019JJ40388).
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Abstract. Influence maximization is to find a small number of seed nodes in
the network that maximize their influence on the network. Existing algorithms
select a seed node with the greatest influence. This will inevitably have an
influence on mutual coverage, which will have a more or less negative impact on
the final results and reduce the performance of the algorithm. In this paper, Node
Diffusibility is proposed, and it is updated in real time and eliminated the
deviation caused by its overlay. On the basis of traditional calculation of node
influence, more attention was paid to the influence of a node’s neighboring
nodes rather than to the characteristics of the nodes themselves. The proposed
algorithm was evaluated by experiments conducted on selected real data sets.
Compared with the classical ranking-based algorithms, MaxDegree and
PageRank, the proposed algorithm achieved better results in terms of efficiency
and time complexity.

Keywords: Social network � Influence maximization � Diffusibility

1 Introduction

With the continuous development of network technology, social networks have become
more and more widely used in real life, which has changed the way people commu-
nicate or share information. A social network is a complex network that consists of
many individuals and their connections. When a person gets a product or a message, he
could recommend it to others. Some of them would accept the message and spread to
more people nearby under the effect of “Word of Mouth”. In this way, the message will
be spread from several individuals to some groups. The social information platform is
booming and its market value is increasing. For example, it has a strong practical
significance in virus marketing [1, 2] and public opinion control. How to spend the
least cost to get the most extensive dissemination range, namely to obtain the maximum
influence has become the most important thing for information publishers. This is also
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the most critical part of the information dissemination process. Based on the social
communication model, this paper will simulate the process of information diffusion in
social networks and discuss the influence maximization [3, 4].

The spread and diffusion of social networks have a long history of social science. In
recent years, many scholars have conducted deep research on these topics. Social
networks have become a research hot spot at present, mainly including the information
dissemination modeling in the social network [5], community detection, the calculation
of user influence, and the study of the influence maximization. Richardson et al. [6]
introduced the issue of influence maximization and defined it specifically in social
networks. Kempe et al. [7] studied this problem in detail and abstracted it into a discrete
optimization problem to simulate the information transmission process. Many algo-
rithms, such as Greedy algorithm [8, 9] and Heuristic algorithm [10, 11], are been used
to solve the problem of influence maximization in social networks. The algorithm of
influence maximization is to select some high-impact seed nodes through some
appropriate methods and maximize the influence by spreading the messages from these
seed nodes.

In the study of the influence maximization algorithm for social networks, Kemple
and Kleinberg proposed Greedy Algorithm, which selects the node that can bring the
maximum influence benefits each time. However, there exists a problem during the
process of influence maximization. The selected seed nodes with the largest influence
inevitably have the influence of mutual coverage. In order to address these issues node
diffusibility is defined. Then, based on the traditional calculation of node influence we
paid more attention to the influence of a node’s neighboring and updated the diffusion
in real time instead of just to the characteristics of the node itself. Finally, an algorithm
is proposed to maximize the influence of real-time diffusibility based on the Linear
Threshold Model [12].

The rest of this paper is organized as follows. Section 2 introduces the related work.
Section 3 presents a new concept, the algorithm framework, and two optimization
methods. Section 4 presents the experimental results. Finally, Sect. 5 concludes this
study by highlighting our main contribution and future research work.

2 Related Work

Kempe et al. [7] first established the model of influence maximization, which aims at
finding the most influential K nodes on a specific dissemination model. They pro-posed
Greedy Algorithm, and simulated the information dissemination process of K rounds in
the whole network diagram. The marginal influence of nodes was calculated for
selecting seed nodes in each round, and the most influential node could be gained.
However, this process is very time-consuming, and the local optimum cannot reach the
optimal result of the final dissemination.

Set Covering Greedy Algorithm [13] is another Influence Maximization Algorithm.
Once a node is selected as a seed node, all its neighboring nodes will be marked as
covered. The algorithm chooses the uncovered node with the highest degree each time,
that is, the node with the largest coverage. However, the coverage mentioned here is not
equal to activation, so the experimental results are not good for influence maximization.
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Heuristic algorithm based on node centrality is a method to reduce the complexity.
To evaluate the centrality of nodes in the network [14], many algorithms are proposed,
such as Degree Centrality [15, 16], Closeness Centrality [17], Betweenness Centrality
[18] and PageRank [19, 20]. Degree Centrality is the most common and simplest
measurement. The greater the Degree Centrality of the node, the more important the node
is in the network [15]. Closeness Centrality is another index to measure the centrality of
nodes by calculating the path length of each node to other nodes. If the path length of one
node to other nodes is small, the influence of this node may be greater, also the infor-
mation diffused by this node will disseminate more easily [17]. Betweenness Centrality
is related to the shortest paths of two nodes in the network. If plenty of these shortest
paths pass through one node, this node is considered to have high Betweenness Cen-
trality [18]. However, PageRank is different from each of the three ways mentioned
above [19]. It’s used to evaluate the influence of Web pages. It can also be understood as
a method to measure the importance of nodes. Kitsak et al. [21] proposed k-core algo-
rithm to evaluate the dissemination influence of nodes, and proposed Maximum Core
Algorithm Based on Coverage andMaximumDegree Algorithm. K- core decomposition
measures the centrality of one node by its location in the network. If the centrality of a
node is large, it can be gained that this node is in the core position of the network, and its
influence may be greater. Cao Qiuxin et al. [22] proposed Core Covering Algorithm,
which combined the k-core algorithm and degree centrality to calculate the influence of
each node. However, these traditional node centrality index always ignore the charac-
teristics of its neighboring nodes. Degree Discount [3] is an optimization of it. Chen et al.
pointed out that when some of one node’s neighboring nodes are seed nodes, the degree
of the node should be discounted to avoid the overlap of influence.

In addition, there exists some Influence Maximization Algorithm Based on Com-
munity Discovery [23]. In social networks, people will formmany communities be-cause
of various interests and hobbies. Social networks can be divided into many small
aggregation areas according to certain characteristics through some behaviors of people.
Heuristic algorithm is not always so effective. In addition, the greedy algorithm adds seed
node every time and calculates the marginal impact of all inactive nodes, which makes
the algorithm run for a long time. Therefore, a better evaluation of node influence needs
to be studied. In this paper, we pay attention to the influence of a node’s neighboring
nodes and eliminates the superimposed influence between neighboring nodes. The aim
of this study is to achieve better results with the less computational time cost.

3 Influence Maximization Algorithm Based on Real-Time
and De-superimposed Diffusibility

In this section, node diffusibility, a new metric that measures the importance of the
node, is defined. It takes the overall impact of the node and its neighbors into account.
Loss coefficient is added to simulate the loss caused by information diffusion. Based on
experiments, it is found that the nodes with larger diffusibility have higher diffusion
range coincidence. Also, node diffusibility is updated in real time to get the most
realistic dissemination process. Besides, eliminating the negative effect caused by
diffusibility superposition is also considered to get more precise conclusions.
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3.1 Node Diffusibility

In an information dissemination network, each node has a different situation and status.
Thus, these nodes play different roles in information dissemination. Therefore, it is of
great significance to judge the status and importance of a node in the network. Tra-
ditional node importance metrics, such as Degree Centrality and Node Influence,
usually focus on some factors directly related to one node while ignoring the features of
the relevant nodes connected with it. Generally, there exists a fact that the degree of a
certain node is very large, but the degree of its neighboring nodes is relatively small.
Thus, its influence cannot reach a high level.

To solve the above problems, a newmetricNodeDiffusibilitywas proposed. Based on
the traditional nodes influence, we considered the influence of the neighboring nodes of
one node. The influence of the node spreading i layers is positively correlated with the
influence of its neighboring node spreading i − 1 layers (i > 1). According to the sim-
ulation experiments, the necessary condition for one node to be activated is that the gained
influence from the surrounding activated nodes reaches its own threshold. So the diffusion
of information over each layermust be accompanied by a certain loss. To simulate the loss
caused by dissemination, a variable called Loss Coefficient was defined to quantify it.

The estimation formula of node diffusibility is as follows:

db u; ið Þ ¼ db u; i� 1ð Þþ
X

v2U0 dbðv; i� 1Þ � ls� bðu; vÞ ð1Þ

db u; 1ð Þ ¼
X

v2U0 bðu; vÞ ð2Þ

where db(u, i) represents the diffusibility of node u spreading i layers; U’ is the
neighboring node of u; the ls represents the loss coefficient; b(u, v) represents the effect
of the active node u on the neighboring node v, calculated by 1/(d(v)); d(v) represents
the degree (in-degree in the directed graph) of the node v.
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Algorithm 1 is node diffusibility calculating algorithm (NDC). The effect of node
can be calculated, and the loss coefficient is defined to simulate the loss of effect caused
by dissemination. The algorithm selects top k nodes that have larger diffusibility.
Though we need to consider several layers of dissemination, the time complexity of
NDC is O(E) by memorization. The space complexity is mainly consumed on the
storage of the network, which is O(E). E is the number of edges.

3.2 Influence Maximization Based on Real-Time and De-superimposed
Diffusibility

In order to apply the diffusibility in the dissemination model, some verified experiments
were carried out. By combining with the Linear Threshold Model, the top-k nodes of
the diffusibility were selected as the seed nodes, and the number of nodes that can be
activated could be gained. Through experiments, it is found that the diffusion range of
the nodes with large diffusibility is high. Thus, the following two improvements were
propose:

(1) Update the node diffusibility in real time

As known that each seed node has an influence on its neighboring nodes. And several
such influences will contribute a part of the total influence of the seed node. Consid-
ering the following situation, one node v can reach node u after being diffused through
n layers. After the node u is selected as a seed node, it is obvious that the node u does
not have the ability to provide a contribution value for the influence of the node
v. Therefore, under the premise of maintaining the original diffusibility base, the
influence contribution value of node u on node v should be subtracted. The specific
formula is as follows:

dbðv; iÞ ¼ dbðv; iÞ �
X

v2U0 bðv; uÞ � lsi ð3Þ

The result of this formula indicates the influence of node v which can diffuse to
node u in i layers.

(2) Eliminate the superposition effects of diffusibility

Obviously, the effect of the activated node u on node v is through the indirect dis-
semination of the nodes that are on the path of node u to node v. Consider the following
situation, node u has been selected as the seed node, assuming that node u has an effect
on node v through node p, this effect is the indirect impact of node u on node v, which
is included in the direct impact of node p on node v. Therefore, we need to subtract the
partially superposed influence of node u on node v when calculating the diffusibility of
node p. The specific formula is as follows:

dbðp; cÞ ¼ dbðp; cÞ � dbðu; c� iÞ � lsiþ 1 ð4Þ

An Influence Maximization Algorithm 541



The result of this formula (4) indicates the influence of node p which can diffuse to
node u in c layers, and node u can diffuse to node v in i layers.

When a node is selected as a seed node, the nodes within n layers should be
updated as above. The pseudo algorithm is shown in Algorithm 2.

Algorithm 2 is influence maximization algorithm based on real-time and de-
superimposed diffusibility (RDD). This algorithm is designed based on Algorithm 1 by
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updating the node diffusibility in real time and eliminating the superposition effects of
diffusibility, which makes influence maximization more effective. The average time
complexity of RDD is O(E*(E/V) (n−1)), and the space complexity is O(E). E is the
number of edges. V is the number of nodes. n is the number of layers considered. RDD
consumes little time than traditional heuristic algorithms like MaxDegree when n is not
large, but it is much faster than Greedy Algorithm.

4 Experiments

4.1 Data Set

The experiment was conducted to verify the effectiveness of the algorithm proposed.
The first data set is Gnutella peer-to-peer network, which is derived from data sets

published in the social networking field for various tests [24]. It is a snapshot of a series
of Gnutella peer-to-peer file sharing networks. Nodes represent hosts in the Gnutella
network topology. And edges represent connections between Gnutella hosts. The
second data set is PGP network [25], which is a list of edges of the giant component of
the network of users of the Pretty-Good-Privacy algorithm for secure information
interchange. The data set is described in Table 1.

The effectiveness of the algorithm is reflected by the number of nodes that the
selected seed nodes can affect through dissemination in final, which means the range
that nodes can influence.

4.2 Results and Analysis

Experiments were conducted based on the linear threshold model. And the formula of
buv is buv = 1

dðvÞ. The value of the threshold is set as 0.8 for each node.

Considering the different number of layers, the results are shown in Figs. 1 and 2,
respectively, with the loss coefficient being 0.2. It can be seen that only one layer of
dissemination is considered to be less effective. The effect is much more remarkable on
Gnutella p2p network. For 2–4 layers, the differences are insignificant. This is because
the effect is weakened after the transmission of multi-layers. Therefore, there is no need
to consider too many layers.

Table 1. The information of data set

Gnutella p2p network PGP network

Nodes 8717 10680
Edges 31525 24316
Average clustering coefficient 0.0067 0.26598
Number of triangles 1142 164.9K
Fraction of closed triangles 0.002717 0.377912
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Considering the different value of loss coefficient, the result is shown in the Figs. 3
and 4 when the number of layers is 2. It can be seen that the effect of three different
value of the loss coefficient is insignificantly different. On PGP network, the difference
of effect among each loss coefficient is much smaller. The reason is that the algorithm
RDD has been optimized. Loss coefficient has less effect on the algorithm. As for the
Gnutella p2p network, when the loss coefficient is 0.2 the dissemination is slightly
better than others, the loss coefficient is set as 0.2 in other experiments of this paper.

Test the Pre-optimized Algorithm (NDC) and the Optimized Algorithm (RDD)
The loss coefficient is set to 0.2 on these two data set, and the effect is shown in Figs. 5
and 6 when the number of layers is 2. It can be seen that the overlap of influence has a
large effect on the result when there are more nodes selected in the seed set.

Fig. 1. The algorithm effectiveness of
different layers on Gnutella p2p

Fig. 2. The algorithm effectiveness of dif-
ferent layers on PGP

Fig. 3. The algorithm effect of differ-
ent loss coefficient on Gnutella p2p

Fig. 4. The algorithm effect of different
loss coefficient on PGP
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When the loss coefficient is large, the optimization still maintains good performance.
But the performance before the optimization is greatly reduced as shown in Figs. 7 and
8. On PGP network, when the loss coefficient is 0.2, the influence has no significant
effect. If we set the loss coefficient to 0.8, the optimization performs better.

Comparison of Different Algorithms’ Effect
We compared the proposed algorithm with two existing classical ranking-based
algorithms, MaxDegree and PageRank. And the results are shown in Figs. 9 and 10,
respectively. For Gnutella peer-to-peer network, the effectiveness of the algorithm is
obviously better than the two existing algorithms. The difference between RDD and
PageRank’s effectiveness is not great on PGP network, but PageRank needs matrix
calculation, which consumes a lot of space.

Fig. 5. The algorithm effect on Gnutella
p2p (ls = 0.2)

Fig. 6. The algorithm effect on PGP
(ls = 0.2)

Fig. 7. The algorithm effect on Gnutella p2p
(ls = 0.8)

Fig. 8. The algorithm effect on PGP
(ls = 0.8)
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Comparison of Time Complexity
When the threshold is set to 0.8 and the number of layers to 2, we can gain the
comparisons of the time complexity among MaxDegree, PageRank and proposed
algorithm. We found that the cost of time mainly happened in calculating the number of
final activated nodes. The algorithm MaxDegree only calculates out-degree of nodes
one time, and the cost of time mainly happened on calculating the number of final
activated nodes. Therefore, the algorithm MaxDegree can be used as a benchmark for
this time-consuming. When considering two layers of nodes, the algorithm consumes
less and can get better results as shown in Fig. 11.

Fig. 9. Comparison of different algorithms’
effect on Gnutella p2p

Fig. 10. Comparison of different algori-
thms’ on PGP

Fig. 11. The comparison of time complexity
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5 Conclusion

This paper proposed a new concept, node diffusibility, and a measure metric of node
influence. Node diffusibility takes the overall impact of the node and its neighbors into
account. Moreover, in order to apply the diffusibility in the dissemination model, an
influence maximization algorithm based on real-time and de-superimposed diffusibility
was proposed. The algorithm reduces the coincidence of influence of seed node
effectively. And the related experiments verified that the method based on the linear
threshold model is effective. The results demonstrated that our proposed algorithm
works well.

Our future work will focus on the effects of the algorithm on special networks such
as weighted graphs, the influence of information timeliness on the result. Also, the
influence of node characteristics on the effects of dissemination will be taken into
account.
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Abstract. Software Defined Networking (SDN) was introduced with a
philosophy of decoupling the control plane from the data plane which
facilitates network management while ensuring programmability in order
to improve performance and monitoring. OpenFlow which enabled SDN
was first introduced to match twelve header fields whilst at current it
matches forty one which is expected to grow exponentially. Therefore
future networks must have the ability to flexibly parse packets through a
common interface. Programming Protocol independent Packet Process-
ing (P4) was introduced to achieve the aforementioned by programming
the underlying switch, providing instructions and utilizing APIs to popu-
late the forwarding tables. A P4 programmed switch will forward packets
through a parser into multiple stages of match+action tables to find the
destination node which is considered the most efficient mechanism for
routing. This paper takes into the account the latest platform developed
for service providers, Open Networking Operating System (ONOS) to
deploy two environments configured in the aforementioned technologies
in order to test their performance. Four case studies were drawn which
were simulated in Mininet which incorporated SDN + P4 switches. A
significant increase of performances were recorded when compared with
the performance of cases using SDN only.

Keywords: SDN · P4 · ONOS · Mininet

1 Introduction

By understanding and evaluating the trend of the internet and users intent, it
has become evident that the future access of networks will be carried out via
utilizing a smart hand held device compared to a red-brick personal computer
[13,14]. Cellular network play a crucial part on the aforementioned statement
where the users access the medium on-the-go as a habit. The use and application
of such technologies has paved the way for researchers to explore new avenues
of applications in IoT. They can be listed as mobile cloud computing, vehicular
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networking, edge computing etc. [1]. The heterogeneity of applications executing
on user devices requires higher access time and availability of the network over
latency. According to a comprehensive research by Mobile and wireless communi-
cation Enablers for Twenty-twenty Information Society (METIS) have presented
the following key performance indicators (KPIs) for the future networks.

– 1000 times higher mobile data volume
– 10 to 100 times higher typical user data rate
– 10 to 100 times higher number of connected devices
– 10 times longer battery life
– 5 times reduced E2E latency, reaching a target of 5 ms for road safety appli-

cations [2]

According to [2] most of the delay derive from the internet. In order to
achieve the said requirement of latency, more efficient network architectures,
signalling and air interface designs must be taken into consideration. The current
networks can not accommodate the above mentioned KPIs due to incapable
fundamental designs and centralised routing mechanisms [1] etc. Therefore a
new underlying switching/forwarding mechanism must be inherited in order to
achieve the KPIs presented by METIS [2] to reduce the latency of the core and
increase it’s performance.

This research consists of technologies and software which will be later dis-
cussed in an in-depth manner. Software Defined Networking (SDN), Program-
ming Protocol independent Packet Processing (P4), Mininet, iPerf, Open Net-
working Operating System (ONOS) and the GUI of ONOS are among them. SDN
was introduced as a mechanism of decoupling, disassociating the data plane from
the control plane which provides more efficiency breaking away from the decen-
tralization of the predecessor networks. SDN also improves network performance
and enables network monitoring.

P4 is a high level programming language, which is domain-specific with a
number of constructs designed for the sole purpose of optimizing network’s for-
warding plane. P4 is an open-source language maintained by a non-profit organi-
zation, which goes under the name P4 Language Consortium [15]. The language
was originally described and presented in the white paper titled Programming
Protocol-Independent Packet Processors [5].

The research will be based on understanding the functionality of the afore-
mentioned two technologies and evaluating the performance. System design or
the test bed will be discussed later with illustrations at Sect. 2. In brief, two
environments will be designed with the same variables and resources with the
exception of the underlying controller. A network which consists of a SDN con-
troller and an independent environment with P4 switches enabled with a SDN
controller are the two. Test results, data and statistics are collected by running
various experiments. The said experiments are designed to be line with the ISO
OSI model, which will be explained in detail at Sect. 2. Data capture is conducted
utilizing a well-known software, Wireshark [16].

Wireshark is a free, open-source software designed for packet analysing. Wire-
shark equips a GUI for ease of understanding where as a terminal CLI based
option is also available. Wireshark has the ability to capture packets as described
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earlier that can be used for education, troubleshooting, protocol usage, port
activities and for conducting various analysis on the network. Whilst conducting
the experiments as mentioned above, Wireshark will be activated running on
an Ethernet port in promiscuous mode in order to capture the traffic passing
through the port. These traffic, data and statistics are later used in the research
for analysis.

1.1 Related Work

Future Network Requirements. Future of networking and communication
will occupy the space of the current paradigm as predicted by the year 2020.
As predicted by technological giants and experts the 5th generation (5G) will
be the foundation of the future networking and internet. Due to the complex-
ity and heterogeneity of tomorrow’s communication METIS have presented six
Horizontal Topics (HT) which can be used to build the foundation of network
and communication for tomorrow. The HT’s are as follows [18].

– Direct device-to-device communication (D2D)
– Massive machine communication (MMC)
– Moving Networks (MN)
– Ultra-dense networks (UDN)
– Ultra-reliable communication (URC)
– Architecture (Arch)

Table 1 presents a brief summary and a description of the topics that will
make future networks possible. Or in a sense, they provide research avenues
for both academia and industry to evaluate the current network, invest and
implement in features that will enable tomorrows communication possible. As
per the author’s at [4] et al. presents three major use cases or case studies
for 5G, which can stated as deduced from the above categories. Although the
requirements are similar for the categories, the terminologies given are different.
They are

– Enhanced Mobile Broadband (eMBB)
– Ultra-reliable low-latency service (URLLC)
– Massive machine-type communication (mMTC)

By understanding the terminology, it is clear that the above three was derived
from the original six aforementioned. Although the requirements for each of the
above stated remains the same from the previous, the above are specifically
for an environment which facilitates 5G. It is arguable if the future of network
presented by various author’s were only for 5G or does it falls under the category
of 5G and beyond, but following is related research that were conducted in the
realm of 5G and future networking.
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Related Work. Following is a description of significant work conducted in
the realm. Author’s at [19] presented a novel approach, known as Softbox. The
novel approach was able to reduce the signalling overhead, data plane delay and
CPU usage. The author’s utilized a P4 core in order to reduce the SDN signalling
overhead with a redesigned virtual core. The architecture also facilitates a future
networking requirement where the author’s were able to achieve a significant
reduction in delay.

Research presented by [20] follows a novel approach where the author’s distin-
guishably remark and account the traffic which is present in the network at the
time of applying optimization algorithms. Although this research is not in-line
with fronthaul or C-RAN, the same logic of accounting traffic which is present
in the network is taken into consideration.

Theoretical framework presented by [4] utilizes three different controllers for
the future cellular networking infrastructure. Although the paper is in review of
the latest applications of technologies, this research understands the utilization
of a centralized controller to accommodate future traffic needs. It’s application
of three different controllers may create traffic overhead in the network. However
application of P4 is not present in this framework.

Research presented by [21,22] represents the future of the network in an
architecture. This architecture also known as SELFNET utilizes SDN controllers,
actuators and sensors in order to carry out functions in the control plane. As
stated previously this research encourages the application of a controller to the
core of the network but as a flavour of SDN configured using P4. Since P4 has
the ability to provide programmability to the forwarding plane, the architecture
which ever one presented could benefit from it’s application.

1.2 Research Gap and Motivation

The P4 programming language and it’s components were delivered in a way
to overcome drawbacks of OpenFlow. As per the author’s [5] P4 intend to be
OpenFlow 2.0. The research is to understand the two potential supporting pillars
of future networks and to understand the equilibrium of the two and how it
could potentially support the KPI’s of future networking and requirements of
the software which runs on the network.

To the best of our knowledge, a research has not been conducted in the
realm of understanding the performance matrices of the two underlying switching
mechanisms. To the best of our knowledge no research has evaluated the two
enablers of future networks, SDN independently and SDN with P4. To the best
of our knowledge, experiments have not planned nor conducted in accordance
with the ISO OSI layer. The experiments will be described in the Sect. 4 in detail
with illustration for the ease of understanding.

The primary motivation for the research was derived in-order to understand
the performance of the two technological enablers for the networking and the
equilibrium of the two. As the gap was derived from referring to the most recent
research, the motivation is to understand the performance at it’s equilibrium
where the P4 has the ability to compliment the performance of a SDN aware
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Table 1. Description of Horizontal Topics (HTs) along with the requirements as pre-
sented by METIS and elaborated by [18]

HT Description Requirements

D2D Direct communication between devices
User plan traffic is hidden,
doesn’t traverse through the network
Minimum interference

Increase coverage
Fall-back connectivity
Max spectrum utilisation
Max capacity
Offload backhaul

MMC Provides two way connectivity to a
large number of devices

Data rate
Latency
Cost

MN Provide coverage for devices that are
part of jointly moving

Communicate with the environment
Location awareness

UDN High traffic demands via
infrastructure densification

Increase capacity of radio links
Increase energy efficiency of links
Better exploitation of spectrum
Cost effectiveness
Reduced interference
Multiple access nodes

URC Provide high availability High availability
Cost effective
Reliability
Short response latency

Arch Platform integrating centralized and
decentralized approaches

Heterogeneity
Target independence

environment. P4 will deliver independence from underlying protocol and hard-
ware having the ability to provide reconfigurability to the network. Since P4 is
designed to conduct the routing based on a match+action table has the ability to
compliment the performance of the network. Another motivation can be derived
as the need to increase the performance and the productivity of the core network
that can reduce the latency of the network as a whole. As per the literature [2],
more latency occurs at the core network rather than the latency at the edge or
at the end of the network. Hence the motivation was derived.

Since the application of P4 holds merit for networking for tomorrow, more
research will follow in future to further support our hypothesis and statistics.
The research in future was also considered as a motivation for carrying out this
research as a stepping stone. The future work utilizing the P4 enabled SDN
environment will be outlined in Sect. 5.



554 O. A. Fernando et al.

1.3 Contribution

The contribution of the paper are as follows.
– An in-depth analysis of the factors/data/statistics contributing towards

increasing performance of the network.
– Experiments benchmarking the ISO-OSI Layer to further clarify and justify

the intended use of experiments.
– To the best of our knowledge the two forwarding mechanisms in the data plane

have never been tested or evaluated with equal resources given to facilitate a
core network for a service provider.

– To the best of our knowledge these data/statistics have not been collected
while noise is present in the network.

Structure of the paper is as follows. Section 2 represents the design and the method-
ology of the experiments which follows a description of the technologies utilized
in the domain. Section 3 illustrates a detailed description of the system model.
Section 3.1 describes the experiments conducted. Section 4 is a description of the
data and an analysis that follows with conclusion and future work in Sect. 5.

2 Design and Methodology

As previously mentioned briefly, the research will consist of two environment
with the exception of SDN and P4 against an environment configured with SDN
only. The design of the topology is a simple ring with two core switches and two
edge switches. An illustration can be found at Figs. 4 and 5. The illustration is
self-explanatory for the description provided above. The experiment will consist
of independent variables, environments or software such as ONOS, Mininet, Iperf
and VLC-wrapper in order to conduct experiments whilst the depending variable
will be a SDN flavoured switches in one instantiated environment, P4 switches
configured in a SDN environment in the later.

The topology was designed using a python script which is capable of pushing
the configuration to Mininet in order to simulate a networking environment. A
custom python script was used for the SDN only environment and the bmv2 was
used for the later to instantiate P4 switches in the ONOS environment. Since
the topology is also an independent variable, the configuration is uniform across
both environments.

2.1 System Platforms

Mininet. Mininet [12] is a tool developed at Stanford University which is an open-
source, easy-to-deploy and a light-weight network emulator capable of providing a
programmable interface to define and build networks and configurations with vir-
tualized elements. It’s original intention stands today to alleviate the cost of exper-
imentation by utilizing virtualized resources and software and to perform network
testing extensively [6]. Since Mininet has the ability to rapidly prototype large net-
works and its functions on a single physical computer, this tool has attracted its
popularity with the research community to conduct experiments and tests. Tests
and experiments not limited to but specializing in OpenFlow [7].
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Open Networking Operating System (ONOS). In the recent years, SDN
attracted attention from both academia and industry. OpenFlow allows network
operators and administrators to replace expensive commodity proprietary hard-
ware with open-source operating systems that has the ability to evolve and scale
in time. A such OS has the ability to manage, monitor and programme net-
work switches that facilitates applications and services across a wide range of
hardware [8].

To facilitate the above and the KPIs for future networks and applications that
is forecast to run on the hardware, ONOS [3] was developed and was launched
in April 2013. ONOS is an open source SDN network operating system built for
service provider networks [10]. ONOS provides the control plane for a SDN net-
work components such as switches, links etc. and running software, programmes,
applications or modules to facilitate and provide communication services to hosts
and neighbouring networks [11]. ONOS provides high scalability, high perfor-
mance and resilience and highly scalable option which makes it the best choice
for building next generation SDN and Network Functions Virtualization (NFV)
solutions. The GUI provides a global view of the network and its applications
whilst maintaining its priority on performance and resilience. Development of
ONOS paves the operators and administrators with the ability to vendor neu-
tral control of data plane resources with provisioning capabilities which includes
route calculations [9].

ONOS has two APIs, southbound and northbound while its core is responsi-
ble for maintaining the network state as mentioned earlier without compromising
on the performance. ONOS interacts with the network devices via southbound
APIs and Northbound APIs offer services to the applications. ONOS provides
three network abstractions at different levels. Flow Rules is responsible for con-
figuring the forwarding logic in devices by abstracting the protocol, Flow Objec-
tives abstract the pipelines of the device and the third level is Intents where it
abstracts the topology [10]. Figure 1 is a representation of the different tires of
ONOS architecture differentiating the modules and their functions.

ONOS can be configured to run a distributed system (clusters) across multi-
ple servers, allowing it use the CPU and memory of all the underpinned servers
whilst maintaining performance and fault tolerance in the face of server failure.
This ability of ONOS provides the capability of potential live updates/upgrades
without having to reduce/gracefully regrade performance of the system. These
updates/upgrades could vary from hardware upgrades to software updates [11].

Methodology is as follows. The environment is pushed utilizing the Mininet
API with ONOS as the controller. The distinction between the two environments
is detailed in the Table 2. The experiment column will be further explained at
Sect. 3. Case study as described in Sect. 2.2 is designed in order to experiment the
two platforms which can easily highlight the intended layer in ISO OSI structure.
The underlying topology is unique and uniform in both instances.

The experiments which were conducted in both environments were planned
meticulously to be in lined with the industry standard. Which is ISO OSI layer.
The said statement can be illustrated using the Fig. 2. The experiments were
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Fig. 1. The illustration represents the ONOS with differentiated tires of functionalities
as presented at [11]

Table 2. A summary of the experiments that are conducted in the research, outlining
the variable, software and platforms used.

Case Experiment ISO OSI Layer Platform Software Data
gathered

Case 1 LLDP Layer II Ubuntu
16.04
ONOS
Mininet

Wireshark No of Packets
Undiscovered
Packets

Case 2 ICMP Layer III Ping
Wireshark

End to End
Delay

Case 3 UDP Layer IV x-Term
Iperf
Wireshark

Transmission
Delay
Throughput

Case 4 Video
Streaming

Layer V, VI, VII x-Term
VLC wrapper
Wireshark

Quality of
Image

built on top of the one which was conducted previously. i.e whilst UDP is passing
through the network a separate ICMP is stream and a LLDP stream is present
in the background.

2.2 Case Study

The main motivation or the objective of this research is to evaluate the perfor-
mance of the two forwarding mechanisms that have been presented in literature.
Evaluation is conducted in many ways by following several in-depth analysis.
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SDN is widely used in current internet infrastructure and forecast to grow even
more so with the application and availability of 5G. Whereas P4, a novel app-
roach aims at out performing OpenFlow whilst opening the possibility to achieve
the KPIs with respect to the performance inside the core network.

Fig. 2. A visual representation of the experiments which were described in Table 2 are
to be in line with ISO OSI layer of communication.

The topology, as illustrated at Fig. 5 is a representation of the underlying
network which is configured using python which was pushed towards Mininet.
The network consists of four switches, two as edge and two at the core. Two hosts
are connected at either ends of the network to the two edge devices. These two
hosts (not illustrated) resembles the functionality of the servers, DB, Content
Data Centres etc.

The case studies are as follows. There are four primary case studies involved in
this research. Each case study involves one or two experiments in their respective
environments, which totals the number of experiments to eight. A summary of
the experiments along with the software used on each case study is illustrated
in Table 2. Following is a description of the experiments conducted.

A core network consists of traffic which is created autonomously without the
intention of the administrators. Which is considered as noise, elephant traffic,
periodic updates etc. in literature. This traffic is a crucial factor and a metric
to consider when an optimization theory is calculated or implemented on the
network. Hence the network this research has employed, consists of such traffic
simulated in Mininet. The first experiments wraps around the concept of the
aforementioned. This experiment functions at the link layer of the network which
will be further explained at Sect. 3.

In order to reduce the latency at the core of the network, End-to-End delay
must be accounted as a primary experiment. This statistic will significantly
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provide evidence, which will illustrate whether the medium or the content will
be available to the user with the lowest possible latency. Whist conducting the
experiment, traffic previously mentioned (LLDP) is also available in making the
data realistic. This experiment will be in-lined with the network layer (Layer
III) of the ISO OSI layer. As mentioned previously, traffic will be captured by
Wireshark to conduct further analysis.

This research was designed or planned in a way which has the ability to
compliment the experiments conducted previously. As such it builds on top of
the experiment which was conducted previously. Transport layer is the forth
layer of the ISO OSI architecture. With the evolution of applications which will
be used in the edge devices or in user equipments, faster converging protocols
will be employed in the network. With this concept in mind protocols such as
UDP, RUDP will be employed heavily. A stream of traffic will be sent from Iperf
client to server in the experiment. Aforementioned transmission will be captured
via Wireshark for statistical analysis. This will be further explained at Sect. 3.

The final stage of the case study is to in-cooperate the functions of the
session, presentation and application layer of the ISO OSI Layer. This is done
via a video stream from one end to the other. As mentioned previously, the noise
in the network is still present during transmission of the content.

Fig. 3. The experiments conducted under the ring topology utilizing the two distinct
variables to test the hypothesis.

3 System Model

In order to test and evaluate the two underlying switching mechanisms, two
VMs were deployed using VmWare [17]. Each of this virtual machines are given
16 GB of RAM, 60 GB HDD and 4 CPU cores with Ubuntu 16.04 LTS as the
guest operating system. Wireshark was installed on both VMs monitoring the
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Fig. 4. The underlying network architecture for the core designed to test the two
forwarding mechanism.

virtual Ethernet ports that are configured using the Mininet. The topology was
described and fed to Mininet using a python script and ONOS was installed in
both instances with the exception of one environment configured to operate P4
switches with the former configured to operate under OpenFlow.

Figure 4 is a representation of the environment which was used in order to
carry out the tests. It consists of four switches connected in a ring topology
with equal weight and bandwidth in each link. The exception as mentioned
above is the differentiation of the forwarding mechanism. SDN or SDN+P4.
Two Hosts are connected at either ends to the two edge switches. Since the
illustrated environment is a representation of the core network, the experiment
seeks to answer the KPIs, for the future networks. Hosts in the network are an
illustration of a server, end point, processing agent, UE etc. but for the purpose
of the experiment the aforementioned hosts are capable of a PC’s processors
which is supported by Mininet. Figure 5 represents the two environments with
variable (P4 or SDN) difference.

Figure 3 represents the experiments which were conducted in order to test
the hypothesis of the best underlying forwarding/switching mechanism for the
core network of a service provider. These experiments are in-lined with the KPIs
presented in section I towards future networks. The list of experiments that have
conducted on the environment can be found at Table 2. An illustration of the
said experiments in line with the ISO OSI layer can be found at Fig. 2.

Case Study I. The following is an elaboration of the experiments conducted
in a detailed manner. Figure 3(a) illustrates the first experiment conducted. The
application of a controller requires periodic updates to be sent over the network
in order to keep track of links, hosts, servers, elements, traffic etc. This traffic
is mandatory for the function of the environment. The future networks requires
crucial availability of the medium, hence this type of traffic is mandatory. The
periodic traffic ensures that the services and servers are aware/live and kept
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Fig. 5. Illustrated description of the two environments. (a) Represents the environment
which is configured using OpenFlow. (b) Represents the environment configured using
P4 switches. As illustrated ONOS is acting as the controller with Mininet emulating
the network with Ubuntu 16.04 LTS as the guest OS on VmWare.

at ready state. These updates must be accounted for when an improvement
algorithm is being placed in the network. Hence this traffic is a crucial factor for
administrators. Wireshark was used in order to monitor and capture the LLDP
packets travelling inside the network.

Case Study II. Figure 3(b) represents the experiment where a continuous
stream of ICMP messages were sent from H1 towards H2. The controllers will
decide the best route for the stream to traverse. The selected route is visible
via accessing the ONOS GUI. A total of 1300 packets are transmitted from H1
to H2. Wireshark with sudo privileges posses the capability to listen to traffic
at a given Ethernet port. Packets are collected at the destination node utiliz-
ing Wireshark. Above experiment is conducted on both environments, SDN and
SDN + P4.

Case Study III. Figure 3(c) represents the third test/experiment which was
conducted in the network. An Iperf test was carried out where H1 acts as the
Iperf Server and H2 as the Iperf Client. The future network requirements will
provide new avenues for various applications to run on the network and on the
host devices. In the instance of such higher data rates must be employed with
highly efficient transmission protocols. Hence protocols such as UDP, RUDP and
other protocols of same resemblance will have more merit. In order to test the
latency and support the hypothesis a UDP stream is generated via accessing
the x-term of the hosts utilizing the Mininet simulator. Data transmission can
be monitored via accessing the Wireshark with sudo privileges listening to the



Evaluation of Future Networks with SDN and P4 561

relevant Ethernet port. One of an additional advantage is that the protocol func-
tionality along with the port information can also be viewed using Wireshark.

Case Study IV. Forth test compliments the third experiment and have the
ability to support the hypothesis even better. Since Iperf sends a randomly gen-
erated stream of UDP data between a client and a server, a live video stream
amongst the two hosts will carry actual UDP data. The transmission is con-
ducted utilizing the vlc-wrapper by accessing the x-term of hosts. In the exper-
iment H1 will be considered the content network or the content provider whilst
H2 will be considered the service or the server/edge server/user equipment/host
requesting the content. Wireshark with sudo privileges as mentioned above has
the ability to listen to live stream of traffic passing in the network with port infor-
mation. The test results are qualitative in the underpinned experiment whilst
previous tests are consisting quantitative data. The quality of the video is exam-
ined by understanding and capturing the frequency of frame lag in the video
from original. Displaced pixels and frames arriving late will also be monitored
and recorded. Total number of UDP packets will also be recorded in order to
test and evaluate the quality of the video.

4 Data and Analysis

The following is a discussion of the data which was gathered at the end of each
experiment and the analysis that follows of the results. The results which are
presented here are in the same order as it is shown in the Table 2 and the Fig. 3.
The distinction of the environment along with the variables that were used to
configure the aforementioned is illustrated at Fig. 5. The data were collected
utilizing a well-known tool Wireshark as previously mentioned.

4.1 Traffic in the Idle State

The data were collected utilizing the network monitoring tool Wireshark. Upon
sending the network configuration file to the Mininet API, by default LLDP
packets are generated due to the design of the controller. These packets serve a
purpose to the controller, in which the controller is fully aware of the changes in
the network since the network devices advertise information about themselves
to their neighbours. These traffic is a crucial factor for future networking since
the aforementioned traffic will be present in the network at any given time.

Figure 6 represents the traffic in the environment configured with SDN when
there’s no traffic is available and in idle state where as Fig. 7 represents the same
traffic when a P4 switch is present in an environment with SDN.

It is a clear representation of the traffic which is passing through the net-
work when it is in idle state. The Wireshark has the ability to listen to traffic
at a given time in a given specific port. By careful observation of Fig. 6, we can
observe points where the LLDP have recorded one packet instead of two. These
points are highlighted in the plot as well. They are (54,1), (57,1), (64,1), (104,1)
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Fig. 6. LLDP traffic in SDN Fig. 7. LLDP traffic in SDN+P4

and (108,1). Although it may seem like a drop in the network, the ambiguity of
the network could cause delay or service unavailability in the future applications
which requires trivial access and availability of the content and medium. It is
evident that the environment when configured with the SDN and P4 has a con-
stant pattern. Since the match+action table consists of neighbour information
and routing information the future networks will not have to face moments of
ambiguity.

For the purpose of this research, simulation time was 120 s. Hence the noted
points of ambiguity in the network is as low as four points. If a higher sample
size was chosen with more nodes connected to the controller, more results can
be observed. But for the purpose of this research, the chosen sample size is 120 s.

4.2 ICMP

Fig. 8. Illustration of the ICMP bursts in the two environments for 1300 packets (Color
figure online)
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ICMP is traffic is sent from H1 towards H2 utilizing the Mininet CLI. The
traffic can also be generated using the x-term, but for the purpose of the experi-
ment traffic is generated using a simple command in the Mininet CLI. The logic
behind the experiment is that the minimum time spent on the process will pro-
vide the future environments with the lowest form of latency. Since the networks
of tomorrow requires faster traverse of traffic in the core of the network, this
experiment can provide feedback and evidence to support.

Figure 8 represents the ICMP burst between the two end hosts in the same
graph with SDN only environment in blue and SDN + P4 in amber. It is evident
that SDN + P4 requires a smaller time frame (452 s) to traverse the ICMP
packets to the end host where as SDN only environment requires a higher time
(492 s) comparatively to the latter. Destination host was discovered after 3 s in
the SDN environment where as the SDN + P4 environment consumed 0.23 s.
Although the time gap is not significantly greater, the future network requires
5 times reduced latency, refer Sect. 1.

Mathematical difference between the two is as little as 40 s. This difference
can be observed in a more significant scale if the sample size was increased. But
for the purpose of this experiment a sample size of 1300 packets were chosen.
If more number of packets were captured containing ICMP traffic more of a
difference will be able to identify. Although this is the case, the route request
time will have no effect. This is because it represents the time which is required
by the controller to define the route for the packets to traverse. Increasing the
sample size will have no effect on the end result since it directly speaks of the
effectiveness of the controller.

4.3 UDP

Fig. 9. Illustration of the UDP stream of between the two hosts
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Fig. 10. Live video stream UDP capture utilizing wireshark

Figure 9 is a representation of a capture file which was derived from Wire-
shark to the traffic which was generated using x-term in the Mininet for an Iperf
test of a UDP stream. Out of the two hosts, H1 carried out the Iperf server
functionality whilst H2 as the client. A data burst of 25 Mb was sent for the
duration of 15 s in order to make the noise in the network create effect and a
larger data burst would make the noise negligible.

The line of blue in the Fig. 9 represents the stream of UDP traffic in the
environment configured using SDN and a delay of 4 s can be observed which
resulted the stream to end with a delay of 3 s. The Data stream started with a
delay due to route discovery.

The line in amber represents the data transmission of UDP between the
two hosts in the environment with a SDN controller and P4 switches. The data
transmission didn’t experience a delay and arrived in the desired time frame
releasing the network for future transmission. Which indicates efficiency and
availability of the network. Also SDN + P4 environment reached a higher data
burst as well and was able to maintain the said stream consistently. Figure 10
will provide more evidence to the statements above.

4.4 Live Video Streaming

The Fig. 10 revels the data transmission between the two hosts during the live
video stream. For the purpose of fairness and equality same video was used of
same size and ratio. For the purpose of the video stream, vlc-wrapper was used
and data was captured during the transmission utilizing Wireshark.

As in previous diagrams, SDN is represented using blue lines whilst amber
represents the UDP stream of SDN + P4 switches. As represented the blue
line of the diagram tend to have a significant drop or below the expected rate
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Fig. 11. Live video stream between the two hosts, demonstrating the quality of the
frames in the environment configured with SDN

compared to amber line. This cause for the video to experience distorted pixels
and become low in quality at unfrequented times. However the video stream
which is represented in amber seems to have significant performance since the
video show no disoriented pixels or frames with video arriving at the destination
as the same time (with an insignificant delay) as it is being displayed at the
local source. In both these scenarios background traffic was present in order to
simulate a real-life environment. The high points in the Fig. 10 seems to be over-
lapping with each other but a significant difference is visible at the start of the
video where the link tends to be busy with existing traffic. Still the SDN + P4
achieved the first high data burst compared to SDN only environment making
the video more accessible/high in quality to the destination. This is because the
application of P4 switches and its function of the match+action table assist the
controllers with route discovery and routing.

The above paragraph can be further justified by the Figs. 11 and 12. The
Fig. 11 represents the video stream of the environment configured using SDN.
Left hand two images represents the video displayed locally whilst the right hand
side is the video at the destination. As captured, the video is of low quality with
disoriented pixels visible on the frame. The low points of the Fig. 10 represents
these disoriented images. Figure 9 shows a delay in the start of UDP stream to
occur. The third and fourth images of the Fig. 11 can be used as evidence to
further support the findings. The image on the right (fourth) can be seen in a
mode of transition (trees on the adjacent left hand image are visible) from the
existing frame of the video. Hence the significant delay in delivering the packets
can be observed.

Figure 12 represents the video stream in the environment configured in
SDN + P4. As shown in the figure quality of the picture shows a significant
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Fig. 12. Live video stream between the two hosts, demonstrating the quality of the
frames in the environment configured with SDN+P4

improvement compared to the one configured in SDN only. The frames seem to
arrive at the destination with a least significant delay. By close inspection of the
images from left to the images on right in the Fig. 12 a slight delay of frames can
be observed. But this is insignificant compared to the delay of frames which are
arriving at the destination in the Fig. 11. This is further supporting the Figs. 8,
9 and 10. With the background traffic, the controller seems to be complemented
with the effect, programmability the P4 has offered.

By further understanding the data that were gathered, following conclusions
can be derived. Compared to the SDN only case study, a decrease of 92% can be
observed in the time controller spent on destination host discovery. Also a total
of 7% reduction in the case study SDN + P4 can be observed in the total E2E
compared to the SDN only environment. UDP transmission delay has a signifi-
cant reduction in SDN + P4 environment of which is 70%. The above statistics
significantly improved the quality of the video feed in the last experiment. 8%
increase of quality can be marked in the SDN + P4 environment compared to the
SDN only case study. Hence the quality of the video was observed. The statistics
are all leading up to confirming that the future of networking can benefit greatly
from applying a fabric of SDN + P4 as the underlying switching mechanism.
The experiments conducted, data gathered and the calculated statistics are all
providing evidence to the statement above.

5 Conclusion and Future Work

By a series of test and experiments expanding over the ISO OSI layer of the
two environments with four use cases, we can conclude the performances of
the environment of SDN + P4 switches stands out superior to the environment
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without P4. Hence it is wise to incorporate P4 switching mechanisms in the
core of the network for a service provider to better utilize resources and provide
services with minimal latency and minimal ambiguity.

Following this research, we aim to utilize the environment to further run
experiments with a fully functioning core which includes various services and
databases. We also aim to simulate the aforementioned in real equipments as
oppose to Mininet to further support the findings of this research.
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Abstract. In this paper we consider the quantum teleportation and
entanglement swapping protocols used in quantum based networks
for passing information between a sender and receiver. For the tele-
portation protocol we observe and identify relationships that exist
between Einstein-Podolsky-Rosen (EPR) Bell states employed as quan-
tum resources, measured sender values and the gates employed at the
receiver side. For the entanglement swapping protocol we consider input
and output EPR states and the relationship between the two. We include
a review of the concepts and our findings from the analysis carried out.

Keywords: Teleporation · Entanglement · Entanglement swapping ·
Bell states · Quantum networks and communication ·
Quantum applications

1 Introduction

Quantum networks have been in existence since DARPA’s 2003 Quantum Net-
work [19] and have experienced substantial development during the last two
decades. Examples include SECOQC - Secure Communication based on Quan-
tum Cryptography Network [33], the TOKYO Network [38] and the Generic
Network and Networks in Classical communication [7]. Distances of 2000 km are
now being achieved [21,46], using entanglement, teleportation, and entanglement
swapping. Recent developments in technology are opening up new and exciting
possibilities for the practical application of quantum concepts to networks and
distributed systems with the potential for realising a quantum based internet
together with quantum based cloud resources [13,15,21,24,34].

Quantum teleportation is an important tool that is used in establishing a
global platform for secure quantum networks and communication and distributed
quantum applications [10,44]. The sharing of information between a sender and
a receiver via quantum based networks and distributed systems employs the use
of quantum entanglement [18,23], local operations with classical communication
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(LOCC) [8,31,44] together with a classical communication channel. Teleporta-
tion is a fundamental resource which can be utilised in many applications such
as quantum repeaters [12], quantum networks [7] and quantum computing based
on measurements [36].

From an experimental point of view we do not have pure quantum system due
to decoherence; however, in theory quantum computing is considered a major
breakthrough in technology. Quantum entanglement and quantum teleportation
play a significant role in a variety of models for quantum communication and dis-
tributed networks [9,11,31,44]. Entanglement swapping [30,32] using polarised
qubits [32] have laid the foundation for the development of quantum repeaters
[12] enabling long distance quantum communication.

However, to the best of our knowledge, the analysis of the quantum tele-
portation and entanglement swapping protocols has not been generalised in the
literature, although analysis of specific inputs have been presented. This moti-
vates us to generalise the analysis for both protocols; such generalised analysis
will facilitate further analysis of applications such as quantum-based networks
with quantum repeaters that rely on the quantum teleportation and entangle-
ment swapping protocols.

The rest of the paper is organised as below. In Sect. 2 we briefly introduce
the quantum teleportation protocol and present our generalised analysis and
observations. In Sect. 3, we present our generalised analysis of entanglement
swapping and observations. Finally we conclude the paper in Sect. 4.

2 Quantum Teleportation

Quantum based research, both theoretical and experimental have now moved into
a ‘second global wave’ with academia and industry combining to develop and
advance quantum technology. Companies such as IBM [1], Google [2], Toshiba [3],
Intel [4] and Microsoft [5] are each actively involved in the quantum revolution.
With time and technology, one of the most outstanding achievement has been in
the distance achieved for networks using teleportation [29,35,42,45,46]. In 1998,
the first successful teleportation was observed approximately across a distance of
one meter [42] at the California Institute of Technology. In 2006, Quantum telepor-
tation between different quantum systems (light and matter) was experimentally
achieved by Sherson et al. [39], increasing the possibility for improved quantum
memories [26,40]. Such developments involving memory and distance are now pos-
sible together with the possibility for the development of a quantum internet [27].
Success followed in 2012 when an experiment [29] achieved over 143 km of quan-
tum teleportation between the two Canary Islands of La Palma and Tenerife. This
led to the establishment of metropolitan area networks using optic modes leading
to unconditional security [20] over long distance quantum networks.

Recent breakthroughs [45] in the area of long distance quantum teleporta-
tion have improved quantum communication achieving success in establishing
quantum communication across a free space distance of 1200 km (by free space
is meant no interference from the environment which is practically difficult to
achieve, and is carried in space). Using free space for the purpose of quantum
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communication reduces the chances of channel loss because the travel path for
each photon is predominantly in empty space [37], as a result no disturbance is
experienced in establishing quantum communication.

2.1 Teleportation

We commence this section with the brief introduction of the teleportation proto-
col itself. The quantum teleportation protocol is used in quantum networks for
teleporting an unknown state from one location to another location. It is used
to teleport or transfer any unknown state between a pair of users sharing an
entangled Bell state (Fig. 1).

|ψ〉 • H •

•

X Z |ψ〉

⎧
⎨

⎩
|βij 〉

Fig. 1. Quantum teleportation protocol [17]

Generating Bell States: Bell states are the maximally entangled states of
two qubits. Bell state is generated using a Hadamard gate, H along with a
Controlled NOT or CNOT gate. The following circuit diagram illustrates how
one can generate Bell states.

|i〉 H •
|j〉 |βij 〉

Fig. 2. Bell states generation [17]

For any two qubits |i〉 and |j〉 with i, j ∈ 0, 1, we define the associated Bell
state as:

|β
ij

〉 =
1√
2

( |0j〉 + (−1)i |1j̄〉 )
(1)

in which j̄ represents the opposite of j, e.g., if j = 0 then j̄ = 1 and vice versa.
We therefore have four Bell states in total in which ij ∈ {00, 01, 10, 11} (Fig. 2).

For example, if we input the qubits |0〉 and |0〉 to the circuit, then the
Hadamard gate changes the state of |00〉 to 1√

2

(
(|0〉+ |1〉) |0〉 )

= 1√
2
(|00〉+ |10〉),

to which the CNOT gate is applied generating 1√
2
(|00〉 + |11〉). The four Bell

states are
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|β00〉 =
1√
2
(|00〉 + |11〉)

|β01〉 =
1√
2
(|01〉 + |10〉)

|β10〉 =
1√
2
(|00〉 − |11〉)

|β11〉 =
1√
2
(|01〉 − |10〉)

2.2 A Generalised Analysis of the Teleportation Protocol

In this section we present our analysis and findings as we generalise the telepor-
tation protocol with each of the four Bell state inputs and compare the patterns
that emerge in the output.

Theorem 1. Let A denotes a sender and B denotes a receiver. Let |ψ〉 = α |0〉+
β |1〉 denotes an unknown qubit state that A wants to send to B. Let |β

ij
〉 with

i, j ∈ {0, 1} denote a general Bell state. Then following measurement at A with
respect to the basis B = {|kl〉}

k,l∈{0,1} the photon at B is found to be in one of
four states

|ψ̄〉 =

{
α |j〉 ± (−1)iβ |j̄〉 , i, j ∈ {0, 2}
β |j〉 ± (−1)iα |j̄〉 , i, j ∈ {1, 3} (2)

resulting in recovery of |ψ〉 at the receiver’s side following the application of
Z

i+k
X

j+l to the receiver’s part of the shared Bell state resource.

Proof. Using Eq. (1) and applying the operator (H ⊗ I)0CNOT at the senders
side to the unknown state |ψ〉 with shared Bell state resource |βij 〉 generates the
given result for |ψ̄〉 in quantum teleportation protocol.

|ψ1〉 = |ψ〉 ⊗ |βij 〉

|ψ1〉 = (α |0〉 + β|1〉). 1√
2
(|0j〉 + (−1)i |1j̄〉)

= 1√
2
{α|0〉(|0j〉 + (−1)i |1j̄〉) + β|1〉(|0j〉 + (−1)i |1j̄〉)}

= 1√
2
(α |0〉 |0j〉 + (−1)iα |0〉 |1j̄〉 + β |1〉 |0j〉 + (−1)iβ |1〉 |1j̄〉)

|ψ2〉 = (CNOT ⊗ I) |ψ1〉

= 1√
2

(
α |0〉 (|0j〉 + (−1)i |1j̄〉) + β |1〉 (|1j〉 + (−1)i |0j̄〉))

|ψ3〉 = (H ⊗ I ⊗ I) |ψ2〉

= 1√
2
. 1√

2

(
α(|0〉 + |1〉)(|0j〉 + (−1)i |1j̄〉) + β(|0〉 − |1〉)(|1j〉 + (−1)i |0j̄〉))
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1
2

(
α |00j〉+(−1)iα |01j̄〉+α10j+(−1)iα |11j̄〉+β |01j〉+(−1)iβ |00j̄〉−β |11j〉−

(−1)iβ |10j̄〉 )

= 1
2

( |00〉 (α |j〉+(−1)iβ |j̄〉)+ |01〉 ((−1)iα |j̄〉+β |j〉)+ |10〉 (α |j〉−(−1)iβ |j̄〉)+
|11〉 ((−1)iα |j̄〉 − β |j〉))

= 1
2

( |00〉 (α |j〉+(−1)iβ |j̄〉)+ |01〉 (β |j〉+(−1)iα |j̄〉)+ |10〉 (α |j〉−(−1)iβ |j̄〉)−
|11〉 (β |j〉) − (−1)iα |j̄〉 )

We now measure with respect to the basis |{k, l〉}
k,l∈{0,1} identifying the

corresponding receiver states as shown in Table 1.

Table 1. Quantum teleportation protocol with classical values and corresponding
outputs.

Classical (k, l) |kl〉 Corresponding operation

(0, 0) |00〉 (α |j〉 + (−1)iβ |j̄〉)
(0, 1) |01〉 (β |j〉 + (−1)iα |j̄〉)
(1, 0) |10〉 (α |j〉 − (−1)iβ |j̄〉)
(1, 1) |11〉 −(β |j〉 − (−1)iα |j̄〉)

Based on the above generalisation we note that the following formula for
teleportation holds.

|ψ〉 |β
ij

〉�−−−→ |kl〉Xj+l
Z

i+k (3)

where |β
ij

〉 is any of the Bell state; |i, j〉 represents the qubits in Bell state; and
k, l represents the classical values after measurement. Hence for any |βij 〉 and
(k, l), Bob (receiver) needs to apply X

j+l
Z

i+k; we note that the superscripts are
mod2. By substituting the ij values of the entangled Bell state in the Table 1
the reciever can reconstruct the original quantum state, |ψ〉.
Example 1. Let us consider the case, where |βij 〉 = |β00〉 and using Table 1 we
receive the below information on following the protocol:

|00〉 (α |j〉 + (−1)iβ |j̄〉) =⇒ |00〉 (α |0〉 + (−1)0β |1〉) = |00〉 (α |0〉 + β |1〉) =
|00〉 |ψ〉

|01〉 (β |j〉 + (−1)iα |j̄〉) =⇒ |01〉 (β |0〉 + (−1)0α |1〉) = |01〉 (β |0〉 + α |1〉) =
|01〉X |ψ〉

|10〉 (α |j〉 − (−1)iβ |j̄〉) =⇒ |10〉 (α |0〉 − (−1)0β |1〉) = |10〉 (α |0〉 − β |1〉) =
|10〉Z |ψ〉
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|11〉 {−(β |j〉 + (−1)iα |j̄〉)} =⇒ |11〉 {−(β |0〉 − (−1)0α |1〉)} = |11〉 {−(β |0〉 −
α |1〉)} = |11〉 (α |1〉 − β |0〉) = |11〉XZ |ψ〉

2.3 Observations

Combining all four Bell states together we obtain the following table:

Table 2. Quantum teleportation protocol for all four Bell states with classical values
and corresponding quantum operators.

|β
ij

〉 Input Bell state |β00 〉 Input Bell state |β01 〉 Input Bell state |β10 〉 Input Bell state |β11 〉
|ij〉 |00〉 |ψ〉 |01〉 |ψ〉 |10〉 |ψ〉 |11〉 |ψ〉
|ij̄〉 |01〉 X |ψ〉 |00〉 X |ψ〉 |11〉 X |ψ〉 |10〉 X |ψ〉
|̄ij〉 |10〉 Z |ψ〉 |11〉 Z |ψ〉 |00〉 Z |ψ〉 |01〉 Z |ψ〉
|̄ij̄〉 |11〉 XZ |ψ〉 |10〉 XZ |ψ〉 |01〉 XZ |ψ〉 |00〉 XZ |ψ〉

We observe the patterns from Table 2 for the teleportation protocol and find
that given an entangled state |βij 〉 and measurement outcomes (k, l) on the
senders side, the corresponding state on the receivers side would be as follows:

Table 3. General form of teleportation.

|βij 〉 k = 0, l = 0 k = 0, l = 1 k = 1, l = 0 k = 1, l = 1

|β00〉 |ψ〉 X |ψ〉 Z |ψ〉 XZ |ψ〉
|β01〉 X |ψ〉 |ψ〉 XZ |ψ〉 Z |ψ〉
|β10〉 Z |ψ〉 XZ |ψ〉 |ψ〉 X |ψ〉
|β11〉 XZ |ψ〉 Z |ψ〉 X |ψ〉 |ψ〉

Note: Based on the qubits used in our Bell state and measured values (k, l), we
can define the corresponding quantum operator at the receiver’s end.

We can apply the required quantum operator and recreate the informa-
tion based on the shared Bell states and corresponding measurement outcomes
(Table 4).

Or we can rewrite Table 3 in the form of below relationship that holds for
input and corresponding output:

|β
ij

〉 QTP−−−→ |ij〉 |ψ〉 ± |ij̄〉X |ψ〉 ± |̄ij〉Z |ψ〉 ± |̄ij̄〉XZ |ψ〉 (4)

Where ī and j̄ are the negation of i and j respectively, i.e., if i = 0 then ī = 1
and vice versa and similarly for j, if j = 0 then j̄ = 1 and vice versa.
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Table 4. Operators applied to recreate the information in specific cases of Bell states.

|βij〉 |β00〉 |β01〉 |β10〉 |β11〉 Teleported state

|ij〉 |00〉 |01〉 |10〉 |11〉 α |0〉 + β |1〉 → |ψ〉
|ij̄〉 |01〉 |00〉 |11〉 |10〉 α |1〉 + β |0〉 → X |ψ〉
|̄ij〉 |10〉 |11〉 |00〉 |01〉 α |0〉 − β |1〉 → Z |ψ〉
|̄ij̄〉 |11〉 |10〉 |01〉 |00〉 α |1〉 − β |0〉 → XZ |ψ〉

Example. Let i = j = 0 then

|ψ〉 |β
ij

〉−−−→ |kl〉Xj+l
Z

i+k |ψ〉
= |00〉X(0+0)mod2

Z
(0+0)mod2 |ψ〉 + |01〉X(0+1)mod2

Z
(0+0)mod2 |ψ〉 +

|10〉X(0+0)mod2
Z
(0+1)mod2 |ψ〉 + |11〉X(0+1)mod2

Z
(0+1)mod2 |ψ〉

= |00〉X0
Z
0 |ψ〉 + |01〉X1

Z
0 |ψ〉 + |10〉X0

Z
1 |ψ〉 + |11〉X1

Z
1 |ψ〉

= |00〉 I |ψ〉 + |01〉X |ψ〉 + |10〉Z |ψ〉 + |11〉ZX |ψ〉

3 Entanglement Swapping

3.1 Introduction

We now present a brief introduction to the entanglement swapping protocol and
swapping process itself. Entanglement swapping [6,14,25,28,47] refers to the
activity of swapping entanglement from a pre-existing pair of entangled photons
to a corresponding pair of non entangled photons. This is a key resource used
in quantum networks to establish entanglement between two quantum entities
such as a pair of routers on a quantum network.

Suppose we have 4 photons namley A, B, C and D with two entangled states.
Photon A and photon B are entangled in one state and photons C and D are
entangled in another state. We assume that there exists Bell state entanglement
between the pairs A-B and C-D. This implies that any measurement on photon
A will affect the state of photon B and vice-versa and similarly any observation
on photon C will affect the state of photon D and vice versa.

In entanglement swapping, by operating a Bell measurement on A and C we
establish entanglement between B and D. We note that in establishing entangle-
ment between B and D we lose the previously shared entanglement links between
A and B and between C and D.

3.2 A Generalised Analysis of Entanglement Swapping

Theorem 2. Let satellite S and station 1 and station 2 be as shown in Fig. 3. Let
|βij 〉AB

denote one pair of an arbitrary entangled Bell states between photons A
and B and |β

kl
〉
CD

denote a second pair of arbitray entangled Bell states between
photons C and D. Then the state for the system is given by (Fig. 4):

|ψ〉
ABCD

= |β
ij

〉
AB

. |β
kl

〉
CB

(5)
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Fig. 3. Pre entanglement swapping: entanglement exists between photons A-B
and C-D.

Fig. 4. Post entanglement swapping: initial entangled states are now separable and
new entangled states established between photons A-C and B-D respectively.

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

|β00 〉
AC

|βi+k,l 〉
BD

+ (−1)k |β01 〉
AC

|β
i+k,l̄

〉
BD

+ |β10 〉
AC

|βi+k+1,l 〉
BD

+

(−1)k |β11 〉
AC

|β
i+k+1,l̄

〉
BD

(for j=0)

(−1)i+k |β00 〉
AC

|β
i+k,l̄

〉
BD

+ |β01 〉
AC

|β
i+k,l̄

〉
BD

+ (−1)i+k+1 |β10 〉
AC

|β
i+k+1,l̄

〉
BD

+

(−1)k |β11 〉
AC

|βi+k+1,l 〉
BD

(for j=1)

(6)



Analysis of Quantum Teleportation Protocol and Entanglement Swapping 577

Hence measuring with respect to the Bell basis at the satellite leads to a corre-
sponding Bell state between the two stations in terms of photon B and photon D.

Proof. Let |ψ
ABCD

〉 denote the state for the four photons at A, B, C and D.
Since there exists an initial entanglement between photons A-B and C-D which
is defined by two Bell states, |β

ij
〉
AB

and |β
kl

〉
CD

respectively, it follows that
|ψ

ABCD
〉 = |ψ

AB
〉 . |ψ

CD
〉

= 1√
2

|βij 〉AB
. 1√

2
|β

kl
〉
CD

= 1
2 (|0j〉

AB
+ (−1)i |1j̄〉

AB
).(|0l〉

CD
+ (−1)k |1l̄〉

CD
)

= 1
2 (|0j〉

AB
|0l〉

CD
+ (−1)k |0j〉

AB
|1l̄〉

CD
+ (−1)i |1j̄〉

AB
|0l〉

CD

+ (−1)i+k |1j̄〉
AB

|1l̄〉
CD

)

NOTE: For simplicity we omit the constant scalar multiples but note that we
will be working with normalised states throughout.

= |0j0l〉
ABCD

+ (−1)k |0j1l̄〉
ABCD

+ (−1)i |1j̄0l〉
ABCD

+ (−1)i+k |1j̄1l̄〉
ABCD

= (|00〉
AC

|jl〉
BD

+ (−1)k |01〉
AC

|jl̄〉
BD

+ (−1)i |10〉
AC

|j̄l〉
BD

+ (−1)i+k |11〉
AC

|j̄ l̄〉
BD

)

In terms of the states at the satellite (photons A and C) we obtain the following:

= (|β00〉 + |β10〉)AC
|jl〉

BD
+ (−1)k(|β01〉 + |β11〉)AC

|jl̄〉
BD

+ (−1)i(|β01〉 − |β11〉)AC
|j̄l〉

BD
+ (−1)i+k(|β00〉 − |β10〉)AC

|j̄ l̄〉
BD

= |β00〉AC
|jl〉

BD
+ |β10〉AC

|jl〉
BD

+ (−1)k |β01〉AC
|jl̄〉

BD
+ (−1)k |β11〉)AC

|jl̄〉
BD

+ (−1)i |β01〉 |j̄l〉
BD

− (−1)i |β11〉AC
|j̄l〉

BD
+ (−1)i+k |β00〉AC

|j̄ l̄〉
BD

− (−1)i+k |β10〉AC
|j̄ l̄〉

BD

= (|β00〉AC
|jl〉

BD
+ (−1)i+k |β00〉AC

|j̄ l̄〉
BD

) + ((−1)k |β01〉AC
|jl̄〉

BD
+ (−1)i

|β01〉AC
|j̄l〉

BD
) + (|β10〉AC

|jl〉
BD

− (−1)i+k |β10〉AC
|j̄ l̄〉

BD
)

+ ((−1)k |β11〉AC
|jl̄〉

BD
− (−1)i |β11〉AC

|j̄l〉
BD

)
= |β00〉AC

(|jl〉
BD

+ (−1)i+k |j̄ l̄〉
BD

) + |β01〉AC
((−1)k |jl̄〉

BD
+ (−1)i |j̄l〉

BD
)

+ |β10〉AC
(|jl〉

BD
− (−1)i+k |j̄ l̄〉

BD
) + |β11〉AC

((−1)k |jl̄〉
BD

− (−1)i |j̄l〉
BD

)
= |β00〉AC

(|jl〉 + (−1)i+k |j̄ l̄〉)
BD

+ |β01〉AC
((−1)k |jl̄〉 + (−1)i |j̄l〉)

BD

+ |β10〉AC
(|jl〉 − (−1)i+k |j̄ l̄〉)

BD
+ |β11〉AC

((−1)k |jl̄〉 − (−1)i |j̄l〉)
BD

= |β00〉AC
(|jl〉 + (−1)i+k |j̄ l̄〉)

BD
+ |β01〉AC

((−1)k |jl̄〉 + (−1)i |j̄l〉)
BD

+

|β10〉AC
(|jl〉 + (−1)i+k+1 |j̄ l̄〉)

BD
+ |β11〉AC

((−1)k |jl̄〉 + (−1)i+1 |j̄l〉)
BD

(7)

From Eq. (7) we note the following two cases in terms of the Bell states where
all subscripts (sum of subscripts) are mod 2.

1. For j = 0
|ψ〉

ABCD
= |β00〉 (|β(i+k),l〉) + |β01〉 ((−1)k |β

(i+k),l̄
〉) + |β10〉 (|β(i+k+1),l〉)+

|β11〉 ((−1)k |β
(i+k+1),l̄

〉)
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2. For j = 1
|ψ〉

ABCD
= |β00〉 ((−1)i+k |β

(i+k),l̄
〉) + |β01〉 (|β(i+k),l〉)

+ |β10〉 ((−1)i+k+1 |β
(i+k+1),l̄

〉) + |β11〉 ((−1)i+1 |β(i+k+1),l〉)
We present the possible input and output Bell states that occur in Table 5.

Table 5. All possible inputs for entanglement swapping using Bell states with swapped
output.

Initial Bell states Result (swapped entanglement)

|β00 〉
AB

|β00 〉
CD

|β00 〉
AC

|β00 〉
BD

|β01 〉
AC

|β01 〉
BD

|β10 〉
AC

|β10 〉
BD

|β11 〉
AC

|β11 〉
BD

|β00 〉
AB

|β01 〉
CD

|β00 〉
AC

|β01 〉
BD

|β01 〉
AC

|β00 〉
BD

|β10 〉
AC

|β11 〉
BD

|β11 〉
AC

|β10 〉
BD

|β00 〉
AB

|β10 〉
CD

|β00 〉
AC

|β10 〉
BD

− |β01 〉
AC

|β11 〉
BD

|β10 〉
AC

|β00 〉
BD

− |β11 〉
AC

|β01 〉
BD

|β00 〉
AB

|β11 〉
CD

|β00 〉
AC

|β11 〉
BD

− |β01 〉
AC

|β10 〉
BD

|β10 〉
AC

|β01 〉
BD

− |β11 〉
AC

|β00 〉
BD

|β01 〉
AB

|β00 〉
CD

|β00 〉
AC

|β01 〉
BD

|β01 〉
AC

|β00 〉
BD

− |β10 〉
AC

|β11 〉
BD

− |β11 〉
AC

|β10 〉
BD

|β01 〉
AB

|β01 〉
CD

|β00 〉
AC

|β00 〉
BD

|β01 〉
AC

|β01 〉
BD

− |β10 〉
AC

|β10 〉
BD

− |β11 〉
AC

|β11 〉
BD

|β01 〉
AB

|β10 〉
CD

− |β00 〉
AC

|β11 〉
BD

|β01 〉
AC

|β10 〉
BD

|β10 〉
AC

|β01 〉
BD

− |β11 〉
AC

|β00 〉
BD

|β01 〉
AB

|β11 〉
CD

− |β00 〉
AC

|β10 〉
BD

|β01 〉
AC

|β11 〉
BD

|β10 〉
AC

|β00 〉
BD

− |β11 〉
AC

|β01 〉
BD

|β10 〉
AB

|β00 〉
CD

− |β00 〉
AC

|β10 〉
BD

− |β01 〉
AC

|β11 〉
BD

|β10 〉
AC

|β00 〉
BD

|β11 〉
AC

|β01 〉
BD

|β10 〉
AB

|β01 〉
CD

|β00 〉
AC

|β11 〉
BD

|β01 〉
AC

|β10 〉
BD

|β10 〉
AC

|β01 〉
BD

|β11 〉
AC

|β00 〉
BD

|β10 〉
AB

|β10 〉
CD

|β00 〉
AC

|β00 〉
BD

− |β01 〉
AC

|β01 〉
BD

|β10 〉
AC

|β10 〉
BD

− |β11 〉
AC

|β11 〉
BD

|β10 〉
AB

|β11 〉
CD

|β00 〉
AC

|β01 〉
BD

− |β01 〉
AC

|β00 〉
BD

|β10 〉
AC

|β11 〉
BD

− |β11 〉
AC

|β10 〉
BD

|β11 〉
AB

|β00 〉
CD

− |β00 〉
AC

|β11 〉
BD

− |β01 〉
AC

|β10 〉
BD

|β10 〉
AC

|β01 〉
BD

|β11 〉
AC

|β00 〉
BD

|β11 〉
AB

|β01 〉
CD

− |β00 〉
AC

|β10 〉
BD

− |β01 〉
AC

|β11 〉
BD

|β10 〉
AC

|β00 〉
BD

|β11 〉
AC

|β01 〉
BD

|β11 〉
AB

|β10 〉
CD

|β00 〉
AC

|β01 〉
BD

− |β01 〉
AC

|β00 〉
BD

− |β10 〉
AC

|β11 〉
BD

|β11 〉
AC

|β10 〉
BD

|β11 〉
AB

|β11 〉
CD

|β00 〉
AC

|β00 〉
BD

− |β01 〉
AC

|β01 〉
BD

− |β10 〉
AC

|β10 〉
BD

|β11 〉
AC

|β11 〉
BD

We formulate the entanglement swapping as follows:

|ψ〉
AB.CD

=
3∑

k=0

|β(i+k)mod4〉
AC

. |β
(j+(−1)(i+j).k)mod4

〉
BD

(8)

We note |ψ〉 = |β
i
〉 . |β

j
〉 = |β

i
〉
AB

. |β
j
〉
CD

where i and j corresponds to pairs of
Bell states for which we wish to use entanglement swapping. i, j ∈ {0, 1, 2, 3}, in
which {0, 1, 2, 3} are decimal representations corresponding to the binary values
{00, 01, 10, 11} respectively. Additions for subscripts are calculated in mod4.

3.3 Observations

We note that we swapped the entanglement from particles A-B and C-D to
particles A-C and B-D and lost the initial entanglement between AB and CD.
We observe from Table 5 that we have 16 combinations of inputs for which we
can perform entanglement swapping, but irrespective of the different inputs we
obtain only 4 possible unique outputs. The results are presented in Table 6. We



Analysis of Quantum Teleportation Protocol and Entanglement Swapping 579

also note that we get the outcome as a combination of input state ( i.e, the out-
put is similar to the input entangled states). For four different inputs we have
the same output, a combination of the four states; for example,

|β00〉 . |β00〉, |β01〉 . |β01〉, |β10〉 . |β10〉, |β11〉 . |β11〉 =
|β00〉 . |β00〉 ± |β01〉 . |β01〉 ± |β10〉 . |β10〉 ± |β11〉 . |β11〉.

We now consider which swapped state is going to be utilised between B-D
for the purpose of communication from the initial combination of Bell states,
between A and B and between C and D.

The following table presents pairs of input states and their corresponding
possible output (swapped) states subject to measurement at AC.

Table 6. Combination of different entangled Bell states input and corresponding
swapped entangled states.

Initial entangled states (|β
AB

〉 . |β
CD

〉) Swapped entangled states (|β
AC

〉 . |β
BD

〉)
|β00 〉 . |β00 〉|β01 〉 . |β01 〉|β10 〉 . |β10 〉|β11 〉 . |β11 〉|β00 〉 . |β00 〉 ± |β01 〉 . |β01 〉 ± |β10 〉 . |β10 〉 ± |β11 〉 . |β11 〉
|β00 〉 . |β01 〉|β01 〉 . |β00 〉|β10 〉 . |β11 〉|β11 〉 . |β10 〉|β00 〉 . |β01 〉 ± |β01 〉 . |β00 〉 ± |β10 〉 . |β11 〉 ± |β11 〉 . |β10 〉
|β00 〉 . |β10 〉|β01 〉 . |β11 〉|β10 〉 . |β00 〉|β11 〉 . |β01 〉|β00 〉 . |β10 〉 ± |β01 〉 . |β11 〉 ± |β10 〉 . |β00 〉 ± |β11 〉 . |β01 〉
|β00 〉 . |β11 〉|β01 〉 . |β10 〉|β10 〉 . |β01 〉|β11 〉 . |β00 〉|β00 〉 . |β11 〉 ± |β01 〉 . |β10 〉 ± |β10 〉 . |β01 〉 ± |β11 〉 . |β00 〉

Replacing each Bell state with its corresponding subscript value, (that is, |β00〉
becomes 0, |β01〉 becomes 1, |β10〉 becomes 2 and |β11〉 becomes 3), we observe:

Table 7. Updated Table 6 using the terminology used in proposed formula.

Initial entangled states Swapped entangled states

0.0 1.1 2.2 3.3 0.0 + 1.1 + 2.2 + 3.3

0.1 1.0 2.3 3.2 0.1 + 1.0 + 2.3 + 3.2

0.2 1.3 2.0 3.1 0.2 + 1.3 + 2.0 + 3.1

0.3 1.2 2.1 3.0 0.3 + 1.2 + 2.1 + 3.0

Note: We have dropped the ‘minus’ sign because it does not have any observable
effect [31].

Throughout we note as AC increases from 0 to 3, BD increases in steps of 1
mod 4 for the first and third lines in Table 7 but decreases in steps of 1 mod 4
for the other two lines.

Example 2. For any given pair of initial entangled states we can deduce the
swapped entangled states between the particles by utilising the formula given in
Eq. (8).
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For example

|i〉
AB

. |j〉
CD

= |0〉
AB

. |0〉
CD

= |β00〉AB
. |β00〉CD

= |β(0+0)mod4〉
AC

. |β
(0+(−1)(0+0).0)mod4

〉
BD

+ |β(0+1)mod4〉
AC

. |β
(0+(−1)(0+0).1)mod4

〉
BD

+ |β(0+2)mod4〉
AC

. |β
(0+(−1)(0+0).2)mod4

〉
BD

+ |β(0+3)mod4〉
AC

. |β
(0+(−1)(0+0).3)mod4

〉
BD

= |β0mod4〉AC
. |β0mod4〉BD

+ |β1mod4〉AC
. |β1mod4〉BD

+ |β2mod4〉AC
. |β2mod4〉BD

+
|β3mod4〉AC

. |β3mod4〉BD

= |β0〉AC
. |β0〉BD

+ |β1〉AC
. |β1〉BD

+ |β2〉AC
. |β2〉BD

+ |β3〉AC
. |β3〉BD

= |β00〉AC
. |β00〉BD

+ |β01〉AC
. |β01〉BD

+ |β10〉AC
. |β10〉BD

+ |β11〉AC
. |β11〉BD

Similary we can check all other pairs and get final entangled states as given
in Table 5.

4 Conclusion, Future Work and Applications

In this work we have analysed the teleportation and entanglement swapping pro-
tocols and have identified relationships between inputs and their corresponding
outputs. We have summarised our observations in both tables and as generalised
formulae, relating inputs to outputs. We are currently developing applications
that employ the above results within a quantum network setting. These includes
ring signatures, voting protocols [16,22,41,43] and long distance communication.
Details will follow shortly.
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Abstract. Experimental platforms perform a key role in evaluating the proof-of-
concept and innovations. Nowadays, researchers from academia and industries
rely on expensive physical testbeds to evaluate their experiments, while there are
very limited software testbeds in market, which usually not available or costly. In
addition, the applications of existing traffic generators are restricted to their sin-
gle function and performance in network area. It has come to a point that lack of
validation and testing tools has tremendously jeopardized the innovation in this
field. In this paper, we propose NTS, which is a scalable software-based virtual
testbed architecture. The scheduling and management framework can dynami-
cally schedule resource of services. The scheduling algorithm adopts the concept
of cost proportional fairness scheduling, which takes the evaluated traffic propor-
tion and packet arrival rate into account. By leveraging container technology, the
resources of services are restrictedly managed and fully isolated without tamper-
ing the OS kernel’s scheduling mechanisms. Another advantage of the proposed
testbed architecture is that the software can generate most kinds of backbone net-
work traffic and can also be extended easily for customized protocol or traffic
patterns. Our experiments show that the virtual testbed is generic scalable and
cost-efficient, which is suitable and affordable for researchers in the field of net-
work.

Keywords: Resource scheduling · Testbed · Docker container · Virtualization

1 Introduction

Due to the increasingly huge number of applications on the Internet, the network is
becoming more and more complex and congested. Many researchers are spending vast
amount of efforts in this area to address with the challenges. With the help of new
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network technologies, such as Software-Defined Networking (SDN) [1] and Network
Function Virtualization (NFV) [2], Internet service providers (ISPs) and application
service providers (ASPs) adopt virtualization solutions to reduce equipment investment.
Institutions and enterprises also propose different kinds of novel network technologies.
For instance, the Intel DPDK [3] provides high throughput I/O in high speed network to
accelerate packet forwarding. Accordingly, there are also some traffic generating tools
available for testing network, such as pktgen [4] and UDPGen.

However, access to real internet online platforms to capture backbone traffic are very
limited to many researchers, especially for those from academia. On the other hand,
traffic simulation tools usually provide limited functionalities, which are not suitable for
innovative protocols and applications. In the meanwhile, the tools often fail to mimic
the content based on user-defined mode and real-world traffic load. As the consequence,
many new algorithms and architectures, which require network traffic with the above-
mentioned patterns, can be hardly evaluated using existing tools. As the existing tools
lack of the ability to simulate real-world traffic and evaluate the results, academia and
industries have realized the demand and importance of redesigning new architecture of
testbed to facilitate various research needs.

Fortunately, the emergence of physical testbeds [5], which is one of most popular
options, is a significant improvement. The physical testbeds usually are able to simu-
late multiple types of protocols by generating specified traffic. With abundant hardware
resources, the physical testbeds are also able to simulate very complex, large-scale, and
hybrid backbone traffic. However, while presenting a wide variety of advantages, the
physical testbeds also have following drawbacks: First, these physical testbeds are very
expensive, which is not affordable for universities and institutions from academia. Sec-
ond, the physical testbeds are usually developed for a few scenarios and they are very
hard or impossible to adjust for many needs. Last but not least, NFs also have heteroge-
neous processing requirements, which results in evaluation using physical testbeds not
being suitable completely.

With the advent of container technologies like Docker [6], individuals can easily
build traffic generators to mimic real application [7]. Even though OS scheduler can
efficiently manage system resources, it doesn’t have the knowledge of packet arrival
rate and traffic proportion cost, resulting in serious performance degradation during
the evaluation of NF. By leveraging cgroups [8], the scheduling of generators process
can be exposed to the OS without modifying OS scheduler, reducing onerous work to
customize scheduler in OS, which might lead to unnecessary maintenance overhead and
inaccurate results.

Based on above-mentioned facts, many researchers proposed to exploit virtualiza-
tion to facilitate building a cost-efficient and flexible testbed. As a matter of fact, some
networking hardware vendors have developed virtual testbed and include their commer-
cial products in the market. Usually, the solutions are based on real-world application
traffic emulation running on top of hypervisors and the network functions are provided
by NFV. At the low-level, application simulations are divided into VMs. At the high-
level, all application simulations are connected by virtual network function with the
help of NFV or SDN. Several solutions even provide the abstraction network topology
for the underlining test environment like Mininet [9]. With all these appealing features
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like portability, flexibility and hardware accelerated performance, these solutions are
unaffordable due to high commodity prices.

After analyzing state-of-the-art solutions, we propose a novel architecture for
testbeds to simulate network traffic load generated by real-world applications, namely
Network Traffic Simulator(NTS). The architecture takes both task-based application
service scheduling and packet arrival rate into consideration. The focuses of our pro-
posed architecture are on the control and scheduling problem of application simula-
tion and traffic generation. NTS has following features: (i) generating real traffic load
through interaction between services and clients, (ii) leveraging open source software
that can be deployed on commodity hardware, (iii) CPU shares adjustment for services
based on packet arrival rate and computation cost, (iv) providing scheduling elasticity
to achieve backpressure to avoid wasting work and outburst due to congestion, (v) a
generic scheduling framework without modifying operation system or kernel.

We aim to define a lightweight, cost-efficient, and extensible traffic simulator with
affordability for researchers in network area to easily verify and evaluate new ideas
and innovations. The design also considers the possibility to extend with user behavior
simulation to generate synthetic network behavior pattern in the future, which can be
used as background traffic in network security.

The rest of this paper is organized as follows. In Sect. 2, we discuss the related work.
We introduce our proposed testbed in detail in Sect. 3. Section 4 presents the evaluation
result and discusses the implication. Finally, we give a conclusion to our work in Sect. 5.

2 Related Work

This section provides the preview of previous work related to our proposal. It consists
of three parts: The first part gives the background of the use of testbeds to validate NF,
especially for innovative algorithm and architecture in network scope; The second part
describes the deficiency of existing OS scheduler for service scheduling; And the last
part mainly encompasses works that have exploited the area of testbed.

2.1 Background

Evaluation serves as a very important and challenging part for any new proposed meth-
ods, frameworks or systems in many research fields. In the area of network, whether
the evaluation input can reflect the real-world applications and the collected metrics are
good and accurate enough for the evaluation influence the result. This means that the
effectiveness of simulation depends on whether testbed can fairly simulate various net-
work protocol features. In other words, it is dependent on the traffic load that testbed
generates.

For ASPs and ISPs, QoS related metrics are critical for the evaluation and adoption
of any innovative network solutions. Performance degradation of QoS damages the rep-
utation of their services and operations, causes customer complains, eventually result
in losing market share and business profits. Another challenge is that it is very risky
to evaluate new solutions in production networks, given the concerns on service outage
and interruption. Additionally, because of restrictions to access privileged resources and
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privacy protection of user data, NF validations that need massive online internet traffic
are limited and infeasible for many researchers.

However, with the application of container technologies and NFV, there is a poten-
tial possibility to solve these problems.

To solve these challenges, our proposal provides the traffic load generation and
exploits virtualization to reduce cost and minimize the impact on production during
evaluation.

2.2 The Deficiency of OS Scheduler for Virtual Testbed

Network function evaluation includes: (1) function validation, and (2) performance
evaluation. For instance, firewalls and content audit system commonly need to detect
the correctness of protocol identification and blocking effectiveness during tests.

Linux provides completely fair scheduling (CFS) [10] in the default mode since
kernel 2.6.23. It manages CPU resource allocation for all running processes and aims
to maximize overall CPU utilization. Each task under CFS maintains a fair chance to
get certain CPU shares and the time-slice is determined by the run-time of contending
tasks. Thus, CFS presents a fair CPU proportion shares to all tasks.

However, the fairness scheduling is not suitable for service emulation. Intuitively,
different types of services have different computation costs due to the characteristics of
the service. Fairness scheduling won’t take this into consideration. Furthermore, users’
requirements are diverse during evaluation. For example, if two simulation services,
which generate different kinds of traffic, have the similar computation cost with dif-
ferent sizes of traffic loads (one has twice traffic load than the other), then we hope
the schedule can match the traffic loads between the two. Similarly, if the service has
twice computation cost than the second, then we expect it has twice CPU run-time at
the same traffic load. Obviously, we can introduce the weight or prioritization factor to
supplement the deficiency of fairness.

Unfortunately, lack of enough information for the default CPU scheduler to allo-
cate resources according to the computation cost and traffic load pose the hardness
of scheduling resources on the basis of cost-proportional fairness [11]. As mentioned
above, CFS scheduler usually provides a fair allocation of time-slice, but it cannot pro-
vide rate-cost fairness if services have diverse computation costs. To achieve this, the
core of NTS should ingest more information to allocate CPU resources in priority or
weight mode.

Cost-proportional fairness scheduling differs from Round-Robin [12] and Max C/I.
It is a trade-off between throughput and fairness, which not only seeks to maximize
throughput for the services at given traffic load but also ensures that all the contending
services needed during a test to obtain a minimal CPU share keep running in the worst
scenarios. What’s more, we can adapt cost-proportional scheduling to meet diverse
experiment demands. This scheduling method also ensures that the winner among appli-
cation emulations will not impede others.
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2.3 Exploration of Testbed

For network research, a testbed is often used to evaluate the function and performance
of NFs. As a result, the major function of a testbed is to generate various network traffic
load based on protocol types. Despite the adoption of NFV and SDN, it is still a huge
challenge to provide traffic emulation solution, which can mimic real-world services
for evaluation due to the following reasons: Firstly, the rapid evolvement of Internet
protocols increases the hardness to simulate traffic load conforming to the features of
services. Secondly, traffic emulation needs to be flexible enough to support diverse pro-
tocols. Lastly, the huge throughput and privileged access of backbone networks also
hinder the simulation. Consequently, parts of existing works focus on designing and
building high throughput packet generators. In the meanwhile, some of the works are
aimed to build mathematical models to produce traffic loads similar to the statistical
characteristics of real-world network traffic. As alternative solutions, others achieve the
goal indirectly by designing capture and storage systems to store internet traffic and
replay under test environment. We select the works [11,20], which are representative
and closely related to our proposal.

In [13], the authors presented a flexible high-throughput packet generator, which
uses only a single CPU core by running on top of packet processing framework called
DPDK. In the experiments, the generator could saturate 10GBE links using packets
with minimum sized and provide the highest possible flexibility by Lua scripts. By
leveraging the high-performance hardware, [14] described an open-source traffic gen-
erator, which has highly accurate inter-packet delays. [15] proposed a virtual testbed
solution using software agents to emulate the activity of users thus generating similar
network activity automatically. The experiments are evaluated through the validation of
a network-monitoring tool for Voice over IP (VoIP). [16] defined methods to generate
connections to simulate the statistical patterns of real network.

For the related work focused on packets capture, storage and replay, [17] showed a
system using a modified network driver with the help of Non-Volatile Memory express
(NVMe) technology and Storage Performance Development Kit (SPDK) framework,
which is capable of capturing, timestamping and storing 40Gbps network traffic. [18]
presented a novel framework, namely “Record and Deterministic Replay” architecture
to log the traffic and then replay during the test. [19] researched the feasibilities of
using packet header fields to partition network traffic for efficiently enabling distributed
packet capturing and processing. In [20], FloSIS was proposed, which was a highly
scalable software-based flow storing and indexing system. [21] employed network sim-
ulator to build the infrastructure and capture bandwidth traces in the wild and replays
the traces reproducibly. Although the traffic generators using this approach can pro-
vide high throughput, it just constructs the packet and send out without considering any
interactive information. Most of time, researchers cannot modify the content according
to demand. Network activity pattern emulation is usually simple application relatively.
Capturing and storing traffic loads need significant investment in solid state disk (SSD)
or hard disk and it also take times to get the data.

In [22], it introduced a global testbed, namely PlanetLab. As the next generation
of federated testbed, it aimed to federate multiple testbeds that owned and operated by
autonomous organizations. However, it was subjected to members of the organization.
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In the field of wireless network, Nils Aschenbruck et al. presents a new software-
based approach that essentially combines mobility modeling with link control to facili-
tate evaluation of routing protocols and node mobility in testbeds [23]. In [24], Matthias
et al. proposes a security testbed for the evaluation of wireless sensor network.

For theses many reasons, we propose a scalable software-based virtual testbed
called NTS, which can generate real-world interactive traffic with high throughput.
Also, the proposed virtual testbed can simulate most types of existing well-known
protocols on the internet. Furthermore, by leveraging backpressure, the management
framework of NTS can reallocate CPU resources for services dynamically based on
cost-proportional policy.

3 Virtual Testbed Architecture

In a common testing environment, the devices, such as DPI, proxies or network con-
tent audit system, are deployed in series or parallel. The traffic load is mirrored or
through by one or a few switch ports. For the sake of validation of system functions,
the traffic generator must output a specified type of traffic, which has features similar
to protocol under test. What’s more, the operation platform should be able to schedule
different kinds of protocol emulators in such a way that users can specify the require-
ment for CPU resources. However, operating system’s scheduler doesn’t have enough
information of emulation applications. As a result, the NTS should be able to convert
the scheduling requirements of application emulators to a format understood by the OS.

Although each container is isolated respectively, all of them run on the top of same
CPU. The control platform of NTS needs to know the resource requirements of each
traffic generator to avoid exhausting CPU resources, as well as monitoring the average
process time of each service emulator. Furthermore, it also needs to estimate how many
CPU shares to allocate for each generator. As for the evaluation indexes of testbed,
it focuses on the correctness in function and throughput in performance in the field
of network. The services queues are modeled as M/M/1 queue based on the statistical
analysis. With the help of queueing theory, we can approximately calculate the resource
quota.

To be aware of workload of various traffic generators in NTS, the scheduler needs
to include network specific parameters in the scheduling algorithms. For instance, the
scheduling algorithm needs to change the priority of a generator based on its compu-
tation cost. One possible implementation is to modify OS scheduler directly. However,
it is a troublesome task that may lead to unnecessary maintenance overhead or intro-
duce bugs, which will affect the stability and efficiency of the system. Also, using this
approach means that a change of the scheduling priority requires a system call, which
consumes CPU resources heavily if changes are frequent. Our proposed NTS adopts
cgroups, which is a standard userspace primitive provided by Linux OS to schedule
process. For simplicity, NTS monitors packet arrival rate and process cost and allocate
CPU shares accordingly.
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3.1 Overview of NTS

As shown in Fig. 1, the architecture of NTS mainly consists of four modules: (1) NTS
manager, (2) services simulation composed of a series of service containers and optional
network containers (e.g. BGP container), (3) various analog clients corresponding to
services, and (4) backpressure (not included in the figure). Commonly, each service
container is responsible for only one protocol simulation. The network containers are
used for stimulation of network protocol or generation of tunnel traffic. We can deploy
network simulator (e.g. Mininet) and devices under test between analog clients and ser-
vices emulation to set up a virtual network topology environment. The basic workflow
of NTS is simple: According to the parameters in the configuration file, analog clients
make requests to services. By this means, it generates interactive real-world Internet
traffic of different protocol. This way also offers users the chance to adapt evaluation
indexes, such as protocol type or traffic proportions for various protocols, to meet test
requirement. By leveraging flexible configuration, NTS can simulate a variety of hybrid
traffic to meet most kinds of evaluation scenarios.

Fig. 1. The NTS architecture

To reduce context switches, NTS manager is allocated to a dedicated set of cores
and is responsible for deciding which service container is to launch. NTS can also adopt
DPDK optionally to accelerate packet forwarding with the help of user space protocol
stack [25]. When the request packets from the analog clients arrive at the NIC, the
RX does a look up in the iptables to transmit the packet to an appropriate application
emulation in bridge mode, or directly send the packet to services in the host mode. Vice
versa to the TX.

3.2 Traffic Simulation

As the core module of NTS, service simulation contains many types of application
emulations. Each service based on a real-world application emulation is implemented
in its own process and exposes ports from container without publishing them to host.
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Moreover, most of service containers are constructed with open source software, reduc-
ing onerous task tremendously. Each analog client can perform basic operation. For the
sake of reduction of deviation in the stage of resource evaluation, we have simplified
clients. In other words, compared to real client, it only has one or two commonly used
functions with single-mode. We can also specify the running time, execute count and
so on in the configuration file for each one.

After establishing communication between services and analog clients, NTS can
generate real interactive internet traffic. Through mount mode of volume provided by
container technology, we can modify the content of traffic arbitrarily. This design brings
great convenience to our experiment, especially for the function evaluation of network
devices (e.g. content audit system). Besides, we can also decide which version of the
protocol to mimic according to the test requirements. To the simulation of encrypted
traffic, we can specify the certificate with different algorithms and length of secret
keys. What’s more, we have built diverse service applications for single specific pro-
tocol emulation to explore the difference of underlying servers. Every container is set
up a threshold of CPU resources on the basis of calculated quota initially. The main
supported protocols for emulation are listed in Table 1.

Table 1. Protocol Emulation

Common emulation NTS, DNS, Radius

Web emulation HTTP, HTTPS, HTTP2, SPDY

Mail emulation IMAP(s), POP3(s), SMTP(s)

Tunnel emulation IPSEC, L2TP, PPTP, IKE

File transfer emulation FTP(s)

Remote connection emulation Telnet, SSH

Stream media emulation HLS, RTSP, RTMP

Proxy emulation Socks

Instant message emulation XMPP, VoIP, H.323

Network emulation GRE, MPLS, BGP

In addition, researchers can deploy their application emulation in container mode
to generate backbone network traffic without interfering network devices in the system,
which provides chances for the researchers to obtain privileged access traffic without
impacting the infrastructure. NTS provides a flexible and cost-efficient traffic simula-
tor with various protocols to evaluate novel algorithms, tools, and systems in network
research.

3.3 Resources Estimation

Each time, NTS manger needs to set up the initial threshold, which is similar to slow
start threshold (ssthresh) in TCP Congestion Control, for every application emulation in
start-up phase. Although we can use the default mode, meaning to employ whole CPU
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shares for allocation, it is easily to overload the system because of resource exhaustion.
For instance, if two services start at the same time in default mode but one requires
more process time per packet and gains high priority, then the heavy one will hinder
another because of contention. Besides, operators do not have information to generators
when configuring parameters. If the parameters are set up so big that exceed peak,
contending generators will occupy vast majority of resource, leading to boot failure or
errors of others. Furthermore, presetting threshold for generators diminishes the number
of resource reallocation times, reducing resource overhead.

By leveraging queueing theory, we can formalize the problem of estimation using
a queue model. We assume that the set of application emulations can be represented
as disjoint sets. In this paper, we only take CPU into account. As mentioned before,
different application emulations have various computation costs and per-packet costs.
In addition, the analog clients are normalized to perform simple single-mode operation
to reduce impact. We treat these costs as variables. The application emulation services
are modeled as M/M/1 queues. Using the standard formula for an M/M/1 process time,
the average time spent in the service j by a traffic simulation is:

Cj = 1/(1−λ j/μ j) (1)

λ j is the arrival rate of packets at jth service (the client packet delivery rate),
and μ j is the process rate. These two number can be easily obtained from directory
/proc/pid/net (pid is service container process id). In this paper, the initial threshold is
set at the base that total CPU resource account for not more than 50%.

∑ thresholdi ≤ 0.5∗TotalCPUshares (2)

thresholdi =
Ci ∗ si

∑Ci ∗ si (3)

si is the tuning parameter set in the configuration file. For simplicity, we select the
minimum instead. In addition, only selected service containers to be run are taken into
account.

3.4 Application Emulations Scheduling

Since multiple containers are likely to be available for scheduling to run at the same
time, NTS must determine which service to schedule at any point in time. In our
proposal, we leverage Linux’s existing scheduling framework rather than designing
an entirely new scheduler for application emulation. Furthermore, we tune the OS
scheduler to provide cost-proportional fairness. Figure 2 shows how the NTS scheduler
works. NTS manager governs OS scheduler via crgoups and assigns running simulated
services to shared CPU cores ultimately.

If services are busy waiting for packets, the overall performance of the testbed will
be very poor as it is a shared CPU environment. It is critical to design the manage-
ment framework so that only services with packets available for them to process will
be activated. NTS manager provides a relatively simple policy to trigger a service: once
an operator configures parameters and specifies the types of protocols, manager will
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Fig. 2. Scheduling architecture of NTS

execute command (e.g. docker run) to start matched container with specified ports and
other arguments, then service will be scheduled to run. This provides an efficient mech-
anism to trigger services.

For services with lots of packets to process, NTS supports preemption. The preemp-
tion decision and interaction with manager are arbitrated by the shared flag array set by
backpressure. After processing a batch of packets, NTS manager will check the flag list
to decide which state to keep. If the value in flag array is not set, the corresponding
service will continue to run; if the value is not set and the parameter indexes (set in con-
figuration file) has reached, the services will hold on (keep cpu ratio in balance); only
if the value is set or there are no resources available, the service will be blocked until
notified by the manager. This provides a flexible way for the NTS manager to indicate
which service should be swapped out without the help from the kernel’s CPU scheduler.

NTS manager provides mechanisms for application emulation to monitor arriving
packets to estimate its CPU shares and adjust its scheduling weight accordingly. In this
way, NTS manager can dynamically tune the scheduling weights for each service in
order to meet operator evaluation demand.The packet arrival rate for a service can be
easily measured. We measure the service time to process a packet inside each service
using self-developed lib. NTSmanager monitors all activated services to get a rate array.
For simplicity, we maintain a histogram of timings and employ the median value to
avoid outliers.

For service i on a shared core, the load is:

load(i) = λi ∗Si (4)

λ is the packet arrival rate and S is service time. Then we can calculate the total load on
the core m:

total load(i) =
n

∑
i
load(i) (5)

and assign CPU shares for service i on core m is:

share(i) = priorityi ∗ load(i)
total load(m)

(6)
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After figuring out the result, manager can modify the CPU shares directly without
interrupting containers by writing the file located in /sys/fs/cgroup/cpu,cpuacct/docker-
containerID (docker-containerID is created when service container launched). The allo-
cation of CPU shares provides cost proportional fairness to each service. Besides, we
can tune the priority to generate different proportional traffics indirectly for various
evaluation scenarios. Comparing with adjusting the CPU priorities exposed by OS
scheduler, this method provides a more intuitive control.

A key goal of NTS manager is to avoid blocking all generators. We can describe the
situation as follows: when two or more services are triggered, NTS manager monitors
new packets arrival rate of each service and reallocates CPU resources based on cost
proportional fairness scheduling. However, if there is no idle CPU to utilize, all running
analog clients will still send out excessive packets and services will be blocked, result-
ing in increased errors and performance reduction. We avoid this through backpressure,
which ensures the NTS can detect bottlenecks quickly and minimizes the performance
degradation due to blocking.

After allotting CPU shares to services, NTS manager communicates with other
modules in the system. When the CPU surplus is not enough, NTS manager will drop
extra packet and send a flag to analog clients, preventing request packet arrival rate from
rising by increasing time interval. NTS manager maintains states of each running ser-
vice, and in this case, it moves the service’s state from uphill to steady. When the time
expires, manager will stop all of running services, then the state moves to initialization.
The state transition diagram is shown in Fig. 3.

4 Experimental Evaluation

To reducing hardware cost, our experiment uses four commercial computers and a 10GE
switch device. We deployed two type of analog client, network simulator and NTS
server, separately on each of the computers. All of them are connected by switch. In our

Fig. 3. NTS state diagram
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experiments, we choose Mininet to simulate the network topology in all the tests. Each
computer is equipped with a 2.4GHz Intel Xeon E5-2680 processor and 128GB RAM.
Each node is connected back-to-back with 10Gbps dual-port DPDK compatible NICs.
The OS is Centos 7.2 with kernel version 3.10.0-693.el7.x86 64.

4.1 Traffic Generation

Before proceeding with the NTS manager, we first validate whether the emulation can
generate traffic that matches the protocol. In this stage, we select two kind of analog
client each time. We start our emulators according to specified parameters and dump
each kind of traffic to file in order respectively. In this paper, we adopt Wireshark to
check the correctness of simulated traffic, protocol version and so on. Besides, to ver-
ify the function of content modification, we firstly examine the packet content before
encryption. Secondly, we adopt available clients on the internet to validate cipher text.
Part experimental results are show in Table 2.

Table 2. Protocol validation

Protocol HTTP(s) HTTP2 POP3(s) IMAP(s) SMTP(s) FTP(s)

Traffic generation • • • • • •
Content modification • • • • • •
Algorithm type • • • • • •
Key length • • • • • •
Version • • • • • •

Furthermore, we also employ NTS during the function test of audit content system
for two month. Compared to the result of online Internet traffic, they are almost the
same except that NTS can not support some latest protocol version (e.g. TLS1.3). In
addition, after configuring Routing Table on switch, Mininet and network container, we
can find route packet (e.g. BGP packet) between device and network container.

4.2 Evaluation of NTS Manager

Apart from traffic emulation evaluation, we also evaluate the effectiveness of NTS man-
ager that influences the application scheduling decisions of the native Linux kernel
scheduling policies. In this paper, we measure the throughput to evaluate NTS man-
ager’s overall performance every five seconds. We compare the default OS scheduler
with our system.

To estimate the threshold of each service emulation, we start traffic generators one
by one and count the packet arrival rate and process rate. Besides, we set tuning param-
eter the same. Then we can calculate the CPU shares and evaluate the threshold approx-
imately. In this way, the threshold of services will be proportion to their actual compu-
tational cost.
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Due to the high proportion in traffic and widespread use on internet, we select HTTP
and HTTPS for evaluation. As for other kinds of traffic generators, we can evaluate
them in the same way. To minimize the influence of other variables, the content and
underlying servers of selected traffic emulation are same, as well as the configuration. In
addition, we deploy the traffic generators in host mode, which can reduce the overhead
of resource for looking up the iptables.

Apart from backpressure, one important optimization we apply to NTS is “Redun-
dancy Estimate and Pre-allocation”. In practice, we cannot evaluate resource require-
ment accurately, leading to the allocation of CPU shares inaccurately. We note that
lightweight excessive assignment of the resource has a slight impact on the performance
compared to inadequacy, which blocks generators and causes NTS manager to expe-
rience a marginal degradation in throughput and connections. Furthermore, frequent
assignment increases the overhead of resource, leading to small amplitude degradation
when involuntary switching.

To alleviate the unavoidable defect, we first adopt a buffering resources allocation,
namely redundancy estimate, by referring to the existing optimization method in the
scope. In this paper, we not only take the packet arrival rate and processing cost into
account but also think about the throughput above. With the increasing magnitude of
throughput gradually diminishing during the initial phase, we can estimate the compu-
tational cost based on queuing theory. We monitor the variation trends of throughput
discontinuously and assign resources for activated emulation services with proximately
ascensional range, resulting in redundant shares slightly. Once throughput do not arise
anymore, we keep the CPU shares for a moment. This way could mitigate the impact of
unbefitting allocation of CPU weights.

In addition, we also employ pre-allocation in NTS manager during the ascent stage.
We could estimate the resources required to process packets for next time based on
output and update the cgroup’s weights of running services. That’s to say we estimate
the load at the present and compute the growth rate to predict the CPU shares approx-
imately. Furthermore, once we detect that the output does not increase any more, we
revert to the original method.

In this paper, we collect each service container state data every five seconds during
the experiment with the help of docker technology (e.g. docker stats) to check their
CPU shares. In all cases, the services specified in the configuration file are triggered by
NTS manager.

To evaluate the impact of threshold to NTS, we also set different initial tuning
parameter and change the threshold proportion indirectly.

Figure 4 shows that NTS with backpressure can achieve improvement of throughput
as much as 12.5% compared to operation system. It also shows that NTS can adjust ser-
vices initial threshold by tuning the parameter directly according to evaluation require-
ment. In addition, it can also improve CPU utilization. By combining these, NTS with
backpressure improves the overall throughput and can generate various proportional
traffic.

For the default scheduler, the achieved throughput differs tremendously com-
pared to NTS. What’s more, we can observe that the value varies quickly without
law. As mentioned above, OS scheduler just provides completely fairness scheduling.
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Fig. 4. Throughput comparison

When contending CPU resources, services obtains CPU shares alternately. This leads
to an inevitable context switch and amounts of overhead. As a result, the throughput
goes up and down.

On the contrary, by leveraging backpressure, NTS will determine whether to pro-
cess the additional packets depending on the residual resources. It also allocates CPU
shares based on packet arrival rate and process cost. This way refrains from resource
contention and avoid an outbreak of errors, maintaining throughput in a relative sta-
tionary status for a period. We can also observe that the value fluctuates in a small
margin. This is because the variation in per-packet processing cost of services result in
an inaccurate estimate of processing cost and thus an inappropriate CPU shares allo-
cation. We could mitigate the impact of variable packet processing cost by profiling
services precisely and frequently. We could also maintain a histogram of times to aver-
age the packet process cost. However, this can be costly because it consumes significant
amount of CPU resources. This is why we use redundancy estimate and pre-allocation
mentioned above to alleviate the penalty from the variability and get a relatively smooth
and better throughput.

We consider two different initial threshold setting. Due to the high proportion in
traffic and widespread use on Internet, we select two types from them, namely HTTP
and HTTPS, for evaluation. The threshold proportion is set to be 0.22:0.28 at first and
then set to be 0.35:0.15 for HTTP and HTTPS. The two analog clients and configura-
tions are same except access port. There is no modification for the rest. As showed in
Fig. 4(b), once allocating the initial resources according to the set threshold proportion
rather than their actual computation cost, the aggregate throughput and CPU utilization
has improvement with small margin. Besides, compared to the threshold of cost pro-
portional fairness, HTTP obtains more CPU resources, which is opposite to the former
situation. In addition, if we set the proportion unfairly, the lightweight and prior ser-
vice container will occupy mostly CPU resources. Accordingly, it also obtain higher
throughput performance.

On the one hand, if we take cost-proportion fairness into account and allot ini-
tial resources for service container, each container have the same probability to obtain
more resources to process arrival packet. With the help of backpressure, all of them will
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keep balance finally and fluctuate slightly. On the other hand, if the service container
start from high base, namely owning adequate initial resource, it has the priority dur-
ing resource allocation, resulting in reduction of available shares of CPU. In addition,
compared to HTTPS, HTTP is more lightweight and need fewer computation cost to
process packet. Although HTTPS has limited shares to process packet, impacting the
overall throughput, the throughput of HTTP service container could offset the part loss
and improve the overall performance.

By this way, NTS can adjust the initial shares and priority to generate various pro-
portion hybrid traffic. What’s more, it can also preempt the shares for lightweight ser-
vice emulator to improve throughput. The experiment result show that: NTS design with
backpressure and cost-proportion fairness scheduling can support a number of different
traffic emulators. It effectively supports heterogeneous emulation application and still
provides superior performance.

5 Conclusion

In this paper, we have presented a proposal for the generation of network traffic load
that behaves like most of the real interactive traffic of the Internet. Such a proposal can
improve the development of experimental studies that require network traffic for prac-
titioner in network scope. It enables the definition of virtual testbed by making use of
container technologies. Besides, it can be extended easily according to evaluation sce-
narios and requirement. What’s more, our proposal doesn’t think about the problem of
ethical concerns related to information disclosure and has no impact to online network.

As the key part of our proposal, we adopt the notion of cost-proportion fair-
ness scheduling to improve the performance. It not only takes packet arrival rate into
account but also considers processing cost. By carefully tuning the scheduler weight
and employing backpressure to efficiently evict excessive load, NTS has substantial
improvement in throughput and dramatically reduces overhead. Furthermore, it adopts
the redundancy mechanism and pre-allocation to mitigate the fluctuation because of
improper allocation of CPU. It also demonstrates how a management framework can
efficiently tune the OS scheduler in a relatively simple way to meet our goal.

The technical viability of our proposal is rooted in the feasibility of virtualization.
By leveraging existing standard user space primitive provided by OS, namely cgroups,
and accompanying virtual file system, rather than modifying scheduler itself, NTS man-
ager could compute the load and assigns the CPU shares with low overhead.

The experiment results shows that: NTS is a lightweight, cost-efficient and exten-
sible network traffic stimulator with affordability for researchers in network area. Next
work, we consider the possibility to extend with user behavior simulation to generate
synthetic network behavior pattern, which can be used as background traffic in network
security.
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Abstract. The geographical location of the IP device is crucial for
many network security applications, such as location-aware authentica-
tion, fraud prevention, and security-sensitive forensics. Since most data
mining-based methods are subject to the privacy protection policies, the
delay-based measurement methods have broader application prospects.
However, these methodologies are relying on heavyweight traffic on net-
works and high deployment costs. Besides, the worst case errors in esti-
mation made by delay-based measurement methods render them inef-
fective. In this paper, we propose an accurate IP geolocation approach
called GeoCET. This methodology only requires a small number of one-
way delays (OWDs) to locate the targets, combining with elliptical tra-
jectory constraints and maximum log-likelihood estimation technique.
We introduce polynomial regression to fit the delay-distance model and
enhance the accuracy of the localization. To evaluate GeoCET, we lever-
age real-world data which come from China, India, Western United
States, and Central Europe. Experimental results demonstrate that Geo-
CET performs better for all existing measurement-based IP geolocation
methodologies.

Keywords: Network security · IP geolocation ·
Delay-based measurement · Constraint-based elliptical trajectories

1 Introduction

Knowing the geographical location of Internet devices have an extensive range
of applications, examples include delivery of local news and advertising, Internet
anti-fraud (e.g., fraud signup, collision attack, brushing and spamming), credit
card fraud detection, load balancing, resource allocation [9,10]. Particularly for
law enforcement agencies, it is necessary to determine the location information
very accurately as quickly as possible in order to satisfy all the requirements for
an attacker’s forensic strategy [24].
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Our goal is to develop a high precision lightweight geolocation approach to
locate active IP addresses on the Internet efficiently. Additionally, IP geoloca-
tion means determining the real-world location of an Internet-connected device.
However, what makes this work challenging is that there is no one-to-one map-
ping between IP addresses and geographic locations. The dynamic assignment
of IP addresses makes IP geolocation more difficult. On the other hand, because
the propagation characteristics of the Internet are sharply influenced by fac-
tors such as the circuitous route, network congestion and queueing delay, it is
more challenging to locate Internet devices. Besides, most Internet devices do
not have the ability to self-positioning (e.g., Global Positioning System (GPS) or
other location techniques [3]), other mobile devices may choose to hide location
information due to privacy protection.

In the last years, the IP geolocation methods are based on static sources
of information, such as registries and databases (e.g., [1,2]). However, with the
adoption of IPv6, such databases become more difficult to update and maintain,
the accuracy of these databases is in general not excellent. Some studies show
that errors in the order of several thousand kilometers are possible [23].

For this reason, the device to be localized is mainly through network delay
measurements (e.g., [8,27]). These methods for geolocation primarily measure
end-to-end latency from a set of nodes with known locations of nodes to be
geolocated using active probes (e.g., by using the Internet Control Message Pro-
tocol (ICMP), Ping or traceroute). Then, delays are converted into distances
according to a previously defined delay-distance model, which assume that there
is an existent correlation between network latency and geographical distance.
(e.g., linear relationships include: bestline, 2

3c [22], 4
9c [16] or 3

4c [15]; non-linear
relationships include probability distributions and hybrid strategies [5,6,25].)
Finally, the coordinates of the target are inferred using geometrical techniques,
such as [14,21,26] and [28]. Nevertheless, these methods do not achieve good
accuracy, as inferences and approximations characterize the geolocation process,
their accuracy is strongly dependent on the location of the landmark nodes to the
target nodes. Therefore, these methods require a large number of available land-
mark nodes, relying on heavyweight traceroute-like or Ping-like probe packets
on networks.

This paper proposes a novel accurate approach to IP geolocation—GeoCET.
The GeoCET methodology considers two categories of nodes in the network:
Targets, i.e., nodes with unknown geographic location that we aim to geolocate
and respond to probes; Analyszs, i.e., nodes with known geographic location
and the ability to send probe packets and receive response packets and per-
form localization operators. Then, we partition these nodes to “Observers” and
“Landmarks”. In prior literature, “Observers” sometimes referred to as “Vantage
points”, similar to Landmarks with probe capability.

The main contributions of this paper are summarized as follows.

– Presenting GeoCET, a novel approach for IP geolocation, which only relies
on lightweight network load and reduces the number of feasible geographic
coordinates to infer geographic location using elliptical trajectory constraints
and maximum log-likelihood estimation technique.
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– Constructing spoofed packets using the landmark’s IP addresses to measure
a target node, the one-way delay (OWD) links formed naturally can improve
the localization accuracy. The flexibility and scalability of our scheme can
effectively reduce the deployment of network resources.

– Evaluating GeoCET through detailed experiments on the real-world network,
with nodes based in China, India, Western United States, and Central Europe.
The evaluation involves analyzing the algorithm’s accuracy and processing
time, and other factors that affect the efficacy of GeoCET’s results.

The rest of the paper is organized as follows. Section 2 presents the most
relevant work in the field. Section 3 describes the delay-distance model and the
detail of GeoCET algorithm. An empirical evaluation of GeoCET and a security
discussion are presented in Sects. 4 and 5 respectively. Finally, Sect. 6 concludes
the paper, and future work is outlined.

2 Related Work

In this section, we review related work which is closer in spirit to our proposed
geolocation approach.

The constraint-based-geolocation (CBG) [14] used the limit of “bestline” to
compensate for the detour and bloat of routes on the Internet. However, since
it is difficult to predict whether a route from a monitor node to a target node is
detoured, CBG is usually useful only when the target node is close to the monitor
node. Another geolocation system that used information about intermediate
routers is Topology-based Geolocation (TBG) [16].

Li et al. [19] developed a simple IP address mapping scheme GeoGet, a large
number of web servers are used as passive landmarks, and the target maps to the
geographic location of the landmark with the shortest delay. In order to control
the measurement overhead, a multi-step detection method is used to optimize
the geographical location of the target. The Octant [26] framework used a variety
of information to locate the target node. It divides all information into positive
and negative constraints to narrow the prediction area and improve localization
accuracy. A positive constraint refers to an area where the target node may be
located, and a negative constraint refers to a node cannot be located. It does not
locate the position of the target node at a specific coordinate but represents its
possible position as a surface determined by a Bézier curve. Since the network
delay does not conform to the ideal delay transmission model, Octant introduces
a “height” dimension to represent the access delay of the last hop.

The Spotter [18] algorithm is based on a detailed statistical analysis of the
relationship between network delay and geographic distance and uses a proba-
bilistic method to derive a general delay distance model, which can be achieved
by the parameter estimation. In the case of multiple nodes, the delay distri-
bution represents the joint probability of the independent normal distribution,
and the parameter estimation method of the normal distribution is relatively
simple. Compared to the same kind of active measurement method (relying on
a large amount of network load), Posit [11] only requires a small amount of Ping
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measurement, combined with computational useful statistical embedding tech-
nology to locate the target node. Consequently, the computational complexity
of the Spotter and Posit is small. Hillmann et al. [15] presented a new approach
for optimizing the Landmark position for active measurements—Dragoon. For
a reasonable Landmark selection is crucial for highly accurate localization ser-
vices, the goal is to find landmarks close to the target in terms of infrastructure
and hop count. Besides, they introduced an improved approach to adaptability
and more accurate modeling of the geolocation process. Whereas, the number of
samples and representativeness are important factors affecting the accuracy of
estimation.

CPV [4] has been proposed as a delay-based mechanism that verifies clients’
geographic locations, and they introduced a new OWD-estimation algorithm
and evaluated its practicability by the probability distribution of one’s absolute
error. Compared with the round-trip halving, the one-way delay is more accurate
in many scenarios.

GeoCET differs from the approaches as mentioned above, because it uses
a lightweight network load to achieve higher accuracy and is easy to deploy
and implement. Computational complexity also has significant advantages over
similar measurement-based IP geolocation methodologies. We will describe in
detail in the next section.

3 GeoCET Geolocation Methodology

This section presents some definitions about this paper, application scenario,
and the detail of the GeoCET algorithm.

3.1 Notations and Definitions

We present the relevant concepts and the formalized description of the problem.

Measurement Delay (x): refers to the round-trip delay directly measured
between nodes or the time interval between the request package and response
package, which mainly refers to the propagation delay [17] between nodes, ignor-
ing the transmission delay and processing delay. e.g., the interval between the
request SYN packet and the response ACK packet of the TCP protocol, the
packet sending of UDP protocol on higher port and the delay of the response
packet.

In this paper, we use one-way delay (OWD) as the measurement delay. Let
R be the number of value collected, and let xi = {xi,1, xi,2, ..., xi,R} be the set
of one-way delay between node i and the target.

Steady-State Delay (x̂): we assume that there is a steady state of delay
between network nodes, i.e., when the expansion of delay caused by network
load and processing time of intermediate nodes is excluded, the propagation
delay between any two nodes is a specific value. Given that the network is a
dynamic system, the delay between nodes is also dynamic, so the minimum
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value in multiple measurements is chosen to be the steady-state delay between
the two nodes. Let us define x̂i = min (xi), then x̂i is used for computing the
steady-state delay between node i and the target.

Problem. In this paper, we ask the following question: is it possible to design
an algorithm to achieve a high-precision IP geolocation algorithm with a fine-
grained city block scale? In addition to being accurate and fast response time,
such algorithms should also be scalable to networks of different application sce-
narios, and flexible in its use of computing resources.

For theoretical analysis purposes, we consider the following scenario. There
are analysis nodes set A to measure target nodes set T (T = {t1, t2, ..., tl}),
A = V ∪ L. where V (V = {i1, i2, ..., im}) is a subset of analysis nodes as observers
to send probe packets, and L (L = {j1, j2, ..., jn}) is a subset of analysis nodes
as landmarks receive response packets of target nodes. Analysis nodes set L are
used as landmarks and their distribution is over a small scale area (e.g., within
50 km), it satisfies the normal distribution. The network topology connectivity of
analysis nodes set A can be approximated as the cyberspace with a 2-dimensional
Euclidean model.

Ciavarrini et al. [7] derive the Cramér-Rao low bound (CRLB) of IP geolo-
cation with delay-distance model. They proved that the distance between the
landmarks related to the geolocation and the target should not be too large.
Consequently, we limit the geolocation scenario to a range of 50 km.

The GeoCET algorithm will estimate the geographic location of each target
node using only these steady-state delay measurement vectors from a set of
analysis nodes.

3.2 Delay-Distance Model

According to the steady-state delay between the analysis nodes, combined with
the geographical location of the known nodes, it can be drawn that the conversion
relationship between the distances and delays of the analysis nodes. We define
r = [r1, r2, ..., rN ]T the vector of measured distances between target and the
analysis nodes, and d = [d1, d2, ..., dN ]T the vector of real distances between
target and the analysis nodes. Ranging information can be modeled as in Eq. (1):

r = d + δ (1)

with δ = [δ1, δ2, ..., δN ]T is the vector of errors associated to the ranging phase,
when δ is not a zero vector.

There is often a certain degree of error in the end-to-end direct measurement
delay or the estimated relative delay. The conversion function calculated based on
the steady-state delay between the analysis node and the neighbor nodes (which
can be regarded as neighbor nodes between the analysis nodes) can eliminate
some errors, so we use the steady-state delay to locate the target IP address.

When the observer is far away from the target IP, the delay is easily affected
by factors such as network load and routing policies, and the delay measurement
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value is prone to be too large, which makes it difficult to obtain accurate distance
constraints based on the bestline method. It makes the distance of the cyberspace
violate the triangular inequality of the Euclidean space in the measurable region.

Additionally, the factors affecting delay accuracy also include node jitter, coor-
dinate drift, non-shortest route, malicious attacks, and link delays and so on.

Therefore, we limit the distance between the observer, the target IP and
the analysis nodes on a relatively small scale to minimize the impact of the
delay error. In theory, the principle is satisfied: (1) in the measurable region,
the distance in the cyberspace must conform to the triangular inequality of the
European space; (2) the propagation delay occupies a large proportion in the
steady-state delay, so that the conversion relationship between the steady-state
delay and the distance can be obtained by the least squares method.

Considering the non-linear relationship of the delay distance, we use a poly-
nomial regression model [20] to solve the delay-distance conversion relationship.
Suppose the conversion relationship is polynomial (2):

fρ (x̂) = ρ1x̂
n + ρ2x̂

n−1 + ρix̂
n−i+1 + ... + ρn+1 + ε (2)

where n is the degree of polynomials, x̂ is the steady-state delay, ρi is the con-
version coefficient, and fρ () is the distance calculated from the delay. Since
the regression function is linear in terms of the unknown coefficients ρ1, ρ2, ....
Therefore, for least squares analysis, the computational and inferential prob-
lems of polynomial regression can be completely addressed using the techniques
of multiple regression.

Conveniently, the polynomial regression model (2) can be expressed in matrix
form in terms of a design matrix X, a distance vector fρ, a coefficient vector �ρ, and
a vector �ε of random errors. Which when using matrix notation is written as:

�fρ = X�ρ + �ε (3)

The vector of estimated polynomial regression coefficients is

̂�ρ =
(

XTX
)−1

XT �fρ (4)

Since X is a Vandermonde matrix, the invertibility condition is guaranteed to
hold if all the x̂i values are distinct. This is ordinary least squares estimation
(OLSE) solution [13].

3.3 Position Estimation Using Elliptical Trajectory Constraints

In contrast to delay-based and statistical-based methods, our algorithm’s expec-
tation is to locate the target IP address in a relatively small region (e.g., block in
the city). Unlike machine learning-based methods (e.g., [12,26]), there is no need
to explicitly define population and geographic data as input to the algorithm.
We only consider the known locations of analysis nodes (as viewed landmarks
and observers) in the infrastructure contained in the geographically constrained
region C, where we expect to exploit regional information with high Internet
resource density.
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Therefore, given the set of possible coordinates (lat, lng) in the region C
found by constraint-based geolocation, which embeds into the cyberspace with
a 2-dimensional Euclidean model by the elliptical trajectory.

We define the set of Internet resource nodes (described in Sect. 4), aim to use
the observer node i, the landmark nodes set L to geolocate the target node t.
The main process of the GeoCET algorithm is as follows.

(1) Clock synchronization is performed on the analysis nodes involved in the
location target node t.

(2) We perform end-to-end mutual measurement on nodes in node i and set L,
measure the steady-state delay in the current network situation, and calcu-
late the delay-distance conversion relationship �fρ (in Eq. (3)) and polyno-
mial regression coefficient vector ̂�ρ (in Eq. (4)).

(3) The node i spoofs one’s IP address with node j (j = 1, 2, ..., n) to send probe
packets to the target node t, the target node t responds to the response
packet to the corresponding IP node j, respectively. The link sequence of
the packet is: node i → node t → node j, computing its one-way steady
state delay x̂i,t,j , i.e., x̂i,t + x̂t,j .
We combine the delays x̂i,j of nodes i and j to analyze whether x̂i,t,j is

greater than x̂i,j , if x̂i,t + x̂t,j ≯ x̂i,j , i.e., the delay distance violates the
triangular inequality of Euclidean space, ignoring the measured value of the
link.

(4) In contrast to previous work, we do not adopt the intersection area of N
circles as the candidate area of the target node, but exploit the elliptical
trajectory intersection area, which takes the nodes i and j as the focus,
and the distance sum after the delay conversion is constant, as shown in
Equation (5) and Fig. 1.

ζi,t =
n
⋂

j=1

Ei,j {(Fi, Fj) , |FiT | + |TFj | = 2a, (2a > |FiFj |)} (5)

where a is a constant, Ei,j is an ellipse with Fi and Fj as the focus, the
trajectory of the moving point T (x, y) is the possible position of the target,
ζi,t is the intersection of multiple elliptical trajectories, The center of the
region ζi,t is taken as the target node geolocation, denoted as �i,t. Other
variables are as follows.

Fi = (−c, 0) , Fj = (c, 0) , T = (x, y)
|FiFj | = 2c = fρ (x̂i,j)

|FiT | =
√

(x + c)2 + y2 = fρ (x̂i,t)

|TFj | =
√

(x − c)2 + y2 = fρ (x̂t,j)

2a =
√

(x + c)2 + y2 +
√

(x − c)2 + y2 = fρ (x̂i,t,j)

The intersection points of the elliptical trajectories that have been mod-
eled between the target node and analysis nodes using the probe packet
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paths is shown in Fig. 2, in the case (c), due to the symmetry caused by the
collinearity of the analysis nodes in the geometric space, the localization of
the target node is determined to be false positive. When elliptical trajecto-
ries intersect straight lines, there is a false positive position in case (d) but
not in the case (b). Therefore, it is necessary to avoid the phenomenon of
multi-node collinearity as much as possible.

(5) By traversing multiple observer nodes i in set V, we will get a set of candi-
date regions Ωt of the target node t, Ωt = {�1,t, �2,t, ..., �d,t}, |Ωt| = d, then,
use the statistical algorithm to find the location of the target node t, �̂t,
by maximizing the log-likelihood given measurements �k,t from the analysis
nodes and to target node.

�̂t = arg max
�t∈Ωt

�i (�t) = arg max
�t∈Ωt

d
∑

i=1

log P (�i,t|ω̂i) (6)

where P (�i,t|ω̂i) is the posterior probability,

P (�i,t|ω̂i) =
P (ω̂i|�i,t) P (�i,t)

∑

P (ω̂i|�i,j) P (�i,j)
(7)

The ω̂i is the coordinate (lati, lngi) of the observer node i, then P (�i,t)
indicates the prior possibility of a candidate region. The set of of analysis
nodes that lie in the constrain region, C.

An example of the scenario using GeoCET methodology can be found in
Fig. 1. Considering that only four analysis nodes are needed to build an inter-
section region using the one-way delay, the computational complexity of our
proposed algorithm is very low, and the traffic generated by the measurement is
negligible.

Fig. 1. (Left) - Example: probe node is P, analysis nodes are A, B, C , and the target
node is T. (Center) - The P spoofing A’s IP address measures T, delayPT +delayTA =
2β (delayPT + delayTA > delayPA), β is a constant, and the candidate trajectory of T
is an ellipse with P and A as the focus. (Right) - P spoofs one’s IP address through
A, B and C to measure the target T separately. The intersection of the three elliptical
trajectories is the position area of T.
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Fig. 2. Different cases of intersection: (a) One intersection point of multiple elliptical
trajectories. (b) One intersection point of multiple elliptical trajectories and a straight
line. (c) Two intersection points of multiple elliptical trajectories. (d) Two intersection
points of elliptical trajectory and multiple lines.

3.4 GeoCET Geolocation Algorithm Summary

The complete GeoCET geolocation methodology is presented in Algorithm 1.
The nodes in the set A (A = V ∪ L) are required to be an approximately uniform
distribution with known geographic location, the networks are connected to each
other, and the space constructed by the steady-state delay x̂ conforms to the
2-dimensional Euclidean space.

To prevent overfitting and multiple feasible solutions, we carefully select the
analysis nodes that participate in building the polynomial regression model. In
practice, we construct a steady-state delay matrix M through multiple measure-
ments in batches, minimizing the effects of cumulative errors.

Usually, m < n, we need fewer observers than landmarks. In the best case,
where m is 1, and n is merely 3. This GeoCET algorithm achieves high precision
with fewer probe packets, and the traffic on these networks is negligible.

In order to make the algorithm have a satisfactory convergence speed, the
errors or outliers should be eliminated from the set V and L.

GeoCET comprises two high-level capabilities (in Fig. 3): Delay-distance gen-
eration takes a geographic region that a target IP address belongs to as input,
and generates a parameter vector of polynomial regression (PR) model for local-
ization. Candidate landmark localization takes the target IP address and PR
model as input and generates the target IP positions in the specified geographic
region as output.

4 Evaluation

To validate and evaluate our GeoCET geolocation methodology, we exploit four
datasets. In this section, we compare GeoCET with prior work and analyze
relevant experimental results.
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Algorithm 1. GeoCET Geolocation Algorithm
Input:

The set of Observers, V = {i1, i2, ..., im}, |V| = m.
The set of Landmarks, L = {j1, j2, ..., jn}, |L| = n.
The set of Targets, T = {t1, t2, ..., tl}, |T | = l.

Output:
The geographical location of each target IP in the set T .

1: for each i ∈ [1, m] and j ∈ [1, n] do
2: initialize a steady-state delay x̂i,j between node i and node j ;
3: build a steady-state delay matrix M = (x̂i,j)m×n;

4: determine the delay-distance conversion polynomial regression function �fρ and

the conversion coefficient vector ̂�ρ using Equation (3) and (4);
5: end for
6: for each t ∈ [1, l] do
7: use Equation (5) to resolve the each t intersection regions Ωt;
8: while (|Ωt| > 1) do
9: select the maximum log-likelihood estimation �̂t from Ωt using Equation (6)

and (7);
10: end while
11: if (Ωt �= φ) and (|Ωt| = 1) then
12: the element �t in Ωt is the geographic location of node t ;
13: end if
14: end for

Fig. 3. GeoCET Components.
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4.1 Experimental Data

We use a set of measurements collected from 361 analysis nodes with ground
truth location knowledge. These nodes include: 75 cloud server nodes for Alibaba
Cloud lease and their accurate locations are verified using codes written in
Python and accessed the Google Map API, and volunteers provide the accu-
rate location of 286 servers. Figure 4 shows the geographical distribution of the
analysis nodes.

Fig. 4. Analysis nodes come from four different regions: (a) analysis nodes in China;
(b) analysis nodes in Mumbai; (c) analysis nodes in Silicon Valley and (d) analysis
nodes in Frankfurt.

In the area where the analysis nodes are being, we collected more than 40,000
active IP addresses based on the principle of crowdsourcing. These IP addresses
have fine-grained location information, i.e., latitude and longitude coordinates
in the WGS84 coordinate system. Table 1 shows the specific information of the
target nodes.

Table 1. Target nodes come from different regions of the world.

Different regions Target nodes (crowdsourcing)

Beijing, Tianjin, Hebei, Shanxi, China 32,719

Mumbai, India 1,768

Silicon Valley, Western United States 2,574

Frankfurt, Central Europe 3,693

Among these target nodes, IP addresses in China cover different scenarios
where the analysis nodes are dense or sparse; IP addresses in Mumbai are rel-
atively complex in network topology; IP addresses in Silicon Valley belong to
high-speed network connectivity; moreover, the geographical distribution of the
analysis nodes and target nodes in Frankfurt is approximately uniform.

4.2 Implementation

We implemented GeoCET algorithm in C and Python. The probing packets
are marked with the characteristic words as the fingerprint in the content field.
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Each packet contains the IP address of the target node (reflection device) and the
original packet transmission time, which is on the path from the observer to land-
mark nodes. Our implementation has six components (Fig. 3). All experiments
described in this paper are run on analysis servers with Intel Xeon (Skylake)
Platinum 8163 at 2.5 GHz, 16 GB memory and 40 GB hard drives. Below, we
discussed the primary components of parallelizing GeoCET computing across
multiple servers.

(1) PR model. This component uses a vector of one-way delays (OWDs) to
solve the coefficient vector of the polynomial regression model, as polynomi-
als have broader representation capabilities in a global network. Compared
to the round-trip delays, One-way delays (OWDs) can mitigate the effect
of network instability, path asymmetry and so on. It uses TCP-based mea-
surements instead of Ping-based. The fundamental reasons are (1) routers
that block ICMP, and (2) firewall constraints the packets.

(2) Elliptical trajectory constraint. It uses the method of spoofing the peer IP
address and requires distributed collaboration for measurement. The geom-
etry of the elliptical trajectory is the optimal choice for this mechanism.

(3) IP landmark database. The database maintains an IP address correspond-
ing to the physical location information of the network entity, in addition
to the latitude and longitude coordinates of the GPS, and also includes a
semantic description of the geographic location. The network entity land-
mark database is dynamic.

4.3 Metrics

To measure the performance of GeoCET, we use two metrics: accuracy and
processing time. We discuss the false positive rate of GeoCET, which can be
used to determine GeoCET’s precision.

The accuracy of GeoCET is measured by its positioning error, the distance
between GeoCET’s position g (xi) and ground truth d. The value of root mean
square error (RMSE) is used to calculate the metric as follows:

RMSE (x, g) =

√

√

√

√

1
m

m
∑

i=1

(g (xi) − d)2

For processing time, we quantify the processing speed of each component
in GeoCET, which can depend on various factors such as the adopted commu-
nication technologies. Since the processing time is a relative value, we define
the measured average of a set of data in the same network environment as the
evaluation metric.

PT = λ
1
m

m
∑

i=1

(

tiDDG + tiCCL

)

where tiDDG is the measurement time of Delay-distance Generation component,
tiCCL is the computation time time of Candidate Landmark Localization compo-
nent, λ is the adjustment factor of the network environment.
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4.4 An Example: Delay-Distance Model

In the delay-based measurement method, a large number of errors may result due
to the non-linear relationship between the network distance and the geographical
distance. For a more explicit expression, the scatter plot of the delay-distance
is shown in Fig. 5, which only use the steady-state delay between the analysis
nodes in datasets.

(a) Measurement in China (b) Measurement in Mumbai

(c) Measurement in Silicon Valley (d) Measurement in Frankfurt

Fig. 5. Example: Scatter plot of delay and distance from four datasets.

We solve polynomial regression function �fρ in Python environment, the spe-
cific index is shown in Table 2. In general, the closer the R2-score coefficient
is to 1, the smaller the value of root mean square error (RMSE), the bet-
ter the fitting effect of the corresponding polynomial. As can be seen from
Table 2, we choose a polynomial fit of degree = 5. The conversion relation-
ship is: fρ (x̂) = 9.67954503e+00x̂5 − 1.78578444e-01x̂4 + 1.22928376e-03x̂3 −
3.27890994e-06x̂2 + 2.74087855e-09x̂ − 112.21036574.

In addition, in Fig. 5, the delay-distance relationship corresponding to the
measurement dataset in Mumbai conforms to the normal distribution, and a
linear function can represent the delay-distance relationship corresponding to
the measurement dataset in Silicon Valley, and the measurement dataset in
Frankfurt corresponds to the delay-distance relationship can be described by
a second-order polynomial function, i.e., degree = 2.
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Table 2. Polynomial conversion relationship from measurement dataset in China.

degree RMSE R2-score

1 53.80 0.12

2 40.22 0.51

3 39.98 0.51

4 37.73 0.57

5 30.83 0.71

6 33.51 0.66

7 35.50 0.62

8 35.21 0.62

In some scenarios, polynomials do not well describe the relationship between
steady-state delay and geographic distance. The main reasons are: (1) In the
process of creating a steady-state delay matrix M, it accumulates more error.
(2) Polynomial regression does not always describe the relationship between
network delay and real geographic location. (3) Polynomial coefficient vector ̂�ρ
has no solution or multiple feasible solutions.

4.5 Accuracy

The accuracy of the geolocation algorithm is central to GeoCET. Figure 6a shows
the value of RMSE in a scenario with ten analysis nodes and a set of target
nodes in China, this figure depicts the GeoCET’s accuracy (approximately 500–
1000 m). “Peak” and “Valley” are caused by the non-uniform distribution of
analysis nodes and the dynamics of the network in China.

To further evaluate the accuracy of the GeoCET algorithm, we consider the
probability distribution of analysis nodes (Landmarks and Observers) in differ-
ent scenarios. In four different regions, we randomly divide the analysis nodes
and target nodes into five groups. In the same measurement environment, we
compared the GeoCET algorithm to Octant [26], Spotter [18], Posit [11] and
Dragoon [15]. We did not get the source codes of these related algorithms. For
the comparison of experiments, we implemented the core functions of the related
algorithms based on the description in the literature. Taking the mean value of
multiple measurements of five sets of data as input, Fig. 7 shows the cumula-
tive probability distribution function (CDF) of errors of correlation comparison
algorithms.

We find that the GeoCET outperforms the other algorithms in these four
datasets. Regarding Dragoon, it is sensitive to the performance of the network,
and the performance difference is significant in different networks. The Posit
algorithm has a higher accuracy than Spotter and Octant, but still less accuracy
than the GeoCET algorithm. Table 3 shows the comparison results of the median
errors for these algorithms.
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number of analysis nodes.
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Fig. 7. Cumulative probability distribution of localization error for different method-
ologies in four datasets.
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Table 3. The results of five algorithms in different measurement datasets.

Different datasets GeoCET Dragoon Posit Spotter Octant

Data in China 870 m 5,436 m 7,630 m 10,136 m 14,423 m

Data in Mumbai 1,029 m 9,130 m 13,429 m 14,011 m 17,510 m

Data in Silicon Valley 580 m 3,128 m 4,685 m 7,331 m 8,347 m

Data in Frankfurt 620 m 2,536 m 4,422 m 5,536 m 7,949 m

4.6 Processing Time

To evaluate the bottlenecks and response time of the GeoCET algorithm, we
evaluate the processing time of the principal components. In general, in the
same geographical region, we compare the response times of different algorithms
to discover the bottlenecks of the algorithm and the implementation that can
optimize and improve.

Table 4 compares the processing time of two components on the same set of
data sets. The first component of the measurement time overhead on a large pro-
portion, factors affecting its performance include network access, routing policies,
network bandwidth and so on, these times become significant. The processing
time of the second component is stable and does not fluctuate much. Fast CPU
and parallelization can reduce this time. The results in Table 5 show that our
GeoCET algorithm outperforms the other two algorithms in terms of positioning
response time.

Table 4. The processing time of GeoCET’s components in different measurement
datasets.

Different datasets Delay-distance generation Candidate landmark localization

Data in China 329 ms 345 ms

Data in Mumbai 548 ms 350 ms

Data in Silicon Valley 93 ms 300 ms

Data in Frankfurt 110 ms 329 ms

Table 5. The results of three algorithms in different measurement datasets.

Different datasets GeoCET Dragoon Posit

Data in China 659 ms 892 ms 1,872 ms

Data in Mumbai 898 ms 1,201 ms 2,412 ms

Data in Silicon Valley 343 ms 980 ms 1,024 ms

Data in Frankfurt 510 ms 829 ms 1,548 ms
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5 Discussion

As mentioned, It is clear that identifying the delay-distance model �fρ and the
nature of noise �ε is essential, as they have a profound impact on localization
accuracy. According to the CRLB of a delay-distance model [7], their results
show that the localization accuracy and the number of landmarks involved can
be relevant, and their distance from the target cannot be too large. We used
OWDs to alleviate the circuitousness of paths in the delay-distance model, and
achieved the measurement work at the nearest city of the target nodes by leasing
server nodes.

However, the proposed GeoCET method is limited: (1) The polynomial
regression model and the elliptical trajectory constraints need to satisfy the
characteristics of the 2-dimensional European space, i.e., the geometric struc-
ture (in the local environment of measurement) of the triangle inequality cannot
be violated (TIV). (2) If the target node manipulates the response delay of the
probe packet, it will forge the real position and deceive the geolocation algorithm.
We have left this to future work.

We assumed that an IP geolocation method is to work on a global scale. It
makes sense to understand GeoCET’s coverage. Table 6 shows the coverage with
the GeoCET algorithm in different regions. Across these four cities, GeoCET
achieves more than 79.1% coverage.

Table 6. GeoCET’s coverage in measurement data from different regions of the world.

Regions Target IP nodes GeoCET Coverage

Beijing, Tianjin 1,247 963 77.2%

Mumbai 768 540 70.3%

Silicon Valley 576 496 86.1%

Frankfurt 693 600 86.6%

In China, our GeoCET identified 963 out of 1,247 target IP nodes, most IP
nodes that cannot be located are due to (1) the delay measurement results violate
the triangle inequality, (2) the PR model cannot describe the local delay-distance
relationship, and (3) the negative constraint of the analysis node selection on the
measurement. In Mumbai, GeoCET finds 540 out of 768 IP addresses for a 70.3%
coverage. Of the ones that GeoCET missed, about 28 nodes did not respond to
the probe packets, and the remaining nodes had a longer delay and were excluded
as outliers. In Silicon Valley and Central Europe, the GeoCET can localize 86.1%
and 86.6% the target IP addresses respectively. In addition to some unresponsive
nodes, some of the target nodes are farther away from the analysis node than the
initial threshold. We then manually inspected the remaining uncovered target
nodes but not identified by GeoCET, tried and repeated multiple iterations in
different periods or reselected the analysis nodes, and it turns out that our
algorithm can solve more than 80% of the uncovering nodes.
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Finally, we evaluated GeoCET’s flexibility and scalability. The GeoCET is
flexible enough to support extended functionality or improve its scalability. The
GeoCET algorithm relies on fewer analysis nodes than other algorithms, which
uses the intersection of the elliptical trajectories, its constraint is stronger than
the triangulation method, and its stability is better on a real data set. For
scalability, GeoCET can be stretched to larger areas, and many of its components
can be parallelized. When the distribution of analysis nodes is sparse or the
number of nodes is small, the localization accuracy and stability of GeoCET are
better than similar algorithms. This phenomenon is also highlighted by Fig. 6b.

6 Conclusion

In this paper, we describe a novel accurate method for IP geolocation, namely,
GeoCET. Our methodology estimates geographic location using elliptical trajec-
tories intersection combined with maximum log-likelihood estimation technique.
We also use a polynomial regression to fit the delay-distance model. It mitigates
the effects of noisy distance estimation from measurements.

We assess the performance of GeoCET using four datasets of latency mea-
surements collected from hundreds of nodes on the Internet where they are dis-
tributed in different regions of the world such as the China, India, Western
United States, and Central Europe. Experimental results show that GeoCET
can identify the geographic location of target nodes with a median error of 500–
1000 m and 300–800 ms processing time. We compare it with implementations
of the current existing measurement-based IP geolocation methodologies on the
same datasets, and these results highlight the efficient performance of our app-
roach and lower deployment costs.

As our future work, we will investigate better probability distributions for
delay-distance data which can capture the behavior of noise in latency measure-
ments. Then, we plan to extend the testing scope of the GeoCET method to
cover more regions around the world to verify its scalability and stability.
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Abstract. Automatic segmentation and action recognition have been a
long-standing problem in sensorless sensing. In this paper, we propose
CHAR, a continuous human activity recognition system to solve these
problems in a different way. We’ve noticed that these challenges have
been solved in image processing field, so CHAR could effectively per-
form action segmentation and recognition after WiFi imaging. The key
idea behind Wi-Fi imaging is that different body part reflects transmit-
ted signal, the receiver receives the combination of them, and then we
separate the received signals from different directions and get the signal
intensity in each direction to get the heat map showing the shape of the
object. The imaging sequence contains multiple pictures records a con-
tinuous action at different time, and we can easily separate and recognize
the action based on IC2(image classification), a classification framework
we proposed. We implement CHAR using commodity WiFi devices to
evaluate its performance under different environment. The results show
that the imaging result is better than prior works, facilitating CHAR to
achieving an average recognition accuracy, i.e., >95%.

Keywords: Activity recognition · CSI · Wi-Fi imaging

1 Introduction

Human activity recognition is an importance technic in current applications, such
as the human-computer interaction, somatic game, and health-care. Recent solu-
tions fall into three categories: camera-based [1], sensor-based [2,3] and wireless-
based [4,5] approaches.

Camera based approaches are able to guarantee high resolution for activity
recognition. However, those approaches have fundamental limitations, including
the line-of-sight detection, good illumination, and potential privacy leakage. On
the other hand, sensor-based approaches usually require targets to carry on
sensors, which is inconvenient in daily usage. Different from above solutions,
leveraging wireless signals to achieve device-free activity recognition becomes
promising, such as WiSee [4], E-eyes [6], and WiHear [7].
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Those approaches are based on the observation that different human activities
introduce different multi-path distortions in wireless signals, which can be used
as the fingerprints of those activities. Nevertheless, there are still two drawbacks
on the wireless signal based approaches. First, they usually can only distinguish
activities in coarse granularity, e.g., [8,9]. Moreover, they often request specific
facilities (e.g.USRP [4], GPS clock [10] or RFID [11,12]) to eliminate the impacts
of ambient noises.

Recent advance in the research of WiFi networks proposes to utilize the
Channel State Information(CSI) to realize fine-grained fingerprinting for activ-
ity recognition. CSI is sensitive to channel variances and position changes, which
makes itself possible to capture the change as the experimenter performs action.
However, CSI fingerprint based device-free activity recognition remains challeng-
ing. First, to perform continuous activity segmentation using CSI is extremely
difficult. Second, CSI reflects the change of the channel, but its changes are
difficult to match the corresponding specific movements. So when the receiver
receives a continuous signal which contains two or more actions, it is difficult to
distinguish them.

Another challenge for fingerprint based activity recognition is the device
incompatibility. Due to the imperfect manufacturing process, different devices
exhibit different signal gains. The variant gains make different CSI values once
we change transmitting or receiving devices to detect the same activity. Hence,
if some devices are changed, it is necessary to retrain the model for updating
the fingerprint database.

The third challenge is to eliminate random disturbance caused by environmen-
tal noises and electromagnetic interferences. These two negative factors may result
in unpredictable errors. Since the errors do not follow specific distributions, it is
hard to eliminate or zero them by repeating trainings. In other words, even if a user
performs a standard action identical to the one operated in the training phase, the
CSI may still have a large difference from the fingerprint in the database.

In this paper, we propose a novel approach to solve the 3 aforementioned
challenges. We’ve noticed that these challenges have been solved in image pro-
cessing field, so is it applicable in our research? The answer is Yes and irrelevant
to the existing fingerprint approaches. Instead, we propose a novel approach to
perform Wi-Fi imaging first on which highly precise human activity recognition
is implemented afterwards. The difficulty is how to perform WiFi imaging. Our
basic idea is similar to optical imaging systems where images are typically formed
by measuring the incoming signal intensities from each azimuth and elevation
angle. Therefore, in our perception region, if we can get the signal strength from
every direction, then we will get a heat map shows the shape of the object.
After we obtain the imaging sequence using the phase shift across antennas, we
can easily split continuous action imaging sequence. In order to better classify
the heat map, we propose a new classification method called IC2. The final
classification result can be obtained from the IC2.

Our contributions are summarized as follows:

1. CHAR proposes a novel approach to perform imaging using Wi-Fi signals
and achieves preferable effect.
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2. CHAR solves the problem of continuous motion segmentation by Wi-Fi
imaging.

3. CHAR builds a bridge between wireless and pictures. Our extensive experi-
ments show that CHAR is highly accurate in action recognition and insensi-
tive to the diversity of individual users.

2 Related Work

In the literature, researches related to human activity recognition can be divided
into two categories: Received Signal Strength Indicator (RSSI) based and Chan-
nel State Information (CSI) based approaches. In classification region, SVM
(support vector machine) and CNN (convolutional neural networks) have been
widely used and proved to have good performance.

2.1 RSSI Based

RSSI is sensitive to ambient movements, allowing it to produce a set of patterns
for identifying locations [13] and human activities [14–16]. The work proposed
in [14] employs RSSI measurements to obtain images of moving objects. The
authors in [17] use kernel distance-based radio tomographic to locate a moving
or stationary person. The authors in [18] design an RSSI based recognition sys-
tem over mobile phones, identifying 7 different gestures. RSSI based recognition
systems usually fail to recognize delicate motions because RSSI is too coarse to
perform fine-grained detections [18].

2.2 CSI Based

CSI is also susceptible to human activities, such as walking, falling, presence and
movements of part of human body. Because of its fine-grained WiFi signature,
CSI is capable to support highly accurate activity recognition. Utilizing CSI,
WiHear [7] detects lip and mouth movements. E-eyes [6] recognizes a set of
human activities by leveraging CSI values as fingerprints. FCC [19] achieves
device-free crowd counting using CSI. WiFall [8] detects people falls using CSI.
The authors in [20] propose a stationary presence and mobile user detection
scheme. CARM [9] utilizes the amplitude of CSI to recognize activities. ARM
[10] uses both amplitude and phase of CSI to achieve gesture recognition.

2.3 Classification

Classification is one of the most active research and application areas of machine
learning. The literature is vast and growing [21]. Traditional classification
approaches, such as SVM (Support Vector Machine), DT (Decision Tree), have
been widely applied for classification tasks, and exhibit great performance [21].
With the advent of convolutional neural networks (CNN), many researchers use it
for classification problems. The work proposed in [22] employs CNN to Sentence
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Fig. 1. Imaging system Fig. 2. Overview of imaging approach

Classification. The authors in [23] design a Classifier to Image Classification. In
recent years, researchers have tried to achieve better classification performance
by increasing the depth of CNN. The VGG [24] uses a 19-layer neural network
and the Resnet [25] uses more than one hundred layers of network structure.
Apart from the factor of depth, researchers have proposed other different aspect
of architecture design, such as STN [26] and CBAM [27]. These modules can be
inserted into existing convolutional architecture, and achieve better performance
(Fig. 2).

3 Preliminary

In IEEE 802.11n standard, wireless communication uses OFDM modulated sig-
nals, which are transmitted over multiple orthogonal subcarriers, and each sub-
carrier have different frequencies [28]. For one subcarrier of frequency, the trans-
mitted model in frequency domain can be expressed as:

Y (f) = H(f) × X(f) + N(f). (1)

Where X(f) is the signal transmitted on subscarrier f , Y (f) is the received
signal, N(f) is the additive white Gaussian noise vector and is the channel
estimated result. If we have P subcarriers, we can get channel matrix H =
H(f)f=1...p which is called the Channel State Information (CSI). CSI reflects
the environment influences to the signal includes amplitude attenuation and
phase shift. That is to say, the CSI phase measures the phase shift of the WiFi
link between the transmitter and the receiver. What’s more, the CSI can be
easily obtained by COTS Intel 5300 NIC [29].

4 Design

In this section, we describe the processing flow of CHAR and address the asso-
ciated challenges. CHAR includes the three main stages: WiFi imaging using
CSI information received by commercial NICs, continuous action segmentation
of image sequences, action recognition using IC2.
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4.1 CHAR’s Imaging Algorithm

In this paper, we propose a novel approach to perform imaging using Wi-Fi
signals. CHAR’s approach is similar to optical imaging systems where images are
typically formed by measuring the incoming signal intensities from each azimuth
and elevation angle [30]. That is the transmitted signal can effectively “light
up” reflective objects and the receiver uses the reflections to image the objects.
Hence there is no need for distance computation and it can be implemented
on commercial Wi-Fi APs. However this is not easy to accomplish in practice.
because the receiver receives a linear of combination of reflections from multiple
regions representing different body parts on each of its antennas. In an optical
system, a lens is used to physically separate the received signals from different
directions. CHAR, in contrast, uses multiple antennas and phase differences
analysis to separate signals. In the rest of this section, we first recommend our
image system which includes a two-dimensional antenna array as receiver and a
directional antenna as transmitter, and then describe our image algorithm.

System Construction. CHAR is a system that captures human figure at first
and then conduct activity recognition using these figures. The whole process
includes transmitting Wi-Fi OFDM signals, receiving the reflections from dif-
ferent body parts, and processing these reflections to capture the human figure.
CHAR’s prototype consists of a directional antenna as transmitter and a two-
dimensional antenna array as receiver as shown in Fig. 1. The antenna arrays
along the x-y plane, and the antenna is located at the origin. There are a total
of N and M antennas along the x-axis and y-axis respectively, of which the dis-
tance between two adjacent is d. To describe the direction of a reflected signal
which can be received by the antenna array, two parameters are necessary. First,
the angle between the signal and the X axis called azimuth angle. Second, the
angle between the signal and the x-z plane called elevation angle.

CHAR’s Imaging Algorithm. CHAR performs imaging using multiple anten-
nas as Wi-Fi receiver which receives a linear combination of the multiple reflec-
tions from different directions, in other words, from different body parts (i.e.,
azimuth and elevation angles). Therefore, our key idea is to separate the received
signals from different directions and get the signal intensity in each direction.

Consider a reflection signal S(Ψk, αk) from the kth propagation path which
represent a signal coming from a part of the body, arrives at the receiver from
the azimuthal angle and the elevation angle αk. The complex attenuation at
the antenna in the origin of the signal after traveling along kth propagation
path is denoted by γk. The attenuation at the second antenna in the array is the
same except for an additional phase shift accumulated due to additional distance
traveled by the signal which depends on d, Ψk and αk.

Take two antenna A00 and Anm of our antenna array as an example, we
compute the phase shift between them. From basic physics, a distance differ-
ence Δd will introduce a phase shift e−j 2πΔd

λ , where λ is the signal wavelength.
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Fig. 3. Calculate the phase shift between antenna A00 and Anm

Thus, as shown in Fig. 3, for signal S(ψk, αk), the phase shift between antenna
A00 and Anm is given by:

Φn,m(ψk, αk) = γke−j
2πΔdn,m(ψk,αk)

λ (2)

where Δdn,m(ψk, αk) is the distance difference traveled by the signal between
A00 and Anm, as shown in the Fig. 3. According to trigonometric identities, we
can derive the following equations:

Δdn,m(ψk, αk) =‖ Anm ‖ cos(θk) (3)

cos(θk) =
S(ψk, αk) · Anm

‖ S(ψk, αk) ‖‖ Anm ‖ (4)

Where θk is the angle between the signal and the x-y plane, Anm is the vector
from the origin to the antenna element Anm, S(ψk, αk) is the signal vector, and
the (·) operations is the dot product between two vectors. The coordinate of
Anm can be expressed as (nd, md, 0), where d is the distance between adjacent
antennas, therefore, Anm can be expressed as:

Anm = [nd,md, 0]T (5)

where (T ) is transpose operation of the vector. Similarly, the signal S(ψk, αk)
from the azimuthal angle ψk and the elevation angle αk can be expressed as:

S(ψk, αk)
||S(ψk, αk)|| = [cos(αk)cos(ψk), sin(αk), cos(αk)sin(ψk)]T (6)

Combining all the above formula into Eq. 1, we can get the phase shift between
antenna A00 and Anm:

Φn,m(ψk, αk) = γke−j
2π(ndcos(αk)cos(ψk))+mdsin(αk))

λ (7)
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That is, ψk and αk will introduce a specific phase shift at different antenna.
Suppose the size of antenna array is N × M , and take the antenna in the origin
as reference, the phase shift between each antenna and reference antenna can be
write as:

Φ(ψk, αk)=

⎡
⎢⎣

1 · · · Φ0,M−1(ψk, αk)
...

. . .
...

ΦN−1,0(ψk, αk) · · · ΦN−1,M−1(ψk, αk)

⎤
⎥⎦ (8)

the receiving signal due to kth path can be expressed as a(ψk, αk), where
denotes the complex attenuation at the antenna in the origin along the path
and a(ψk, αk) is a vector accumulated elements in the matrix by column, it can
be expressed as:

a(ψk, αk) = [1...ΦN−1,0(ψk, αk)Φ0,1(ψk, αk)...ΦN−1,1

(ψk, αk)...Φ0,M−1(ψk, αk)...ΦN−1,M−1(ψk, αk)]T
(9)

The vector a(ψk, αk) is called steering vector which represents the phase shift
between different antennas theoretically. Because there are multiple propaga-
tion paths, we have multiple steering vectors. The overall steering matrix A is
defined as:

A = [a(ψ1, α1),a(ψ2, α2),a(ψL, αL)] (10)

L represents the number of propagation path and the dimensions of A is (N ×
M) × L. The receiver receives a linear combination of the multiple reflections
from different path, so the received signal can be expressed as:

x = AΓ (11)

where A is the steering matrix and Γ = [γ1, γ1, ..., γL]T represents the complex
attenuations along L propagation paths. The standard MUSIC algorithm can be
used for one-dimensional angle estimation, but it still applies to two-dimensional
case.

In our scenario, when we get the vector X through experimental measure-
ments, we can use the MUSIC algorithm to get the steering matrix A, and then
we can easily derive the azimuth and elevation angle. The key idea behind the
MUSIC algorithm is that the eigenvector of xxH corresponds to the eigenvalue
zero represents noise subspace, If they exist, then they are orthogonal to the
steering vector A which represents signal subspace. For simplicity, we omitted
the formula deduction process, and if you are interested, you can refer to [].

However, directly using the above-mentioned measured vector x does not give
a good result. It is theoretically proved that in order to obtain an eigenvector
corresponding eigenvalue is zero of the matrix xxH , the measured vector should
be a matrix whose rows and columns are both larger than the number of multi-
paths [31]. A straightforward method is to use multiple measurements/packets
to form a measurement matrix X, of which each column represents the result of
a single measurement. However, in this paper, we want to observe the influence
of the human activity on multiple packets, so we proposed an idea to obtain
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Fig. 4. Reflection off human body Fig. 5. Body segmentation

an imaging picture using only one data packet. We can increase the number of
physical antennas to increase the accuracy. But building a physical array is very
expensive and not suitable for real situations.

OFDM uses multiple subcarriers to transmit information, and the frequency
of each subcarrier is different. Since the frequency interval of the subcarriers is
small, the phase shift generated between the subcarriers is negligible for signals in
a certain direction, which means that the steering matrix of different subcarriers
is the same. In order to distinguish the phases of different subcarriers, the Tof
(Time of Flight) is introduced and the phases of different subcarriers can be
expressed as formula 12 [31]:

Ω(τk) = e−j2×π×fδ×τk (12)

Finally, the steering vectors of different subcarriers of different antennas can
be expressed as the kron product of formula 8 and formula 6.

Then, we can follow the classic MUSIC algorithm to solve the problem.
In one packet transmission, we can get the phase shift across different sub-

carriers of different antennas, For example, we use a 5300 NIC that can report
the CSI of 30 subcarriers. We can get the following measurement matrix:

Xmatrix =

⎡
⎢⎣

csi0,0,1 · · · csi0,0,30

...
. . .

...
csiN−1,M−1,1 · · · csiN−1,M−1,30

⎤
⎥⎦ (13)

Finally, transform X0 into one-dimentional column vector X:

Xmatrix = [csi0,0,1 · · · csiN−1,M−1,30] (14)

With the above measurement matrix, the following algorithm can be used to
get the final imaging results.

Algorithm summary:

1. Construct sample covariance matrix R = 1
P

∑P
i=1 XXH , where P is the num-

ber of subcarriers.
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Fig. 6. The bounding box of human body changing as moving

2. Perform eigenvalue decomposition of the matrix R. Order eigenvectors of
R according to eigenvalues. Let eigenvectors corresponding to L largest
eigenvalues span signal subspace S, and remaining eigenvectors span noise
subspace G.

3. Construct spatial spectrum

Pmusic(ψ, α) = 1
a(ψ,α)HGGHa(ψ,α)

Through the above steps, we can get the spatial spectrum Pmusic, which
represents the possibility of the existence of a signal in each direction. Pmusic
can be understood as the intensity of the signal in each direction called heat
map.

4.2 Continuous Human Activity Segmentation

When human performs continuous activity, a set of image sequences can be
obtained according to the imaging algorithm mentioned above, and many exist-
ing image processing algorithms can be used for continuous action segmentation.
In this paper, a simple algorithm is proposed to verify the feasibility of contin-
uous activity segmentation based on our heat map.

CHAR uses the body’s reflection signal to measure the angle of each part.
However at some point, our receiving antenna can only receive reflection from
only some parts of the body. As the Fig. 4 shows, because the propagation of
the signal satisfies the law of reflection, most parts of body’s reflected signals
can’t be received by the receiver. However, because the chest is large and convex,
its reflection signal is always the strongest. As shown in Fig. 5, we confirm the
center of the image according to the strongest reflection position, and then divide
a picture into the following six parts. The upper part of the chest represents the
head, the left and right sides of the chest respectively represent the left and
right arms, and the lower part of chest are the effect of the left and right legs
respectively.
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4.3 Human Activity Segmentation

A set of image sequences p1, p2, ..., pN can be obtained by using the imaging
algorithm, and then we use the minimal area segmentation method to split
the action [32]. First, the area of the bounding box is calculated by using the
bounding box of the human body. The value of the area is used as an index to
measure the degree of limb extension. The smaller the value, the closer the limb
is to the body, and the larger the value, the greater the limb is stretching. The
minimal value point is used as the action segmentation point. The key of the
algorithm is to find the minimum value of the bounding box area function. In
order to improve the noise resistance of the method and effectively locate the
minimum value points, the smooth function is first executed. The result shows
as the Fig. 6.

Smooth Body Bounding Box Area Function. Assume that Bt(x, y, w, h) is
the minimum enclosing rectangle of the human body in the t-th frame, referred to
as the human bounding box, where (x, y) represents the coordinates of the upper
left corner of the human bounding box, and w and h respectively represent the
surrounding width and height of the box. S(t) = Bw

t × Bh
t denotes the area func-

tion of the bounding box. The area of the human bounding box changes as the
person moves.

In order to overcome the influence of the missing character extraction, find
the essential regularity of the area function, we apply the local weighted smooth-
ing method to smooth the are function, the steps are as follows:

1. Set the width of the local smoothing window to L. The smoothing target
point is in the middle of the window. There are two neighbors on the left
and right sides, and the localized weighted linear regression is performed on
the target point. The regression model is f(t) = α0 + α1t, where α0 and α1

are constant terms and primary coefficients, respectively. The performance
indicator function is J(α0, α1) = 1

L

∑L
i=1 wi(Si − f(ti))2, where Si is the

area value of the i-th point in the smoothing window, and the initial weight
function is wi = (1 − | t−ti

d(t) |3)3, t is the target position, ti is the i-th neighbor
position of the t point in the smoothing window, and d(t) is the farthest
distance from the neighboring data point in the window.

2. Calculate the residual ri = Si − f(ti) of each data point in the window based
on the weighted regression data.

3. Calculate the weight of each data point in the window, and define the
weight as

wi =
{

((1 − ( ri

6M )2)2 ri < 6M
0 ri � 6M

(15)

where ri is the residual of the i-th data point, and M is the median of the
absolute values of the L residuals, which is used to measure the degree of
dispersion of the residual. If ri < 6M , the corresponding weight is close to 1,
if ri � 6M , the weight is 0.



Wi-Fi Imaging Based Segmentation and Recognition of Continuous Activity 633

4. Re-execute the weighted linear regression function of step 1 and setting iter-
ations being 5, using the regression model as the smoothing model.

After smoothing, most of the fluctuation points can be eliminated, making the
area function more regular.

Action Segmentation. Let S
′
(t) be the area function after smoothing. If t

′

satisfies the inequality

(S
′
(t

′
+ 1) − S

′
(t

′
)) × (S

′
(t

′
) − S

′
(t

′ − 1)) � 0 (16)

Then, S
′
(t

′
) is an extreme value of the function S

′
(t)

Considering the incompleteness of the action at the start and end point,
and in order to reduce the impact of insufficient smoothing, the extreme points
calculated by equation(16) are subjected to secondary filtering in the space-time
domain:

1. The area of the start frame and the end frame of the video is added to the
set of extreme points, and the maximum or minimum value is determined
according to the trend of change of S

′
(t).

2. Each extreme point Si is checked in turn. If the time interval between Si

and the adjacent extreme point Si−1 is less than the threshold Tt, and their
area difference is less than Ts, Then Si is regarded as the interference point.
According to multiple experiments, Tt is set to 0.2 s (that is, 25 frames/s, 5
frames apart), and Ts is set to 0.1 × min(Si−1, Si).

After filtering twice, the attribute value is judged by the extreme point, if
(S

′
(t

′
+ 1) − S

′
(t

′
)) > 0 is satisfied, it is a minimum value point. After obtain-

ing the minimum value point of the area function, the frame sequence between
the extracted minimum value points is sequentially divided into separate action
segments, thereby achieving action segmentation.

4.4 IC2-Based Activity Recognition

CHAR can obtain image sequences by using Wi-Fi imaging method. The frame-
work of our classifier is showed in Fig. 7. The above-mentioned continuous motion
segmentation algorithm can divide the sequence of pictures into several sequences
according to the actions performed. Each sequence represents a complete action
and we call it a sample. We process the input data through STN (Spatial Trans-
former Network) before the VGG19.

In traditional image classification, input data is a serials of samples which
each sample is a three channel colored picture. Our input data is a set of con-
secutive action sequences represented in heat map format. Each sample is a 51
* 61 * 16 pixel picture which 51 being width, 61 being height and the number
of each action being 16. In order to match the input channel of pictures, we
transform the dimensionality to 272 * 61 * 3 while holding the amount of pixels
unchanged.
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Fig. 7. Framework of IC2

Fig. 8. System overview Fig. 9. Imaging result (left: CHAR, right:
Wision)

5 Implementation

We implemented our system using off-the-shelf Intel 5300 Wi-Fi NICs. We
employed Linux CSI tool [68] to obtain the PHY layer CSI information for
each packet. Our transmitter is directional antenna on the NIC, whose model is
SCWL-2425-15D65VHPB-001. Its horizontal lobe width is 20◦ and the vertical
lobe width is 70◦. The object stands at a position two meters away from the
antenna, and the beam of the antenna can cover the whole body of the person.
Therefore, the use of directional antennas can effectively eliminate the effects of
other objects.

Our receiver is a two-dimensional antenna array, the size of which is 4 × 4
using eight NICs. Because we use the phase difference between antennas to
calculate the direction of arrival of the signal, different antennas should be syn-
chronized. However, due to hardware errors, the antenna between different NIC
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has CFO, SFO, PDD and so on. We use the method proposed in Phaser[d] to
calibrate the phase. Since the clock sources of different NIC are different, it is
difficult to be calibrated. We send the signal of one antenna of one NIC to the
other through the power splitter. We use the data of the sacrificed antenna to
calibrate the phase between different NIC. So if we use 4 network cards can form
a 3× 3 receiving antenna array as shown in Fig. 8. The phase difference between
different antennas of the same NIC can be calibrated by software. For more
detailed principles, please refer to Phaser. In the following evaluation, we use 8
network cards to form a 4 × 4 receiving antenna array, in which one antenna
data is not used.

6 Evaluation

We evaluate our prototype in an office building. First, CHAR uses a 2-D antenna
array to evaluate the ability to image objects. Next, CHAR demonstrates the
ability to identify different human activities using imaging results.

(a) Squat continuous motion imaging

(b) Left leg side lift continuous motion imaging

Fig. 10. Human figures obtained with CHAR

6.1 Imaging Using 2D Antenna Arrays

According to the analysis of 4.2, the reflected signal propagation conforms to the
law of reflection. So in order to obtain the reflection signal of more body parts,
we use two directional antennas as transmitting, which are placed at coordinates
(10, 70) and (10, 140) respectively. We use 4×4 antenna array as receiver whose
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coordinate is (0, 0) and the distance between every two adjacent antennas is half
wavelength. CHAR sends OFDM symbols which contain multiple subcarriers and
the central frequency is 2.4 G.

Experimenter stands at a location of two meters away from the receiving
antenna. In order to receive signal from different body part, experimenter should
make a slight movement in situ, collects the data of two seconds, and achieve
WiFi imaging using the algorithm proposed above in which multiple data packets
are used for better imaging results. We compared the imaging results of CHAR
and Wision [30]. In the specific implementation, the two systems sent the same
data, and the imaging results are shown in Fig. 9.

Result: Due to the movement of the experimenter, different body parts will
introduce a reflection signal, and the imaging result are shown in Fig. 10. We
can see that the strongest reflection area is located in the chest part, and the
reflection of the head and limbs is weak, but Wision’s resolution is very low and
in which different parts of the body can not be distinguished.

(a) Uniform L array (b) Homogeneous planar array

(c) Uniform cross array (d) Uniform circle array

Fig. 11. Comparison of different antenna arrays
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6.2 Imaging Human Activity

To evaluate the human activity imaging performance of CHAR, we design five
different actions namely left hand raising, right hand raising, left leg lifting, right
leg lifting and squating. We have 5 participants and everyone preforms the five
actions above for ten times.

In order to see the imaging results of continuous motion, we used the infor-
mation of the subcarriers shown in 4.1 for imaging. We can see that the imaging
result changes as object performs actions with different data packets. For each
motion, we choose the results of some representative packets. As shown in Fig. 10,
figures on the left shows the imaging results of our system and those on the right
shows the actual actions of the user. For the squatting action, we can see that
as experimenter moves down, the strongest reflection point keeps moving down;
for left leg lifting, we can see the change of a leg raised to the side. Different
changes can be observed for the five simple actions.

6.3 Comparison of Different Antenna Arrays

In Sect. 4.2.2, this article describes several arrays of different shapes that can be
used for 2D DOA estimation. In order to study the performance and effects of
various arrays, MATLAB was used in this section for simulation experiments. In
the experiment, the number of signals to be tested is D = 3, the signal-to-noise
ratio is SNR = 10 dB, the number of snapshots is N = 100, and the azimuth and
elevation angles of the three sources are: (−18◦., 18◦), (18◦)., 27◦), (46.8◦, 57.6◦).
The two-dimensional spectrum search is performed in the range of azimuth angle
−90◦ to 90◦ and pitch angle 0 to 90◦, and the angle search interval is 0.05◦.
Except for a uniform circular array, the distance between adjacent antennas is
λ/2, and the radius of the circular array is λ. Using this distance can effectively
resist the phase ambiguity problem, and the specific principle is beyond the scope
of this paper. The circular array has 8 array elements, and the plane array, cross
array and L array have 9 array elements. The 2D MUISC results for the four
different arrays are shown in Fig. 11.

The X axis represents the azimuth angle, the Y axis represents the pitch
angle, and the Z axis represents the magnitude of the MUSIC spectrum obtained.
It can be understood as the signal strength of the angle, and the circle represents
the estimated angle information. Comparing the four graphs, it can be found that
in the case where the number of antenna elements is similar, the spectrum of the
uniform circular array and the uniform cross array is sharper, and the plurality of
spectral peaks are relatively uniform, indicating that its angle measuring ability
is stronger. However, in reality, the uniform planar array has a smaller aperture
and a smaller footprint, and the theoretical model is closer to the real scene.
Therefore, a uniform planar array is used in the actual experiment.

Overall, we have sufficient resolution for our imaging systems to meet imaging
requirements. Although the uniform L-array performs well, the angular accuracy
and stability are very strong, but its array aperture is large, and the actual area
occupied is large. Therefore, it is quite different from the signal propagation
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Fig. 12. Confusion matrix of activity
classification with SVM

Fig. 13. Confusion matrix of activity
classification with IC2

model and is not suitable for the actual scene. Uniform planar arrays have poor
overall performance. Uniform circular arrays and uniform cross arrays have good
direction finding accuracy and stability, and can perform two-dimensional direc-
tion finding on multiple incoherent sources.

6.4 Activity Recognition

We test our data in five different actions and each action contains 500 samples.
80% are used as training sets and 20% test sets. The parameters for IC2 are set
as follows, learning rate 0.01, epoch 100 and batch 75.

Confused Matrix Comparison. The confused matrix shows both SVM and
IC2 can get at least 80% classification accuracy. As Figs. 12 and 13 show, espe-
cially in squat moving which can capture more representative features than other
moving actions. Accuracy can reach up to 1 and no misclassification. We analyze
the statistics through comparing the squat moving with other moving actions,
the previous action can track the reflected signal from chest up and down with
moving which can lead to strong representative features. The worst case is classi-
fying the right hand raising action which the accuracy is 80%. Because classifica-
tion is based on continues sequences partition, arm and leg can not reflect strong
signals due to their physical shapes.All CNN based classification approaches are
beyond 91%.

Classification Accuracy Comparison. Both SVM and IC2 can reach up to
very high accuracy when the number of classification is small. Figure 14 shows
that as the number increases, IC2 begins to show more advantages than SVM.
The average accuracy of IC2 still maintains in high level even the difficulty
increased. During our test, We observe that IC2 network is much more robust
than SVM. For different test samples, once the loss is converged in training data
set, the evaluation accuracy will always maintain in very high level rather than
SVM that has very fluctuation.
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Fig. 14. Accuracy comparison between SVM, VGG19 and IC2

7 Conclusion

Indoor wireless sensing has spawned numerous applications in a wide range of
living, production, commerce, and public services. The increase of mobile and
pervasive computing has sharpened the need for accurate, robust, and off-the-
shelf indoor continuous action recognition schemes. CHAR can easily solve auto-
matic segmentation and action recognition problem using WiFi imaging which
is achieved using the transmitted signals reflected from different body parts. We
propose a novel approach using these reflections to realize Wi-Fi imaging. The
evaluations demonstrate that CHAR can reach an average 95% high matching
accuracy under a wide variety of environment.
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1 Introduction

Fifth generation (5G) systems are moving towards the concept of “device centric
systems (DCS)” [1] in which many devices are transmitting and receiving at
the same time. For handling such situation, massive MIMO (Multiple Input
and Multiple Output) [2] is required that deploys multiple transmitters and
receivers at both ends to enhance data rate and throughput under the conditions
of interference, fading and multipath. It is well known that MIMO maximizes the
spectral efficiency and is widely implemented in different wireless standards such
as IEEE 802.11n WLAN [3], IEEE 802.16 WiMAX [4] and LTE [5]. However,
complexity and performance gets affected, especially in overloaded scenario when
there are more transmitter antennas than receiver antennas, i.e. (Nt > Nr) [6–8].

In order to detect multiuser data in overloaded MIMO system, detection
algorithms such as joint maximum likelihood (JML) can be used [9]. However,
situation becomes more complex when transmitting antennas increases, leading
it to complex situation where it is difficult to implement in practical scenario. To
resolve this issue, low complex MUD (multiuser detection) techniques are pro-
posed for overloaded conditions [6–8]. However, these techniques are still intricate
in terms of computation and require a lot of processing to be implemented in
practical scenarios.

Different hybrid automatic repeat request (HARQ) schemes are also proposed
for using in conjunction with MIMO systems to further enhance throughput and
reduce computational complexity. In HARQ chase combining (HARQ CC) [10]
every retransmission contains the same packet i-e the data bit and parity bit while
on the other hand in HARQ Incremental Redundancy (HARQ IR) [11] differ-
ent information bits are transmitted from the previous one, using multiple set
of coded bits. As a result these multiple coded bit results in improved perfor-
mance at the receiver end. Moreover, reliability is increased by retransmitting
incremental redundancy packets on requirement basis only. Similarly, Zahid et al.
[12] focused on an overloaded MIMO scenario and presented schemes of convert-
ing an overloaded MIMO systems (Nt > Nr) into critically loaded MIMO systems
(Nt = Nr) or under loaded systems (Nt < Nr) by combining all retransmissions at
receiver end using HARQ [13] and HARQ Chase Combining (CC) [10] techniques.

The very focus of this research is to utilize HARQ IR scheme in overloaded
MIMO system for enhancing data rate, throughput and at the same time using
a simple and low complex technique for detection purpose. For this purpose, a
scheme is proposed considering the concept of stacking retransmission. Multiple
packets are transmitted at the same time and if the packets are decoded incorrectly
at the receiver end, then transmitter sends additional redundancy bits only until
either decoding is succeeded or maximum number of retransmission is reached.
Here, all versions of redundant bits of the same packet are combined at the receiv-
ing end. Furthermore, transmitters whose data are correctly received remain idle
in the next time slot. Simulation results of the proposed scheme clearly show
enhanced throughput and reduced BER as compared to existing schemes.
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The rest of the paper is organized as follow; Sect. 2 includes related study,
Sect. 3 describes system model whereas proposed methodology is given in Sect. 4.
Section 5 is comprised of simulation analysis establishing that the proposed
technique is useful in terms of BER and throughput efficiency. Finally, Sect. 6
concludes the paper.

2 Related Study

Literature survey focuses on overloaded MIMO systems. Moreover, use of sub-
optimal detection techniques with simplistic implementation and optimal per-
formance is highly desired and discussed. Two of the well known linear detection
techniques such as ZF [14] and MMSE [14] significantly degrade in case of over-
loaded systems. In [14], low complex MIMO detection schemes have been pro-
posed but their performance and complexity increased drastically as the number
of users increases. Similarly by using other detection techniques like V-BLAST
algorithms [15]; due to matrix singularity fail in overloaded conditions [6]. In [15],
network coding technique is used after the summation of two packets received.
Thus, by using this approach error propagation issue which is vital in V-BLAST
greatly reduced. However, in overloaded MIMO systems, V-BLAST schemes are
not able to detect data successfully. Various other suboptimal group-wise detec-
tion techniques [6,7] are also proposed for overloaded systems. The soft decisions
that are used internally provides a good solution for detection in overloaded sys-
tems that uses block chain architecture. This method has some limitations like
as we increased the group size both its computation and performance comprises.
Some of the heuristic based approaches are also anticipated for overloaded sys-
tems like ant colony optimization (ACO) [16] and genetic algorithms (GA) [17].

HARQ IR is a more sophisticated protocol in terms of error detection and
correction as compared to HARQ CC [18]. Recently, in [19], a linear precoder
was premeditated followed by HARQ detection at the receiver end by stacking
all the received vectors from all re transmission. However this scheme had some
limitation that they had considered only the case of critically loaded conditions
where the number of transmitters equal to the number of receivers. This concept
discussed in [19] has been extended to overloaded MIMO systems in addition to
critically loaded MIMO systems with the number of transmitters exceeding the
number of receivers. The concept of virtual receive antenna at receiver side has
been used for efficient detection of data received, analysis of the Throughput
and BER in proposed model.

3 System Model

In this paper, an uplink Overloaded MIMO channel is considered. Multiple users
are assumed which are denoted by U . We define Nt =

∑U
u=1 Nu

t as the total
number of transmit antennas across all users. This equation determines the total
number of Tx antennas across all users. This means that each user has a provision
of single antenna for data transmission. The proposed model is presented in
Fig. 1.
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Fig. 1. HARQ IR MIMO Architecture.

In this system model, a packet constitutes of bj = (b(j,1).....b(j,k).....b(j,K))
where K represents the bits which include both the info bits and CRC bits for
each transmitter and j = 1, 2.....U . The bits are then encoded by Low Density
Parity Check (LDPC). LDPC block is constituted using two different kinds of
block i-e Systematic and Parity bit block followed by kernel blocks. In kernel
blocks different priorities are assigned related to order in which packets are
transmitted. The coded bits are re ordered by interleaver to form a sub packet.
Coded bits are then modulated through QAM modulation and transmitted over
the wireless channel.

The received signal y ∈ C
Nr×1 is given by

y =
Nt∑

j=1

hjxj + v, (1)

y = Hx + v, (2)

where hj is the jth column of the channel matrix H of size Nr ×Nt, x ∈ C
Nt×1

is the overall transmitted vector and v ∈ C
Nr×1 is the complex Additive White

Guassian Noise (AWGN). The received signal is given by

Y = HX + V , (3)

where Y ∈ C
Nr×L, X ∈ C

Nt×L and V ∈ C
Nr×L. The channel is considered

as frequency-flat Rayleigh fading model. Furthermore, channel properties of a
wireless communication link is known at the receiver which is well known as
Channel state information (CSI).

Soft- output Multi user detection either optimal or suboptimal is used to
reduce CCI due to multiple users. Following two different detection schemes
have been used.
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3.1 JML Detector

Joint Maximum likelihood detection is the estimate of {x(t)} and is defined to
be sequence of values which maximize the following function:

L(Cu
p ) = log

(
P [cu

p = 1|y,H]
P [cu

p = 0|y,H]

)

, (4)

= log

(∑
x∈X1

p
exp(− 1

σ2
v
||y − Hx||2)

∑
x∈X0

p
exp(− 1

σ2
v
||y − Hx||2)

)

, (5)

where u = 1, 2, ...U .
Applying the maximum log approximation [23] to (5) results in

L(Cu
p ) =

1
σ2

v

(minx∈X0
p
||y − Hx||2 − minx∈X1

p
||y − Hx||2), (6)

However, (6) is complex to implement and its complexity increases exponen-
tially with the increase in number of transmitting antenna.

3.2 Suboptimal MMSE Detector

The MMSE linear detector, however, has low complexity and yet provides accept-
able performance. The received signal vector of the MMSE detector is given by

X̂MMSE = (HHH + σ2
vI)−1HHy, (7)

where I is the identity matrix. The MMSE detector [22], outputs the LLR of
the pth coded bit of the uth user’s jth antenna as

L(Cu
p , j) =

1
σ2

j,u

(minx∈Ω0
p
||x̂u

j − x||2 − minx∈Ω1
p
||x̂u

j − x||2), (8)

for j = 1, 2, ...Nu
t , u = 1, 2, ...U , where Ω0

p and Ω1
p represents the set of symbols

in Ω whose pth bit equals to 1 or 0, x̂u
j =

̂(XMMSE)uj
Du

j
is soft MMSE estimate of

uth user’s jth transmitted symbol, Du
j = (j+

∑u−1
u=1 Nu

t , j+
∑u−1

u=1 Nu
t )th diagonal

element of D, D = ([I+σ2
v(HHy)−1])−1 and σ2

j,u = 1−Du
j

Du
j

is the noise variance.
Zahid et al. [12] in his work used the concept of HARQ CC and combined all

the vectors at receiver end by considering them as a single virtual receive antenna
[16]. We proposed a different approach by modifying his method and used the
concept of HARQ IR in overloaded MIMO system. HARQ IR is a promising
technique that has the potential of achieving enhanced performance both in
terms of BER and throughput as compared to HARQ CC as also highlighted
through simulation results. Secondly, HARQ IR architecture differs from HARQ
CC in that HARQ IR needs additional signaling since the retransmission number
need to be communicated to the receiver.
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4 Proposed Scheme

In this section, HARQ IR scheme in overloaded MIMO system using LDPC
code is proposed. HARQ IR is the extended version of HARQ CC. In contrast
to HARQ CC, HARQ IR retransmission is not necessarily identical to previous
transmission. Instead multiple set of coded bits are generated which are a com-
bination of multiple set of parity bits. For each negative acknowledgment from
the receiver, additional parity bits are re transmitted. These multiple parity bits
are different from each retransmission resulting in a higher coding and diversity
gain as compared to HARQ CC. The working procedure of the proposed model
is shown in Fig. 2.

Fig. 2. Proposed HARQ IR Architecture.

Information bits encoded by LDPC encoder is given by C = {S;P } =
{s0, s1, ...sk; p0, p1, ...pz}, where, s0, s1, ...sk are the systematic bits of kth order
and p0, p1, ...pz are the parity bits of zth order. Parity bit blocks which consti-
tuted the kth kernel block set Ψk, (for k = 1, 2, ..5) are given as follows:

First kernel blocks: Ψ1 = {PB1}, where PB1 denotes the parity bits in block 1
Second kernel blocks: Ψ2 = {PB2}, where PB2 denotes the parity bits in
block 2
Third kernel blocks: Ψ3 = {PB3}, where PB3 denotes the parity bits in
block 3
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Fourth kernel blocks: Ψ4 = {PB4}, where PB4 denotes the parity bits in
block 4
Fifth kernel blocks: Ψ5 = {PB5}, where PB5 denotes the parity bits in
block 5

The parity bits in each block are shuffled. Here, if a packet is wrongly decoded
by receiver then it will send negative ACK to sender for requesting of retransmis-
sion of first kernel block. If packet is still erroneous then it will send second kernel
block and this process is repeated till fifth kernel block. After fifth kernel block
transmission, the packet is considered as lost if still not correctly decodable.

The interleaved encoded bits are then modulated using quadrature ampli-
tude modulation (QAM) as xu = (xu

1 , ..., xu
j , ..., xu

Nt)
T and finally transmitted

employing MIMO transmission.
At receiver, soft MUD detection using either optimal JML or Linear MMSE

detection is carried out with LDPC decoding. If packet is correctly received, an
ACK else a NACK is sent back to sender. In case of NACK, parity bits are
retransmitted incrementally until the packet is either correctly decodable and
positive acknowledgment is sent or maximum limit of retransmissions is reached.

Utilizing (2), the received signal at the gth (re)transmission can be written
as given in

y(g) = H(g)x(g) + v(g), (9)

where g = 1, 2, ...G is the retransmission number.
Similarly, the stacked received vectors [21] after G transmissions can be writ-

ten as

r =

⎡

⎢
⎢
⎢
⎢
⎣

y(1)
y(2)

.

.
y(g)

⎤

⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎣

H(1)
H(2)

.

.
H(g)

⎤

⎥
⎥
⎥
⎥
⎦
x +

⎡

⎢
⎢
⎢
⎢
⎣

v(1)
v(2)

.

.
v(g)

⎤

⎥
⎥
⎥
⎥
⎦

. (10)

One of the major drawbacks of (10) is the wastage of resources (in terms of
link bandwidth, transmitting power and resource allocation at the receiver end).
This wastage of resources is caused by retransmission of same data during all
retransmissions. To cater for this situation i-e to avoid multiple retransmission of
the same packet, Scheme HARQ IR is proposed as explained in following section.

4.1 HARQ IR Stacking

Consider a case of over loaded MIMO system, i.e., Nt > Nr. In this Scheme, at
first transmission, i.e., at time t = 1, all users send their packets. Transmitters
whose packets are correctly received remain idle in the next time slot, whereas the
transmitters of erroneous packets send their packets again in next retransmission.
This method has an added advantage that it reduces co-channel interference and
hence improves throughput. Co-channel interference is reduced due to the fact
that those users whose data is correctly received are not available in next time
slot and hence result in reduced system loading
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The received signal vector from erroneous user is given by

y(1) = y(1) −
U∑

u=1

H(1)x(1). (11)

Similarly, during second time interval, the correctly decoded users remain
silent while the erroneous decoded ones are requested for re-transmission. This
re-transmission is carried out by incrementally transmitting parity bits of kernel
blocks. Here, the received signal vector is given as

y(2) = H(2)x(2) + v(2). (12)

After this, received signal vectors, i.e., y(1) and y(2) are stacked together for
creating virtual receive antenna, as given by

r =
[
y(1)
y(2)

]

. (13)

Now, MUD is employed on vector r for generating soft estimates as decoder’s
input. This process continues till the transmission of parity bits of last kernel
block. Moreover, packet is considered lost if maximum G is reached and correct
decoding is not resulted.

5 Performance Analysis

The proposed scheme is evaluated in this section and compared with HARQ CC
[12] in order to confirm its effectiveness using bit error rate (BER) and through-
put as performance parameters in various simulations scenarios. In simulations,
four users are considered. For packet encoding, LDPC code is used with the
rate of Rc = 1/2. Similarly, 16-QAM is used as modulation whereas both JML
and linear MMSE are used as detectors. The default simulation parameters are
enlisted in Table 1.

5.1 Bit Error Rate (BER) Analysis

For a 4 × 1 Over loaded MIMO system (i.e., four transmitters and single
receiver), employing soft output detection scheme (JML and MMSE) and using
BER performance as a parameter is presented in Figs. 3 and 4. Figure 3 shows
BER performance of HARQ IR and HARQ CC using JML detection during
G = 2, 3 and 4, respectively. JML detection compares received signal with all
possible transmitted signal vectors and then estimates the transmitted sym-
bol vector which is modified by channel matrix H. In the proposed scheme, as
shown in Fig. 3, it is clearly observed that HARQ IR outperforms HARQ CC
for each transmission and lower BER is achieved when G is 2, 3 and 4. For
each case of retransmission at different SNR (Eb/No (dB)), BER of HARQ IR
is less than BER of HARQ CC. This means that fewer bits are found in error
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Table 1. Default simulation parameters

Parameter Value

Number of transmitters (Nt) 4

Number of receivers (Nr) 1

Number of retransmission (G) 4

Modulation type 16-QAM

Channel model Uplink

Packet size (Info bits + CRC) 576

Encoder LDPC

Encoder rate (Rc) 1/2

Number of kernel blocks 5

in HARQ IR than in HARQ CC. Furthermore, it is also attested that BER
decreases with the increase in SNR. Moreover, in proposed scheme, co-channel
interference is reduced resulting in system reduction i-e shifting of system from
overloaded to under loaded or critically loaded. When compared the HARQ IR
with HARQ CC, HARQ CC retransmits the same message in each retransmis-
sion while HARQ IR has an advantage that if message is not correctly decoded it
requests only for retransmission of kernel blocks incrementally. This incremental
retransmission results in improved BER. Furthermore, BER is also improved
with increasing the diversity order. Also as shown, when G is 4, enhanced per-
formance of the scheme is observed as compared to the performance when G is
2 and 3.

Fig. 3. BER comparison of HARQ IR and HARQ CC with JML detection.

Figure 4 shows BER performance of HARQ IR and HARQ CC using the
Scheme and with linear MMSE during G = 2, 3 and 4 respectively. Here also,
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HARQ IR attested improved performance in comparison to HARQ CC. More-
over, in terms of spectral efficiency HARQ IR perform better than HARQ CC
due to the fact that HARQ IR adapts its error correcting code redundancy to
varying channel conditions. MMSE detection mitigates the effect of noise by tak-
ing into account the interference from other symbols and noise. Higher values of
Gmeans higher number of retransmission and more reduction of system loading
due to reduction in correctly decoded users. Hence resulting in improved SNR.

Fig. 4. BER comparison of HARQ IR and HARQ CC with MMSE detection.

5.2 Throughput Analysis

The most important aspect of this work is to improve throughput especially in
noisy wireless channel. It is calculated for each retransmission using (14).

δ =
log2(ωR(1 − Prate))

Navg
(b/s/Hz), (14)

where Navg is the maximum number of retransmission, Prate is drop packet rate
and R is the code rate. Figure 5 shows throughput comparison of HARQ IR with
HARQ CC when G is 4. Throughput analysis is achieved by implementing both
the detection schemes, i.e., JML and MMSE in the proposed scheme.

As shown in Fig. 5, HARQ IR throughput is much better than HARQ CC. For
example, at SNR of 10 Eb/No (dB), throughput of Scheme HARQ IR proposed
is 0.75 as compared to HARQ CC which is 0.45 with JML detection, it means
throughput efficiency is improved by 20% for HARQ IR as compared to HARQ
CC. Similarly, for MMSE detection throughput of HARQ IR is 0.46 in contrast
to HARQ CC which is 0.4. This improved performance of HARQ IR is due to
the fact that instead of retransmitting whole packet as practiced in HARQ CC,
it retransmits additional parity bits only.
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Fig. 5. Throughput comparison of HARQ IR and HARQ CC.

6 Conclusion

In this paper, a detection scheme has been implemented with the combination of
HARQ IR in overloaded MIMO system in which through simple retransmission,
overloaded MIMO system is reduced to critically or under loaded MIMO system.
This scheme help in using linear MUD algorithms instead of using complex MUD
set of rules. Performance of the scheme is evaluated using BER and throughput
and compared with HARQ CC and better results are achieved with the proposed
scheme by adding no complexity to the system. Hence, the approach may be
considered to be used in LTE and other advanced wireless systems.

For our future work as we observe in this paper, an error free feedback with
perfect channel state information is assumed which is practically impossible.
Moreover, CRC detection is considered as error free, we will consider both these
factors as well in our future work.
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Abstract. With the growing popularity of services which meet the
divergent requirements from users, service selection and recommenda-
tion have drawn significant attention in services computing community.
Service ranking is the most important part in service selection and rec-
ommendation. Although there have been several existing approaches of
service ranking which is basically rating-based, suffering from the het-
erogeneity of ranking criteria from users. Moreover, the efficiency of such
comparison-based approaches is the bottleneck in reality. To attack these
challenges, an efficient pairwise ranking scheme with multidimensional
classification is proposed in this paper, which also fully considers the
context information of service and users. Furthermore, the scheme is
able to mitigate data sparsity of users similarity matrix and improve
accuracy. Next, we introduce a random walk model for ranking formula-
tion, and propose a Markov chain based approach to obtain the global
ranking. Finally, the efficacy of our approach is validated by experiments
adopting the real-world YELP dataset.

Keywords: Service ranking · Multidimensional classification ·
Pairwise ranking · Markov model

1 Introduction

Nowadays, with the rapid development of service-oriented architecture (SOA),
an increasing amount of functionally similar service have been published on the
Internet, which makes the selection of suitable service a complex task. To achieve
this goal, recommendation techniques have been applied to help users satisfy
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their needs and preferences. Recommendation systems are all over e-commerce
system, social network, advertising recommendation, search engine, etc. To sat-
isfy user requirements, Quality-of-service (QoS) criteria are considered as one
of the most important factors in the field of service recommendation. Further-
more, the importance of service recommendation is the selection of service. Since
users may have different needs and preferences in various contexts, (e.g. users’
favorite service may change over time and place.) the selection of suitable service
for users is still a challenging problem.

In most recommendation processes, users indicate their preferences for the
service through rating. Typically, the utility function is estimated based on prior
user ratings, which is applied to predict the service relevant to the specified user
[2], then the top-k services are picked out and recommended to the user. So the
ranking method shows its importance. However, in many real world applications,
it is quite difficult to aggregate the ratings from multiple users, since different
users may have different criteria with can be closely correlated with their pref-
erences, and thus “the trust level” of service ratings from different users should
be considered very carefully in service raking.

The variety of context information should also be taken into account when
service ranking. There are several factors that need to be considered, such as
functionality, location, constraints, price, performance, availability, etc., making
the service ranking be a very complex multidimensional mathematical problem.
With the growing number of the dimension, the search space to solve the prob-
lems grows exponentially. Therefore, the efficiency problem in service ranking,
which seeks to solve the problem with acceptably low complexity, is another
challenge for researchers.

In this paper, a context-based multidimensional classification model is pre-
sented, enhancing the high-efficiency and accuracy of ranking. The multidimen-
sional property can be formulated as the process of service ranking. Firstly, we
classify users and obtain the context-based service of the nearest neighbors of
the users, and then a pairwise comparison method is applied within the ranking
process. Comparisons between of service are formulated as the stochastic pro-
cess of random walk, and thus, ranking results can be obtained by rated the
steady-state probabilities of the underlying Markov chain.

The main contributions of our work are listed as below. Firstly, a context-
based multidimensional classification method is presented, which is quite helpful
for improving the accuracy of ranking aggregation as well as dramatically reduc-
ing the computational complexity. Secondly, we apply the pairwise comparison
model to ranking aggregation, which is robust to the variety of ranking criteria
and preferences from different users. Finally, we conduct experiments based on
real-world large-scale service rating data to empirically validate the effectiveness
and efficiency of our approach.

The remainder of this paper is organized as follows. Section 2 presents the
basic concepts and the related work used. In Sect. 3, we propose a pairwise rank-
ing method with multidimensional classification, and its properties and capabili-
ties are discussed. In Sect. 4, we implement our approach and conduct real-data-
based experiments to demonstrate its accuracy and efficacy. Finally, we conclude
this paper in Sect. 5.
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2 Related Work

2.1 Existing Problems

The algorithms about ranking can also be divided into two categories: ranking
with implicit feedback (PRIF) [6–9] and ranking with explicit feedback (PREF)
[13,14]. The main algorithm of PREF is Collaborative Filtering [1,3,5], and the
foremost of PRIF is Bayesian Personalized Ranking (BPR) [16], which converts
the OCCF problem into a ranking problem.

One of the most successful technologies for recommendation systems called
Collaborative Filtering, has been developed and improved over the past decades,
and several relevant algorithms were designed and delivered for conduct service
ranking. For example, Shi et al. [14] proposed Extended Collaborative Less-Is-
More Filtering (xCLiMF) model, which could be seen as a generalization of the
CLiMF method. The key idea of the xCLiMF algorithm is that it builds a model
by optimizing Expected Reciprocal Rank, an evaluation metric that generalizes
Reciprocal Rank (RR) in order to incorporate user’ explicit feedback.

The above implicit feedback model based on ranking learning is mostly based
on the two-dimensional matrix of user services, without considering the context
information, such as time and place. For example, the location information that
a user interacts with the system when looking for a restaurant is important
contextual information. Adomavicius and Tuzhilin et al. [2] pointed out earlier
that integrating context information into the ranking would be conducive to
improving the accuracy of ranking, and proposed the widely cited concept of
“context-aware recommendation system”. In the field of context-aware, different
scholars have proposed various solutions, such as context pre-filtering, context
post-filtering, TimeSVD, tensor decomposition model [4,9], etc. The first two
methods are hybrid methods based on collaborative filtering, whose drawback
is that it may cause loss of information. The latter two are model-based meth-
ods, which lead to executable algorithms with high time complexity and do not
develop.

In our paper, we study the problem from a totally different angle of classifi-
cation. We focus on its implicit context information and rating, and group into
different classes.

2.2 Collaborative Filtering

Now, we introduce traditional collaborative filtering and classification algorithm.
Most collaborative filtering system apply the user-based technique, also called

user to user approach. Collaborative filtering systems predict a user interest in
new service based on the recommendations of other users with similar interests.
Instead of performing content indexing or content analysis, collaborative filtering
systems entirely depend on interest rankings from members of a participating
community.
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In the user-based approach [13], a number of users are selected based on
their similarity to the active users. A prediction for the active users is made
by calculating a weight average of the ratings of the selected users. The similar
formula is expressed by sim(a, u) = cos(a,u), where a and u are two users.
Therefore, a prediction for the rating assigned by user a, who is computed as
follows: P (ai) = r̄a +k

∑N
u=1(ru,i − r̄a)× sim(a, u), where k = 1∑

u∈Ŝ ×|sim(a,u)|) ,

Ŝ is the similar set of current user a, and r̄a and r̄u are the average ratings
of user a and user u respectively. Note that if no one has rated service i, the
prediction is equal to the average of all the ratings that user a has made.

2.3 Classification

Early research work on clustering usually assumed that there was one true clus-
tering of data. However, complex data are typically multifaceted and can be
meaningfully clustered in many different ways. Clustering algorithms [10,11]
usually employ a distance metric based (e.g., Euclidean) similarity measure in
order to partition the database such that data points in the same partition are
more similar than points in different partitions.

Two main of the challenges in cluster analysis are: first to select an appro-
priate measure of similarity to define clusters, and second to specify the optimal
number of clusters in the data set. In this direction, clustering algorithms have
been developed which prove to perform very satisfactorily in clustering and find-
ing the number of clusters [9,10]. The present work, a clustering algorithm which
tackles these two important problems and is able to partition a data set and the
optimal number of clusters existing in the data set.

In this paper, we present our clustering approach that is based on hierarchical
clustering. We firstly introduce the concepts used in the classification as follows.

(1) Neighbors: Two similar users are called neighbors. In other words, we set
user a and user u be neighbors if their similarity greater than a threshold
value θ. Let SIM(a, u) be a similarity function that is closeness between the
pair of users a and u. Function value is between 0 and 1, with larger values
indicating that the users are more similar. To sum up, given a threshold
θ between 0 and 1, a pair of users a, u are defined to be neighbors if the
following holds: SIM(a, u) ≥ θ.

(2) Link: Let us define link(a, u) to be the number of common neighbors
between a and u. If link(a, u) is large, then it is more probable that a and
u belong to the same classification. Therefore, we use link to merge users
into a single cluster. The link-based approach adopts a global approach to
the clustering problem and it is very robust.

(3) Criterion Function: Since we are interested in each cluster to have a high
degree of connectivity, we would like to maximize the sum of link(a, u)
for data point pairs a, u belonging to a single cluster, at the same time,
minimize the sum of link(a, u) for a, u in different clusters. This leads us
to the criterion function that we would like to maximize for the k clusters.
We’ll discuss this issue in detail at Sect. 3.
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3 Multidimensional Classification Model

The multidimensional classification problem is a generalization of the recently-
popularized task of multi-label classification, where each data instance is asso-
ciated with multiple class variables. In this section, we describe classification
model based on multidimensional similarity and ranking.

3.1 Classification

Multiple classification brings an ability to view a type from more than one per-
spective. Users have many influencing factors and preferences when rating, such
as time, place, weather, etc. Generally, users preferences are represented by users
explicit ratings or implicit context information. In this section, we consider the
perspective of ratings as dimensions.

We let D1,D2, ...Dn be dimensions, each dimension Di being an perspective
of a rating Ru,i, for example, ratings that a user provided for same service are
two dimensions in March 2019 and February 2019.

Then, we define the multidimensional space for these dimensions as a carte-
sian product Space = D1 × D2 × ... × Dn. Therefore, the user preference for the
service should be combined with the ratings and dimensional space, shown as
Eq. (1).

D1 × D2 × ... × Dn → Ratings (1)

For example, there is a three-dimensional space Space = Service demand×
Date × Place, the ratings given by users can be seen as a 3*3 matrix in three
dimensions, of course the matrix is sparse. In this paper, we set up a matrix of
user to service supporting user preference, A = [ru,s]m∗n, where ru,s is the rating
of service s assigned by user u, m is the number of users, and n is the number
of service. The matrix of User-Service is illustrated by Fig. 1, and ru,i is defined
as,

ru,i =

{
r, r ∈ [1, 5], if ratings exit

0, otherwise
(2)

In the above example, the rating in 3-dimensional space Space =
Service demand × Date × Place, is denoted as r

|S|×|D|×|P |
u,s , where S repre-

sents the service demand dimension, D represents the date dimension, and P
represents the place dimension.

In this paper, r
|S|
u,s can be represented as a vector S =< s1, s2, ...sn >,

where each vector represents a user demand dimensional attribute r
|D|
u,s can be

represented as a vector D =< d1,d2, ...dm >, where each vector represents
service dimensional attribute and similarly r

|P |
u,s can be represented as a vector

P =< p1,pt , ...pn >. 3-dimensional rating can be supposed to product of 3
vectors. The extension of the multidimensional profiling approaches proposed in
this section to N-dimensional data is straightforward.
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Fig. 1. User-Service matrix

Similar procedure can generate a matrix with a given factor number k =<
k1,k2, ...,ki , ...kn > for the user-service matrix, where ki is a vector in i dimen-
sion and n is the number of dimensions.

The profiles of a user u and a service s in latent factor spaces are represented
as follows,

k =
n∏

i=1

ki , 0 ≤ |ki | ≤ |1| (3)

The profiles created by the N-dimensional vector can essentially preserve the
multidimensional semantic relations in the data. Thus, the value of matrix r

|K|
u,s

is defined as,

r|K|
u,s =

{
r.k, r ∈ [1, 5], if ratings exit

0, otherwise
(4)

Next, we present an improved collaborative algorithm integrated with the
multidimensional approach proposed and classifying users according to the
method. Traditionally, collaborative systems try to predict the rating of a service
based on users’ history data. It works by finding users with similar preference
and recommending similar services to users.
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The standard collaborative algorithm [2] works with the following procedure:
First, formulate user rating into user-service matrix, differently, user rating in
our approach are created by the multidimensional method. Second, generate
user neighborhoods based on a predefined similarity measurement between any
two users, such as Jaccard similarity or Cosine similarity. In our approach, the
cosine similarity algorithm is adopted to calculate users similarity according to
the rating in different dimension.

sim(a, u) = cos (a,u) =
a · u

|a|2 ∗ |u|2
=

∑
s∈Sau

ra,sru,s
√∑

s∈Sau
r2a,s

√∑
s∈Sau

r2u,s

(5)

The Eq. (5) calculates similarity between two users a and u, where Sa,u

represents service sets that have been rated by both user a and u.
We compute a user final similarity based on their preferences combined

Eq. (5). Each rating has a corresponding dimension. The dimension Di deter-
mines the similarity between users. The final similarity of users is calculated
jointly by different dimensions. Suppose the rating under the multi-dimension
Di, i ∈ [0, n] of service s assigned by user u is r

∑n
i=1 |Di|

u,s . We take the dimensional
variable as the vector of the User-Service matrix, then the similarity between
different dimension Di can be calculated by Eq. (6).

sim(a, u) =

∑
s∈Sau

(r
∑n

i=1 |Di|
a,s r

∑n
i=1 |Di|

u,s )
√∑

s∈Sau
r2a,s

√∑
s∈Sau

r2u,s

(6)

The user similarity is classified by agglomerative clustering method that we
assign each user to its own cluster. The rationale for the above criterion formula
El is as follows,

El =
k∑

i=1

ni ·
∑

a,u∈N

link(a, u)

n
1+2f(θ)
i

(7)

where N denotes user sets. The concept of link has been discussed in Sect. 2. It
may seem that since one of our goals was to sums up the links between pairs
of users a and u in the same cluster and maximize link(a, u). However, it may
not be easy to determine an accurate value for function f(θ) = 1−θ

1+θ . We select
the optimal θ according to the OSTU. The optimal θ is the minimum number
of links between the final clusters and the maximum number of links within
clusters.

Next, the best clustering of users were those that resulted in the highest
values for the criterion function. Since our goal is to find a clustering that max-
imizes the criterion function, we use a measure similar to the criterion function
in order to determine the best pair of clusters to merge at each step of clustering
algorithm.
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Then, we define the goodness measure g(a, u) for merging a, u as follows,

g(a, u) =
link(Na, Nu)

(na + nj)1+2f(θ) − n
1+2f(θ)
a − n

1+2f(θ)
u

(8)

link(Na, Nu) is the number of neigbours about two user sets Na and Nu, na

and nu are the numbers of the two user sets. The pair of clusters for which the
above goodness measure is maximum is the best pair of clusters to be merged
at any given step. In general, it is a good candidate for merging.

3.2 Comparison-Based Ranking

Ammar and Shah [15] have brought to the fore the problem of comparison-
based ranking. They presented detailed mathematical models of ranking from
the entropy point of view. In this paper, we study the problem from other point of
view of ranking based on multidimensional classification. Comparing on ranking
and rating, ranking has better evaluation accuracy and efficiency.

In order to obtain service ranking, we select some users to rate the service,
and we use a comparative ranking model to focus on the final ranking. This
paper adopts a model obtain the users ranking of service evaluation based on
Markov decision processes.

The pairwise comparison model reflects the relationship between different
services. In this section, we sort the user ratings for the services, and compare
in pair all user ratings, and finally obtain a comparison matrix, defined as a
comparison matrix as follows,

B = [Pij ]n∗n, i ∈ n (9)

Here, Pij is the frequency of service i being rated higher than service j in all
user ratings. We let P l

ij denote the outcome of the l-th comparison of the pair
i and j, such that P l

ij = 1 if service j is preferred over (ranked higher) than j
and 0 otherwise.

P l
ij =

⎧
⎪⎪⎨

⎪⎪⎩

1, with probability
Pji

Pij + Pji

0, with probability
Pij

Pij + Pji

(10)

As Eq. (10) shows, if P l
ij = 1 which represents the service i is ranked higher

than service j for most users, Therefore, it is more likely to recommend service
i to users when there is no other factors to consider.

The relationship between the services can be denoted as a directed graph
G = (V,E), where V represents the set of services used to be ranked, and E
represents the weight of compared services in pairs.
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Here, the transmission from service i to service j can be denoted as (i, j, qij).
qij indicates the probability service i is ranked higher than j, which can be
obtain by the fraction of times that service i ranks higher than service j when
compared. Therefore we can obtain the value of qij by the following equation,

qij =
1
k

k∑

l=1

P l
ij (11)

where k is the number of comparisons between i and j. We let qij = qji = 0 if
the pair has not been compared.

In this model, each comparision can be denoted by a random walk process,
and we propose a Markov model-based approach to derive the service ranking.
With the random walk model, in order to obtain the service ranking, the random
walk can be regarded as a discrete-time Markov chain (DTMC) [12].

We solve this Markov chain in the following step. First, we use π =
[π1, π2, ...πn] represent the steady-state probabilities in DTMC, which have the
relationship as

∑n
i=1 πi = 1. Therefore, the steady-state probabilities can be

obtained from the following equations,
⎧
⎪⎨

⎪⎩

π · p = π
n∑

i=1

πi = 1
(12)

4 Evaluation

4.1 Data Set

We select Yelp Open Dataset in Dataset Challenge to implement experiment.
The dataset itself contains almost 5 million reviews from over 1.1 million users
on over 150,000 businesses from 12 metropolitan areas.

In this section, due to the huge amount of data, we select four cities to
implement experiment, i.e., Gastonia, Mississauga, Henderson, and Toronto, the
numbers of services in cities are 500, 2000, 3000, 20000.

For example, in Gastonia, we calculate users similarity based on multidimen-
sional classification model. Then, we mark neighbors and link (that the number
of common neighbors between two users), and perform clustering method based
on users similarity and Criterion Function (7,8). Next, we divide users of Gas-
tonia into 6 groups according our classification method (Eq. (1)). In the next
process, we establish a Markov chain based on rated for each classification group
to obtain the business ranking. When recommending service to users, we deter-
mine users’ groups at first, and then recommend top service by ranking.

4.2 Evaluation Index

To verify the effectiveness of our algorithm, three methods are used as contrast
experiments: collaborative filtering (CF), direct pairwise ranking (PR), pairwise
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ranking after classification (CR). Comparing a traditional CF (Eq. (5)) to a
direct pairwise ranking, one can see that the effect of multidimensional classifi-
cation model on improving ranking accuracy. In many scenarios, users pay more
attention to the services with higher rankings, we selected an index kendall tau
distance for evaluating the quality of ranking.

The Kendall tau rank distance is a metric that counts the number of pair-
wise disagreements between two ranking lists. The larger the distance, the more
dissimilar the two lists are. In this section, we use the concept of Kendall tau dis-
tance to verify the error rate of our ranking. The Kendall tau distance between
two lists τ1 and τ2 is computed by,

K(τ1, τ2) =
∑

i,j∈P

K̄i,j(τ1, τ2) (13)

where P is the set of unordered pairs of distinct elements in τ1 and τ2, Ki,j

(τ1, τ2) = 0 if i and j are in the same order in τ1 and τ2, Ki,j(τ1, τ2) = 1 if i and
j are in the inverted order in τ1 and τ2. For example, the Kendall tau distance
between {0, 3, 1, 6, 2, 5, 4} and {1, 0, 3, 6, 4, 2, 5} is 4.

Next, we define error rate as follows,

Error rate =
K(τ1, τ2)

NS
(14)

where NS is the total number of pairs of services.

4.3 Experimental Results

The Ranking Performance: For a user, we calculate the error rate between
service ranking and the real ranking by Kendall tau distance.

For example, the error rate is calculated with a random selected 9 users in
Gastonia (the number of services is 500) as shown Fig. 2. Obviously, compared
with other methods, our method (CR) has high classification accuracy and its
error probability is less. Compared with CF, CR decreases the error average rate
by 0.37% for each user. It seems that the sample size is in Fig. 3, where reason
is that Gastonia is a small-scale city, and the improvement is not so significant
too small to be making accurate classification.

In Fig. 3, we prove the impact of different number of services on error rate
through experiment data. It turns out that the average error rate decreases
with the increase of the number of service all of three methods, but obviously
CR has more dependent on the number of services. Large-scale service sets are
more friendly to classification results and lower error rates. When the number
of services rises from 500 to 20000, compared with CF, CR decreases the error
rate average by 1.27%.

Matrix Density: In the experiment, the compare matrix (Eq. (9)) we obtained
is sparse in the ranking, but the density of sparse matrix has increased after
classification. Experimental results show, the density of sparse matrix increased
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Fig. 2. The error rate of 9 users in Gastonia.

Fig. 3. The average error rate of CF and CR.

from 0.032% to 0.05% in Gastonia developing 0.5-fold. As shown in the Fig. 4,
the density matrix of CF and PR does not change as the number of services
increases, but there is an incremental gradient in density by CR method and
large-scale services having a larger increase. It turns out that reduce the sparsity
of the matrix by classification and reduce the computational complexity.

Time Complexity: It is assumed that there are n services rated by m users.
During the procedures of computing similarity and partial ranking, each two
services need to be compared in our approach, so the computational complexity
is O(|NSu

|2), where the NSu
represents the number of ranked services by user

u. The iterative algorithm is adopted in our algorithm, whose computational
complexity is O(n2).

In multidimensional classification model, the time complexity of classification
becomes O(nlogn) on average, and that is O(n2 ∗ logn) in the worst case. Along
with ranking process, we has total time complexity of O(nlogn+w2), where w is
the number of services in a group. The run-time efficiency comparison between
the two methods is shown in the Fig. 5.
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Fig. 4. Matrix density.

Fig. 5. Time complexity.

5 Conclusions

In this paper, we study the fundamental ranking problem in service recommen-
dation from a pairwise comparison viewpoint. Random walk model is applied to
formulate the comparisons among the rating data collected from multiple users,
and Markov chains are used for ranking aggregation and calculation. A multidi-
mensional classification approach is designed according to user data (e.g., time,
place, weather, etc.) and is combined with the comparison-based model. With
the classification technique, the ranking calculation can be personalized and its
accuracy can be significantly enhanced. Also, since the data can be classified into
multiple small groups, the computational workload and the sparse in matrix can
be dramatically reduced. Finally, we adopt real-world dataset collected by Yelp
and demonstrate the efficacy of our approach empirically. This work is expected
to provide a computationally efficient methodology of service ranking for per-
sonalized recommendation. We believe that, with the rapid development of clas-
sification models and data analytics techniques, there will be several avenues for
our future work to further improve the accuracy and performance of the service
ranking approaches.
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Abstract. Safety-risk estimation aims to provide guidance of the train’s
safe operation for communication-based train control system (CBTC)
system, which is vital for hazards avoiding. In this paper, we present
a novel intelligent-prediction model of safety-risk for CBTC system to
predict which kind of risk state will happen under a certain operation
condition. This model takes advantages of popular deep learning mod-
els, which is Deep Belief Networks (DBN). Some risk prediction factors is
selected at first, and a critical function factor in CBTC system is gener-
ated by statistical model checking. Afterwards, for each input of samples,
the model utilizes DBN to extract more condensed features, followed by
a softmax layer to decouple the features further into different risk state.
Through experiments on real-world dataset, we prove that our new pro-
posed intelligent-prediction model outperforms traditional methods and
demonstrate the effectiveness of the model in the safety-risk estimation
for CBTC system.

Keywords: Risk estimation · Deep learning ·
Communication-based train control system · Statistic model checking

1 Introduction

Communications-based train control (CBTC) system is the latest generation
automatic train control system in the world, which is widely used in urban rail
transit transportation [1]. There is no denying that CBTC system is a safety-
critical system, whose failure could result in loss of life, significant property
damage, or damage to the environment [15]. Safety risk estimation not only is a
necessary requirement of CBTC system, but also is effective means to identify
the hazardous operation conditions that may lead to a risk state. Risk estimation
is a technique for identifying the operational safety of a system using either a
qualitative or quantitative method, which have been utilized in safety manage-
ment system. Generally, multiple system parameter factors need to be considered
to explore the nonlinear relationship between them and the safety-risk state.
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One of the main challenges for safety-risk assessment for CBTC system is
uncertainty in system operation. The difference of running environment and the
unreliability of system components would lead to the large deviation of pre-
determined running state, which cannot be avoided or estimated in the system.
However, traditional risk assessment models suffer from several limitations. Fault
tree analysis [17], Failure mode and effects analysis (FMEA) [21] and Bayesian
network analysis [14], all belong to static modeling analysis, would not have
satisfactory results due to the uncertainty cannot be considered in the process.
A second challenge stems from the need to effectively capture the correlations
between multiple CBTC system safety-risk states. Considering that the different
safety-risk states are parameter change of system operation, analyzing safety-risk
states as independent of one another will lead to suboptimal models.

Recently, with the development of artificial neural networks, deep learning
is currently the most popular method for data representation learning, time
series data prediction, and image recognition, etc. Deep Neural Networks (DNNs)
can be very effective in learning features from data in an unsupervised fashion
without prior knowledge [7,16]. In addition, DNNs are also a well-established
approach in traffic flow prediction [13], automatic driving fault prediction [4], and
track circuit fault prediction [24]. These applications show that DNN has a good
prospect in fault or risk prediction. The data record in CBTC system contains
uncertainty information, which is another representation of the random behavior
of the system. DNN can learn system features from these data to effectively solve
the uncertainty problem. Meanwhile, DNN can capture the correlation between
different safety-risk states.

In this paper, we proposed a deep intelligent-predictive model for hazard risk
assessment in CBTC system. The model is implemented by deep neural network
(DNN), considering a variety of influential factors. More specifically, a Deep
Belief Network (DBN) is trained to predict which kind of risk state will happen
from some safety-related factors. As a result, the proposed intelligent-predictive
model has the advantage of simultaneously achieving two important desiderata:
consideration of uncertainty and Capture of risk state correlation. A selection
and generation method of risk factors is proposed, where one of risk factors about
safety critical function, movement authority (MA), is obtained from Statistical
Model Checking (SMC) [5]. Compared with traditional methods like numerical
methods [3], as a kind of formal method, SMC samples behaviors of the system
model and resolves the safety critical problem more efficiently.

The rest of this paper is structured as follows: Sect. 2 reviews related studies
on risk assessment. Section 3 defines safety risk prediction problem and give
the model framework. Our intelligent-predictive model is described in Sect. 4.
Section 5 presents the experiment and result. Finally, we conclude this study
with future work in Sect. 6.

2 Related Work

Safety risk analysis and evaluation has been long considered as key functional
component in urban rail transit operation.
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Huang et al. proposed to employ FTA in railway traffic system safety. In this
model, they mainly considered traffic accidents caused by human errors and hard-
ware failure, and proposed the fuzzy fault-tree model, which simulated the fail-
ure probability of each unit of the system by defining fuzzy sets in probability
space [12]. Zhang et al. illustrate and analyze Interval Signal Control Function for
Train Control Center case using Fuzzy-FMECA method, where in this method,
FMECA is used to abstract the potential failure modes in such function and FAHP
is to determine risk weight [23]. The formal method is mainly used for system
safety verification, and focus on safety-critical applications. Mathieu Comptier et
al. analyzed the safety of the Octys CBTC system interlocking infrastructure using
formal proofs, Event B. They modeled verified it with Atelier B tool [6]. Hybrid
I/O Automaton (HIOA) framework is very effective for hybrid system verification.
Mitra et al. designed a supervisory pitch controller for a model helicopter system
and verified some safety property based on HIOA [18].

In addition, some artificial intelligence methods are also applied to solve
the collision prediction problem. Nefti and Oussalah proposed using Artificial
Neural Networks (ANNs) architecture to deal with the prediction problem of
the system fault. By taking irregularities in the positioning of rails as input
and using a wavelet transformation technique to reduce the dimensionality, the
ANN can predict the safety ratio of the rails. Moreover, they found out the best
structure of ANN for predicting railway safety and evaluated performances [19].

Deep learning algorithms was proposed in 2006 [9,10], and so many researches
are published on the basis of it. Huang et al. [13] proposed a deep architecture
to predict traffic flow, which is a multi-task regression DBN to incorporate mul-
titask learning (MTL). In addition, to make MTL more effective, the weights
in the top layer were grouped to make the experimental results better. Jiny-
ong Wang and Ce Zhang utilized a deep learning model in software reliability
and faults prediction problem. This model is made up of recurrent NN (RNN)
encoder–decoder. The comparison among exist models shows that their model
has better prediction performance [22].

3 Problem Definition

Our overall research goal is to build an effective intelligent-prediction model to
predict the safety-risk state classification, taking as input some risk-influencing
factors.

Safety-Risk Estimation. We define the four safety-risk states in line with common
hazards listed in IEEE standard 1474.1-2004 [1]:

– Normal (H0)
– Collision between two trains (H1)
– Derailment of train (H2)
– Train-to-structure collisions (H3)
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Factors 
selection

SMC-based
MA calculation

failure rate
estimation

Data generation and pre-processing

DNN construction and training

Safety-risk state estimation

Fig. 1. Procedures for forecasting CBTC hazard risk

Figure 1 shows the implementation procedures for safety-risk prediction of
CBTC system based on deep learning. First, we should have a feature selection
process. After extensive investigations in published research [8,11], we built a
set of risk-influencing factors. Eight factors that are most correlated with risk
state are chosen. Meanwhile, for the MA calculation failure probability, we used
the statistic model checking (SMC) method to calculate. Second, we generate
and pre-processing a dataset, included normalizing them and dividing them into
training and test datasets, the former to train DNN and the latter to participate
in prediction. Afterward, we build DNN and train it with dataset. Once the
training is over, the test dataset was fed to the trained DNN to forecast the
safety-risk state at current situation.

4 An Intelligent-Prediction Model to Safety-Risk for
CBTC System

In this section, our proposed safety-risk intelligent-prediction model is given in
detail. We present a deep neural network model using DBN in this model.

4.1 Selecting Risk Factors

The prediction factor should include four kinds, such as equipment, facilities,
procedures, people [1]. For the above four risk states, we selected eight factors
that have the most closely related influence on them. They are listed in Table 1,
with category and range value.

For the factor G, MA is the authority for a train to enter and travel through
a specific section of track, in a given travel direction. It is the most influential
factor associated with collision events. The Zone Controller (ZC) is the core
subsystem of the CBTC system and is responsible for calculating the MA of the
train on the track. Generally, taking the train head as the starting point and
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Table 1. List of safety risk prediction factors that influence hazard

Category Factor variable Range

Facilities Communication delay (A) 0.5 s ∼ 2 s

Maximum number of trains (B) 10 ∼ 40 trains

Equipment Train speed (C) ±0.5 km/h ∼ ±60 km/h

Train location accuracy (D) ±5 m ∼ ±0 m

People Working time (E) 0 h ∼ 10 h

Passenger flow (F) 3 ∼ 4 w/h

Procedures MA calculation failure rate (G) <10−8

MA calculation time (H) 0.07 s ∼ 1 s

considering current state of relevant equipment on track, ZC calculates MA, and
calculation results will be transmitted to the train to adjust its driving behavior.
This end point is called end of authority (EOA), which is determined by the MA.
The most likely cause of train collision is that the train has wrong information
about the end of the current travel range, and results in an incorrect speed
control command. Therefore, in each sampling point, once the MA calculation
error, the train in this state must have an accident. However, it is not easy to
judge whether the current MA is wrong, and a better method is to use MA
calculation failure rate at current system parameters.

4.2 Calculating MA Failure Rate

For the purpose of obtaining MA calculation failure probability by SMC, MA
calculation scenario simulation samples need to be realized by establishing a
CAL EOA module. Generation of the wrong MA is a rare event in ZC system.
In order to obtain its failure probability, we convert it into a formal verification
problem about safety requirements. Now, we use Statistical Model Checking
(SMC) method estimates MA failure rate [5]. Statistical model checking is a
simulation-based model checking approach to verify properties specified in a
temporal logic [2]. In this paper, we estimated the MA failure probability by
establishing a CAL EOA model and defining a temporal logic formula for safety
requirements.

Before estimation, we should give the formal definition of this problem in the
system.

Definition 1. Given a CAL EOA model M , and a safety requirement property
φ, statistical model checking estimation is to verify whether M satisfy φ with
greater than or equal to a probability θ, that is M |= P≥θ(φ).

And the safety requirement we considered is : MA calculation failure does not
occur.

Considering the simple case, five key sensors are involved in the calculation
of the MA. As long as the value of each sensor is guaranteed to be correct at
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each moment, the MA calculation will not failure. We described the requirement
utilizing BLTL. That is described as:

ψ = F 100G1(φ0(t) ∧ φ1(t) ∧ φ2(t) ∧ φ3(t) ∧ φ4(t)) (1)

where φi(t) is:
φi(t) = InvalidV alueDetected(t) (2)

Section 4.2 states that within 100 cycles, at any moment, five sensors would
not produce invalid values and wrong MA would not be generated, where
InvalidV alueDetected(t) follows the Bernoulli distribution.

SMC method use random sampling of system execution paths. Unlikely the
classical statistical model checking, the improved SMC is merged with impor-
tance sampling and cross-entropy method to reduce sample state space. The
basic idea is based on Monte Carlo method, which generate N random simula-
tions sequence χ1, . . . , χN , followed Bernoulli distribution. Importance sampling
is an effective technique to reduce samples space in the application of SMC [20].
Importance sampling starts by introducing a weighting function W (χi) on the
observed random variables, without changing their expectancy E(χi) and reduc-
ing their variance. Therefore, finding a good weighting function distribution is
a crucial problem. Suppose we have a weighting function and random variables
χi with optimal density f∗, the general idea can be written as:

E(χi) =
1
N

N∑

i=1

B(χi |= ψ)W (χi) (3)

The weighting function and optimal density are:

W (χi) =
f(χi)
f∗(χi)

(4)

f∗(χi) =
B(χi)f(χi)

E(χi)
(5)

The cross-entropy method can select the appropriate members that minimize
Kullback-Leibler divergence from the optimally biasing, through sampling from
the original unbiased distribution. We got the appropriate distributions using
the cross-entropy method. Once the density distributions had been decided, the
probability was calculated. MATLAB/Simulink is used for model implementa-
tion platform.

4.3 Network Architecture

Our proposed DNN model is constructed by DBN. More specifically, stacking
RBMs to form a DBN and using a softmax regression layer at the output layer,
and we can perform supervised fine-tuning on the whole network.
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RBM and DBN. Deep Learning is a class of machine learning algorithms,
which proposed by Hinton et al. in recently year [9]. DBN model is a probabilistic
generative module and composed of stochastic variables. It is a combination
of a number of Restricted Boltzmann Machines (RBMs). An RBM consists of
two layers, that is, one layer of binary stochastic hidden units and one layer of
binary stochastic visible units, where each sub-network’s hidden layer serves as
the visible layer for the next. Generally, they obey a Bernoulli distribution or
a Gaussian distribution. All visible layer units are full-connected to all hidden
layer units and no connection within the layer. Corresponding energy function
E(v,h; θ) and conditional probability distributions p(hj |v; θ), p(vi|h; θ) are given
as following:

E(v,h; θ) =
|V |∑

i=1

(vi − bi)2

2σ2
i

−
|H|∑

j=1

ajhj −
|V |∑

i=1

|H|∑

j=1

vi

σi
wijhj (6)

p(hj |v; θ) = sigm(
|V |∑

i=1

wijvi + aj) (7)

p(vi|h; θ) = N(σi

|H|∑

j=1

wijhj + bi, σ
2
i ) (8)

where σ is the standard deviation vector of normal distribution visible units,
and N(μ, σ2) is the normal distribution with mean μ and variance σ.

Our network has three hidden layers containing 256 units each. Between each
adjacent layer is an RBM, which is stacked to form a DBN. In our network, we
have three RBMs. This configuration was obtained after many experiments and
produced the best results for the current problem. The complexity of the research
problem and dataset determined the size of our neural network altogether. The
network structure that is too large or too small can not effectively improve the
experimental performance.

Input and Output. Corresponding to the Table 1, the dimension of a sample
in our dataset is eight, which corresponds to the eight safety-related factors we
selected. Suppose I is the input sample vector of DBN, and the input layer unit
is eight:

I = (A,B,C,D,E, F,G,H) (9)

Each unit refers to one of sample data features.
For output, we used softmax unit in the output layer to implement the task

of hazard classification. The softmax layer contains 4 units, one for the normal
state and three for each hazard. Suppose vector O is the output vector, O is
composed of the likelihood of safety risk hazard ok occurred. The greater the
value, the greater the likelihood that this hazard will occur.

The O could be denoted as

O = {o0, o1, o2, o3} (10)
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Fig. 2. The structure of intelligent-prediction model for safety-risk. The model is built
by a DBN with three RBMs.

where o0 refers to no collision occurred and system as a normal state, o1 refers
to collision between two trains, o2 means derailment of train and y3 is train to
structure collision. The outputs of last hidden layer are the inputs to the softmax
output layer. They give the probability of each category ok as

P (Y = ok) =
esigm(wkv+ak)

∑3
k=0 esigm(wkv+ak)

(11)

This DBN architecture is illustrated in Fig. 2.

5 Experiment and Results

In this section, we present the details of experiments on our intelligent-estimation
model. We first introduce the dataset and evaluation metrics in experiments, and
show the results of the model as well as compared models.

5.1 Dataset

We gathered datasets from a resourceful train control signal system company we
cooperated, CASCO Ltd., and divided it into two parts, consisting of training
and test. datasets. The total dataset has 15000 samples. The training dataset
has 12500 samples and the test dataset has 500 samples. Our dataset is an
unbalanced dataset. There are 12960 samples in H0, 682 samples in H1, 705
samples in H2 and 653 samples in H3. 86.4% of samples are in the normal state,
while only 13.6% are in the risk states.
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The dataset we received needs some extra preparation steps specific to our
problem. The first step is to make the data comparable in the model. Data
comparable preparation works by proper data normalization. We use

x =
xi − xmin

xmax − xmin
(12)

to have a mean of zero, or to be centered, with a standard deviation of one. It
can ensure that all data values obeys normal distribution.

5.2 Evaluation Metrics

In our experiments, the evaluation metrics include Accuracy, Precision, Recall.
They are computed as

Accuracy =
1
n

m∑

k=1

I(f(xk) = yk), (13)

where I is Indicator function, yk is the real value and y′
k is a prediction value.

Precision =
TP

TP + FP
(14)

Recall =
TP

TP + FN
(15)

Precision and Recall were based on the results of the confusion matrix, in which
TP is true positive, FP is false positive, TN is true negative, and FN is false
negative.

5.3 Results and Discussion

In our experiment, a group of 500 samples from dataset are used to estimate
the hazard risk prediction performance of our intelligent model. Table 2 shows
the confusion matrix for the safety-risk prediction task on test dataset with 500
samples, and Table 3 shows evaluation metrics results on five groups.

Table 2. Confusion Matrix for the safety-risk prediction task on test dataset with 500
samples.

True Predicted

H0 H1 H2 H3

H0 430 1 2 1

H1 2 19 - 1

H2 1 1 15 2

H3 1 - 1 23
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Table 3. Model evaluation metrics results in five group experiments

Group Accuracy Precision Recall

1 0.976 0.948 0.947

2 0.972 0.937 0.939

3 0.972 0.937 0.937

4 0.968 0.929 0.925

5 0.973 0.946 0.936

Mean 0.972 0.947 0.930

The test dataset was divided into 4 kinds of state, of which 485 samples were
identified successfully, and the confusion matrix is shown in Table 2. The row
means the true category and the columns delegate the prediction category. For all
classification, the accuracy is 0.972 for five times. In the test dataset, most of the
samples belong to the normal state data that were accurately classified, a total
of 430 groups. However, for the collision between two trains and train-structure
collision, there are some misclassification. The misclassification of H1 as H3 and
the misclassification of H3 as H1 may be due to the judgment of the end point
type is different in the EOA calculation, the former is the end of the train, and
the latter is the turnout, the end of the railway or buffers. The communication
delay could lead to the misclassification of H2 as H1. The most likely cause is
the interlocking system in the two cases cannot receive the control command in
time and cannot be interlocked. Table 3 is the evaluation metrics results in five
group of test datasets. As we can see in Table 3, the mean of accuracy is 0.972
and it is stable in such experiments. Recall in these experiments is 0.930, which
means that the intelligent prediction model can handle unbalanced datasets.

To a large extent, the most likely cause is that we consider multiple influ-
ential factors and utilized a multilayer neural network, where made our model
more precise. This result shows that using our predictive model can make for
the decline of occurrence of a hazard and the deep neural network is very effec-
tive in train collision classification. Taken together, these results suggest that
our intelligent-prediction model is effective in system hazard risk prediction by
considering multiple influential factors and using deep learning.

6 Conclusion

In this paper, we proposed a novel intelligent-prediction model, in which the
model was learned from historical operation parameter samples in CBTC sys-
tem, to predict which kind of risk state will occur. The design of intelligent-
prediction model takes advantage of popular DBN. More importantly, we use a
formal method, statistical model checking, to calculate one of prediction factors,
the MA failure rate. Finally, experiments on real-world dataset validated the
performance of our new proposed intelligent-prediction model and demonstrated
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the effectiveness of the deep learning framework in the safety-risk estimation for
CBTC system. Without relevant domain knowledge, the dependence with the
considered hazards can be learned by DNN from the dataset. It is shown that
the proposed novel can significantly predict the hazard risk in the CBTC system.

In future work, more prediction factors and types of hazards will be taken
into account, which can potentially improve prediction performance. We are also
interested in exploring the relationship between a hazard and spatial-temporal
data, and other deep learning algorithms may help solve it.
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Abstract. In current public transportation of modern cities, the passenger
volume analysis counts the bus passengers in multiple perspectives, and it is
significant to optimize the bus scheduling and evaluate transportation capacity.
On the smart card data of passengers taking buses, traditional solutions have
inherent limitations about long processing delay, inaccuracy result and poor
scalability. In this paper, the spatio-temporal correlation with business restric-
tions is considered, and an effective platform service for passenger volumes
analyses are proposed on massive smart card. Our service has been applied in
practical usage for three types of passenger volume, and holds minute-level
latencies on weekly data with nearly linear scalability in extensive conditions.

Keywords: Spatio-temporal data � Smart card data � Behavior analysis �
Passenger volume � Platform service

1 Introduction

Nowadays, smart cards solutions have been adopted extensively in urban environment,
and generate massive offline historical data [1]. The large data makes it possible for
official governors to achieve intelligent analysis [2]. In public transportation domain,
the passenger volume analysis counts the bus passengers in multiple perspectives. It is
a significant indicator to find hot spots in a city, optimize the bus scheduling, and
evaluate transportation capacity in the intelligent transportation system (ITS) [3].

Traditionally, the smart card data with typical spatio-temporal attributes are stored
in data warehouse or relational database after necessary data cleaning [4, 5], and the
passenger volume is achieved through statistic linear models. Most of those methods
are done by interactive SQL (structural query language) or predefined store procedure
on small data samples [4, 6]. However, it faces inherent limitations on massive spatio-
temporal data. (1) First, the executive latency is intolerable when the involved data size
is huge. With the simplified assumptions, traditional methods on small samples [7] only
achieve short-term predictive values for limited locations [8] (e.g., prediction for given
stations in a periodic five minutes). It suffers long time through database that large

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
X. Wang et al. (Eds.): CollaborateCom 2019, LNICST 292, pp. 681–697, 2019.
https://doi.org/10.1007/978-3-030-30146-0_46

http://orcid.org/0000-0002-9982-5488
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-30146-0_46&amp;domain=pdf
https://doi.org/10.1007/978-3-030-30146-0_46


volume of data has to be centralized loaded and scanned many times during the query
execution. The I/O of such analyses even cost more time than that of computation itself
[9]. As a result, the release of the routine report for passenger volumes is always
delayed in metropolises. (2) Second, the analytical accuracy is low in practice because
the business spatio-temporal correlation has not been fully considered. Traditional
methods always focus on the holistic statistic characteristics to fit the historical
observations, and neglect specific passenger behaviors in temporal or spatial per-
spective. In fact, how to describe those behaviors restricts the accuracy essentially [10].
(3) Third, the analytical scalability during calculation is extremely poor when the data
size increases or the infrastructure updates. In either case, traditional methods have to
pursue higher-level hardware or software in “scale-up” to redeploy the applications
accordingly. It also implies a great deal of financial and man-power expenses.

In this paper, we propose a novel platform service for passenger volume analyses
on massive smart card data. The contributions can be summarized as follows. (1) Three
types of bus passenger volume, getting-on, getting-off and transfer, are defined by
business spatio-temporal characteristics. It is the necessary condition for the accurate
analyses. (2) On massive smart card data, each type of bus passenger volume is
efficiently achieved with horizontal scalability. Modeled as Hadoop MapReduce jobs,
the analyses procedure holds minute-level latencies on weekly data in extensive con-
ditions. (3) Available in a practical project of public transportation domain, our work
has brought benefits due to the visualization of the bus passenger volume.

This paper is organized as follows. Section 2 shows the background including
motivation and related works. Section 3 elaborates the platform service and the volume
analyses for multiple passenger behaviors. Section 4 quantitatively demonstrates
effects from the experiment and case studies in various conditions. Section 5 sum-
marizes the conclusion.

2 Background

2.1 Motivation and Assumption

Our work was initiated by Passenger Big Data Analysis Platform in Beijing. We
cooperated with E-hualu, one of the leader Chinese companies in intelligent traffic
domain, to deploy a bus scheduling system for more than 30 new night-bus lines in late
2014. The goal of this project is to optimize public transits through Big Data tech-
nologies to alleviate traffic jams, improve air quality, and bring regional integration
with peripheral Tianjin city and Hebei province.

In Beijing until the end of 2015, more than 30 thousand buses of nearly one thousand
lines adopted smart card readers and 44 million cards had been released to citizens,
which would generate 15 thousand records with about tens of gigabyte data daily. Such
data from buses has been accumulated day by day as massive historical data. As the data
unit, a record of smart card data is typical spatio-temporal union, and contains 13
attributes in Table 1 including entities, timestamps and spatial attribute-groups.

The regular business reports for bus service are released from our system to
evaluate the traffic management and passenger guidance in a macroscopic viewpoint.
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For example, in rush hours the early warnings and vehicle dispatching could be made
for certain busy lines due to their too long departure frequency. Traditionally, such
historical data was processed periodically through data warehouse and statistic models
after its capture and storage, but the delay during the analysis is too long to endure. For
instance, such a monthly report of Beijing usually requires more than half a month to
complete. Accordingly, it is required to pursue efficient analyses solution, not only for
optimizing bus departure intervals or passenger on-board time, but also for the better
data management. That is the just motivation of our work.

In this paper, there are two assumptions.
First, a record must contain the timestamps of both getting-on and getting-off. If one

is excluded, it should be inferred by the other one before further processing [11, 12]. In
Beijing, there are two charge kinds due to the smart card readers on buses. One is charged
by travel counts and a card is read once in a trip at the getting-on time of passengers; the
other is charged by travel distances and a card is read twice in a trip at both getting-on and
getting-off times of passengers. All the data in this work was generated from the readers
of the latter type. It is a sound assumption because such charging is popular progres-
sively. For example, according to the official policies, all the buses in Beijing had
updated their readers for distance charging since December 12th 2014.

Second, the fallacious records have been eliminated in advance. Due to the
uncertain conditions of devices or storage, the raw data has two main defects. (1) The
temporal attributes among the records are inconsistent. For example, we do not know
whether 2001-01-01 or 2015-05-31 is the factual date if both values appear in the same
record. (2) The missing or illegal records bring business confusion. For example, a bus
may seem run too much time without any rest if the records in certain time are lost.
Therefore, low data quality is the inevitable obstruct for data analysis [13]. Here, we
employ dedicated data cleaning method [14] on massive spatio-temporal data to
guarantee temporal consistency and semantic legality.

Table 1. The record structure of smart card data.

Attribute Notation Type

card_ID Identity of smart card Entity
line_ID Identity of bus line
bus_ID Identity of bus
begin_time Timestamp of getting-on Time
end_time Timestamp of getting-off
from_station_ID Identity of getting-on station Space
from_station_name Identity of getting-on station
from_station_longitude Longitude of getting-on station
from_station_latitude Latitude of getting-on station
to_station_ID Identity of getting-off station
to_station_name Name of getting-off station
to_station_longitude Longitude of getting-off station
to_station_latitude Latitude of getting-off station
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2.2 Related Work

As a hot topic in public transportation domain, the research about bus passenger
volume can be classified in three categories according to the involved technology.

Database is the widely used technology for bus passenger volume analysis. The
smart card data is maintained in the persistent storage, and the passenger volume is
calculated by interactive SQL or predefined store procedure [4]. Through geographical
database, Long et al. [6] uncovered the passengers’ commuting pattern in Beijing, and
compared their trips with the expensed time and geographical distance in different
perspectives. On GTFS (General Transit Feed Specification) data in database, Tao et al.
[10] demonstrated a multi-step method to examine the spatio-temporal dynamics of
travel behaviors among bus passengers. But those works only concern the limited data
instead of the holistic ones in wider time ranges. It would suffer long processing latency
due to the heavy IO of loading and scan during analytical processing [9].

Statistic model is also adopted for bus passenger volume prediction. In some time
intensive conditions, it can reduce the executive delay dramatically. During the short-
time prediction for passenger volume, such models rely on the characteristic of sam-
ples. On smart card data, Ma et al. [4] built trip probability models of involved stations,
and proposed DBSCAN joint algorithm to identify historical travel patterns and reg-
ularities. Zhou et al. [11] proposed OD (origin-destination) matrix to estimate public
passenger volume in probability view. Zhang et al. [7] proposed a Kalman filter model
to forecast short-term passenger volume on smart card data, vehicle location data and
station video data. The accuracy can hold well, but benefits on limited data samples in
practice. Moreover, as typical time series approaches, all these works above only
exploit time characteristics without spatial consideration. It makes it impossible to
exhaustively evaluate bus passengers’ behaviors.

Big Data technology is popular nowadays especially on large volume data in
scalable Cloud environment [15]. Hadoop ecology has been applied in the trans-
portation domain, with the help of highly utilized virtual resources. Through Hadoop
distributed file system, UrbanCPS [16] and coMobile [17] store data from heteroge-
neous sensors, and predict traffic speeds with human mobility in urban areas. More-
over, in a private Cloud, Xiong’s work [3] integrates the transportation data in multiple
perspectives. Through Hadoop MapReduce on smart card data and bus GPS data,
Zhang et al. [1, 12] analyzed the passenger density to infer crowdedness and evaluate
the vehicle scheduling. With analogous solutions, Wang et al. [18] estimated boarding
stop time and bus arrival time. Moreover, SMARTBUS [19] shows a composite
solution in multiple Hadoop layers. All those works prove their effectiveness in specific
business, but none of them considers bus passenger volume analysis yet.

In brief, on massive data of smart card data, challenges still remain to analyze
passenger volume efficiently. Therefore, we introduce platform service via Big Data
technologies.
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3 Bus Passenger Volume Analyses in the Platform Service

3.1 Methodology

We designed a platform service whose architecture is illustrated as Fig. 1.

The data layer maintains the required data. The basic data is the essential auxiliary
for analyses in the relational database, including locations of station, profile of bus lines
and vehicle id, etc. The business data is the spatio-temporal records captured from the
smart card readers, which would regularly load into the distributed file system after data
cleaning. Compared with the basic data, the business data has much larger size (i.e.,
terabyte vs. megabyte level) with higher updates frequency (i.e., daily vs. monthly).

The processing layer provides run-time environment to calculate business analyses
like bus passenger volumes. Such analyses are built and submitted by domain experts
as calculative jobs, and run as parallel tasks.

The application layer shows the results of business analyses with pre-defined
configurations. The map application visualizes the results in online maps of multiple
perspectives. For bus passenger volumes, the results could be demonstrated in a map as
the granularity of stations, bus lines, and road network. The web console sets the
configurations of the whole service, manages the business analyses, and monitors the
status of each layer.

The infrastructure layer supplies the virtualized resources from a private Cloud.
The resources like computation, storage, and network are accommodated elastically on
demand.

In fact, it is a typical architecture for Big Data analysis in the public transportation
domain, where we focus on the bus passenger volume analyses in this following part.

From Table 1, the smart card data is formally defined first.

Definition 1: Smart card data. The smart card data is generated when a passenger’s
card is read by reader on the bus. A record as the unit can be represented as r = (p, b,
sn, tn, sf, tf). Here, p is a passenger’s card, b is the taking bus, sn (sf) is the getting-on
(getting-off) station, and tn (tf) is the getting-on (getting-off) timestamp at sn (sf).

Fig. 1. The service architecture.
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For any station s 2 S, its passenger volume analyses counts the number of pas-
sengers in any time slot di, where S is the station set. Divided by the fixed interval
length h, di, is the ith time slot of a day. For example, when h = 1 h, |i| = 24,
d0 = [0:00–1:00), d1 = [1:00–2:00), …, d23 = [23:00–24:00); the passenger volume
would be a 24-dimensional vector, whose element is the count in a di at s. In fact, a
passenger must own one of three behaviors at a station: getting-on, getting-off and
transfer. Accordingly, the bus passenger volume can be discussed accordingly.

3.2 Getting-On/Off Behavior and Its Passenger Volume Analysis

The getting-on and getting-off analyses are similar due to the symmetrical behaviors, so
that only the former one would be fully discussed here.

Definition 2. Getting-on (getting-off) passenger volume. The getting-on (getting-off)
passenger volume presented as nPFd

s (fPFd
s ) counts passengers P who get on (off) any

bus at station s in a time slot d(tl, tr). Here, time tr > tl, 9 a record r of smart card data, r.
p 2 P, r.sn = s (r.sf = s), r.tn 2 d (r.tf 2 d). It is achieved periodically with a fixed
interval length h = |d| = tr - tl. Usually, h is set as 30 min, 1 h or 2 h in practice.

Referring certain location (i.e., station) at given time interval (i.e., time slot), those
volumes as an aggregation evaluation reflect the hot degree of that station. The spatio-
temporal continuity of individual passengers is kept in the records, but the moving of
buses is required in the analysis. A certain bus always runs more than one round-trip in
a day, and it is would stop and start at any station in each trip. The time when the bus
started (stopped) brings the passengers’ getting-on (getting-off) behaviors. However,
only some passenger’s times instead of that of buses are kept in the records. Therefore,
the first difficulty comes from the gap of different temporal semantics. As Fig. 2, there
are two trips of a certain bus at a station in a day. The getting-on timestamps of
passengers would be gathered in clusters according to the time of bus start in each trip
(i.e., ts1 and ts2 here).

Therefore, it remains three problems for getting-on (getting-off) passenger volume
analysis: how to discriminate each trip of any bus; how to infer a bus’s stop and start
time at any station; how to sensibly build nPFd

s (fPFd
s ) if waiting period of bus at a

station overlaps two adjacent time slots (e.g., if a bus stopped when te = 8:58 and
started when ts = 9:01, the ridership during [ts, te) overlaps the time slots d7 = [7:00–
8:00) and d8 = [8:00–9:00)).

Fig. 2. The moving of a bus at a station.
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To solve those problems, we observe the characteristics of data, and propose the
following Algorithm 1 with the symbols in definition 1. The algorithm is based the
observations below. For a bus b at station s, a passenger’s getting-on time must be earlier
than b’s start time in a probability larger than 50%; that time of all getting-on passengers
in the same trip must cluster according to b’s start time; in the same trip of b, all those
times must be statistically positive-skewed because the median of those timestamps is
smaller than their mean value. In the line 3–7, getting-on timestamps of different trips are
clustered under auxiliary business conditions. In practice, we employ the empirical
c = 420 (i.e., 7 min), because we have learned from the official documents, a bus of
Beijing spends at least 14 min for a round-trip. In the line 9–13, to infer the start time of
bus b at station s, we have to alleviate the skewness of getting-on timestamps by
logarithm transformation (i.e., function ln()), where EXP(x) = ex. For those positive-
skewed timestamps, their logarithmic values roughly conform to the normal distribution.
Due to the normality knowledge, we know 68% of gi would not larger than mg + sdg.
Therefore, ts defined in line 12 is a sound approximation, because the start time of bus is
larger getting-on timestamps of passengers in a probability more than a half.

Algorithm 1. Bus trips recognition
Input: records of smart card data in a bus ordered by the getting-on timestamp 
Output: trips of the bus b at station s and the bus start time ts in each trip
1 for a record ri
2 b= ri.b; s= ri.sn;
3 if (ri.tn - ri-1. tn) < γ
4 put ri to the same trip with ri-1;
5 else
6 put ri to a new trip;
7 end if
8 end for
9 for a trip of b at s
10 for any ri, gi=ln(ri.tn);
11 on those gi, get their mean mg and standard deviation sdg; 
12 b’s start time ts = EXP (mg + sdg) 
13 end for

Through the Algorithm 1 above, the getting-on passenger volume analysis can be
modeled as a two-step procedure in Fig. 3. Each step can be implemented as a Hadoop
MapReduce job. Here, the vertical left part of either step works as a map task and the
right one is a reduce task; each step requires only one-pass processing on the data.

The first step as the upper part of the Fig. 3 is to achieve the getting-on passenger
volume of every single bus. Here, each record would be extracted by its attributes. The
timestamp of getting-on is divided to date and time. After grouping by the composition
of station id, bus id and date, Algorithm 1 is invoked. As a result, the passenger volume
of each bus are achieved and ordered by the station id. For example, when h is set as
1 h, and a output could be <3, 00028294, 20151208, 0, 0, 0, 0, 0, 0, 13, 0, 0, 25, 0, 0, 0,
18, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0>. It means the bus 0028294 at station 3 on Dec.8th 2015
had three trips when the counts were 13 in [6:00, 7:00), 25 in [9:00, 10:00) and 18 in
[13:00, 14:00).
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The second step as the lower part of Fig. 3 is to achieve the getting-on passenger
volume of all the buses. In this step, the inputs are achieved from the first step. After
grouping by the composition of station id, bus id and date, the final result is the vector
addition in respective time slot. For example, when h is set as 1 h, and an output could
be <3, 20151208, 0, 0, 0, 0, 0, 64, 85, 105, 128, 256, 204, 230, 242, 189, 205, 143,
145, 252, 286, 259, 235, 102, 82, 35>. It means the count for station 3 at each time slot
of one hour on Dec.8th 2015.

Here, considering some waiting periods of bus at a station overlap two adjacent time
slots di, di+1, we regard the ridership belongs to either di if ts 2 di or to di+1 if ts 2 di+1. It
is sound because the getting-on behaviors of passengers depend on the start of a bus.

Therefore, all three problems mentioned have been solved. Analogously, the
getting-off passenger volume could be achieved, where the getting-off timestamp (i.e.,
ri.tf) of passengers and the stop time of buses are focused instead. With the similar
logarithm transformation, the inferred bus stop time te = EXP (mg + sdg) with the same
confidence 68%. It is sound because the getting-off timestamps are also positive
skewed and smaller than stop time in a probability more than a half.

Fig. 3. Getting-on passenger volume analysis.
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3.3 Transfer Behavior and Its Passenger Volume Analysis

Then, the third type of passenger volume is discussed.

Definition 3. Transfer passenger volume. The transfer passenger volume presented
as xPFd

s in any time slot d(tl, tr) counts passengers Pwho gets off any bus bj at sf and gets
on another bus bk at sn within a time duration no more than e. Here, time tr > tl, 9 two
records rf, rn of smart card data, rf.p = rn.p 2 P, rf.sf = sf, rn.sn = sn, rf.tf 2 d, rn.tn 2 d. It
is achieved periodically with a fixed interval length h = |d| = tr − tl. Usually, h is set as
30 min, 1 h or 2 h in practice, and the threshold 0 < e < h. The station sf and sn are
either geographical neighbors or the same one.

Referring a location pair (i.e., getting-off and getting-on stations) at given time
duration (i.e., time slots), the transfer passenger volume faces analogous condition as
that of getting-on passenger volume. Because transfer behavior consists of a getting-off
behavior and a successive getting-on one like Fig. 4, it could be achieved directly from
the method in Sect. 3.2. However, it would be inefficient to merge two independent
analyses for integral results. Accordingly, we focus on the dedicated method in this
section.

Algorithm 2. Transfer behaviors recognition and counting
Input: records of smart card data group by passenger
Output: the transfer behavior of each passenger
1 for two successive records ri-1, ri of passenger p
2 ri-1.p = ri.p = p; bf = ri-1.b; bn = ri.b; sf = ri-1.sf; sn = ri.sn; tf = ri-1.tf; tn = ri.tn;
3 if (bf ≠bn) 
4 if (distance (sf, sn) < η) and (tn - tf <= Г)
5 a transfer behavior of p appears at station sn and at the time tn;
6 end if
7 end if
8 end for

Besides the same problems with the getting-on volume analysis, the transfer pas-
senger volume analysis remains other two ones. One is how to define the spatial
neighborhood of any station. The transfer behavior only makes sense at the getting-on
station. The other is how to depict temporal closeness of any passenger for a transfer
between his getting-off behavior and the successive getting-on one. Too long delay
would not appropriately reflect the passengers’ real intention.

Fig. 4. The transfer behaviors of passengers.
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To solve those problems, we propose the Algorithm 2 with the symbols in definition
1. The algorithm to find a transfer behavior is based the definition of spatial neigh-
borhood and temporal closeness in the line 3–5. For a transfer behavior of a passenger,
the getting-off bus must be different with the getting-on one; while the getting-off station
could be same with the getting-on one. Threshold η of spatial neighborhood restricts the
max cartographic distance between two stations, and threshold Г of temporal closeness
implies the longest period duration two behaviors. Here, we regard the count of transfer
behavior as the result at the time tn with the station sn.

Through the Algorithm 2, the transfer passenger volume analysis can be modeled as
two-step procedure in Fig. 5. Each step can be implemented as a Hadoop MapReduce
job. Here, the vertical left part of either step works as a map task and the right one is a
reduce task; each of which requires only one-pass processing on the data.

The first step as the upper part of the Fig. 5 is to find the transfer behaviors of
passengers. Here, each record would be extracted by its attributes. The timestamp of
either getting-on and or getting-off is divided to date and time. The date of getting-on
and getting-off are identical. After grouping by the composition of card id and date, the
algorithm 2 is i. The thresholds could be set empirically: η = 1000 m and Г = 20 min.
It comes from the facts in the official documents: in Beijing for a bus transfer, 95%
passengers expect to wait less than 20 min; only 16% passengers would endure to walk

Fig. 5. Transfer passenger volume analysis.
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more than 1000 m to the next getting-on station. As a result, if h is 1 h, an output could
be <3, 00000370A80456014EBE774FE6D150C1, 20151208, 8, 1>. It means a pas-
senger using that card had a transfer behavior at station 3 at the 8th time slot, i.e., [7:00,
8:00) on Dec.8th 2015.

The second step as the lower part of Fig. 5 is to achieve the transfer passenger
volumes of all the passengers. In this step, the inputs are achieved from the first
step. After grouping by the composition of station id and date, the final result is the
vector addition in respective time slots. For example, if h is set as 1 h, a output could be
<3, 20151208, 0, 0, 0, 0, 0, 26, 52, 75, 82, 126, 124, 123, 130, 98, 105, 93, 75, 82, 96,
89, 75, 82, 68, 23>. It shows the transfer passenger volume at station 3 in 24 time slots
on Dec.8th 2015.

4 Evaluations

4.1 Settings

The executive performance and practical effects are evaluated respectively by extensive
experiments and case studies in this section.

In our private Cloud as the service infrastructure layer, four Acer AR580 F2 rack
servers via Citrix XenServer 6.2 are utilized in the infrastructure layer, each of which
own 8 processors (Intel Xeon E5-4607 2.20 GHz), 64 GB RAM and 80 TB storage.
Six virtual machines are used to build our platform service, each of which owns 4 cores
CPU, 4 GB RAM and 1.2 TB storage with CentOS 6.6 x86_64 operating system. As
the Fig. 1, the data layer consists of MySQL 5.1 and HDFS; the processing layer is the
customized Hadoop MapReduce 2.6.0; the application layer would be further exploited
in the Sect. 4.3.

We employ the smart card data of Beijing on eight days in 2013, which contains
24263142 records on 7349 buses of 233 lines involving 3581 stations. All the data was
generated from the readers charging by travel distance, and each record contains 13
attributes as Table 1. The data has been cleaned in advance through dedicated method
[14], and has been divided into eight parts by the original dates as the experiment
inputs.

To analyze the passenger volume, two different methods have been implemented in
our platform service for comparison. One is our method termed as BD (Big Data). The
counterpart is a statistic estimation [11] termed as ODE (Origin-destination Estimation)
in the current productive environment.

4.2 Experiments

We evaluate the performance of two methods to analyze passenger volume in the
experiments below.

Experiment 1. The data of different size is used as the input. The getting-on and
transfer passenger volume are executed through both BD and ODE, and note their
average executive times in each condition. The result is showed as Fig. 6 where the left
is the getting-on passenger volume analysis and the right is the transfer one.
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When the input size increases, the executive time of both methods rises, but ODE
has much longer time than BD in two orders of magnitude for either analysis. In
average, the input record size of one day is about 1 million. The executive time through
ODE grows sharply when the input is more than 5 million, while that of BD rises
almost linearly. On the input of 3-day data, BD costs minute-level time, while the ODE
requires more than 5 h. The lower latency of BD comes from the parallel execution of
two-step procedure in either passenger volume analysis. But through ODE, the analysis
requires multiple passes to sort data, and has to run on a single machine without
parallelism. As a result, ODE only suits small size data, while BD has much lower
latencies on massive data.

In the following parts, only BD is evaluated for its efficiency and scalability.

Experiment 2. The data of one day is appended to the input in each test, and the
executive times for getting-on passenger volume analysis through BD are noted. For
the comparison on each input size, the interval length h is set as 10-min, 1-h and 4-h
respectively. The result is presented in Fig. 7(a). The average executive time on fixed
one million records in each test can be deduced as Fig. 7(b).

The getting-on analysis through BD method is proved scalable on the increasing
data. On the one hand, when input scales at any interval length, the increment of
executive time surpasses the linearity. In Fig. 7(a), the time is kept minute-level and not

Fig. 6. The passenger volume analyses through two methods

Fig. 7. The getting-on passenger volume analyses at 3 intervals on 8 inputs.
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doubled even when the input size grows eight folds. That trend can be demonstrated
clearly in another perspective of Fig. 7(b), where the average executive time on fixed
input size declines to the steadiness about 10 s. It shows that the processing capacity of
BD method is stable and horizontally scalable. On the other hand, on the input of the
same size, the executive time varies by interval lengths. The longer interval length
implies lower latencies, because our analysis relies on the interval length: shorter
interval length implies more dimensions in result vector due to definition 2, and
requires more calculation delay. It is interesting that when input scales, the capacity on
fixed size converges at any interval length like Fig. 7(b), which also proves its hori-
zontal scalability.

In a similar way, the transfer passenger volume analysis is evaluated next.

Experiment 3. The data of one day is appended to the input in each test, and the
executive times for transfer passenger volume analysis through BD method are noted.
For the comparison on each input size, the interval length h is set as 10-min, 1-h and 4-
h respectively. The result is presented in Fig. 8(a). The average executive time on fixed
one million records in each test can be deduced as Fig. 8(b).

The transfer analysis through BD method is also proved scalable on the increasing
data. On the one hand, when input scales at any interval length setting, the executive
time of the analysis keeps steadily. In Fig. 8(a), that time fluctuates between one and
four minutes even when the input grows eight folds. Compared with that of getting-on
analysis, the execution here is relatively faster, because transfer behavior appears much
fewer than getting-on and requires lesser time. As Fig. 8(b), the executive time on fixed
input size declines to a steadiness about less than 10 s. The same value with that of
getting-on analysis shows the scalable capacity of BD method again. On the other
hand, on the input of the same size, the executive time has little difference at three
interval lengths setting because the intermediate results in the experiment are too small
to manifest their variance. The capacity on fixed input size also converges at any
interval length when input scales as Fig. 8(b), which proves its scalability either.

With the three experiments above, our analysis in platform service proves minute-
level latencies on weekly historical data with horizontal scalability.

Fig. 8. The transfer passenger volume analyses at 3 intervals on 8 inputs.
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4.3 Case Studies

We evaluate the practical effects in the application layer of service by case studies next.
The getting-on passenger volume is exhibited first.

Case 1. The jobs of getting-on passenger volume are submitted successively to web
console to execute. After their completion, the visual results are available in map
application. As an example, when a station named Beijing West Railway Station is
selected in the map, the profile emerges including id, name and GPS location, and the
hyperlink of getting-on passenger volume is also enabled in a pop-up window.

The analysis jobs are governed full life-cycle in our service via the web console. In
this case as the Fig. 9(a), the second job of the getting-on passenger volume analysis is
being submitted to the console. After the code package has been uploaded, the console
would check source code to assist the job configuration (e.g., the executive entrance
from the candidate Java main classes is auto-prompting), and then assigns to the
processing layer. For any station, the passenger volume would be visualized in the map
application. As In this case as the Fig. 9(b), the station Beijing West Railway Station is
a transportation hub and close to a railway station. Some buses are in 7 * 24 h service
around there, and most bus passengers go there to take trains. The getting-on passenger
volume of this station would display in the map at all the time slots in a given day at
one hour interval by default.

Moreover, the synthetic views can be generated in our platform service. In this case,
such a view as the Fig. 9(c) demonstrates the comparison of getting-on passenger
volume on three successive days. We found the result on any of three days keeps
steadily high since 8:00 to 19:00 just when the trains are usually busy. All those exactly
match the real situations from the local official statistics.

Next, the effects of transfer passenger volume are evaluated in another case.

(a) (b)

(c)

Fig. 9. The getting-on passenger volume of station Beijing West Railway Station.
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Case 2. The jobs of transfer passenger volume analysis are submitted successively to
web console. After their completion, the visual results are available in map application.
As an example, when a station named Chinese Academy of Agricultural Science is
selected in the map, the profile emerges, and the hyperlink of transfer passenger volume
is also enabled in a pop-up window.

The jobs’ status is available in JSON (JavaScript Object Notation) format in our
service and also visualized in web console. In this case as Fig. 10(a), the newly sub-
mitted jobs are noted as successfully completed in a history table. Even during the jobs’
run-time, the console provides graphical interface to suspend or kill them. In this case
as the Fig. 10(b), the station Chinese Academy of Agricultural Science lies in a junction
of three trunk roads where more than 12 bus lines pass-by around two adjacent stations.
It also can reach to two subway stations within 800 m. Therefore, many bus passengers
go there for a transfer. The transfer passenger volume would display in the map at all
the time slots in a day at one hour interval by default.

Moreover, a synthetic view as the Fig. 10(c) is generated in the platform service to
compare two kinds of passenger volume on a given date March 4th. We found the value
of transfer volume is about 1/8-1/5 than that of getting-on and owns the same rush
hours. It reflects the fact that transfer behavior is much smaller than getting-on one but
shares the similar temporal trends. In either type of passenger volume in this workday,
we can find the morning rush hours are from 7:00 to 9:00 and evening ones are from
17:00 to 20:00. All those exactly match the traffic report published by Beijing Traffic
Commission.

With the two case studies above, our method achieves convenient effects and
effective results in practical situations.

(a) (b)

(c)

Fig. 10. Two kinds of passenger volume of station Chinese Academy of Agricultural Science.
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5 Conclusion

In public transportation domain, we propose a novel platform service to analyze
multiple passenger volumes on massive smart card data. For any analysis, our service
can hold minute-level latency on historical weekly data and keep nearly linear scala-
bility in extensive conditions. It also shows practical effects and exact results in
authentic cases. In the future, we would introduce more domain analyses in our service,
such as bus arrive time prediction at given station and bus transit speeds prediction
between two directly adjacent stations.
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Abstract. Recently, Vehicular Cloud Communication (VCC) has been gaining
momentum targeting intelligent and efficient data transmission. VCC is a type of
mobile ad-hoc network comprising heterogeneous vehicles sharing their
resources to perform collaborative activities. In this paper, we propose a new
semi-infrastructure file-browsing in order to provide Network as a service
(NaaS) enabling internet-independent browsing. In our scenario, a central
management platform plays the role of controlling and managing the selection
of relaying vehicles supporting the source to destination file transmission pro-
cedure. Nagel-Schreckenberg rules for traffic cellular automata (CA) are used as
the basis for our scenario simulation. Nagel-Schreckenberg rules simulate the
behavior of a group of hypothetical vehicles moving across a highway. We
study the reliability and efficiency of file transfer in such settings. Simulation
results show that the number of selected relays required to establish the network
highly impacts the probability of successfully sending the requested files. In
addition, the distances between the selected relays influence the network
throughput and the probability of network failure. Moreover, the density of
relays strongly affects the overall delay that occurs due to the continuous re-
transmission of the selected files among different hops.
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1 Introduction

In the last few decades, substantial resources have been added to vehicles, including
computational power, sensing capabilities, and data storage and analytics [1]. Currently,
vehicle resources are underutilized, due, in part, to limited service and resource man-
agement models [2]. Recently, Vehicular Cloud Communications (VCC) has received
significant attention as a host for various infotainment services [3]. Vehicles can com-
municate with other vehicles directly forming vehicle-to-vehicle communication (V2V)
model, or communicate with fixed equipment next to the road, referred to as Road Side
Unit (RSU) forming vehicle to infrastructure communication (V2I) model [4, 5].
Nowadays, there are many vehicle-to-vehicle (V2V) applications such as emergency
braking, velocity adjustment to avoid accidents, effective transportation to avoid passage
congestion, hazardous location notifications transmitted to the road/side station [6–8].

Apparently, the growth of population and the increase of traffic issues made people
spend more time on the road. Browsing new files, videos, do some research, or even
read articles might be a good way to expend the time on the road. However, the
continuous usage of the mobile internet for browsing purposes might cost a lot, and
sometimes cause higher data congestion which influences the speed of data transfer.
From this context, we propose a novel local-communication-based browsing as a
service for enabling internet-independent browsing among moving vehicles.

The paper is proposing an idea for Network as a Service (NaaS), that utilizes the
VANETs concept to provide an entertainment services for the passengers on highways
that may stay on the road for several hours with limited access to the cellular network
like (4G). For simplicity the proposed scenario and the presented results, we consider a
hypothetical idea using emulator. In the future extensions we will address the same
scenario with real data representing actual traffic.

In this scenario, we assume a group of vehicles are moving across a long highway
and have plenty of time for browsing files. The proposed approach depends on con-
structing network via a hierarchical management framework in order to provide data
routing for multi-hops V2V communications. Our approach adopts the concept of data
Storage for browsing as a Service, where the mobile communicating networked
vehicles maintain different types of data that might be requested by other vehicles at
real time. Therefore, there is a tremendous need in such networking environment to
locate and construct reliable paths to fulfil the requests in a timely manner.

For simulation purposes, we assume a group of vehicles moving across a two lanes
highway. Nagel-Schreckenberg traffic flow model for Cellular Automata (CA) is used.
Nagel-Schreckenberg model is a well-known model investigates some features com-
monly found in real traffic problems, such as the transition between free flow and a
jammed state, and shocks (due to driver overreaction) [10, 11]. By applying Nagel-
Schreckenberg rules, velocities and positions of these hypothetical vehicles are cal-
culated and updated frequently without any crashing across the simulated highway.

The proposed scenario exploits a cloud management platform, which plays the role
of establishing a multi-hop network from the surrounding vehicles that act as com-
munication relays/hops. These vehicular relays are responsible for delivering the
requested file from the source vehicle to the destination of the requester vehicle.
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The numbers and positions of theses selected relays are highly influencing the network
and the probability of successfully receiving the requested files. Consequently, the
cloud management platform should determine carefully which relays could be used for
establishing the vehicular network. The appropriate selection of these relays reduces
the number of hops, which definitely minimizes the chance of networking failure.

Therefore, our main contributions in this paper can be summarized as follows:

• A novel localized file sharing model on a vehicular cloud management platform
exploiting semi-infrastructure V2V communication and vehicular resources; and

• Autonomous Cellular Automata (CA) model based on ad-hoc multi-hop V2V
network guided by real-time dynamic vehicle location updates.

The paper organization is as follows. Section 2 illustrates the proposed semi-
infrastructure system model and the networking strategy for the local offline browsing
scenario. Section 3 describes the vehicular traffic flow model and the suggested
methods for selecting the routing path. Section 4 presents the obtained numerical
results that illustrate the influence of relay selection on the system. Finally, the paper
concludes in Sect. 5.

2 V2V Communication Framework for Local WiFi-Based
File-Sharing

The proposed system is composed of a user side mobile application, a cloud backend or
management cloud platform, and the vehicle computational and storage device, which
is assumed to be raspberry PIs controllers. In the presented scenario, we implement a
mobile application to enable users traveling on the road to access the proposed offline
browsing VCC service. The proposed system aims to limit the internet access for cost
reduction purposes. Therefore, the internet access would be for management purposes
only which are sending the request to browse and receiving the list of available file
only. All heavy computations and data transfer are done locally over WiFi under the
control of a cloud management platform. The aforementioned application continuously
registers the user GPS location, and the available list of files for sharing. The expected
amount of traffic involved in such updates is no more than a few bytes and can be
neglected if compared to the heavy file transfer traffic conducted over WiFi.

We assume that all travelling vehicles are capable of bidirectional transmission and
will participate in the proposed network. Further, we assume a semi-infrastructure less
network, so relying on the RSU is only considered for network construction only.
Cloud connection are established through RSUs to handle network management traffic
only. Heavy traffic is transmitted directly between travelling cars.

Our scenario starts when one of the registered users requests to browse the list of
available files on the road. The requester application sends a notification to the cloud
management application on the backend. Once received, the management system
selects all files available for sharing only from the vehicles within reasonable com-
munication range to the requester. Once received, the requester will have a fixed
amount of time to select the files to be downloaded. Once selected, the management
system starts to select the list of vehicles that will participate as relays to construct the
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network between the requester and the source file vehicles. This process is depicted in
details in Fig. 1. Each of these vehicles will receive a directed connection establish-
ment instruction defining his role in the connection process between source file and the
requester vehicles. The management system will monitor the connection for any
interruptions or connection termination signal. In the case of connection interruption,
the entire process will be repeated.

2.1 Networking Strategy

As mentioned before, the proposed system consists of a set of vehicles equipped with
Raspberry PIs controllers with WiFi 802.11p modules enabling wireless communica-
tion. The hierarchical management framework in our approach consists of two main
levels, which are a set of Road Side Units (RSUs) or cellular service providers and the
management cloud platform. Each RSU serves a certain number of vehicles at a section
of the highway. The storage capacity and the types of stored data are two related
attributes defined at the cloud management side. The data communication in the pro-
posed scenario depends on bidirectional wireless communication technologies. For
communication between vehicles and RSUs and between RSUs and the cloud platform,
WiFi protocols are used. While, the network topology in this scenario is defined as a
linear multi-hop network that comprises a set of vehicles to form a multi-hop V2V data
communication path between the sender (S) and requester (R) vehicles. The commu-
nication between vehicles can be established within the communication range defined
by the IEEE 802.11p.

Fig. 1. Communication Network Architecture for Reliable V2V Communication
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At the beginning, all of the online vehicles on the road send their information
including their positions, velocities, and any of the required data to the cloud platform
through the nearby RSUs. For the browsing process, users desire to browse send
requests to browse via their mobile application to the nearby RSUs, which directly
forward these notifications to the cloud management platform. After that, the cloud
replies with the available files during the requested time slot. After that users send the
cloud again when they choose the data files according to their preferences within the
available list of files. Then, the cloud performs some calculations to determine the
possible paths to fulfill all the requests sent by the vehicles. Accordingly, the cloud will
send RSUs all of these recommended paths to begin establishing and monitoring the
file-sharing network.

3 System Model

3.1 Vehicular Traffic Flow Cellular Automata Model

The used simulation model describes a group of vehicles moving on a highway,
composed of two crossable lanes. Vehicles behavior across the road including their
updated velocities and positions are calculated using a modified version of Nagel-
Schreckenberg traffic flow model. The simulated road is assumed to be with length
(L) cells. Each cell in that hypothetical road is equivalent to 2 m length, and is
occupied by either zero, or one that represents the vehicle existence at different time
instants. The model constrains that the vehicles velocity can’t exceed a specified
maximum velocity (Vmax). During the simulation, any vehicle (i) in the road is defined
by its position (Xi) and current velocity (Vi). The empty sites in front of the ith vehicle;
i.e. gap between any two consecutive vehicles is denoted by di (t) = Xi + 1 − Xi – 1
[10]. The movement of vehicle (i) from time step t to t + 1 is then defined by Nagel-
Schreckenberg model four rules as follow:

Acceleration:Vi tð Þ ¼ min Vi tð Þþ 1;Vmaxð Þ ð1Þ

Deceleration:Vi tð Þ ¼ min di tð Þ;Vi tð Þð Þ ð2Þ

Randomized barking probability pð Þ:Vi tþ 1ð Þ ¼ max Vi tð Þ � 1; 0ð Þ ð3Þ

Movement:Xi tþ 1ð Þ ¼ Xi tð ÞþVi tþ 1ð Þ ð4Þ

At each discrete time step t ! t + 1, both the position, and velocities of all the
vehicles must be updated.

During the vehicles journey across the road, they might change their location from
one lane to the other. The rules for updating the vehicles location with respect to the
road lanes is as follows [12]:

Incentive criterion: di\min Vi þ 1;Vmaxð Þ ð5Þ
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Safety constraints: dpred [ di ð6Þ

dsucc [ dsafe ð7Þ

where dpred and dsucc are the gaps between the targeted vehicle (i) and the preceding
vehicle and the succeeding vehicle in the target lane respectively; and dsafe is the
maximum possible gap of the preceding and succeeding vehicles in the target lane.
Figure 2, shows a detailed flow chart of the described traffic flow model.

3.2 Path Selection Mechanism

When a certain vehicle sends a request to browse to the cloud, it starts connecting the
requester vehicle (R) to the source-file vehicle (S). In case of the long distances
between S and R, the network will use the surrounding vehicles to act as vehicular
communication relays/hops. In our simulation model, we assume that all the sur-
rounding vehicles around both S and R are valid online vehicles and can act as
communication relays at any time.

Fig. 2. Proposed traffic flow model flow chart
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Nevertheless, the main issue depends on what is the most appropriate vehicle to act
as a communication relay/hop. The main factor affects selecting the best relay is the
position of those vehicles from each other. If the selection process depends on mini-
mizing the distance link between each relay, this might result in the usage of several
communication hops, leading to increase the overall system transfer delay with slow
communication.

On the other hand, selecting the vehicles positions that lead to maximize the
communication link between each hop, leads to increase the Signal-Noise Ratio SNR
which causes a huge reduction in the total received power and increases significantly
the probabilities of occurring errors. This concludes that there must be a tradeoff
between number of communication hops and the distance between every hop for
successfully files transfer. Therefore, selecting the best positioned vehicles acting as
relays could help in strengthen the communication between both sender and requester
vehicles while using few number of hops.

In this paper we propose an initial scenario that illustrates a simple mechanism for
selecting the most appropriate vehicles that can act as communication vehicular relays.
All the possible relays surrounding the one that contains the file at this time instance are
assumed to be valid candidates. The constrain in this assumption is related to the
distance of the link between the current relay that received the file and all of the
suggested valid candidates for the next transmission hop. This distance must be within
the acceptable wireless communication range; i.e. cannot exceed 150 m. The relay that
exists in an average distance relative to the others will be considered as the best
selected one for the current transmission hop (event).

4 Evaluation

This section demonstrates our simulation results. The numerical calculations focus on
the selection of most appropriate paths to ensure reliable communication between
vehicles during sharing the requested files. Tables 1 shows the detailed parameters used
in the Nagel-Schreckenberg model.

Our numerical results obtained for the vehicles moving across a two lanes road. The
cloud start selecting all the possible paths between the source and requester vehicles,
then determine the optimal routing path between them. As per the number of lanes
increase, the number of existing vehicle increase leading to increase the possibilities of
finding paths.

Table 1. Table captions should be placed above the tables.

Parameters Value

Road length (L) 1000 cells
Maximum car velocity (Vmax) *6 cells/iteration
Probability of parking (P) 0.6
Simulation total time 500 iteration
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The proposed model estimates the total road capacity per each iteration. From this
information, we can determine the expected computational power within the whole
road at any time instant as shown in Fig. 3. As mentioned before, we assume that every
vehicle on the road to be equipped with a low power controller like Raspberry Pi that is
responsible for controlling the network. Therefore, in this scenario we can exploit such
controllers for performing small tasks or controlling the traffic among the vehicles.

Generally, it is well known that wireless transmission across different distances
highly influences the received signal power. In fact, the relation between the received
power and the transmission distance link is inversely proportional as shown in Fig. 4.
The received power is exponentially reduced with increasing the transmission link
between the sender and receiver. This depicts that reducing the transmission distances
is better for power constrained devices.

Figure 5 depicts the influence of increasing the communication hops on the
probability of successful file reception in our assumed model. This figure shows that
under different circumstances of the transmission media which increases the probability
of error per each link, the probability of successful transmission is highly reduced with
the increase of number of hops. This concludes constructing a network using high
number of hops increases the probability of networking failure, thus losing the com-
munication between vehicles.

Moving to our proposed scenario, as mentioned previously, there is a cloud
management platform, which is responsible for managing the networking between the
source file vehicle S and requester vehicle R using the surrounding relays. We assume
that the request to browse signal is sent to the cloud management platform from the first
vehicle in the road at a certain iteration. In order to study the effect of sending files over
large distances, we assume that the source file vehicle is located at end of this road.

Fig. 3. Total computational power per iteration
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Using the previous assumption, the distance between both vehicles is found to be
very long that the file cannot be sent directly. Therefore, the cloud management
platform starts selecting the communication relays from the surrounding vehicles to
establish the multi-hop network. Figure 6 shows three cases for the relay selection
between both the requester R and sender S vehicles.

Fig. 4. General received power over different distances

Fig. 5. Probability of successful reception versus number of communication hops
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The first case studies selecting the nearest relays from each other to reach the
shortest possible link between every two consecutive relays. Minimizing the distance
between the selected relays guarantees transferring higher signal power, therefore a
reliable communication. However, the simulation results in this case, shows that it
requires around 21 relay at different iterations to establish the required network
between S and R. Despite the high throughput that can be reached in this case, the
probability of transmitting the sharable file between S and R successfully is reduced as
discussed before in Fig. 5.

Meanwhile, using few vehicles to share the file between the same S and R may lead
to send the file at relatively longer distances. In the second case study, the selected
relays between S and R are picked based on the maximum achievable distance link
between the relays without exceeding 150 m before the received signal power depletes.
As shown in Fig. 6, selecting relays between R and S located at relatively long dis-
tances from each other results in reducing the number of the needed hops to be only 7
relays. Reducing number of relays results in increasing the distance link between each
relay, therefore the average received power of the file is highly reduced leading to
increase the probability of error, as illustrated before in Fig. 5.

The above studied cases show that there is a tradeoff between number of selected
relays and their positions from each other. For the best relays selection, the afore-
mentioned algorithm in Sect. 3 is used. Selecting vehicles located in average distances
from each other, achieves constructing the required network using less number of
relays located in moderated distance from each relay. Figure 6, shows that about 11
relays could be used for establishing this optimum path between the same R and S
studied in the other two cases. Table 2, shows number of required vehicles and average
distance between relays for the mentioned three cases which are shortest, longest, and

Fig. 6. Selected paths between S and R vehicles
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optimum paths. Moreover, it is found that the total delay added to the original file
transferring time between both S and R, depends highly on the number of used relays in
the network as shown in Table 2. We assume that every relay selected required a
delayed time for re-transmitting the received file to the next node. Based on the sim-
ulation results, it’s found that the first case which is the shortest link path required
around 44 ms extra delay added to the overall transmission time due to the usage of
large numbers of vehicles as relays. While this delay time is reduced in case of using
less relays for constructing the network between both S and R vehicles.

Projecting the mentioned issues across the network, Figs. 8 and 9 show how the
variation of the relays number affects both the throughput and increases the probability
of error per links. Throughput or network throughput is the rate of successful message
delivery over a communication channel. These messages belong to be delivered over a
physical or logical link, or it can pass through a certain network node. Throughput is
usually measured in bits per second (bit/s or bps), and sometimes in data packets per
second (p/s or pps) or data packets per time slot.

Simply, throughput is the average rate of successful message delivery over a
communication channel. It is a measure of how many units of information a system can
process in a given amount of time. It is applied broadly to systems ranging from
various aspects of computer and network systems to organizations. The system
throughput or aggregate throughput is the calculated by adding the data rates that are
delivered to all nodes in a network. However, the throughput of a communication
system may be affected by various factors, including the available processing power of
the system components the speed with which some specific workload can be com-
pleted, and response time between a single interactive user request, receipt of the
response, and the distance between the transmitter nodes.

Figure 7 presents the throughput in case of differently selected relays of our system
model with respect to the signal to noise ratio (SNR). It is clearly shown that the
throughput of the short selected path is the highest one compared with either the long or
the optimal paths. As shown in Fig. 6, the shortest link path includes multi-vehicle
relays, thereof the link reliability increased which guarantee that the data arrived
correctly to the destination. On the other hand, the long path includes less number of
vehicles, which means that the distance between each node is higher than the distances
between nodes in the shortest one. As the distance increase the throughput decrease and
the probability of error increased too. Consequently, optimizing the number of the used
vehicles with respect to the distances between each relay results in aggregating the
maximum achievable throughput.

Table 2. Comparison between the studied three cases for selecting the communication relays
between S and R vehicles.

Case Number of hops Overall delay (ms)

Shortest path 21 44
Longest path 7 8.4
Optimal path 11 14.4
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As mentioned in the previous section, if the actual throughput was less than the
expected amount, therefore the network is effected and there is higher probability that
the requested file fail to reach the destination correctly. Figure 8 shows the probability
of error for the available three paths with respect to different hops invariant signal to
noise ratio values. As the number of hops increases the reliability of the system
increase, then the immunity to prevent errors occurrence increase too, therefore the
probability of error decreases. That’s why, the longest path suffers from the highest
probability of error and the shortest path have an advantage of increasing the ratio of
the corrected data reach to its destination node. From this context, our optimized path
has an acceptable probability of error with low complexity of multi-vehicle relays.

Fig. 7. Throughput Vs SNR

Fig. 8. Probability of error per each link for the three studied cases
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5 Conclusion

This paper proposed a browsing as a service scenario for localized offline file sharing
using V2V communication. The purpose of this novel service is to provide the users
quick and reliable local file browsing using vehicular cloud communication. We
assumed that the vehicles are passing across a highway, sharing files using multi-hop
networks. The communication between the requester and source file vehicles is con-
trolled by a cloud management platform. The cloud management platform manages the
network establishment using the surrounding vehicles as communication relays.

Nagel-Schreckenberg rules for traffic cellular automata (CA) models were used to
calculate the location and the velocity of a group of hypothetical simulated vehicles
across a two-lane highway. The numerical results show that there is a tradeoff between
the number of the selected communication relays and distance between relays. Using a
moderated number of relays located in suitable positions on the road enhances the
process of the file transmission. A simple technique is used to optimize the number of
used communication hops to ensure reliable communication with lower probability of
network failure, higher throughput and acceptable file transmission delay.

The recommendation for future work is to use machine learning techniques for
predicting the best relays for the “near” optimum paths to reduce cloud management
overhead.
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Security lab”, SmartCI, Alexandria University, Egypt; for supporting and hosting the activities
related to this manuscript.
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Abstract. Data transaction in internet of vehicles is a transaction occurs
between vehicle owner and data buyer. Blockchain is a new technology that
brings decentralized ledger system for user, which means users could make
payment without the third party. There are several projects combined internet of
vehicles and Blockchain, however, none of them realize a trustworthy anony-
mous data transaction. In this paper, we first propose the concept of Super
Nodes to guarantee data authenticity, then we construct the anonymity for the
transaction base on zero-knowledge Succinct Non-interactive Argument of
knowledge (zk-SNARKs) and DAP from Zerocash. Moreover, a smart contract
is deployed for mutual benefits. Simulation experiment shows this scheme is
practical.

Keywords: Internet of vehicles � Blockchain � Zero knowledge �
Smart contract

1 Introduction

In recent years, with continuous growth of car ownership, road carrying capacity has
reached saturation in many cities, and traffic safety, travel efficiency, and environmental
protection have become increasingly prominent. As an important field of in-depth
integration of informatization and industrialization, internet of vehicles (IoV) is of great
significance to promote integration and upgrade of the automobile, transportation,
information and communication industries, and reshape of relevant industrial ecology
and value chain systems.

Blockchain is a new technology that first proposed by bitcoin [1]. It describes a
decentralized ledger without participation of the third party. In such ledger, it cannot be
tampered once data is confirmed. That is achieved by a novel consensus mechanism,
called Proof of Work (PoW), and timestamp server. PoW describes a safe accounting
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system that solves the Byzantine Problem by introducing a computing power competition
of distributed nodes to ensure data consistency and ledger consensus. The node who wins
the competition will broadcast a “block” in whole network, which contains all transac-
tions he collects and a timestamp to avoid double spending. After more than 10 years of
development, consensus mechanisms in Blockchain has from the beginning of a single
POW into Proof of gaining (PoS), Delegated Proof of Stack (DPoS), Practical Byzantine
Fault Tolerance (PBFT), and other common mechanism occurring together. Moreover,
Ethereum introduced smart contracts for Blockchain in 2014, which are Blockchain-
based programs that directly control digital assets [2]. Concretely, a smart contract is a
computer program that automatically enforces contract terms, is deployed on a shared,
replicated ledger. It could maintain its status, control its assets and respond to incoming
external information or assets. The digital form means that the contract has to be written
into computer-readable code. As long as the participations agree, the rights and obli-
gations established by the smart contract are performed by a computer or computer
network. And all these agreements and its realization would be recorded in Blockchain.

There are several projects that combined IoV and Blockchain, such as Smartcar-
chain and Carblock. They expect that Blockchain and its decentralized characteristic
could return the data ownership to data producer, general speaking, the vehicle owners,
which means they can freely dispose those data that collected by their vehicles. It gives
users an incentive to collect more data. And the more data users collect, the more
valuable data are. Automotive and transportation companies are all interested in these
data, because they can be analyzed to build better, more targeted products and services,
thus earning more profits. This kind of demand for data makes data transaction
important. Carblock proposed a data transaction method through smart contract,
eliminating the participation of the third party [3]. However, such a method requires
buyer to deploy two smart contracts for verifying data and transaction. That may not
convenient to a buyer.

Moreover, the anonymity is a feature that users care about. In 2014, based on
Bitcoin system, Zcash [4] proposes a new scheme to make an anonymous payment in
blockchain system by using zero knowledge proof. This scheme realizes strong
anonymity for a payment in Blockchain. It brings us to do research in anonymity of
data transaction in IoV, however, there has been no relevant research so far.

In this paper we propose a decentralized anonymous data transaction scheme for
vehicle networking based on Blockchain. This scheme allows a data buyer to buy the
data that collected by vehicle sensors from a seller. Concretely, it achieves two goals:
(i) decentralization: there is no third party in our transaction; (ii) anonymity: transaction
participants and relevant information (including transfer amount) are invisible to oth-
ers; To do this, we provide a construction of the scheme and design a simulation
experiment to test its performance.

The rest of this paper is organized as follow. Section 2 is an overview of our
scheme, we describe the concept of Super Nodes and main steps of our scheme; Sect. 3
provides technical background including zk-SNARKs and DAP scheme; Sect. 4 gives
the formal construction of our scheme; Sect. 5 shows the result of simulation experi-
ment; last, we summarize our contribution and discuss the future work.

A Decentralized and Anonymous Data Transaction Scheme 713



2 Overview

Our scheme is an extension based on Zerocash, which is a blockchain that supports
anonymous payment. It describes such a system: every node in the system could
deposit their base currency (e.g., bitcoin) in an escrow to mint a coin in Zerocash
ledger, this new coin is bound to the address public key of the node. The minting
process will generate some secret values, only someone who knows the corresponding
address private key and some secret values can use it; to use the coin, the node who
owns the address private key and the secret values will broadcast a transaction: I
“destroy” my old coin to mint two new coins that one of them or both of them are
bound to the target address public key, which is bound to the receiver, and the total
value of two new coins is equal to the value of the old coin; besides, in order to avoid
additional infrastructure and assumption, the transaction contains a ciphertext of the
secret values of new coin, which is encrypted by receiver’s encryption public key;
lastly, the coin receiver scans the transaction in the ledger and use his encryption
private key to decrypt the ciphertext until he finds the transaction for him. Then, he can
use the coin with his address private key and the secret values he gets from the ledger.
This system achieve anonymity by introducing zk-SNARKs, which is a cryptology that
allows anyone check a proof of a statement in a short time (we show details in
Sect. 3.1).

We realize such a system could use for the data transaction in vehicle networking.
Every buyer and seller can join such a system by deposit any digital currency to an
escrow, thus achieving the goal of anonymous transaction. However, this transaction is
just a currency transfer, it only meets the requirement for sellers rather than mutual
benefit. Namely, this system cannot guarantee that a buyer obtains the data he wants.
To solve the problems, we construct the concept of Super Nodes.

2.1 Super Nodes

Super Nodes are some nodes that run by some trusted third party, they have all function
of normal nodes such as transaction broadcasting, transaction check and consensus
reaching, meanwhile they also have some special functions.

• Data checking and storage. A vehicle owner could upload data to the Super Nodes
through networking protocol interface from corresponding vehicle sensor, note that
these data are encrypted by data encryption public key that the hardware generated,
which guarantee that the Super nodes can’t “see” these data. When a Super Node
receive the data, it will verify its authenticity by checking if they come from vehicle
sensors, then storages and compresses them if verify success. This function enables
Super Node to become a de-centralized server, and data in server are authentic.

• dataID generating. After the process of data check and storage, every Super Node
will generate a dataID for the data and a cyphertext of data uploader’s address
public key (encrypted by an encryption public key). dataID is a hash of corre-
sponding data and encrypted by the uploader’s encryption public key (note this is a
key pair different from data encryption key), due to that every Super Node processes
the same procedures, different Super Node will generate same dataID if they
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received same row data. Consequently, they can make a consensus through Prac-
tical Byzantine fault tolerance [5] among all Super Nodes. After that, the dataID is
broadcasted to whole Blockchain system, to make the consensus that append it in
the public ledger. In this way, every buyer could verify the dataID for confirming
the authenticity of data by simply checking the public ledger.

• Data retrieval. Anyone in the system can get the encryption of data by the cor-
responding dataID from Super Nodes. However, only the one who owns data
encryption private key could get the origin data. Note that there is no constructed of
private communication channel such as that a seller sends the data to a buyer
individually, therefore we don’t have to add additional infrastructures or worry
about being eavesdropped.

2.2 Steps

With Super Nodes, which we show function component in Fig. 1, a seller could upload
his data, and a buyer could confirm the authenticity and get the data. However, this is
still not enough to make an anonymous data transaction, because the data is encrypted
by the seller’s data encryption public key, the buyer must to know the data encryption
private key for getting the data.

So far, we have converted the issue that money to data to the issue that money to
private key. So how can we make the money-to-key transaction in Blockchain? We
find a solution: Hashed-Timelock Contract (HLTC) [6]. HLTC is a technology used for
cross-chain payment. It requires the payer to set a smart contract about a cryptographic
puzzle (usually is a hash value of sha256 function), anyone trigger the contract and
solve the puzzle (e.g., support the preimage of a hash value) could get the money that
the payer deposit to an escrow. The key point of HLTC is make sure only the recipient
knows the answer of the puzzle.

With Super Nodes and HLTC, we can finally extend Zerocash system to make an
anonymous data transaction. Here, we show main steps of data transaction; algorithms
construction is in Sect. 4.

Fig. 1. Function of Super Nodes
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Step1: Info Sending. If a buyer wants to buy a seller’s data, the seller should firstly
send some information to the buyer. Which including (i) dataID; (ii) hash of data
decryption private key. The buyer checks dataID in the ledger. If it does exist in the
ledger, the buyer confirms the authenticity of data. But he cannot get the data imme-
diately, because the data is encrypted and he don’t know the decryption key. The hash
is a required item for smart contract deployment after coin transfer.

Step2: Anonymous Payment. The buyer now needs deposit corresponding amount of
digital currency for data in escrow to mint a coin A. After that, he mints another coin B
that is bound to the receiver’s address public key and transfer the value of coin A to
coin B. Next, we modify the origin scheme of Zerocash: we broadcast the transfer of
coin value but we don’t broadcast the ciphertext of the secret values of coin B.

Step3: Smart Contract. So far, the seller still doesn’t get the coin because he doesn’t
know the secret value and the buyer doesn’t get the data because he doesn’t know the
data encryption private key. So, the buyer first encrypts the secret value of coin B by
the receiver’s encryption public key. Then, the buyer creates such a hash lock smart
contract using hash that he obtains in Step1: if someone can support the pre-image of
the hash, which is the data encryption private key, he will get the ciphertext of the
secret values.

This is an overview of our construction, we show sketch in Fig. 2. If the smart
contract is trigged and completed, the buyer gets the encryption private key to decrypt
the data and the seller get the secret values to use the coin. So that, the data transaction
completed.

Fig. 2. Steps of our data transaction
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3 Background

3.1 zk-SNARKs

We used the zero-knowledge Succinct Non-interactive Argument of Knowledge (zk-
SNARK) as our main cryptographic technology to make an anonymous data transac-
tion in this paper. In this section, we will give three components of zk-SNARKs and we
refer the reader to [7, 8] for concrete protocol and implementation.

Arithmetic Circuit
An arithmetic circuit is consisted of wires with specific values and bilinear gate with
only addition and multiplication. Given a finite field F, an F-arithmetic circuit takes
input that are element in F, and its gates output elements in F. Considering we have an
input x 2 F

n and an auxiliary input a 2 F
h, we have the definition of arithmetic circuit

satisfiability that analogous to the boolean case as follows:

Definition 3.1. The circuit satisfaction problem of a circuit C: F
n � F

h ! F
l with

bilinear gate is defined by the relation RC ¼ fðx; aÞ 2 F
n � F

h : Cðx; aÞ ¼ 0lg; and its
language is LC ¼ x 2 F

n : 9a 2 F
h;Cðx; aÞ ¼ 0l

� �
.

Note that a is what we want to obtain in zk-SNARKs, which we called witness.

Quadratic Arithmetic Program
zk-SNARKs leverages quadratic arithmetic programs (QAPs) [9] to converted any
arithmetic circuit to corresponding sets of polynomials. The main idea of QAPs is that
converting circuit to three basic sets of polynomials and a target polynomial, these
polynomials must meet such a fact: there is a product of three basic polynomials sets
and some coefficients could divide the target polynomial. We give the formal definition
of a QAPs below:

Definition 3.2. A quadratic arithmetic program of size m and degree d over F is a
tuple ð~A;~B; ~C; ZÞ, where ~A;~B; ~C are three vectors, each of them is m + 1 polynomials
in F

� d�1½z�, and Z 2 F½z� has degree exactly d.
And as we mentioned above, a QAPs induces a satisfaction problem:

Definition 3.3. The satisfaction problem of a size-m QAP ð~A;~B; ~C; ZÞ is the relation
Rð~A;~B;~C;ZÞ of pairs ðx; sÞ such that (i) x 2 F

n, s 2 F
m, and n�m; (ii) xi ¼ si for

i 2 ½n�(i.e., x extends s); (iii) the polynomial ZðzÞ divided the following one:
A0ðzÞþ

Pm
i¼1 siAi zð Þ

� � � B0ðzÞþ
Pm

i¼1 siBi zð Þ
� �� C0ðzÞþ

Pm
i¼1 siCi zð Þ

� �
. We denote

by Lð~A;~B;~C;ZÞ the language of Rð~A;~B;~C;ZÞ.
So far, we have the definition of arithmetic circuit and QAPs. Due to that the QAPs

is a result of encoding arithmetic circuit, we can combine the Definitions 3.1, 3.2 and
3.3 to obtain a complete definition of QAP:

Definition 3.4. A QAP Q over field F consist of three sets of m + 1 polynomials ~A ¼
ak xð Þf g; ~B ¼ bk xð Þf g; ~C ¼ ck xð Þf g, for k 2 0. . .mf g, and a target polynomials t(x).

Suppose F is a function that takes as input n elements of F and output n0 elements, for a
total of N ¼ nþ n0 I/O elements. Then we say that Q computes F if: s1; . . .; sNð Þ 2 F

N is
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valid assignment of F’s inputs and outputs, if and only if there exist coefficients
sNþ 1; . . .; smð Þ such that t(x) divides p(x), where:

p xð Þ ¼ a0 xð Þþ Pm
k¼1

sk � ak xð Þ
� �

� b0 xð Þþ Pm
k¼1

sk � bk xð Þ
� �

� c0 xð Þþ Pm
k¼1

sk � ck xð Þ
� �

.

In other words, there must exist some polynomial h(x) such that h(x) � t(x) = p(x).
The size of Q is m, and the degree is the degree of t(x).

Verifiable Computation (VC)
A verifiable computation (VC) [10] for F-arithmetic circuit C: Fn � F

h ! F
l allows a

prover to generate a non-interactive proofs for the language LC using the public
parameters that generated by VC, and anyone can use another generated public
parameter to verify these proofs. Moreover, the verification process only requires a
short time. Concretely, a VC contains three set of polynomial-time algorithms:
KeyGenðÞ, ComputeðÞ and VerifyðÞ. Below we defined the three algorithms:

• EKF ;VKFð Þ  KeyGen F; 1k
� �

: The public key generation algorithm takes the
function F, which is exact F-arithmetic circuit C, and a security parameter k as
inputs; Then it output a public evaluation key EKF and a public verification key VKF .

• y; pð Þ  Compute EKF ; xð Þ: The proof computation algorithm takes evaluation key
EKF and x to output y F xð Þ and a non-interactive proof p for y’s correctness.

• b Verify VKF ; x; p; yð Þ: The proof verification algorithm takes verification key
VKF, x and a proof p as input. It outputs b ¼ 1 if y F xð Þ.
The three algorithms defined above are main part of VC scheme. Note that this

system that we defined is actually not public verifiable, the verification key VKF should
be hidden in some designated verifier otherwise the scheme is vulnerable to attack. To
avoid such issue, we introduce the concept of Zero-knowledge Verifiable compu-
tation, which required the verifier learns nothing about the prover’s input beyond the
output of computation. Concretely, we change the proof computation algorithm
ComputeðÞ and the proof verification algorithm VerifyðÞ.
• pð Þ  Compute EKF ; x; að Þ The proof computation algorithm takes evaluation key

EKF and x; að Þ 2 RC (see Definition 3.1) as input to output a non-interactive proof
p for the statement x 2 LC.

• 1 Verify VKF ; x; pð Þ The proof verification algorithm takes verification key VKF,
x and a proof p as input to outputs b ¼ 1 if it is convinced that x 2 LC.

With this change, evaluation key EKF and verification key VKF could be public in
system, thus allowing anyone to check the proof p. That is a very applicable scheme for
blockchain system, because it allows every node in the system to check a transaction
and thus making consensus in the chain. Such a scheme also referred to as a non-
interactive zero-knowledge proof. From these definitions, we give the properties that
zk-VC scheme should satisfy:

• Correctness. For any function F, and any input u to F, a honest prover could
always convince the verifier that he knows the witness a. Namely, if we run
EKF ;VKFð Þ  KeyGen F; 1k

� �
and pð Þ  Compute EKF ; x; að Þ, we will always get

1 Verify VKF ; x; pð Þ.
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• Security. For any function F and any probabilistic polynomial-time adversary A,
Pr û; p̂ð Þ  A EFK ;VKFð Þ : x 62 LC and 1 ¼ Verify VKF ; û; p̂ð Þ½ � � negl kð Þ1.

• Efficiency. KeyGenðÞ is assumed to be a one-time operation whose cost is amor-
tized over many calculations, however, we required a cheaper VerifyðÞ than eval-
uating F.

3.2 Dap

The main payment scheme used in this paper is Decentralized Anonymous Payment
(DAP) scheme, which is proposed by Zerocash. As we described in Sect. 2, this is a
scheme making anonymity in a payment. Here, we provide basic components of
DAP. We refer the interested reader to [4] for complete scheme.

DAP scheme is consisted of a tuple of polynomial-time algorithms: Setup, Cre-
ateAddress, Mint, Pour, Receive.

• Setup. This algorithm is executed by a trusted third party. It requires to input a
security parameter, then it will output a public parameter pp, which includes the
public knowledge of zk-SNARKs (see Sect. 3.1).

• CreateAddress. This algorithm is executed by users in the system. Each user can
generate at least one pair apk; ask

� �
, where apk ¼ addrpk; pkenc

� �
, and ask ¼ addrsk;ð

skencÞ. Concretely, addrsk is a random number, and addrpk :¼ PRFaddrask 0ð Þ2, they are
an address key pair bound to the user; Encryption key pair pkenc; skencð Þ is generated
based on a key-private encryption scheme [11], it is used for encryption. Note a user
may generate any number of key pairs.

• Mint. This algorithm is executed by a payer. It requiresto input public parameter pp,
a coin value v, and a destination address public key addrpk, then it will outputs a
coin c and a TXmint. Here, we give concrete steps to mint a coin (i) the algorithm
generates three random value q; r; s; (ii) the algorithm compute sn := PRFsnask qð Þ,
k := COMMr addrpkjjq

� �3 and cm := COMMs vjjkð Þ. (iii) the algorithm outputs the
minting result: a coin c := addrpk; v; q; r; s; cm

� �
and a mint transaction TXmint ¼

v; k; s;ð cmÞ. Note that anyone could verify if cm is a coin commitment of a coin
with value v by checking that cm := COMMs vjjkð Þ is equal to cm and no one can
discern the coin owner or a serial number sn, because they don’t know the address
key addrpk and the secret value q. As before, TXmint ¼ v; k; s; cmð Þ is added in
ledger only by the payer deposits the correct amount of basecoin to escrow.

• Pour. This algorithm is executed by a payer to spend a coin. This is an operation to
transfer the values of a set of input coins to another set of new output coins, the total
value of input coins is equal to the total values of the output coins. Suppose a payer

1 Negligible function.
2 PRFðÞ is a pseudorandom function.
3 COMMðÞ is a statistically-hiding non-interactive commitment scheme, which satisfy the
verifiability: given c := COMMr sð Þ, one who knows r and s can verify that COMMr sð Þ is equal
to c.
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with address key pair addroldpk ; addr
old
sk

� 	
wants to pay the coin cold ¼ addroldpk ; v

old;
�

qold ; rold; sold; cmoldÞ to a recipient. To do this, the payer produces two new coins
cnew1 and cnew2 targeted at two address public key addrnewpk;1 and addrnewpk;2 with the value

meet vnew1 þ vnew2 ¼ vold (note one of them is recipient’s address public key and
another may give value of 0 for hiding the concrete transfer amount); Take inputs as
public parameter pp, the Merkle-tree root rt, an old coin cold , an old addresses secret
key addroldsk , a authentication path pathold from cmold to root rt, two new values vnew1
and vnew2 , two new addresses public key addrnewpk;1 and addrnewpk;1, and some transaction
information. For each i 2 1; 2f g, the algorithm proceeds as follows: (i) the algo-
rithm generates three random value qnewi ; rnewi ; snewi ; (ii) the algorithm computes

knewi := COMMrnewi
addrnewpk;i jj qnewi

� 	
, cnewi :¼ addrnewpk;i ; v

new
i ; qnewi ; rnewi ; snewi ; cmnew

i

� 	
.

(iii) the algorithm computes a zk-SNARKs proof p for the following NP statement:

“Given a Merkle-tree root rt, serial number snold , and coin commitment cmnew
1 ,

cmnew
2 , I know coins cold , cnew1 , cnew2 , and secret key addroldsk meet:

a. The coins satisfy: for cold it holds that kold = COMMrold addroldpk jj qold
� 	

and

cmold = COMMsold vold jj kold� �
; Similarly for cnew1 and cnew2 .

b. The address secret key matches the public key: addroldpk ¼ PRFaddraddroldsk
0ð Þ.

c. The serial number is computed correctly: snold := PRFsnaddroldsk
qold
� �

.

d. The coin commitment cmold appears as a leaf of a Merkle-tree with root rt.
e. The values added up: vnew1 þ vnew2 ¼ vold .

With all these processes, the algorithm outputs a transaction TXpour ¼ rt, snold;
�

cmnew
1 ; cmnew

2 ; info, p; C1; C2Þ, where C1 is a ciphertext that is the encryption of the
plaintext vnew1 ; qnew1 ; rnew1 ; snew1

� �
under pkenc (similar to C2); two new coins cnew1 , cnew2 .

As before, TXpour is rejected by the ledger if the serial number snold appears in a
previous TXpour, therefore avoiding double spending. Note to use a coin ci, the payer
must know following required items: value vi, three rand qi; ri; si and the corresponding
address secret key addrsk.

• Receive. This algorithm is executed by the recipient. Take a public parameter pp, a
pair of recipient key apk; ask

� �
, and the current ledger, the algorithm scan the

transaction TXpour in the ledger to find and decrypt the ciphertext Ci (using his
skenc), thus obtaining the required secret values to use the coin.

Anonymity of DAP is mainly reflected in pour transaction, because of zk-SNARKs,
the payer doesn’t have to reveal the identity of both sides, transaction amount and
account balance in public. Moreover, the buyer can not trace the coin flow of the coin
he mints in pour transaction, because he doesn’t know the serial number of the coin.
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4 Construction of Decentralized and Anonymous Data
Transaction Scheme

In this section, we show how to construct a decentralized and anonymous data trans-
action scheme using DAP and smart contract. First, we define some basic notion and
notation for what we will use in the construction. Then, we will use them to construct
our algorithms.

4.1 Basic Notion and Notation

Payer. A payer is a node in Blockchain. We use payer to denote a data buyer. Namely,
the side that pays in payment. In construction, we sometimes use he or him for
convenience.

Recipient. A recipient is a node in Blockchain. We use recipient to denote a data
seller. Namely, the side that receives in payment. In construction, we sometimes use
she or her for convenience.

dataID. A dataID is generated by Super Nodes from data. Concretely, a dataID is
obtained by hashing the data and encrypt the result with uploader’s encryption public key.

ID. It contains a dataID and a cyphertext of uploader’s address public key.

Address. A user may join the system whenever they generate an address key pair
(addrpk; addrsk) and publishes the public key addrpk in the system. The private key
addrsk is keep by the user to receive the coins sent to him. Note that a user can generate
any number of address key pairs.

Coins. A coin c contains a coin commitment cm, a coin value v, a serial number s, and
a coin address addrpk. cm is a string generated by some cryptographic function (see
Sect. 3.2) and it will be appended to the ledger if coin c is minted; v is the denomi-
nation of c, namely, the amount of the basecoins (e.g., bitcoin); s is a unique string
binding with the c to avoid double spending; addrpk is the address public key of coin
owner, representing who owns c.

Ledger. Our scheme is based on a digital currency system such as Bitcoin. Here, we
refer to basecoin as Basecoin. Our ledger L is a sequence of transaction and it’s append-
only. Moreover, it contains transaction of Basecoin and two types of new transaction.

k. It represents an adjustable security parameter to produce a set of global public
parameter pp.

Data Encryption Key. It contains Epk;Esk
� �

, where Epk is data encryption public key
used for encrypting the data, and Esk is data encryption secret key used for decrypting
the data.

Encryption Key. It is a key pair generated by key-private encryption scheme. It
consists of encryption public key pkenc and encryption private key skenc.

Hash. We use hash to denote the hash function Hash256.
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New Transaction

• Mint. A mint transaction TXmint is a statement: a coin with commitment cm and
value v is minted. It contains a coin commitment cm, a coin value v and two value k
and s. Namely, TXmint ¼: cm, v; k; sð Þ.

• Pour. A pour transaction TXpour is a statement: an old coin is be “destroyed”, two
new coins is be minted and the value of old coin is transferred to the two new coins.
It contains a Merkle tree root rt, the serial number of old coin snold , two new coin
commitment cmnew

1 and cmnew
2 , and a proof p that prove the transaction initiator

owns the old coin, a public value. Note that at least one of cmnew
1 and cmnew

2 is
bound to the recipient’s address public key and the total value of the two coins
should equal to old coin. Namely, TXpour ¼: rt, snold; cmnew

1 ; cmnew
2 ; p; info

� �
.

List. For given time T , there are three lists beyond the ledger as public knowledge:

• IDListT . This is a list for all ID generated by Super Nodes.
• cmListT . This is a list for all coin commitments appearing in mint and pour

transactions in LT
• snListT . This is a list for all serial numbers appearing in pour transaction in LT .

Note that ID contained in IDListT are not only required to make consensus in the
Super Nodes, but also in whole blockchain system.

Merkle Tree Overs Coin Commitment and dataID. For given time T , there is an
TreeT over cmListT and rtT is its root. Besides, we use Pathi to denote a valid
authentication path for leaf cmi with respect to rtT .

4.2 Algorithms Construction

Our scheme is a tuple of polynomial-time algorithms (GenerateID, GetID,VerifyID,
Setup, CreateAddress, Mint, Pour, VerifyTransaction, Recieve) and a smart contract.
The algorithm details of DAP have showed in Sect. 3.2, here we only briefly
summarize.

• dataID;Cpk
� � GenerateID data; addrpk; pkenc

� �
: On input a data set, a addrpk and

a pkenc, the algorithm computes the result of hash(data) and then outputs dataID,
which is a ciphertext that is encrypted with pkenc on the result, and Cpk is a
ciphertext that addrpk encrypted using pkenc.

• dataIDð Þ  GetID IDListT ; addrpk; skenc
� �

: On input an IDListT , a addrpk and a
skenc, this algorithm will decrypt every Cpk in IDListT using skenc to outputting
dataID that corresponding to his addrpk.

• b1ð Þ  VerifyID dataID; IDListTð Þ: On input a dataID and a IDListT , the algorithm
will scan IDListT , and outputs b1 ¼ 1 if the dataID appears in the IDListT .

• ppð Þ  Setup kð Þ: On input a security parameter k, the algorithm outputs a public
parameter pp, which contains public parameter for zk-SNARKS and some pseu-
dorandom values.
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• addrpk; addrsk
� � CreateAddress ppð Þ: On input the public parameter pp, algo-
rithm outputs an address key pair addrpk and addrsk.

• c,TXmintð Þ  Mint pp; v; addrpk
� �

: On input the public parameter pp, coin value v
and destination address public key addrpk, the algorithm outputs a new coin c and a
mint transaction TXmint.

• cnew1 ; cnew2 ;TXpour
� � Pour(pp; rt; cold; addroldsk ; pathold; cm

old; vnew1 ; vnew2 ; addrnewpk;1,

addrnewpk;2; info): On input a public parameter pp, a Merkle tree root rt, a coin cold , an

address public key addroldpk , a authentication path pathold from commitment cmold to
root rt, two coin values vnew1 and vnew2 , two new address pubic key addrnewpk;1 and
addrnewpk;2, and some transaction string info, the algorithm outputs two new coin cnew1 ,
cnew2 and a pour transaction TXpour.

• b2ð Þ  VerifyTransaction pp;TXmint=TXpour; L
� �

: On input a public parameter pp,
a TXmint or a TXpour and a ledger LT in time T , the algorithm outputs b2 ¼ 1 if the
transaction is valid.

• coinsSetð Þ  Recieve pp; addrpk; addrsk; LT
� �

: On input a public parameter pp, an
address key pair addrpk; addrsk

� �
and a ledger LT in time T , the algorithm outputs a

set of coins coinsSet.

4.3 Smart Contract Construction

Our smart contract is a HLTC. In Pour, four random values vnewi ; qnewi ; rnewi ; snewi

� �
are

generated for a new coin cnewi , they are required items to use the coin (another required
item is addrsk, see algorithm Pour). However, in our algorithm, we didn’t reveal them
to recipient or public. Which means even if a TXpour was broadcast by payer and
verified, the recipient still can’t get the coin that payer mints for her, because the payer
didn’t get data. Therefore, after a TXpour was broadcast, payer deploys a smart contract
in blockchain to get data. Here, we give the steps of the smart contract deployment.

1. Payer input two initial values: hash Eskð Þ, Cv, addrpk. Where hash Eskð Þ is a hash
value of the data’s data encryption private key Esk, payer obtains it before the
payment (see Sect. 2); Cv is a ciphertext of the four random value
vnewi ; qnewi ; rnewi ; snewi

� �
that generated by payer in Pour and encrypt by pkenc of

recipient.
2. Payer deploys such a contract: if someone could provide a preimage of hash Eskð Þ,

the provider will be return Cv; the preimage (i.e., Esk) will be encrypted by pkenc of
payer, and be sent to payer.

This smart contract be triggered when someone input a preimage of hash Eskð Þ,
namely, Esk. Obviously, because of the property of hash function, only recipient can
give the preimage, which means only recipient could get Cv, and only recipient could
decrypt Cv, because she is the only one who owns the decryption key skenc. Meanwhile,
Esk is sent to payer after encryption. So far, payer gets data encryption private key Esk,
he can download the encryption data from Super Nodes, and uses Esk to decrypt it, thus
obtaining the row data; As for recipient, with Cv, she can get the secret values by
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decrypt Cv using her skenc, in this way, recipient finally get the coin that payer mints for
her, because she has all required items: four random values and addrsk targeted at the
coin. We show the flow of smart contract in Fig. 3.

We use asymmetric encryption in our smart contract to ensure safety. As we
describe above, all message be returned and sent are encrypt by the receiver’
encryption public key, which means even if the message is eavesdropped by a prob-
abilistic polynomial-time adversary, this adversary has probability Pr successful½
decryption� � negl.

5 Experiment

To test validity of our scheme, we design several experiments. First, we test the basic
algorithm of our scheme, including CreateAddress, Mint, Pour, smart contract and
GenerateID. Second, we give three different size of data to test the performance of
GenerateID algorithm, because this algorithm’s performance with respect to the size of
data. Our code is written in java, and all of our experiments were conducted on same
machine (Inter Core i5-6300 @ 2.30 GHz with 12 GB of RAM).

Table 1 shows performance of specific algorithms in our scheme, and Table 2
shows performance of correspondent algorithms in Zcash. Similar to Zerocash, we
didn’t maintain the Merkle tree in our experiment, because that is not responsibility to
our algorithm. And note we generate a big result in every basic algorithm of Zerocash,
which brings big latency. In reality, the time consumption could be lower. Our smart
contract is self-triggered, concretely, we automatically input the preimage of data
encryption secret key’s hash.

Fig. 3. Smart contract
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Figure 4 shows performance of GenerateID with different size of data inputting. As
it shows, latency of our algorithm grows with the data size grows. Property of hash
function results in this performance, the latency will get lower if we change the way to
generate dataID.
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Fig. 4. Performance of algorithm GenerateID

Table 1. Performance of our algorithm

Create address Time 360 ms

addrpk 816B
addrsk 947B

Mint Time 1.5 ms
Coin c 1068B
TXmint 196B

Pour Time 6 min 1.2 s
TXpour 2856B

SmartContract Time 0.3 ms
Esk 846B

GeneralID Time 5.6 s
data 1M

Table 2. Performance of Zcash algorithm

Create address Time 326.0 ms
addrpk 343B
addrsk 319B

Mint Time 23 ls
Coin c 463B
tXmint 72B

Pour time 2 min 2.01 s
tXpour 996B16
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6 Conclusion

We propose a new data transaction scheme that brings decentralization and anonymity
for data sellers and data buyers. Concretely, our scheme enables the data transaction be
completed only with an information sending by seller and a smart contract deployment
by buyer, which is simple and convenient to both sides. Moreover, we introduce the
DAP scheme to provide anonymity for transaction, experiment shows that our scheme
has almost same performance as Zerocash, which means this is a practical scheme in
data transaction.

In the future, we want to improve the performance of our scheme. The first aspect is
simplifying transaction process such as eliminating the information sending step for
sellers. The second aspect is zk-SNARKs, it takes a long time to compute a proof for
each pour transaction, if we can shorten time of this part, we can give a more practical
scheme for users among IoV. Moreover, our scheme builds a verification relationship
(using zk-SNARKs) rather than trust relationship, which means we can’t avoid a failed
transaction caused by human behavior. The establishment of trust relationship in
system is our important research direction in future.
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Abstract. Recently, mobile crowdsensing has become a promising
paradigm to collect rich spatial sensing data, by taking advantage of widely
distributed sensing devices like smartphones. Based on sensing data, event
detection can be conducted in urban areas, to monitor abnormal incidents
like traffic jam. However, how to guarantee the detection accuracy is still
an open issue, especially when unreliable users who may report wrong
observations are considered. In this work, we focus on the problem of user
recruitment in collaborative mobile crowdsensing, aiming to optimize the
fine-grained detection accuracy in a large urban area. Unfortunately, the
problem is proved to be NP-hard, which means there is no polynomial-
time algorithm to achieve the optimal solution unless P = NP. To meet the
challenge, we first employ a probabilistic model to characterize the unreli-
ability of users, and measure the uncertainty of inferring event occurrences
given collected observations by Shannon entropy. Then, by leveraging the
properties of adaptive monotonicity and adaptive submodularity, we pro-
pose an adaptive greedy algorithm for user recruitment, which is theoreti-
cally proved to achieve a constant approximation ratio guarantee. Exten-
sive simulations are conducted, which show our proposed algorithm out-
performs baselines under different settings.

Keywords: Collaborative mobile crowdsensing · Event detection ·
User recruitment · Adaptive greedy algorithm

1 Introduction

With the popularization of mobile devices equipped with rich embedded sensors
and wireless communication modules, mobile crowdsensing [7,8,15] has emerged
as a promising data sensing and collecting paradigm. Taking advantage of widely
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distributed mobile devices, fine-grained event detection over an urban area can be
conducted via collaborative sensing, which can support services such as traffic
jam monitoring [18]. In this work, we consider a typical mobile crowdsensing
system, consisting of a central platform built in cloud and a set of collaborative
users equipped with sensing devices. The platform is responsible for recruiting
some users to participate in event detecting, within a given budget. Then, the
recruited users perform detecting during their movement. Finally, the platform
infers all event occurrences in the monitored area, based on the observations
reported by recruited users.

It is still an open issue that how to guarantee the detection accuracy, in
terms of considering the unreliability of users and the budget constraint. Here,
detection accuracy measures the deviation between ground truth and inference
of event occurrences. On one hand, certain costs are incurred on users for detect-
ing, such as energy consumption, bandwidth usage and interaction time. Thus,
given a fixed budget, the number of recruited users is significantly limited. On
the other hand, observations reported by different users have different accuracy
levels, which may be influenced by device hardware or user experience. Which
users are recruited and what observations are collected make a big difference
on the fine-grained detection accuracy could be achieved. Considering these two
aspects, users should be carefully selected by the platform, to satisfy the budget
constraint and optimize the detection accuracy at the same time.

Recently, some works have paid efforts to figure out the problem of quality-
aware data collection in mobile crowdsensing, which are the most related with
our work. Different metrics are considered to measure data quality. A certain
attained value of each user is considered to measure the quality of informa-
tion in [13]. Data utility is measured by data granularity and quantity in [23]
and prediction uncertainty and data density in [29], respectively. Yang et al.
[30] consider the distance between measurements and true values estimated as
the centroid of the measurements, to measure the quality of each user. Most
other works [10,11,26–28,31] focus on designing truthful incentive mechanisms
for quality-aware users, which model the quality of each user as a constant real
value. Moreover, a few works [21,31] have noticed the unreliability of users.
Zheng et al. [31] assume qualities of users follow certain multinomial distribu-
tions. A discrete probabilistic effort matrix is used in [21] to model the deviation
between measurements and ground truth. Moreover, expectation maximization
(EM) based algorithms are proposed to estimate the qualities of users. However,
these works ignore digging how the unreliability of users influences the quality of
data collection, e.g., fine-grained detection accuracy in our work, and accordingly
proposing efficient user recruitment approaches.

In this work, we study the problem of user recruitment in collaborative mobile
crowdsensing to provide event detection services, with the objective to optimize
the detection accuracy under a fixed budget constraint. In addition, we con-
sider unreliable users, whose observations may variously deviate from ground
truth. Thus, multiple users should be recruited to detect one event, which can
collaboratively improve the detection accuracy. Different from previous works,
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we aim to propose an optimal user recruitment approach, by formally analyzing
the relationship between the unreliability of recruited users and the fine-grained
accuracy achieved given the observations collected from users.

However, the problem is particularly difficult due to the following challenges.
Firstly, the more users are recruited, the higher detection accuracy could be
achieved in intuition. However, the number of recruited users is significantly
limited by the budget constraint. Secondly, observations of an unreliable user
are nondeterministic before the user is recruited, which makes the platform hard
to estimate the value of each user in terms of improving the overall detection
accuracy. Thirdly, the improvement of detection accuracy made by the observa-
tions collected from a user is varying, which is also related with the observations
have been collected from others. Finally, as the problem is formally proved to
be NP-hard, there does not exist a polynomial-time algorithm to achieve the
optimal solution if P �= NP.

To meet the challenges, we propose an adaptive greedy algorithm for user
recruitment in a budgeted mobile crowdsensing system in this paper. We first
employ a probabilistic matrix to model the unreliability of each user, which
consists of true-positive, false-positive, true-negative, and false-negative detec-
tion probabilities. Then, the probability of an event occurrence is estimated
given the collected observations based on the Bayesian rule. Moreover, Shan-
non entropy is employed to measure the uncertainty of the estimation, which
represents the detection accuracy. Next, by taking advantage of the properties
of adaptive monotonicity and adaptive submodularity, we put forward an adap-
tive greedy algorithm, in which users are sequentially recruited according to
the expectation of accumulated entropy reduction obtained by their observa-
tions. Our proposed algorithm is theoretically proved to achieve near-optimal
performance with a constant approximation ratio guarantee. Extensive simu-
lations are conducted to evaluate the performance of our proposed algorithm,
compared with baselines. The comparative results show that our algorithm can
achieve high detection accuracy under different settings.

The main contributions of this paper are summarized as follows:

– First, we employ a probabilistic model to characterize the unreliability of
users, and Shannon entropy to measure the uncertainty of estimations on
event occurrences. Moreover, the relationship between the detection accuracy
achieved by collected observations and the unreliability of recruited users is
formally established.

– Second, we propose an adaptive greedy user recruitment algorithm, which is
proved to achieve approximately optimal performance with a constant approx-
imation ratio guarantee.

– Third, we perform comprehensive simulations to evaluate our proposed algo-
rithm, compared with baselines. The results show that our algorithm can
achieve better performance under different settings.

The rest of the paper is organized as follows. Section 2 reviews related work.
The system model, formal problem formulation and preliminary definitions are
presented in Sect. 3. In Sect. 4, we illustrate the design details of our proposed
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user recruitment algorithm, and its optimization analysis. Section 5 evaluates the
performance of our algorithm compared with baselines via extensive simulations.
Finally, we conclude our work in Sect. 6.

2 Related Work

With the proliferation of mobile sensing devices like smartphones, mobile crowd-
sensing has attracted a lot of attention from industry and academia. Many useful
applications have been developed to collect various sensing data from crowds
for environment monitoring [16,17,22], smart transportation [18,25], health-
care [5,9,20], and social interaction [1,3,4]. How to collect high-quality sensing
data and extract accurate information is a fundamental issue for the success of
mobile crowdsensing. Recently, quality-aware data collection has attracted some
research efforts. In this section, we briefly review related works and point out
the difference and contributions of our work.

The concept of Quality-of-Information (QoI) is first introduced into query-
based mobile crowdsensing by [13]. QoI is formally formulated as a function of
the required value of each query and the attained value of each user. An energy-
efficient algorithm and a dynamic pricing scheme are proposed for deciding par-
ticipants and allocating credits to participants respectively. Followed by [23],
Song et al. propose a QoI-aware energy-efficient participant selection method,
where QoI is measured by data granularity and quantity. Different from these
two works, we use a probabilistic matrix to model the unreliability of users,
and the data quality, i.e., fine-grained detection accuracy, is measured by the
uncertainty of the estimations inferred based on observations of users.

Given the QoI of each user, reverse combinatorial auction-based incentive
mechanisms are proposed for both single-minded and multi-minded users in [10],
to maximize the profit defined on the accumulated QoI of selected users. Sim-
ilarly, a few other works [11,26–28,31] have proposed quality-aware incentive
mechanisms to encourage users to contribute high-quality data. Most of these
works model qualities of users as known, certain and additive real values. They
focus on how to guarantee the truthfulness of strategic users. In our work, we
consider unreliable users who may contribute incorrect observations, and focus
on discovering the truth with high certainty based on unreliable observations.
We also propose an adaptive algorithm for greedily recruiting valuable users,
while providing proper incentives to users is beyond the scope of our work.

Both Yang et al. [30] and Peng et al. [21] propose approaches to estimate
qualities of users according to their measurements and then provide incentives
based on their qualities. In [30], the quality of users is measured by the deviation
of their measurements and ground truth, which is estimated as the centroid of
the measurements. This truth discovery method is also employed in [11]. In [21],
a probabilistic effort matrix is used for modeling the quality of each user, and an
EM algorithm is proposed to estimate effort matrixes of users as well as ground
truth. Developed by [14], data qualities of users, which are assumed following
multinomial distributions, can also be estimated by an EM algorithm. Moreover,
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a context-quality classifier is trained to discover the truth and a greedy-based
algorithm is proposed for user selection. In [29], Xu et al. consider the platform
can actively orchestrate queries for collecting annotation data, and data utility
is measured by both prediction uncertainty and data density. A threshold-based
method is proposed for online participant selection.

Similar with [21], we model the unreliability of users by a discrete proba-
bilistic matrix. Different from the previous works, we focus on how to accurately
discover ground truth with high certainty, given the observations collected from
unreliable users under a fixed budget constraint.

3 Preliminaries and Problem Formulation

3.1 System Model

A typical mobile crowdsensing system is consisted of a central platform located
in cloud and a universal set of mobile users equipped with smart devices, i.e., U =
{u1, u2, · · · , uK}, where K is the number of users. The platform is responsible
to recruit some users to collect observations of event occurrences. For sake of
describing the locations of events and users, we partition the whole detected area
into fine-grained grids with equal size (e.g., a square of 200 m× 200 m). The set
of all grids is denoted by G = {g1, g2, · · · , gN}, where N is the number of grids.
We use a Boolean variable Xn to denote whether there is an event occurring in
grid gn. Thus, the ground truth of event occurrences in the whole area can be
expressed as X = {Xn ∈ {0, 1},∀1 ≤ n ≤ N}.

As users are mobile, we consider the trajectory of each user during the period
of event detection is reported to the platform at the beginning. The trajectory
of user uk,∀1 ≤ k ≤ K can be denoted by a set of grids, i.e., Gk ⊆ G, as shown
in Fig. 1. If user uk is selected as a participant by the platform, all the grids
in Gk will be detected by uk. The set of observations collected by uk can be
represented by Dk = {Dk,n ∈ {0, 1},∀gn ∈ Gk}, where Dk,n = 1 means an event
is detected by uk in grid gn. In addition, some costs are paid by participants,
like power consumption and human-device interaction. We denote the cost of
user uk participating in event detection is ck.

Unreliable Users. In our work, we consider unreliable users, who may report
wrong observations to the platform, caused by device hardware, sensing contexts,
or user experience. Thus, the observations of users are uncertain, even given
the ground truth of event occurrences. To characterize the stochastic nature of
detection results collected by users, we model each user is associated with a
certain level of detection accuracy, denoted by a matrix of probabilities, i.e.,

Pk =
[
pTk 1 − pTk
pFk 1 − pFk

]
. (1)
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Here, pTk and pFk respectively represent the true-positive and false-positive detec-
tion probabilities, i.e.,

pTk = Pr(Dk,n = 1|In = 1),∀1 ≤ n ≤ N,

pFk = Pr(Dk,n = 1|In = 0),∀1 ≤ n ≤ N.

The detection probability matrix of each user is different and can be effectively
estimated from the historical detecting records by the EM algorithm proposed
in [21,31]. As it is not the focus of our work, we assume that the detection
probabilities of all users are known by the platform for simplicity.

Fig. 1. Illustration of our collaborative mobile crowdsensing system model. Some users
are recruited to collect observations along their trajectories for event detection. Differ-
ent users have different accuracies represented by detection probabilities, while each
grid is associated with a random variable to characterize the uncertainty of event
occurring inference based on collected observations.

User Recruitment. In this work, we consider the platform sequentially recruits
users, unless the total costs of recruited users exceed a given budget. Note that
observations are collected once a user is recruited, and then the platform con-
tinues recruiting the next one. We use Ik ∈ {0, 1} to indicate whether user
uk is recruited or not, and denote I = {Ik ∈ {0, 1}, 1 ≤ k ≤ K}. Moreover,
we denote Dn as the set of observations collected in grid gn by all recruited
users, i.e., Dn = {Dk,n|Ik = 1 and gn ∈ Gk,∀1 ≤ k ≤ K}, and we denote
D = {Dn,∀1 ≤ n ≤ N}.

Given the set of recruited users indicated by I and their observations D, we
define a realization φ � {(uk,Dk)}, indicating to what extent various users are
recruited and their observations are collected. In addition, we use Φ to denote
a random realization, in which the value of I is not determined. Then, the
probability distribution over realization φ can be calculated as Pr(Φ = φ) =∏

Ik=1 Pr(Φ(uk) = φ(uk)), where φ(uk) � Dk. After a user is recruited by the
platform, the set of observations collected so far is updated, which is repre-
sented by a partial realization ψ. We define dom(ψ) representing the recruited
users given a partial realization ψ, i.e., dom(ψ) = {uk|∃(uk,Dk) ∈ ψ}. A partial
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realization ψ is consistent with a full realization φ (denoted by φ ∼ ψ), if Dk is
the same for all uk ∈ dom(ψ). Moreover, ψ is called a subrealization of ψ

′
, if ψ

and ψ
′
are both consistent with φ and dom(ψ) ⊆ dom(ψ

′
).

Detection Accuracy. Given the observations collected by participants in grid
gn, whether there is an event occurring in gn can be estimated. We use a random
variable X̂n to denote the estimation, which is associated with a probability
distribution P (X̂n|Dn) = Pr(X̂n = 1|Dn). When a new observation Dk,n in
grid gn is reported by user uk, the probability can be updated according to the
Bayesian rule [24] as

P (X̂n|Dn ∪ Dk,n) = Pr(X̂n = 1|Dn ∪ Dk,n) (2)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

pTk · P (X̂n|Dn)
pTk · P (X̂n|Dn) + pFk · (1 − P (X̂n|Dn))

, if Dk,n = 1,

(1 − pTk) · P (X̂n|Dn)
(1 − pTk) · P (X̂n|Dn) + (1 − pFk) · (1 − P (X̂n|Dn))

, if Dk,n = 0.

Note that the Bayesian rule can be applied here because we assume the detection
probabilities of users are independent from each other.

We denote the joint probability distribution over the discrete-valued random
vector X̂ = [X̂1, X̂2, · · · , X̂N ] as P (X̂). With the observations collected in all
grids, there exists

P (x|D) = Pr(X̂ = x|D) =
N∏

n=1

Pr(X̂n = xn|Dn), (3)

where x = {x1, x2, · · · , xN} and xn ∈ {0, 1},∀1 ≤ n ≤ N .
The fine-grained detection accuracy of the whole area can be measured by the

reduction of the uncertainty of estimations X̂ in all grids, given all observations
D collected by recruited users. Specially, Shannon entropy [21] is a commonly
used criterion to measure the uncertainty of random variables. Given the joint
probability distribution of X̂, its entropy can be calculated as

H(X̂|D) = −
∑
x

(P (x|D) · log P (x|D))

= −
∑
x

[
N∏

n=1

Pr(X̂n = xn|Dn) ·
N∑

n=1

log Pr(X̂n = xn|Dn)

]

=
N∑

n=1

⎡
⎣−

∑
xn∈{0,1}

Pr(X̂n = xn|Dn) · log Pr(X̂n = xn|Dn)

⎤
⎦

=
N∑

n=1

H(X̂n|Dn). (4)

Then, the entropy reduction obtained by the observations D is H(X̂)−H(X̂|D).
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3.2 Problem Formulation

In this work, we consider the problem that how the platform recruits a proper
subset of unreliable users given a fixed budget constraint, aiming to optimize
the fine-grained detection accuracy of the whole area. Given the system model
built in the last subsection, the problem can be formally formulated as follows,

max
I

f(I, Φ) (5)

s.t.
∑

uk∈U
ck · Ik ≤ η,

Ik ∈ {0, 1},∀1 ≤ k ≤ K,

where f(I, Φ) � E[H(X̂)−H(X̂|D)], representing the expectation of the entropy
reduction obtained by recruiting users indicated by I, and η is the budget on the
total costs of recruited users.

This problem is a stochastic 0-1 integer programming problem. We prove its
NP-hardness in Theorem 1.

Theorem 1. The user recruitment problem with a fixed budget is NP-hard.

Proof. The decision version of this problem is that given a set of users and their
trajectories, whether a subset of users can be found to achieve a given detection
accuracy requirement, and the total costs of the users are no larger than η.

Then, we prove the NP-hardness of our problem by reducing a classical NP-
hard problem, vertex cover problem [2], to our problem in polynomial time.
An instance of the decision version of the vertex cover problem is, given an
undirected graph G = (V,E), whether a subset of n vertexes V

′ ⊆ V can be
found, such that for ∀uv ∈ E, u ∈ V

′ ∨ v ∈ V
′
exists.

Next, we construct an instance of our problem, and show that the instance
of the vertex cover problem can be transformed to the instance of our problem.
We transform vertex set V and edge set E into the set of users U and grids G,
respectively. For ∀uv ∈ E, the corresponding grid is included in the trajectories of
the users corresponding to u and v. For each user uk ∈ U , we set pTk = 1, pFk = 0,
and ck = 1. The detection accuracy requirement is set as

∑
gn∈G H(X̂n|Dn) = 0.

Thus, as long as grid gn is included in the trajectory of a recruited user, there
exists H(X̂n|Dn) = 0. Also, we set η = n. Then, the instance of our problem is
equal to select n users, the union of whose trajectories cover all grids.

Now, a solution of the instance of the vertex cover problem can be trans-
formed to the solution of the instance of our problem. Specially, if the corre-
sponding users in U for each u ∈ V

′
are recruited (denoted by U ′

), the detection
accuracy requirement can be achieved, as any grid is included in the trajectories
of at least one user in U ′

.
Thus, any instance of vertex cover problem is polynomial-time reducible to

an instance of our problem. As vertex cover problem is NP-hard, we prove that
our problem is NP-hard as well.
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Unfortunately, there does not exist a polynomial-time algorithm to solve
the user recruitment problem, unless P = NP. In the following, we design an
adaptive greedy algorithm, which is proved to achieve a constant approximation
ratio guarantee.

3.3 Preliminaries

In this subsection, we present the definitions of two important properties:
adaptive monotonicity and adaptive submodularity, which are generalizations of
monotonicity and submodularity [19] to adapt random realization. If the objec-
tive function of a stochastic 0-1 integer optimization satisfies these two proper-
ties, a good performance with a constant approximation ratio can be achieved
by conducting an adaptive greedy algorithm.

Definition 1 (Conditional Expected Marginal Benefit [6]). Given a par-
tial realization ψ and an item e, the conditional expected marginal benefit of e
conditioned on ψ is

Δ(e|ψ) = E [F (dom(ψ) ∪ {e}, Φ) − F (dom(ψ), Φ)|Φ ∼ ψ] ,

where the expectation is computed with respect to p(φ|ψ) = Pr(Φ = φ|Φ ∼ ψ).

Definition 2 (Adaptive Monotonicity [6]). A function F : 2E × OE → R is
adaptive monotone with respect to distribution p(φ) if, for any partial realization
ψ and for any e ∈ E, we have

Δ(e|ψ) ≥ 0.

Definition 3 (Adaptive Submodularity [6]). A function F : 2E × OE →
R is adaptive submodular with respect to distribution p(φ) if, for any partial
realization ψ and ψ

′
, where ψ is a subrealization of ψ

′
(i.e., dom(ψ) ⊆ dom(ψ

′
)),

and for any e ∈ E \ dom(ψ
′
), we have

Δ(e|ψ) ≥ Δ(e|ψ′
).

4 Adaptive Greedy Algorithm

In this section, we first propose an adaptive greedy algorithm for the user recruit-
ment problem, and then theoretically prove that the performance of our algo-
rithm achieves a constant approximation ratio guarantee.

4.1 Algorithm Design

The basic idea of designing the algorithm is to greedily select the user, who
achieves the most entropy reduction and has the least cost at the same time.
Specially, users are sequentially recruited according to the following rule,

uk∗ = arg max
uk

Δ(uk|ψ)
ck

, (6)
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where Δ(uk|ψ) = E[H(X̂|D) − H(X̂|D ∪ Dk)], denoting the expectation of the
entropy reduction obtained by observations collected from uk, given partial real-
ization ψ. As observations Dk are unknown before uk is recruited, the expecta-
tion can be computed by considering any possible value of Dk and its probability
respectively, i.e.,

Δ(uk|ψ) = E

⎡
⎣ ∑

gn∈Gk

(H(X̂n|Dn) − H(X̂n|Dn ∪ {Dk,n}))

⎤
⎦

=
∑

gn∈Gk

E[H(X̂n|Dn) − H(X̂n|Dn ∪ {Dk,n})]

=
∑

gn∈Gk

[Pr(Dk,n = 1) · ΔH(X̂n|Dk,n = 1)

+ Pr(Dk,n = 0) · ΔH(X̂n|Dk,n = 0)]. (7)

Here, Pr(Dk,n = 1) = Pn · pTk + (1 − Pn) · pFk, and Pr(Dk,n = 0) = Pn · (1 − pTk) +
(1 − Pn) · (1 − pFk).

The details of our proposed adaptive greedy algorithm for user recruitment
are illustrated in Algorithm1. We first initialize the probability distribution of
each grid as uniform distribution without any priori information in line 1. Line 3
to 15 are repeatedly executed to sequentially recruit users, according to the rule
in (6). Observations are collected once a user is recruited as shown in line 9, and
then the probability distribution of each grid within the trajectory is updated
according to (2). If the budget constraint cannot be satisfied by recruiting any
user left, the algorithm ends. The time complexity of our algorithm is O(K2N).

4.2 Optimization Analysis

Theorem 2. Let Io indicate the set of recruited users returned by Algorithm1,
and I∗ indicate the set of recruited users which achieves the maximal entropy
reduction. Then, for any budget η, we have

f(Io, Φ) ≥ (1 − 1/e)f(I∗, Φ) (8)

Proof. First, we define function f̂({(uk,Dk)}) = H(X) − H(X̂|D), which is
monotone submodular as shown by Krause and Guestrin [12]. Obviously, there
is f(I, φ) = f̂({(uk,Dk)|Ik = 1, φ(uk) = Dk}) under realization φ.

Then, we prove this theorem, by proving f is adaptive monotone and adaptive
submodular. Adaptive monotonicity is readily proved as f(·, φ) is monotone for
each φ. To prove adaptive submodularity, we aim to show Δ(uk|ψ′ ≤ Δ(uk|ψ)
for any ψ,ψ

′
such that ψ ⊆ ψ

′
and any uk /∈ dom(ψ

′
). We define a coupled

distribution p over pairs of realizations φ ∼ ψ and φ
′ ∼ ψ

′
such that φ(uk) =

φ
′
(uk) for all uk /∈ dom(ψ

′
). Formally, p(φ, φ

′
) =

∏
uk∈U\dom(ψ) Pr[Φ(uk) =

φ(uk)] if φ ∼ ψ, φ
′ ∼ ψ

′
, and φ(uk) = φ

′
(uk); otherwise, p(φ, φ

′
) = 0. Next, we

calculate Δ(uk|ψ′
and Δ(uk|ψ) using p as follows,
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Algorithm 1. Adaptive Greedy User Recruitment Algorithm
Input: A set of users U , detection probabilities of each user Pk, cost of each user ck,

budget η.
Output: A set of recruited users indicated by I.
1: Ik = 0, V ← ∅, ψ ← ∅, P (X̂n) = 0.5;
2: while

∑
uk

ck · Ik < η and U \ V �= ∅ do
3: for each uk ∈ U \ V do
4: Calculate Δ(uk|ψ) according to (7);
5: end for
6: Select uk∗ = arg maxuk∈U\V

Δ(uk|ψ)
ck

;

7: if
∑

uk
ck · Ik + ck∗ ≤ η then

8: Ik∗ = 1;
9: Collect observations Dk∗ ;

10: ψ ← ψ ∪ {(uk∗ , Dk∗)};
11: for each gn ∈ Gk∗ do
12: Update P (X̂n) according to (2);
13: end for
14: end if
15: V ← V ∪ {uk∗};
16: end while
17: return I;

f(dom(ψ
′
) ∪ {uk}, φ

′
) − f(dom(ψ

′
), φ

′
) = f̂(ψ

′ ∪ {(uk,Dk)}) − f̂(ψ
′
)

≤ f̂(ψ ∪ {(uk,Dk)}) − f̂(ψ)
= f(dom(ψ) ∪ {uk}, φ) − f(dom(ψ), φ),

where the inequality holds due to the submodularity of f̂ . Thus, we have

Δ(uk|ψ′
) =

∑
(φ,φ′ )

[
p(φ, φ

′
) · (f(dom(ψ

′
) ∪ {uk}, φ

′
) − f(dom(ψ

′
), φ

′
))

]

≤
∑

(φ,φ′ )

[
p(φ, φ

′
) · (f(dom(ψ) ∪ {uk}, φ) − f(dom(ψ), φ))

]

= Δ(uk|ψ).

According to Theorem 5.2 in [6], if a function f is adaptive monotone and
adaptive submodular, and π is a greedy policy, then for any policy π∗, there
exists f(π) ≥ (1 − 1/e)f(π∗). Thus, we can conclude that

f(Io, Φ) ≥ (1 − 1/e)f(I∗, Φ).

5 Performance Evaluation

In this section, we evaluate the performance of our proposed adaptive greedy
algorithm (marked as AG in figures) by conducting comprehensive simulations.
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5.1 Methodology and Setups

In our simulations, we compare our algorithm with three greedy-based baseline
algorithms, which are illustrated in the following:

1. Random Algorithm (RD). Users are randomly selected by the platform, until
the budget could not be satisfied if any one more user is recruited.

2. User-Greedy Algorithm (UG). This algorithm sequentially selects users with
the most observations per cost, i.e., |Gk|/ck, under the budget constraint.

3. Grid-Greedy Algorithm (GG). This algorithm sequentially selects users
with the highest accumulated entropy of all grids past through, i.e.,∑

gn∈Gk
H(X̂n).

Three metrics are employed to measure the performance achieved by our
proposed algorithm and these three baselines. First, we compare the entropy
achieved given the observations of recruited users selected by different algo-
rithms, i.e., H(X̂|D). Then, we employ two criterions, precision and recall, to
measure the accuracy of event inference achieved by different algorithms. We
infer there is an event occurring in grid gn if P (X̂n|Dn) ≥ 0.8. If ground truth
Xn = 1, then we consider the event is accurately inferred. Otherwise, an event
is detected by mistake, or it is not found. Specifically, precision is calculated as
the ratio between the number of accurately detected events and the number of
estimations with P (X̂n|Dn) ≥ 0.8, while recall is calculated as the ratio between
the number of accurately detected events and the number of events.

The default setting of all parameters in our simulations is illustrated as fol-
lows. All simulations are performed on a square area divided into 20 ∗ 20 grids
(i.e., N = 400). Events randomly occur in 40 grids of them. There are 500 collab-
orative users in the system. For each user uk, the true-positive and false-positive
detection probabilities are randomly generated within [0.5, 1] and [0, 0.5] respec-
tively, and cost ck is uniformly distributed between $0 and $5. We limit the upper
bound of the number of grids past by a user as 10. To generate the trajectory
of a user, we first randomly choose a grid as the starting point. Next, the user
may stay in the grid or move towards any direction1. For each grid, P (X̂n) is
initialized as 0.5. The default value of budget is set as 400. All simulation results
are the average of 20 runs.

5.2 Performance Comparison

In this subsection, we evaluate the performance achieved by our adaptive greedy
algorithm and the three baselines, by varying the number of users, the budget,
and the number of events.

The performance achieved by different algorithms, when the number of users
varies from 400 to 800, is plotted in Figs. 2, 3, and 4, respectively. We can find
that generally the more users available in the system, the better performance
1 We consider there are eight directions: northward, southward, westward, eastward,

northwestward, northeastward, southwestward, southeastward.
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Fig. 3. Precision vs. num-
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Fig. 4. Recall vs. number
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Fig. 6. Precision vs. bud-
get.
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Fig. 7. Recall vs. budget.

achieved by each algorithm. Apparently, our algorithm outperforms the base-
lines in terms of the three metrics, no matter how many users there are. The
user-greedy algorithm performs secondly, better than the other two baselines,
because users with more observations per cost are recruited. When there are 700
users, entropy achieved by our algorithm is 15% lower than the user-greedy algo-
rithm, and precision and recall are 5.2% and 8.3% higher than the user-greedy
algorithm, respectively.

In Figs. 5, 6, and 7, we evaluate the performance achieved when the budget
varies from 200 to 1000. Intuitively, the more budget is provided to recruited
users, the higher detection accuracy can be achieved, while the marginal incre-
ment is reduced. We can find that our algorithm outperforms the baselines,
except achieves a little lower precision than the user-greedy algorithm when the
budget is less than 800. It may be caused by recruiting users with low detec-
tion accuracy, who report wrong observations in grids without events occurring.
Specially, when budget is 200, our algorithm obtains 12% and 27% higher recall
than the user-greedy algorithm and the grid-greedy algorithm, respectively.

We also vary the number of events from 10 to 50, to compare its impact on
the performance of different algorithms, as shown in Figs. 8, 9, and 10. It can be
found that precision achieved by the four algorithms increases when there are
more events occurring, as the number of events detected by mistake deceases.
On the other hand, entropy and recall have no obvious variation trend with
the increase of number of events. Specially, when there are 40 events, entropy
achieved by our algorithm is 12.5% and 17.3% lower than the user-greedy algo-
rithm and the grid-greedy algorithm.
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Fig. 8. Entropy vs. num-
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Fig. 10. Recall vs. num-
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6 Conclusions

In this work, we have proposed a new approach for accuracy-guaranteed event
detection via collaborative mobile crowdsensing with unreliable users. We first
bridge the relationship between the uncertainty of event detection given observa-
tions of recruited users and the unreliability of recruited users, by building prob-
abilistic models and applying the Bayesian rule. Then, leveraging the adaptive
monotonicity and the adaptive submodularity, we propose an adaptive greedy
algorithm for user recruitment, which is rigorously proved to achieve (1 − 1/e)-
approximated performance. Extensive simulations are performed, whose results
show that our algorithm outperforms the baselines in terms of achieving low
entropy and high detection accuracy under different settings. When the budget
is very limited, e.g., 200, our algorithm achieves at least 12% higher detection
accuracy than the baselines.
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1 Introduction

Geographical location information has played an increasingly important role
in people’s lives with the popularization of smart terminals and development
of geolocation technologies. Location-based social networks (LBSNs), combined
with location-based services and online social networks, are emerging rapidly. In
LBSNs, users can share their check-in activities as they visit point-of-interests
(POIs) (e.g., supermarkets, restaurants, attractions, and hotels). Massive check-
in data can be used to mine users’ visit preferences and introduce personalized
POI recommendation system, which not only helps users explore new areas and
discover new POIs but also enables POIs to increase the revenue through smart
location services (e.g., location-based advertising services). As a smart service
based on big data [1,2], POI recommendation has recently attracted increasing
attention from academics and industry [3–5].

POI recommendation is more complicated than traditional recommendation
system. Information such as distance, time, social relationships, category, and
popularity of POI must be considered in addition to user preferences and location
attributes [5]. Moreover, a user check-in matrix has higher sparseness than a
user-item matrix in traditional recommendation systems [6].

To alleviate data sparsity, existing approaches mainly utilize auxiliary infor-
mation such as time, geographical location, and social relationship. The temporal
and spatial transfers of user preferences are seldom mentioned. In current POI
recommendation algorithms, user interest is assumed static, but people’s interest
actually change over time. The visit preferences of people usually change along
with their workplace or accommodation. The POIs that they are interested in
may also change after beginning a relationship. At the same time, people have
static preferences because some interests are retained for a long time on the one
hand. For example, users who like reading books tend to go to bookstores. On
the other hand, some static interests are related to people’s rational choice in
nature. For example, people usually prefer to visit nearby POIs and famous POIs.
In addition, the interpretability of the recommendation results is an important
factor in the recommendation systems as it can increase the credibility of the
recommendation. However, current research has overlooked this factor. Existing
advanced POI recommendation algorithms typically take model-based methods
to mine visit preferences of users by integrating auxiliary information, such as
matrix factorization, which experiences difficulty in distinguishing the influence
of different factors and explaining recommendation results.

In light of the above discussion, we propose a collaborative filtering POI rec-
ommendation approach (HWREC) in this study. The proposed approach uses
improved Hawkes process to integrate user’s long-term static and time-varying
preferences, capitalizing on multiple contextual information, including spatial
clustering, spatial distance, spatial sequence transformation, temporal, and POI
popularity information, to improve performance of recommendation. More signif-
icantly, HWREC can explain recommendation results in several aspects accord-
ing to the preferences and historical check-in records.
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The remainder of this paper is organized as follows. Section 2 describes the
preliminaries of the POI recommendation task. Section 3 presents the proposed
POI recommendation method in detail. Section 4 evaluates the effectiveness of
the proposed method. Section 5 reviews related work. Finally, Sect. 6 concludes
this study.

2 Preliminaries

2.1 Notation

In a LBSN, assume a set of N users represented as U = {u1, u2, . . . , uN} and a set
of M POIs represented as L = {ll, l2, . . . , lM}. Each POI has a geographic coordi-
nate g = <longitude, latitude>. The POIs can be clustered into K POI clusters
by the coordinates, denoted as C = {cl, c2, . . . , cK}. Each check-in activity is a
tuple <u, l, t> that represents user u ∈ U visiting POI l ∈ L at time t.

2.2 Problem Statement

The goals of POI recommendation task in this study are to recommend to each
user with top-k new POIs that he/she may be interested in but has not visited
before by learning users’ personalized preferences from their history check-in
activities, and explain the recommendation results.

3 Methodology

In this section, we describe the proposed HWREC method in detail.

3.1 Select Candidate POIs

To reduce the commutating complexity of the proposed solution, we first select
candidate POIs for users. Candidate POIs are obtained from similar users, which
makes this method a user-based collaborative filtering approach. Similar users
are believed to share similar behaviors. We analyze user behaviors according
to the geospatial aggregation phenomenon of their check-in POIs [7] and then
extract user features to compute similarity among users. The feature represen-
tation of a user is defined as follows:

Definition 1. User feature representations. A vector of check-in frequencies in
each POI cluster of a user.

First, we determine clusters of POIs in a certain geographic area by applying
the density-based spatial clustering of applications with noise (DBSCAN) algo-
rithm whose inputs are geographic coordinates of POIs. The DBSCAN allocates
a cluster to each POI and obtains noise POIs that do not belong to any cluster.
The features of a user ui are then expressed according to Eq. 1 expressed as
follows:
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Fi = {f0, f1, f2, . . . , fK}(0 ≤ i ≤ N) (1)

where f0 indicates the check-in frequency of user ui at noise points. f1 to fc

indicate the respective check-in frequency of user ui in clusters 1 to c. The
check-in frequency of the user ui in the cluster j is defined as Eq. 2:

fj =
k

n
(1 ≤ j ≤ m) (2)

where ni is the total number of check-in records for user ui. Similarly, the check-
in frequency of the user ui at the noise point is defined as Eq. 3:

f0 =
k0
ni

(3)

Finally, the similarity among users can be calculated as follows:

Sij =
∑

q∈Q

min(fiq, fjq) (4)

where Q is a set of clusters that users ui and uj have visited. The index q must
be positive, so the noise points will not be taken into account. According to
Eq. 4, we can identify a group of similar users for each user, and the candidate
POIs can be selected from his/her similar users’ historical check-ins.

Algorithm 1 illustrates the functionality of candidate POI selection.

Algorithm 1. Candidate POIs Selecting
Input: Users U , POIs L with coordinates g
Output: Candidate POIs set Pi of each user
1: Run DBSCAN on L to get Clusters C = {cl, c2, . . . , cK}
2: for each ui ∈ U do
3: calculate check-in count ni

4: for each ci ∈ C do
5: calculate check-in count ki in cluster ci

6: set check-in frequency fi = ki/ni

7: end for
8: set user feature Fi = {f0, f1, f2, . . . , fK}
9: end for

10: for each ui ∈ U do
11: for each uj ∈ U do
12: set Sij =

∑
q∈Q min(fiq, fjq)

13: end for
14: sorting Sij in descending order
15: get Candidate POIs Pi from top 1 similar user.
16: end for
17: return P = {P1, P2, . . . , PN}
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3.2 Improved Hawkes Process

The Hawkes process is a linear self-excited point process model proposed by
Hawkes in 1972 [8]. The model is widely used in various fields, such as economic
analysis and forecasting and social network modeling. This model believes that
previous events affect the probability of occurrence of future events, and the
incentives of past events are positive, additive, and decay over time. We introduce
the Hawkes process to model the spatio-temporal sequence of users’ check-in
records. The equation is as follows:

λulk(t) = μulk +
∑

li∈Hu

αlilke−δ(t−tli ) (5)

where λulk(t) is the intensity of user u visiting POI lk, μulk is the basic intensity
(probability) of u visiting lk, αlilk is the excited degree of historical check-in
<u, li>, e−δ(t−tli ) indicates the time decay of the historical check-in <u, li>,
and Hu is the set of POIs that user u has visited. The left part of the formula
can be considered as long-term preferences of a user, and the right part can be
considered as time-varying preferences.

Each user can have a personalized Hawkes process to estimate the probability
of visiting candidate POIs based on his/her historical check-ins to obtain the top-
k recommended POIs. The way of solving the parameters in Hawkes process is
described in the following sections.

3.3 Basic Intensity μulk

The basic intensity μulk can be calculated in different ways. Considering that
the distances from a user to POIs and the popularity of POIs are critical infor-
mation, we utilize the improved Huff model to integrate distance and popularity
to compute the basic intensity μulk .

The Huff model was proposed by David Huff. It attributes the attraction
of a mall to customers in two factors [9]: (1) the area size of the mall and (2)
the geographical distance between the mall and the customer. The original Huff
model is expressed as follows:

Pij =
Sjd

−γ
ij∑M

j=1 Sjd
−γ
ij

(6)

where Sj represents the area size of mall j, dij is the distance between customer
i and mall j, and γ is the distance attenuation coefficient.
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In our study, the Huff model is improved to adapt to LBSN check-in datasets.
The equation is expressed as follows:

Pij =
υβ

j Haversine(d−γ
ij )

∑M
j=1 υβ

j Haversine(d−γ
ij )

(7)

where υj denotes the total number of check-ins of POI lj , which reflects the
POI popularity, and the exponential distribution υβ

j is used instead of Sj , where
β is an elasticity coefficient. Haversine(dij) is used to calculate the Haversine
distance between the last check-in location of user ui and the candidate POI lj ,
and γ is the distance attenuation coefficient. Haversine distance is the great-circle
distance between two points on a sphere given their longitudes and latitudes.

The Huff model is further normalized by the sigmod function to obtain the
basic intensity μulk of improved Hawkes process:

μulk =
1

1 + e−Pij
(8)

3.4 Excited Degree αli
lk and Time Decay Coefficient δ

The excited degree αlilk of historical check-in <u, li> with respect to future
check-in <u, lk> can be calculated by a POI transition graph.

Definition 2. POI-to-POI Transition Graph [4]. Graph = (L,E), where L is
the set of vertices, and E is the set of edges. Each vertex li(li ∈ L) represents a
POI. Each POI has an out-degree, defined as OutDegree(li), which represents
the number of transitions from li to other POIs. Each edge (li, lj) ∈ E represents
a transition li → lj. The number of transitions contained in each edge is defined
as EdgeWeight(li, lj).

Definition 3. Transition probability. The transition probability of li → lj is
defined as TP (li → lj), and calculated as follows:

TP (li → lj) =

{
EdgeWeight(li,lj)

OutDegree(li)
, if (OutDegree(li) > 0)

0, other
(9)

The excited degree αlilk = TP (li → lk) can be obtained by Eq. 9.
The time decay coefficient δ is a free parameter, we will discuss the tuning

method of δ and analyze its value in the experimental section.
The detailed algorithm is illustrated in Algorithm 2.
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Algorithm 2. POI Recommendation Based on Hawkes Process
Input: Users U , POIs L, check-in time T
Output: top − k POIs for each user
1: Run Algorithm 1 to get candidate POIs P = {P1, P2, . . . , PN} for each user
2: for each ui ∈ U do
3: for each lk ∈ Pi do
4: calculate Haversine(d−γ

ik ) between user ui and candidate POI lk
5: calculate popularity υk for POI lk
6: calculate basic intensity μuilk according to equation 7 and 8
7: for each lm ∈ Hui do
8: set αlmlj = TP (lm → lj)
9: end for

10: calculate visit preference of lk according to equation 5
11: end for
12: recommend to ui with top-k POIs according to visit preference.
13: end for

4 Experiments

4.1 Dataset

Two datasets are used in our experiments.

Gowalla Dataset. The Gowalla dataset used in this experiment is obtained
from Stanford University’s public dataset collection site1. The check-in data
cover different parts of the world, and the data densities vary from place to place,
which makes data mining inconvenient. In the experiment, the Manhattan area
of New York City, where user check-in is denser and data quality is higher, is
selected as the study area. The geographic range is latitude 40.60◦ to 40.85◦ N
and longitude 73.89◦ to 75.05◦ W. The contents of each check-in record in the
dataset include user ID, POI ID, geographic coordinate of POI, and check-in
time. The users whose check-in times are less than 5 and the POIs that have
been visited less than 10 times are filtered out. After preprocessing, the dataset
contains 59,336 check-in records made by 1,612 users at 2,299 POIs, and the
check-in time span is from February 2009 to October 2010.

Foursquare Dataset. Foursquare is a mobile service website based on user
geographical location information. It encourages mobile phone users to share
information about their current geographical location with others. In the exper-
iment, the Tokyo check-in dataset of Foursquare provided by [10] is used. The
contents of each check-in record in the dataset include user ID, POI ID, category
ID of POI, category name of POI, geographic coordinate of POI, and check-in
time. After filtering out users who have checked in less than 10 times and the
POIs that have been visited less than 10 times, the dataset contains 357,147
1 http://snap.stanford.edu/data/loc-gowalla.html.

http://snap.stanford.edu/data/loc-gowalla.html
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check-in records made by 2,293 users at 7,866 POIs, and the check-in time span
is from April 2012 to February 2013.

Table 1 shows the statistics of the two datasets.

Table 1. Statistics of dataset

Dataset Number of
users

Number of
POIs

Number of
check-in
records

Average
number of
check-ins

Check-in
matrix
density

Gowalla 1612 2299 59336 36.81 1.60%

Foursquare 2293 7866 357147 155.75 1.98%

4.2 Evaluation Metrics

For each user, the top 80% of the check-in data (sorted by check-in time in
ascending order) are used as the training data, whereas the remaining 20% are
used as the testing data. The visited probabilities of a user to the candidate POIs
are calculated according to the proposed HWREC algorithm, and the top-k POIs
sorted by visiting probability are recommended to the users.

To evaluate the performance of the proposed method, two metrics are used
[11], namely, precision and recall, and the equations are defined in 10 and 11,
respectively.

Precision =
∑

u |Ru

⋂
Tu|∑

u |Ru| (10)

Recall =
∑

u |Ru

⋂
Tu|∑

u |Tu| (11)

where Ru represents a set of POIs recommended for user u, and Tu represents a
set of POIs that actually visited by user u in the testing data.

4.3 Baseline Methods

We compare the proposed HWREC with the following baseline algorithms.

– HUFF. It is the basic intensity of HWREC, which uses the distance and
popularity information of POIs to obtain the long-term static preferences of
users.

– AMC. It is the time-influencing part of HWREC, which uses additive Markov
process to calculate the time-varying preferences of users.

– ASVD++ [12]. It is a combined model which improves the accuracy of top-k
recommendation by utilizing the advantages of latent factor and neighbor-
hood method. In this experiment, the number of user check-ins is normalized
as implicit scores of <user, POI> pairs when calculating.
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– AOBPR [13]. It is an advanced Learning-to-Rank based algorithm for top-k
recommendation, which studies the preferences of users from implicit feed-
back.

– LORE [4]. This algorithm integrates several contextual information, such as
social relationships, spatial distance, POI popularity, and time information;
it achieves better results compared with many other advanced methods, such
as CoRe [14] and USG [15]. The Foursquare dataset does not contain social
relationship information, so the similar users calculated in Sect. 3.1 are used
instead in the experiment.

4.4 Parameter Settings

In the experiment, the radius of neighborhood and density threshold of DBSCAN
clustering algorithm are set to 100 and 2, respectively.

The improved Huff model has two parameters: distance attenuation coef-
ficient γ and elastic coefficient β of POI popularity. Parameter γ is set to 2
according to the modified Huff model in [9]. Parameter β is set to 3.5 in the
Gowalla dataset and 5 in the Foursquare dataset.

The excited degree αlilk of historical check-in <u, li> is calculated according
to the method presented in Sect. 3.4. The time decay coefficient δ is set to −0.5 in
the Gowalla dataset and −0.001 in the Foursquare dataset. A smaller δ indicates
a lower decay rate. The time differences between historical events and current
events are calculated in scale of hours.

For the two free parameters, β and δ, we search for the optimal values by
tuning the parameters alternately. First, β is fixed, and δ is tuned to obtain the
best recommendation accuracy. Next, δ is fixed, and β is tuned to obtain the
best recommendation accuracy. In general, this process is repeated 3 to 5 times
to achieve the best results.

4.5 Parameter Discussion

Two free parameters are used in our proposed algorithm: elastic coefficient β of
POI popularity and time decay coefficient δ. Figures 1 and 2 show the effect of
these parameters on the Gowalla and Foursquare datasets in terms of precision
and recall, respectively. The experiment compares the average accuracy and
recall of top-k (k = 1, 2, 3, 4, 5) recommendations when the parameters are
varied.

The performance is poor in the both datasets when parameter β ≤ 2 because
the distance coefficient γ is fixed to 2. The best performance for the Gowalla
dataset is obtained when 2.5 ≤ β ≤ 4, after which the average accuracy and recall
decrease slightly. On the Foursquare dataset, the best performance is achieved
when 5 ≤ β ≤ 6, and the performance changes are imperceptible thereafter.
Therefore, the value of β can be generally selected from 3 to 5, which indicates
that user check-in probability has an exponential relationship with the popularity
of a POI. It also reflects actual phenomena, for example, the number of visitors
who travel to famous attractions is usually dozens of times that of ordinary ones.
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(a) Precision (b) Recall

Fig. 1. Influence of β and δ on recommendation of Gowalla dataset

(a) Precision (b) Recall

Fig. 2. Influence of β and δ on recommendation of Foursquare dataset

Parameter δ differs significantly between the two datasets. On the Gowalla
dataset, the recommendation performance drops significantly when δ > −0.1.
When δ = 0 (no decay), the result is the worst. When δ ≤ −0.3, not much
difference is observed between the performances. On the Foursquare dataset,
the best performance is obtained when δ = −0.001. When δ = 0 (no decay), the
performance is slightly lower than the best value. When the value of δ decreases,
the performance changes are minor because the time decays of historical check-
ins on the Foursquare dataset are considerably lower than those on the Gowalla
dataset. Therefore, the value of |δ| should be smaller on the datasets with lower
time decays.

4.6 Performance Comparison

Figures 3 and 4 compare the proposed algorithm HWREC and other baseline
methods on the Gowalla and Foursquare datasets, respectively. The results indi-
cate that the accuracy decreases as the value of k increases, whereas the recall
increases as the value of k increases. This is because the visit probability of
recommended POIs decreases as the value of k increases.

Figures 3 and 4 demonstrate that the proposed HWREC is far superior
to matrix factorization based ASVD++ and Learning-to-Rank based AOBPR.
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These algorithms consider only the check-in counts of users and do not use spa-
tial and temporal information. Although the top-1 recommendation performance
of the proposed HWREC is slightly lower than HUFF in the Gowalla dataset,
the overall performance of HWREC is significantly better than the HUFF, which
considers only static preferences of users, and the AMC, which considers only
time-varying preferences of users. The LORE uses distance, popularity, time, and
social relationship information, but HWREC achieves better results, particularly
on the Gowalla dataset.

(a) Precision (b) Recall

Fig. 3. Recommendation performance with respect to top-k values on Gowalla dataset

(a) Precision (b) Recall

Fig. 4. Recommendation performance with respect to top-k values on Foursquare
dataset

4.7 Interpretability

Different from existing methods, the proposed HWREC algorithm considers both
static preferences and time-varying preferences, so it can easily explain the rec-
ommendation results.

First, let’s consider the long-term static preferences. In the location-based
mobile applications, such as Meituan, when you search for POIs according to
the keywords, it will show you a list of POIs sorted by popularity or distance. In
our proposed method, the popularity and distance of POIs are reflected in the
static preferences part. We can tell users that “we recommend the POI to you
according to its distance (e.g., 2 km from you) and popularity (e.g., 1000).”
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Second, we consider the time-varying preferences. The influence of histori-
cal check-ins is related with multiple factors, including check-in count, check-in
time and transition probability. For each POI that is recommended to users, an
explicit score of every historical check-in can be calculated by the time-varying
preferences part of the proposed method. Then we can tell users that “we recom-
mend the POI to you because you have visited POIs a, b, and c (a, b, and c, are
sorted by their scores in descending order).” Furthermore, we can provide the
information, such as check-in count, check-in time, and transition probability,
related with the score, which can enhance the explanation.

5 Related Work

POI recommendation has attracted lots of attention from academics and
industry, and related works include collaborative filtering (CF) approaches
[16], matrix factorization-based algorithms, geographical distance-based mod-
els, social relationships-based methods, and context-based method, etc. Differ-
ent methods are suitable for different check-in datasets. For example, the CF
method, which recommends POI by calculating similarity of users or POIs, is
widely applicable. The geographical distance-based method, which is applicable
for datasets with precise geographic locations, leverages the distance between
users and POIs to characterize user behaviors. The social relationship-based
methods can be applied to datasets that contain friend information of users.
The recommendation is performed by mining the similarity between users and
their friends. We summarize the related works as follows.

(1) Collaborative filtering (CF) methods. Most existing POI recommendations
are based on CF algorithms [16,17], which assume that similar users usually
visit similar POIs. There are two types of CF algorithms, user-based CF [17]
and item-based CF (a POI is considered as an item) [16]. The former com-
pares the similarity among users, whereas the latter compares the similarity
among POIs.

(2) Geographical distance-based methods. Geographic location is an important
factor for POI recommendation. POIs that are closer to the users tend to be
visited. A study [18] analyzes the distance distribution of the users’ check-
in locations, and the results reveal that the distances of adjacent check-in
locations present a power-law distribution. In [7], data sparsity is alleviated
by modeling user activity areas and POI impact areas. The literature [14]
uses kernel density estimation to analyze the influence of the 2D geographical
coordinates of POIs to improve recommendation performance.

(3) Social relationship-based methods. The social relationship (e.g., friendship)
between users is an important factor in the location based social networks.
Friends tend to share common preferences. In [19], a friend-based CF method
using the common check-in records of friends to recommend POIs is pro-
posed. However, given that few users share information about check-in POIs,
the improvement of recommendation performance is limited by only using
social relationships [20].
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(4) Time-aware methods. Time is an important factor for POI recommendations
because the places users tend to visit vary with the time of the day. The
literature [21] proposes a time-aware POI recommendation by considering
the temporal influence of user activities.

(5) Content-based methods. Users can rate and comment on POIs in LBSNs.
Modeling users’ comments on the POIs [3] is useful to understand the pref-
erences of users accurately and improve the recommendation performance.

(6) Methods integrated with multi-factors. The visit preferences of users are
influenced by many factors, single-factor based recommendation algorithm
can not archive good performance. Most studies have attempted to integrate
geospatial information, time effects, social relationships, content informa-
tion, popularity, and other factors to improve the recommendation perfor-
mance [22].

In this study, we propose a new approach to model interests of users from
both long-term static preferences and time-varying preferences. Unlike existing
methods, our approach can provide satisfactory explanations for recommended
POIs.

6 Conclusion

In this study, we propose a context-aware POI recommendation approach
with interpretability based on improved Hawkes process. The proposed method
exploits users’ long-term static and time-varying preferences by using multi-
ple context information to alleviate the problem of data sparsity and provide
explanations to users for recommendation results in several aspects. Context
information include spatial clustering, spatial distance, spatial sequence trans-
formation, temporal, and POI popularity information. We conduct experiments
over two real-world LBSNs datasets and compare our model with several base-
lines. The experimental results demonstrate that the proposed solution achieves
better performance than other advanced POI recommendation algorithms.

In the future work, we intent to improve the performance and interpretability
of POI recommendation by integrate more auxiliary information, such as POI
category, comments of POI, etc. to the static and time-varying preferences of our
model. Moreover, the recurrent neural network which is excellent at sequence
modeling can be explored to mine the check-in sequences of users to study the
time-varying preferences. Further, the time-varying part of our proposed model
can be improved to do online POI recommendation based on deep reinforcement
learning.
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Abstract. Many methods have been proposed for detecting communities from
heterogeneous information networks with general topologies. However, most of
these methods can detect communities with homogeneous structures containing
nodes with only a single attribute. Investigating methods for detecting com-
munities containing nodes with multiple attributes from heterogeneous infor-
mation networks with general topologies has been understudied. Such
communities are realistic in real-world social structures and exhibits many
interesting properties. Towards this, we propose a system called DOMAIN that
can detect overlapping communities of nodes with multiple attributes from
heterogeneous information networks with general topologies. The framework of
DOMAIN focuses on domains (i.e., attributes) that describe human character-
istics such as ethnicity, culture, religion, demographic, age, or the like. The
ultimate objective of the framework is to detect the smallest sub-communities
with the largest possible number of domains, to which an active user belongs.
The smaller a sub-community is, the more specific and granular its interests are.
The interests of such a sub-community is the union of the interests and char-
acteristics of the single domain communities, from which it is constructed. We
evaluated DOMAIN by comparing it experimentally with three methods.
Results revealed marked improvement.

Keywords: Social networks � Heterogeneous information networks �
Community detection � Overlapping communities � Multi-domain community

1 Introduction

To be empirically studied, a large number of complex scientific problems need to be
depicted as a network representation. Such problems are not limited to specific sci-
entific fields. For example, complex scientific problems in the following fields have
been successfully studied after being depicted as a network representation: ecosystems
[1, 7, 10, 13, 30], biological systems [4, 5, 6, 16, 23, 25, 26, 33], scientific citations
[22], and information systems [3, 8, 14, 15, 19, 29, 32, 34, 35, 38]. However, problems
related to social media ecosystem (e.g., Facebook, LinkedIn, Twitter, forums, and
blogs) are the most successfully and efficiently studied ones. Detecting community
structures is one of the most studied social media ecosystem problems. Each social
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network has a specific community structure. Such structure can be studied for under-
standing the dynamics of the network. There are numerous reasons for detecting such
communities from social networks. For example, there may be a need for classifying
the members of some social media network into communities that reflect the organi-
zation of the society. A society can be organized into unions that reflect some social
criteria. Example of such unions are social groups, colleagues, families, and villages.
Such classification is useful in identifying many features that can be used for com-
munity membership prediction. It also helps in understanding the dynamics of the
members of a community. A cohesive community is defined as a group of densely
connected individuals via some common social characteristics such as interests.
A “good” community is widely defined as cohesive, compact, and strongly connected
internally, but sparsely connected with the remaining parts of the network.

Current methods cluster nodes based on two types of information: network data and
attribute data. The network data depicts the relationships between some objects. The
attribute data characterizes the objects. These methods employ different techniques that
cluster nodes by grouping them either based on their network structural data or attribute
data. Most of the methods that cluster nodes based on network structure employ
probabilistic generative models to infer the posterior memberships of a community [3,
9, 10, 21, 33, 36]. Most of the methods that cluster nodes based on attribute data can be
classified as: (1) methods use the connections between nodes (i.e., link structure) to
perform the clustering [3, 11, 13, 28], (2) methods use node attributes to detect the
network’s communities [4, 37], and (3) methods use both link structure and node
attributes to perform clustering [2]. The methods under the first classification overlook
the nodes’ attributes, which hold important clustering characteristics. The methods
under the second classification overlook the important structural relationships between
nodes. The methods under the third classification combine the structural and attribute
information so that nodes are grouped not only based on the density of their connec-
tivity, but also their common attribute similarities. A large number of these methods
detect communities from heterogeneous information networks, which are realistic and
exhibits interesting properties. For example, an academic network may include multiple
heterogeneous attributes such as author names, journal/conference names, and key-
words. However, many of these methods detect communities with only certain topo-
logical structures [1, 9, 12–14, 18, 29, 30, 34]. To overcome this, a number of methods
have been proposed for detecting communities from heterogeneous information net-
works with general topologies [20]. However, most of these methods can detect
communities with homogeneous structures containing nodes with only a single attri-
bute. That is, they may not detect a community of nodes with multiple attributes.
Towards this, we propose in this paper a system called DOMAIN (Detecting Over-
lapping Multi-Attributed Information Nodes) that can detect overlapping communities
of nodes with multiple attributes from heterogeneous information networks with
general topologies.

The framework of DOMAIN focuses on attributes that describe human charac-
teristics such as ethnicity, culture, religion, demographic, age, or the like. We use the
term “domains” to refer to such attributes. Heterogeneous multi-domain communities
are realistic and resemble many real-world communities. For example, a multi-domain
community formed from the domains ethnicity, religion, age, and demography can
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represent a portion of individuals from a specific ethnic group, who follow a specific
religion, who live in a specific neighborhood, and belong to a specific age range. Such
a community is realistic in real-world community structures and exhibits many inter-
esting properties. Therefore, DOMAIN aims at detecting the smallest overlapping sub-
communities with the largest possible domains, to which active users belong. This is
because, the smaller a sub-community is, the more specific and granular its interests
are. The interests of such a sub-community is the union of the interests and charac-
teristics of the single domain communities, from which the sub-community is con-
structed. The main contributions of this paper are summarized as follows:

1. Proposing a methodology for extracting the set of dominant keywords (e.g., buz-
zwords) from the messages associated with a specific social group to act as a
potential representative of the social group.

2. Proposing a graphical model that represents cross-communities and their ontolog-
ical relationships. The model accounts for all sub-communities with multiple
domains that exist due to the interrelations between communities.

3. Proposing a novel and efficient methodology for identifying the smallest sub-
communities with the largest number of domains, to which active users belongs.

4. Evaluating our proposed method by comparing it experimentally with three other
methods.

2 Concepts Used in the Paper

We call an information network a heterogeneous information network, if the number of
attributes and number of links of its nodes are |N| > 1 and |L| >1, respectively; otherwise,
the information network is a homogeneous information network. We use the term
“domain” to refer to a common characterizing attribute of the nodes of a community
within a heterogeneous information network. A domain (i.e., a characterizing attribute)
defines a community based on a specific and known social group characteristic such as
ethnicity, religion, belief, demography, culture, pursuit, area of activity, or the like. We
use the term Lone-Domain Community (LDC) to refer to a group of individuals who
share a single common domain. For example, individuals, who belong to a specific
ethnic group form a LDC. We formalize the concept of LDC in definition 1.

Definition 1 - Lone-Domain Community (LDC): LDC is an aggregation G of indi-
viduals within an information network G = (V, E) with schema (A, R), where each
x; y 2 G ðx 6¼ yÞ share one single common attribute mapping @: V ! A and link type
mapping w: E ! R. That is, a LDC is defined by a common characterizing attribute
mapping A, with links as relations from R.

The smaller a community is, the more specific and granular its interests are.
Towards this, we introduce a granular class of communities called Multi-Domain
Community (MDC), which is formed from two or more LDCs. Thus, a MDC is a group
of individuals who share multiple common domains (e.g., ethnicity, religion, etc.). The
size of a MDC is usually smaller than each of the LDCs forming it. An Overlapping
Multi-Domain Community (OMDC) is a MDC formed from the intersection of two or
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more LDCs with different domains within a heterogeneous information network. That
is an OMDC is an aggregation of individuals who share common cross-communities
(i.e., inter-communities) domain characteristics. Therefore, an OMDC can be formed
from the overlapping of two or more LDCs that belong to different domains.

In general, an OMDC is a granular class of communities formed from two or more
LDCs with different domains. As an example, an OMDC can be a portion of indi-
viduals who belong to a same ethnic group ETH(x), who also follow a same religion
REL(y), and are also descendants from a same national origin ORG(z). Thus, this
OMDC is formed from the intersection: ETH xð Þ \ REL yð Þ \ ORG zð Þ. Intuitively, the
characteristics of an OMDC are more granular and specific than the characteristics of
each of the LDCs, from which the OMDC is formed. In the framework of DOMAIN,
an OMDC is represented by the set of the overlapped LDCs, from which the OMDC is
formed.

We model OMDCs and their hierarchical relationships using a graphical repre-
sentation called Overlapping Multi-Domain Communities Graph (OMDCGraph). In an
OMDCGraph, each LDC is represented by a node. An OMDC formed from the
overlapping of two LDCs C1 and C2 is represented by a node {C1, C2}. The ontological
relationship between the node {C1, C2} and each of the nodes C1 and C2 is represented
by the link connecting them. An OMDCGraph accounts for all the OMDCs that exist
due to the interrelations between LDCs of different domains. We formalize the concept
of OMDCGraph in Definition 2.

Definition 2 - Overlapping Multi-Domain Communities Graph (OMDCGraph): An
OMDCGraph is a graphical representation of the ontological relationships between
cross-communities OMDCs. It consists of a pair of sets (V, E). V is a finite set of nodes
depicting LDCs of various domains and the OMDCs formed from the overlapping of
these LDCs. E is a set of edges depicting the binary relations on V. An OMDC at a
hierarchical level n consists of at least n LDCs. If two OMDCs contain at least one
common LDC (i.e., an overlapping LDC), they are linked by an edge to denote their
class-subclass relationship. The subclass has its own characteristics while inheriting
the characteristics of its parent class. The set of edges E that denotes class-subclass
relationships in an OMDCGraph is formalized as follows:

E = {edge(OMDCi, OMDCj): OMDCi, OMDCj 2 V ; OMDCi \ OMDCj 6¼ 0;
OMDCi resides at hierarchical level n and OMDCj resides at hierarchical level n+1 of
the OMDCGraph}.

For the sake of easy reference, we present in Table 1 abbreviations of the concepts
proposed in the paper.

Table 1. Abbreviations of the concepts proposed in the paper

Abbreviation Description

LDC Lone-Domain Community
MDC Multi-Domain Community
OMDC Overlapping Multi-Domain Community
OMDCGraph Overlapping Multi-Domain Communities Graph

Detecting Overlapping Communities of Nodes 763



3 Motivation and Outline of the Approach

3.1 Motivation

In real-world setting, there are always new members wishing to join existing and
established communities. This requires a methodology for efficiently identifying all
existing communities that share the interests of active users. That is, this process
requires a methodology for detecting the LDCs, with which the active user shares
domains. Each of the different LDCs, to which this user belongs, has the characteristics
of a special domain. A sub-community that possesses all these domains, is the most
reflective to the characteristics of the user. That is, the smaller a multi-domain com-
munity is, the more reflective it is to the characteristics of its members. Therefore, our
proposed method in this paper attempts to identify the smallest and most granular
multi-domain sub-communities for a user. A granular multi-domain sub-community
(i.e., an OMDC) is a subclass of all the LDCs, to which the user belongs. An OMDC is
formed from the intersection of two or more LDCs. The characteristics of an OMDC
are more granular and specific than the characteristics of each of the LDCs, from which
the OMDC is constructed. Intuitively, the size of an OMDC is smaller than each of the
LDCs, from which it is constructed.

Identifying the OMDC, to which a user belongs, requires a method that can detect
communities of nodes with multiple attributes from heterogeneous information net-
works with general topologies. Investigating such methods has been understudied. Most
such existing methods can detect communities with homogeneous structures containing
nodes with only a single attribute. That is, most these methods cannot detect a com-
munity of nodes with multiple attributes. Towards this, we introduce our proposed
system DOMAIN. The system focuses on characterizing attributes (i.e., domains) that
describe human characteristics such as ethnicity, culture, religion, demographic, age, or
the like. The ultimate objective of DOMAIN is to detect the smallest sub-communities
with the largest possible domains, to which active users belong.

3.2 Outline of the Approach

The following are the sequential processing steps taken by DOMAIN for detecting the
smallest sub-communities with the largest possible number of domains, to which an
active user belongs:

(1) Constructing a Training OMDCGraph (Sect. 4):
(a) Collect messages from explicitly declared LDCs of different domains to be

used as training datasets. Each set of messages associated with a specific LDC
will be used by the system as a training dataset with respect to the LDC.

(b) Extract a set of candidate keywords (e.g., buzzwords) from the messages
associated with each LDC to act as a potential representative of the LDC.

(c) Filter the candidate keywords of each LDC to identify the dominant ones
(the ones that have frequent occurrences in a significant number of messages
associated with the LDC). The identified set of dominant keywords will be
used by the system as a representative of the LDC.
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(d) Construct the training OMDCGraph as follows:
i. Construct the root level of the graph: Each LDC with a unique

domain is represented by a node at the root level of the graph.
ii. Construct level 1 of the graph: If there is a significant number of

common dominant keywords associated with a set S of root LDC
nodes, the set converges at level 1 of the graph. The convergence node
represents an OMDC, which is represented by the set S.

iii. Construct the remaining levels of the graph: Each combination of
OMDC nodes located at level n of the graph converge at level n + 1 to
form a new OMDC node, if: (1) there exist at least one common LDC
in all the OMDC nodes in the combination, and (2) the combination
does not include more than one LDC with the same domain. The
convergence node is represented by the set of all the LDCs in the
combination. This process continues until no new OMDC can be
formed at a new level.

(2) Identifying the LDCs to which an active user belongs (Sect. 5):
(a) Extract the dominant keywords from the messages associated with the active

user using the same techniques described in steps 1-b and 1-c.
(b) If the active user and a root LDC node have significant common dominant

keywords associated with their messages, the active user belongs to this LDC.
3) Identifying the smallest OMDC with the largest number of domains to which the

active user belongs (Sect. 6):
(a) Mark the root nodes identified in step 2-b.
(b) The active user’s smallest OMDC is located at the convergence of the

longest paths originated from the marked nodes described in step 3-a. The
active user belongs to all the LDCs comprising this convergence OMDC.

4 Constructing a Training OMDCGraph

4.1 Extracting the Dominant Keywords from the Training Messages
Dataset Associated with a LDC

After extracting the set of candidate keywords (e.g., buzzwords) from the messages
associated with a LDC, DOMAIN filters these keywords to keep only the dominant
ones (the ones that have frequent occurrences in significant number of the messages
associated with the LDC). This is because a keyword is uninformative, if it occurs in a
few messages or/and it has few occurrences in the messages. To overcome this,
DOMAIN keeps only the candidate keywords that have frequent occurrences in a
significant number of messages associated with the LDC. This set of identified dom-
inant keywords will be used by DOMAIN as a representative of the LDC.

DOMAIN identifies the dominant keywords by associating each keyword with a
score that reflects its dominance status with regards to the other keywords. It assigns a
pairwise beats and looses indicator for each candidate keyword that occur in the
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messages associated with the LDC. A beat-loose table is constructed as follows. The
entries of the table are (ki, kj) where ki denotes keyword i while kj denotes keyword j.

Let ni be the number of times that the number of mentioning of ki in the messages
associated with the LDC is greater than that of kj. Let nj be the number of times that the
number of mentioning of kj in the messages is greater than that of ki. If ni > nj, entry (ki,
kj) will assigned the indicator symbol “+”. Otherwise, it will be assigned the indicator
“−”. If ni = nj, entry (ki, kj) will assigned the indicator symbol “0”. We now formalize
the concept of pairwise score of a keyword in Definition 3:

Definition 3 – Pairwise score of a keyword: Let the denotation ki > kj means that the
number of times the number of mentioning of kj in the messages associated with a LDC
is greater than that of ki. The pairwise score of the keyword ki equals:
fkj 2 KLDC : ki [ kjg
�� �� � fkj 2 KLDC : kj [ kig

�� ��, where KLDC denotes the set of
all candidate keywords in the messages associated with the LDC.

Finally, the keyword ki will be given a dominance score S, which is computed as
follows. Let Nb be the number of times that ki beat all other keywords. Let Nl be the
number of times that ki lost to all other keywords. The dominance score of ki (Ski)
equals: Ski = Nb − Nl. The summation of the dominance scores of all keywords is zero.
If m is the number of keywords, the highest possible dominance score is (m − 1), while
the lowest possible dominance score is −(m − 1). Each keyword is given a normalized
dominance score �S. The keywords, whose normalized dominance scores are greater
than a threshold b are considered dominant. The rest of the keywords are excluded and
considered uninformative. As shown in Eq. 1, b is the value that is less than the mean
of the normalized dominance score by the standard error of the mean.

b ¼
1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
8kj2 KLDC

ð�Skj � 1
KLDCj jÞ2

r

KLDCj j ð1Þ

Example 1: To illustrate the process of identifying the dominant keywords, we present
a simplistic hypothetical example of 10 keywords that co-occur in 3 messages as shown
in Table 2. Table 3 shows the pairwise score S and dominance score �S of each keyword
computed based on the number of occurrences of the keyword in the 3 messages shown
in Table 2.

Table 2. Distribution of the 10 hypothetical keywords in the 3 messages shown in Example 1

k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
m1 2 4 0 0 3 0 1 2 4 1
m2 0 2 2 3 4 2 0 0 1 3
m3 3 5 1 4 5 2 3 1 2 0
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4.2 Constructing the Training OMDGraph

In this section, we describe the process of constructing a graphical representation of the
ontological relationships between the training OMDCs. That is, we describe the process
of constructing an Overlapping Multi-Domain Social Graph (OMDCGraph) that
depicts the ontological relationships between the training OMDCs. Each LDC with a
unique domain is represented by a node and placed at the root level of the OMDC-
Graph. This node itself is represented by the dominant keywords (recall Sect. 4.1) in
the messages associated with the LDC.

Level 1 of the OMDCGraph is constructed as follows. The paths originating from a
subset S of the set of root nodes converge at level 1 of the graph to form a new OMDC
node, if: the frequency of messages associated with each LDC node N 2 S that have
occurrences of dominant keywords found in the messages associated with each other
LDC node N 0 2 S is significant. The new convergence OMDC node is represented by
the set S of nodes. This node inherits the characteristics of each of the LDCs in the set

S. Let FNj

Ni
be the frequency of messages associated with node Nj that contain occur-

rences of dominant keywords found in the messages associated with node Ni. F
Nj

Ni
is

considered significant, if it is greater than b0, which is a heuristically determined
threshold. In the framework of DOMAIN, one of the following two frequency formulas
is used based on application-specific requirements:

(1) Let Mk be the number of messages containing occurrences of keyword k. The
following formula is preferred, if we want to diminish the impact of rare events.
That is, if we do not want to consider the occurrences of k for which Mk = 1 as
twice significant as the occurrence of k for which Mk = 2:

Table 3. The pairwise scores of the 10 keywords presented in Table 2 and described in
Example 1 computed based on their beats and looses indicators. The table shows also the
dominance scores and normalized dominance scores of the 10 keywords.

Keyword k1 k2 k3 k4 k5 k6 k7 k8 k9 k10
k1 0 + – + + – – – + –

k2 – 0 – – 0 – – – – –

k3 + + 0 + + + + 0 + +
k4 – + – 0 + – – – – 0
k5 – 0 – – 0 + – – – –

k6 + + – + – 0 + – 0 +
k7 + + – + + – 0 0 + 0
k8 + + 0 + + + 0 0 + –

k9 – + – + + 0 – – 0 –

k10 + + – 0 + – 0 + + 0
S +1 +8 –8 +4 +6 –2 –3 –5 +2 –3
�S 0.11 0.2 0 0.15 0.17 0.08 0.06 0.04 0.13 0.06
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FNj

Ni
¼ log 1þ jMNj j

MNj

Ni

��� ���

0
B@

1
CA

• MNj : The set of messages associated with node Nj.

• MNj

Ni
: The set of messages associated with node Nj that contain occurrences of

dominant keywords in the messages associated with node Ni.

(2) The following formula is preferred, if the sizes of messages are relatively close.
Specifically, it is preferred, if we want to disregard the size of messages containing
common dominant keywords relative to the overall size of messages:

FNj

Ni
¼ log 1þ MAXjKNj

Ni
j

MNj

Ni

��� ���

0
B@

1
CA

• MAXjKNj

Ni
j: Maximum number of occurrences of the dominant keywords in the

messages associated with node Nj in a message associated with node Ni.

The remaining levels of the OMDCGraph are constructed as follows. All unique
combinations of OMDC nodes located at level n of the graph are enumerated. Let Ş be
the set of all these different combinations at level n. Each subset ś � Ş converge at level
n + 1 to form a new OMDC node, if: (1) there exist at least one common LDC in all the
OMDC nodes 2 ś, and (2) ś does not include two or more LDCs with the same domain.
The convergence OMDC node is represented by the set of LDCs in ś. The node inherits
the characteristics of each LDC in ś. This process concludes when there is no new
OMDC node can be formed at a new level. An OMDCGraph accounts for all the
OMDCs that exist due to the interrelations between LDCs of different domains.

Example 2: From the messages that belong to some social media, consider that
DOMAIN identified the seven LDCs shown in Table 4, which fall under four different
domains. Consider that DOMAIN constructed the OMDCGraph shown in Fig. 1 using
the techniques described in Sect. 4. Each OMDC node at level 2 of the graph is formed
from the convergence of two OMDC nodes at level 1 that have at least one common
LDC and do not have two or more LDCs with the same domain. For example, the
OMDC node {REL(y), ETH(x), NBHD(y)} at level 2 resulted from the convergence of
the following two OMDC nodes at level 1, which include the common LDC node ETH
(x) and do not include more than one LDC with the same domain: {ETH(x), NBHD(y)}
and {ETH(x), REL(y)}. This convergence node {REL(y), ETH(x), NBHD(y)} is rep-
resented by the set of LDCs forming it and it denotes the portion of individuals who
follow the same religion REL(y), who also belong to the same ethnic group ETH(x),
and who also live in neighbourhood NBHD(y).
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5 Identifying the LDCs to Which an Active User Belongs

As described in Sect. 4.2, each LDC with a unique domain is represented by a node
and placed at the root level of the training OMDCGraph. As described in Sect. 4.1,
each of these LDC nodes is represented by the set of dominant keywords extracted
from the messages associated with it. From the set of LDC nodes, OMDCGraph
identifies the subset, to which as active user belongs. It determines that the active user
belongs to a LDC, if the messages associated with the user contains significant number
of keywords, whose ontological concepts fall under the dominant keywords of the
LDC. An ontology describes the concepts in a domain of discourse. Let k “kind of” k0

means that class k is a subclass of class k0 in an ontology. k0 is the highest general
superclass of k in a defined ontology hierarchy. k shares the same domain, cognitive
characteristics, and properties of k0. DOMAIN labels all nodes in an ontology with the
label of the root node.

First, DOMAIN fetches the user’s messages for keywords, whose ontological
concepts fall under the ontological concepts of the dominant keywords of each root
LDC node in the OMDCGraph. Consider that di is one of these nodes. Each of the
dominant keywords representing di is considered a root ontology. Then, DOMAIN
fetches the user’s messages for keywords, whose ontological concepts fall under the

Table 4. Seven hypothetical LDCs with four different domains used in the construction of the
OMDCGraph in Fig. 1 and described in Example 2

LDC Domain Description

NBHD(x),
NBHD(y)

Neighbourhood-
based

Users who live in neighbourhood NBHD(x) and
NBHD(y)

REL(x), REL(y) Religion-based Users who follow religions REL(x) and REL(y)
ETH(x), ETH(y) Ethnicity-based Users who are descendants of ethnicities ETH(x) and

ETH(y)
ORG(x) Region-based Users from national origin (ORG(x))

Fig. 1. A training OMDCGraph constructed based on the information described in Example 2
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root ontologies of di. That is, it fetches the user’s messages for keywords that fall under
each of the ontological concept of the dominant keywords of di. Consider that the word
“entertainer” is one of the dominant keywords of di.

The user is considered to belong to the LDC represented by the node di, if the
number of keywords in the user’s messages that fall under the ontological concept of di
is greater than a heuristically determined threshold. However, some of the keywords in
the user’s messages that fall under the ontological concepts of the dominant keywords
of di may not be reflective of the community represented by di. This happens when
these keywords are associated with many other LDC root nodes. To overcome this, the
DOMAIN considers a keyword as reflective of di if the probability of its occurrences in
the messages associated with di is statistically significantly different from the proba-
bility of its occurrences in messages associated with all other LDC root nodes. Towards
this, DOMAIN uses the Z-Score statistical test to filter the keywords in the user’s
messages that fall under the ontological concept of di and keeps only the ones that are
better reflective of di. This is done by calculating the differences of the occurrence
probabilities of the keywords across the different community nodes.

The Z-score “Z � scoreNk ” of a keyword k extracted from the messages associated
with the LDC node N in the OMDCGraph is computed as in Eq. 2. In the framework of
our DOMAIN, the keyword k is considered a reflective of the characteristics of N, if
Z � scoreNk > “−1.96” standard deviation, using a 95% confidence level.

Z � scoreNk ¼ MN
k

�� �� = MNj j� � � MN 0
k

�� �� = MN0�� ��� �
r

ð2Þ

• MN
k : Set of messages associated with LDC node N that contain occurrences of the

keyword k.
• MN0

k : Set of messages associated with all other LDC nodes N 0 that contain occur-
rences of the keyword k.

• MN : Set of messages associated with LDC node N.
• MN0

: Set of messages associated with all other LDC nodes N 0.
• r: population’s standard deviation.

DOMAIN is built on top of Stanford CoreNLP [12] and Protégé [24]. DOMAIN
uses Stanford CoreNLP for generating keyword lemmas and recognizing named
entities in the messages associated with the user. It uses Protégé for ontology alignment
and the matching between the keyword lemmas in the user’s messages and the dom-
inant keywords in the training dataset (i.e., the dominant keywords representing the
root nodes in the training OMDCGraph). That is, DOMAIN uses Protégé for capturing
the correspondences between the keywords in the user’s messages and the training
dominant keywords. Ontology matching (i.e., ontology alignment) is the procedure of
identifying the correspondences between different concepts. DOMAIN through Protégé
checks if there is a match between a dominant keyword and a keyword (or its
respective ontological sub-categories) extracted from the user’s messages.
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6 Identifying the Smallest OMDC with the Largest Number
of Domains to Which an Active User Belongs

To identify the smallest OMDC with the largest number of domains to which an active
user belongs, DOMAIN performs the following:

(1) It marks the root LDC nodes in the OMDCGraph, to which the active user
belongs (recall Sect. 5 for how OMDCGraph identifies these root LDC nodes).

(2) It traverses through the paths of the OMDCGraph starting from the marked root
LDC nodes to identify the OMDC nodes, at which all the paths convergence at
each level of the graph. That is, by navigating the paths originating from the
marked nodes, OMDCGraph identifies the OMDC nodes located at the conver-
gences of all the paths at each level.

(3) From among the different OMDCs identified in step 2, the smallest OMDC with
the largest number of domains, to which the active user belongs, is the one located
at the convergence of all the longest paths originating from the marked root nodes.
That is, this OMDC node is positioned at the intersection of all longest paths
originating from the marked root nodes.

If all longest paths originated from n root nodes, the user’s smallest OMDC located at
the convergence of these paths is usually formed from m LDCs, where m > n. That is,
if DOMAIN identified n explicit LDC root nodes for the user (using the techniques
described in Sect. 5), the user’s smallest OMDC with the largest number of domains is
likely to contain greater than n LDCs. The extra LDCs (i.e., the m – n LDCs) are
identified implicitly by DOMAIN based on the structure of the OMDCGraph and the
interrelations between the different OMDC nodes. The user’s messages may not
contain keywords that directly refer to these extra LDCs.

Example 3. Consider that DOMAIN traversed the paths of the OMDCGraph shown in
Fig. 1 and described in Example 2 in order to identify the smallest OMDC with the
largest number of domains, to which an active user belongs. Using the techniques
described in Sect. 5, consider that DOMAIN identified the following explicit LDC
nodes, to which the active user belongs: (1) neighborhood NBHD(x), and (2) national
origin ORG(x). First, DOMAIN would mark the root LDC nodes NBHD(x) and ORG
(x) as shown in the OMDCGraph in Fig. 2. Then, starting from the marked two root
nodes, DOMAIN would navigate through the paths to identify the convergence OMDC
nodes as shown in Fig. 2. For easy reference, the path originating from NBHD(x) is
marked with dotted red and the path originating from ORG(x) is marked with dashed
blue. There can be several convergence OMDC nodes at different levels of the graph,
but there is only one convergence node in this particular example. As Fig. 2 shows, the
smallest OMDC with the largest number of domains, to which the active user belongs
is the following:

ORG xð Þ;ETH yð Þ;NBHD xð Þ;REL yð Þf g
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This OMDC is located at the convergence of the longest paths originating from the root
nodes NBHD(x) and ORG(x). The following observations can be drawn from the
result:

• The paths originated from only two root LDC nodes and that the active user’s
smallest OMDC node contains four LDC nodes. That is, from the user’s two
explicitly identified LDCs, DOMAIN could identify the user’s smallest OMDC,
which contains four LDCs. Two of them are implicitly inferred by the system.

• The two extra implicitly identified LDCs (i.e., ETH(y) and REL(y)) are inferred by
DOMAIN based on the structure of the OMDCGraph and the interrelations between
the different OMDCs.

Every time DOMAIN identifies the smallest OMDC for a user, it will enhance the
training dataset and OMDCGraph accordingly. Let N be the smallest OMDC node
identified by DOMAIN for an active user u. DOMAIN will enhance the training dataset
by updating it as follows. It will add the list of messages associated with u to the list of
messages associated with each LDC node N 0 2 N. That is, the list of training messages
associated with each N 0 will be incremented by including the list of messages asso-
ciated with u. Accordingly, DOMAIN will update and optimize the following: (1) the
number of keywords’ occurrences in the messages associated with each N 0 2 N (e.g.,
recall Table 2), and (2) the pairwise score S and dominance score �S (recall Table 3) of
each keyword in the messages associated with each N 0 2 N. For the sake of conserving
computation time, we advocate updating the pairwise score S and dominance score �S
only at certain intervals (i.e., update points). That is, the update is based on all OMDCs
identified between intervals and not based on each one of them individually.

Fig. 2. The convergence of the longest paths originating from the root nodes in the
OMDCGraph that indicates the smallest OMDC, to which the user described in Example 3
belongs.
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7 Experimental Results

We implemented DOMAIN in Java. We ran the system under Windows 10 Pro using
Intel(R) Core(TM) i7-6820HQ processor. The machine has 2.70 GHz CPU and 16 GB
RAM. We evaluated DOMAIN by comparing it experimentally with Sharma et al. [27].
Sharma et al. [27] uses the concept of group accretion, which is the process of
increasing the size of a group by adding new more members. It uses the communication
paths in a network to measure the degree of relationships between a group and a person
outside the group. Given a group with n members, [27] predicts the likelihood of a new
member outside the group for being absorbed in the group, where the size of the group
will be incremented to n + 1. The authors proposed three different methods inspired by
dyadic link prediction (DLP) techniques and sociology theories. Each of these methods
assigns a score to each group to reflect its similarity (i.e., affinity) with the person
outside the group. The first method is called GKS. It extends the Katz method [17],
which enumerates network paths. GKS makes predication by employing a DLP-
inspired unsupervised path counting. The second method is called BRWS. It uses a
semi-supervised learning approach inspired by network alignment algorithms. It
identifies each cycle that passes through each group and the remaining groups. The
third method is called GLPS. It employs a semi-supervised method inspired by
hypergraph label propagation techniques. We evaluated and compared the accuracy of
communities detected by DOMAIN, GKS, BRWS, and GLPS in terms of F1-score and
Adjusted Rand Index (ARI), with reference to a ground-truth dataset. F1-score is the
harmonic average of precision and recall, and is computed as shown below:

F1� socre ¼ 2 � precision � recall
precisionþ recall

ARI computes the expected similarity of all pair-wise comparisons between two
clusters (e.g., between a ground-truth community and a community detected by a
method), as shown in the formula below:

ARI ¼ index� expected index
maximum index � expected index

• Index ¼ P
ij

nij
2

� �

• Expected index ¼ P
i

ai
2

� � P
j

bj
2

� �� 	
=

n
2

� �

• Max index ¼ 1
2

P
i
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2

� �
þ P

j
bj
2
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 �

We evaluated and compared DOMAIN, GKS, GLPS, and BRWS using the DBLP
dataset [31]. We adopted the same experimental setup and the same dataset used for
evaluating GKS, GLPS, and BRWS as described in [27]. We used the following same

Detecting Overlapping Communities of Nodes 773



experimental setup described in [27]: (1) the same training and test periods of main
splits, (2) the same metrics, and (3) the same DBLP dataset. Below are brief
descriptions of the mentioned DBLP, split periods, and metrics:

• The DBLP dataset [31] was extracted from publications in 22 different computer
science subfields from 1930 to 2011.

• The dataset was divided to different splits as shown in Table 5. As shown in the
table, each split is marked with a fixed end year of the training dataset. Papers
published between the years 2004 and 2007 are used for the training while papers
published between the years 2008 and 2010 are used for the testing.

• The metrics used for the evaluation are defined as follows:

Precision@Ntop ðIA) ¼ Number of groups correctly predicted using IA process from top� Ntop list
Ntop

Recall@Ntop ðIA) ¼ Number of collaborations correctly predicted using IA process from top� Ntop list
# of actual IA generated groups

• IA: Incremental accretion.
• Ntop: The top sorted N unique set of IA.
• Top-Ntop: The highest scoring in the sorted N unique set of IA.

As Table 5 shows, we divided the dataset into the same training and test periods
(splits) as described in [27]. These divisions are the same ones used by Sharma et al. [27]
in evaluating GKS, BRWS, and GLPS. Table 6 shows the prediction accuracy of the
methods based on the divisions of the dataset shown in Table 5, using the per-group
metrics Precision@Ntop(IA) and Recall@Ntop(IA) for Ntop = 100 as described in [27].
The values shown in Table 6 for GKS, BRWS, andGLPS are the same ones listed in [27].

Table 5. Dividing the dataset into the same training and test periods (splits) as described in [27]

Boundary Yr Split No. Train Test

2007 Main Split 2004–2007 2008–2010

Table 6. The prediction accuracy of the methods using the per-group metrics Preci-
sion@Ntop(IA) and Recall@Ntop(IA) for Ntop = 100 as described in [27]. The values shown in
the table for GKS, BRWS, and GLPS are the same ones listed for these methods in [27].

GKS GLPS BRWS DOMAIN

AvgPrecision@100(IA) 0.0210 0.0349 0.0355 0.147
AvgRecall@100(IA) 0.3176 0.6034 0.6050 0.6083
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We also compared the accuracy of the four methods for detecting the DBLP
communities in terms of F1-score (Fig. 3) and ARI (Fig. 4).

8 Discussion of the Results

As Table 6 and Figs. 3 and 4 show, DOMAIN outperformed the GKS, BRWS, and
GLPS methods in terms of AvgPrecision@100(IA), AvgRecall@100(IA), F1-score,
and ARI. We attribute the performance of DOMAIN over the other three methods to its
good predictive capabilities and also the limitations of these three methods. In general,
the GKS method did not perform well, while the GLPS method performed well
compared to the BRWS and GKS methods. Based on our observations of the

Fig. 3. The accuracy of each method for detecting the DBLP communities in terms of F1-score

Fig. 4. The accuracy of each method for detecting the DBLP communities in terms of ARI
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experimental results, we attribute the poor performance of the GKS method to several
limitations, mostly related to Katz score employed by the method. We attribute the
relative performance of the GLPS method over BRWS method to the fact that the later
considered the paths and cycles over the network of groups while the former did not.

In general, the experimental results revealed that DOMAIN detected with marked
accuracy communities of nodes with multiple attributes from heterogeneous informa-
tion networks with general topologies. We attribute this, mainly, to the graphical
representation modelling (i.e., OMDCGraph) employed by DOMAIN, which repre-
sents the ontological relationships between all cross-communities. This is because the
modelling techniques adopted in OMDCGraph account for all the multi-attribute
communities with different domains that exist due to the interrelations between com-
munities. The experimental results showed also that DOMAIN’s detection accuracy
increases as the number of attributes in a detected overlapped community increases. On
the other hand, the results showed that the number of attributes in a detected overlapped
community is irrelevant to the detection accuracy of the other three methods.

To better demonstrate the impact of a community’s number of attributes on its
detection accuracy by each method, we performed the following. We classified the
communities detected by each method into sets based on the number of attributes in the
communities. For each of the four methods, each set includes the communities detected
by the method that have the same number of attributes. Then, we computed the overall
average F1-score for each set. Figure 5 shows the results. As the figure shows, the
detection accuracy of DOMAIN increases constantly as the number of attributes in a
community increases. We attribute this to the capability of DOMAIN to detect the
smallest sub-communities with the largest possible domains, to which users belong.
This is because, the smaller a community is, the more specific and granular its interests
are, which is evident in the dataset used in our experiments. These interests are
included in the profiles of users in the dataset.

Fig. 5. The overall average F1-score for each set of detected communities that have the same
number of attributes.
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9 Conclusion

We proposed in this paper a system called DOMAIN that can detect communities of
nodes with multiple attributes from heterogeneous information networks with general
topologies. The framework of DOMAIN focuses on attributes (i.e., domains) that
describe human characteristics such as ethnicity, culture, religion, demographic, or the
like. Detecting such heterogeneous multi-domain sub-communities is crucial for
understanding and analysing the structures and dynamicity of real-world social
networks.

DOMAIN aims at detecting the smallest OMDC with the largest possible number
of domains, to which an active user belongs. The smaller a sub-community is, the more
specific and granular its interests are. The interests and characteristics of such an
OMDC is the union of the interests and characteristics of the LDCs, from which it is
constructed. DOMAIN identifies the user’s smallest OMDC with the largest number of
attributes as follows. It models training OMDCs using a graphical representation called
OMDCGraph, which represents the ontological relationships between the OMDCs. In
the graph, each LDC is represented by a node at the root level. The paths from some
root nodes converge at level 1 of the graph to form a new OMDC node, if the
frequency of messages associated with these nodes that contain common dominant
keywords is significant. Each OMDC node at level n+1 of the graph is formed from the
convergence of two or more OMDC nodes at level n that have at least one common
LDC and do not have two or more LDCs with the same domain. The user’s smallest
OMDC with the largest number of domains is located at the convergence of the longest
paths originating from root nodes representing LDCs that have significant matches with
the user.

We evaluated DOMAIN by comparing it experimentally with the three methods
proposed by Sharma et al. [27]. The experimental results showed that DOMAIN
outperformed the three methods in terms of AvgPrecision@100(IA), AvgRecall@100
(IA), F1-score, and ARI. The results showed that DOMAIN’s accuracy increases as the
number of attributes in an overlapped detected community increases. We attribute this
to the strong graphical representation modelling (i.e., OMDCGraph) employed by
DOMAIN. This is because OMDCGraph accounts for all cross-communities with
different domains that exist due to the interrelations between communities. However,
the results showed that DOMAIN achieves modest results when the percentage of
incomplete users’ profiles in a detected community is rather large. We will investigate
this shortcoming in a future work.
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Abstract. Social commerce is an important part of the social network
which contains a large number of user behaviors and user relationships.
Users generate reviews, social relations, user-product or product-product
mapping information that can reflect an evolution of product character-
istics and user preferences in using social commerce. It is a popular topic
by using these information to conduct rating prediction in the field of
intelligent recommendation. In this paper, optimizing the rating pre-
diction based on topic analysis in two aspects. On the one hand, in the
process of data preprocessing, constructing a dynamic hierarchical tree of
topic words (DHTTW), which can not only capture the change of users’
preferences for product property, but also reflect the impact of differ-
ent product property on users’ preferences at the same time. Based on
DHTTW, designing the mapping rules from user reviews to DHTTW to
generate user preference vectors. On the other hand, in the process of pre-
diction, proposing a prediction method named combination of gradient
boosting decision tree and multi-class linear regression (GBDT-MCLR),
which further improves the accuracy of rating prediction.

Keywords: Social commerce · Reviews · Rating prediction ·
Dynamic Hierarchical Tree of Topic Words ·
Multi-Class Linear Regression

1 Introduction

Social commerce is an integration of e-commerce and social networks, which
is a developmenttendencyinthefuture. As an important part of the Internet of
Things, social commerce achieves the deep integration of users and products
by using user behavior (for example reviews) and user relationship. Reviews
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in social commerce websites are users’ evaluations of quality, performance, and
price about products in a specific space–time environment, which reflect the
basis of user rating and preference slightly. Therefore, reviews can be used to
predict user rating and recommend certain products to them that satisfy their
preferences. Here, the key is to extract topic features from reviews and achieve
a mapping between topic features and rating value. The mapping mechanism
must be established between reviews and the dynamic hierarchical relationship
of topic words to describe an accurate meaning of reviews well under a specific
space-time condition.

Traditional methods represent user preferences and product property by
extracting topic features from reviews, which generate a topic distribution of
reviews by performing topic analysis on reviews. And then obtain the relation-
ship between each topic and real rating by using prediction model. However, in
the process of data preprocessing, these methods only consider the topic distri-
bution of reviews [1,2] but ignore the dynamic changes in the probability of topic
words in different time windows and lack the description of hierarchical relation-
ship between topic words. Thus, they can neither adapt well to the change in
user preferences nor describe the effect of different properties of products on
user rating. In the process of user rating prediction, using LR (linear regres-
sion), GBDT (gradient boosting decision tree), RF (random forest) and other
prediction algorithms to predict. Based on recent research [3,4], a rating pre-
diction method is proposed in this work by using DHTTW and GBDT-MCLR.
The main contributions of the paper as follows:

(1) A review–preferences dynamic mapping method based on time windows was
designed. On the basis of dynamic topic model (DTM) [5], excavating the
potential change rule of topic words in different time windows, and exhibit-
ing the evolution of user preference for product property by the change in
probability of topic words for a timely rating prediction.

(2) A DHTTW constructing method of topic words of reviews was proposed.
On the basis of dynamic changes in topic words, fusing the similarity and
intensity of mutual information between topic words in a specified time
window to establish hierarchical relationship. That is, a topic generated
different hierarchical trees of topic words in different time windows, such
that the hierarchy of topic words could dynamically represent the effect of
topic words on user rating.

(3) A method for generating user preference vector based on DHTTW of topic
words was proposed. Reviews were mapped to DHTTW in a specified time
window to generate a topic vector of reviews. Using the vector to represent
user preferences such that all reviews in different time windows were mapped
to a vector space with the same dimension.

(4) A prediction method named GBDT-MCLR is proposed. In view of the dis-
creteness of rating data [6], There is still much improvement when using
GBDT-LR for predicting. Before rating prediction based on user preference
vectors, clustering all preference vectors. Based on the idea of regression,
generating a fitting function in each class. So that the GBDT-LR can adapt
to the discrete data to a certain extent.
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The remainder of this paper is organized as follows. Section 2 introduces rel-
evant research. Section 3 describes the meaning of a dynamic analysis of topic
words, constructs a hierarchical tree, and summarizes the process of the model
and algorithm. Section 4 presents the construction details of the dynamic hier-
archical tree of topic words, the mapping of user reviews to the tree structure,
the generation rules of user preference vectors, and the improvement method
of GBDT+LR prediction model. Section 5 conducts an experimental analysis of
real datasets. Finally, Sect. 6 presents the conclusion of this work.

2 Related Works

There are two ways of recommendation for users: based on user location infor-
mation [7–9] and user rating. Traditional methods for rating prediction in an
intelligent recommendation system analyze a user’s historical rating behavior
and predict user rating on unrated products through a collaborative filtering
method [10] without analyzing a user review text. With the development of
topic discovery [11], sentiment analysis [12], user opinion mining [13], and other
technologies of word prediction [14,15]. For example, Tang et al. [16] generates
user preference vectors by analyzing the sentimental intensity of review texts,
and predicts user ratings by combining the neural network prediction model.
Seo et al. [17] uses convolutional neural network to analyze the features of user
reviews, correlates users and product according to the features of user reviews by
using matrix decomposition method, and finally makes rating prediction. In the
research of this paper, the focus is topic analysis technology on user reviews, a
rating prediction based on text topic discovery has become the focus of research
in recent years.

Ma et al. [18] used LDA (Latent Dirichlet Allocation) model to conduct topic
analysis on reviews, generate topic words, calculate a distribution probability of
each topic word, manually annotate the sentiment intensity of topic words, gen-
erate corresponding word vector in accordance with topic words in reviews, and
predict user rating. Ji et al. [19] considered a structural information among users,
reviews, and products to propose a topic propagation model on the basis of user–
review–product structure for describing user characteristics, products properties,
and finally predicting user rating on the basis of random walk. Fang et al. [20]
proposed a topic gradient descent model to conduct a topic analysis by using
LDA model. The characteristic of topic was expressed by the probability distri-
bution of topic words, and a latent factor was assigned to each topic. The latent
factor was dynamically assigned in accordance with the proportion of topic in
user review set. Finally, rating was predicted in accordance with the performance
value of reviews on each topic. Zhang et al. [21] argued that if topic of review
is limited to review text it cannot fully reveal the complex relationship between
reviews and ratings. Thus, they proposed a method for integrating a topic and
latent factor model, which enables them to complement each other linearly dur-
ing user rating prediction to improve the accuracy of prediction. McAuley et al.
[22] proposed an HTF (Hypersonic Tunnel Facility) model to explore the hidden
relationship between user rating and reviews, which used LDA model to ana-
lyze all reviews published by each user and all reviews for each product. So it
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obtained characteristic matrixes of each user and product, and finally input the
two characteristic matrixes into SVD (Singular Value Decomposition) model to
obtain predicted value of user rating on the product. Zhang et al. [23] conducted
a topic analysis based on HTF model. It represented reviews as a set of topic
vectors in accordance with the topic words, and normalized these topic vectors
to obtain the characteristics of each user and product. Then, it predicted user
ratings of products on the basis of each vector and its corresponding rating by
using three models: RF, LR, and GBDT. During the experiment, the RMSE
value of score prediction was the smallest when LR was used, and the MAE
value of score prediction was the smallest when GBDT was used. Therefore, the
combination of GBDT and LR has become another focus of research.

Blei et al. [24] first proposed the concept of hierarchical topic, but did not
consider the hierarchical relationship between the topic words. None of the above
mentioned studies has considered the dynamic changes in the probability of topic
words and the hierarchical relationship between topic words. Consequently, these
studies have failed to dynamically adapt to the change in user preference and
distinguish the effect of different topic words on user rating, thereby leading
to a certain amount oferror in predicting user rating. Paranjpe et al. [25] first
proposed the method of combining GBDT and regression model. Gupta et al. [26]
applies the algorithm to CTR (Click Through Rate). When combining GBDT
and regression model, Wang et al. [27] spliced the extracted features with the
original features to increase the dimension of features, thereby reducing the
prediction error. However, the prediction effect of LR on discrete data is still
unsatisfactory.

3 Model and Algorithm

The definitions of relevant symbols are displayed in Table 1.

Table 1. Relevant symbol definitions in the present work.

Reviews R = {R1, R2, ..., Rm}
Topics T = {T1, T2, ..., TK}
Topic words Wi = {Wi1, Wi2, ..., WiN}
Time windows t = {t1, t2, ..., tn}
Hiberarchy of words Htn,i = {Htn,i1, Htn,i2, ..., Htn,iN}
Preference vector Um = {Um

1 , Um
2 , ..., Um

K }
Divide reviews R1, R2, ..., Rn

Ratings G = {G1, G2, ..., Gm}
New features {Um, um}
Classes C = {C1, C2, ..., Cl}
Final feature {Um, um, Cl}



784 H. Zhang et al.

Figure 1 illustrates the process of rating prediction model based on dynamic
and hierarchical analysis of topic words.

Fig. 1. Process of rating prediction

Firstly, considering the dynamics of user preferences, dividing user reviews
set R = {R1, R2, ..., Rm} into different subsets R1, R2, ..., Rn, that correspond
to time windows. Using the DTM to generate a uniform set of topic T =
{T1, T2, ..., TK} and a distribution of topic words Wi = {Wi1, Wi2, ..., WiN}
in each time window. The probability value of each topic word in each time win-
dow was also calculated. So a change of user preferences for product property
could be expressed by probability value changes. Secondly, considering a differ-
ence in the effect of each topic word on user rating, a hierarchical tree of topic
words was constructed by combining similarity and intensity of mutual infor-
mation between topic words. Among these words, a hierarchy that corresponds
to the set of topic word Wi = {Wi1, Wi2, ..., WiN} in the time window tn was
Htn,i = {Htn,i1, Htn,i2, ..., Htn,iN}. Different weights were given to topic words
in accordance with their hierarchies. To characterize the effect of topic words on
user rating, a deeper hierarchy (a fine granularity) indicated a significant influ-
ence on user rating. Finally, user review Rm was mapped to the hierarchical tree
of topic words to obtain the number of topic words and average depth, then it
calculated the performance value Um

K of reviews on each topic. A user preference
vector Um = {Um

1 , Um
2 , ..., Um

K } that corresponds to the user review Rm was
formed by traversing K topics. Finally, Um and G were inputted into GBDT for
feature analysis, it will generate new feature vectors {Um, um}, using DBSCAN
(Density-Based Spatial Clustering of Applications with Noise) to cluster the new
feature vectors and get l classes. Finishing linear fitting for each class of reviews
{Um, um, Cl}. The corresponding value of {Um, um, Cl} in the fitting function is
used as the predicted value of user rating. The work will evaluate the prediction
results on the basis of two kinds of errors, namely, mean absolute error (MAE)
and root mean square error (RMSE). The process is presented in Algorithm1.
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Algorithm 1. Rating Prediction based on Dynamic and Hierarchical Analysis
of the Topic Words of Reviews.
Input: user dataset
Output: MAE and RMSE of prediction results
1: Divide(R,n)//Division of review set
2: DTM(R1,R2,...,Rn,K,N )//Dynamic topic analysis of reviews
3: GetPro(WiN ,n)//Dynamic analysis of topic words
4: GetTree(Wi1,Wi2,...,WiN )// Hierarchical analysis of topic words
5: GetUser(Rm,Htn,i)//Generate preference vector
6: GBDT(Um,G)//Feature analysis and processing
7: DBSCAN(Um,um)//Clustering new features generated by GBDT
8: LR(C1,C2,...,Cl)//Linear fitting for each class
9: Predic(Um,um,Cl)//Prediction based on new feature and classes of feature

4 Algorithm Design and Implementation

4.1 Dynamic Analysis of Topic Words

The beginning of the research work, preprocessing the set of reviews R =
{R1, R2, ..., Rm}, to get the review sets R1, R2, ..., Rn in each time window.
Then inputing R1, R2, ..., Rn into the DTM, obtaining the topic set T =
{T1, T2, ..., TK} of reviews and the set of topic words Wi = {Wi1,Wi2, ...,WiN}
under the ith topic. The change of user preferences in different time windows
was described by the dynamic nature of topic words: the probability of a topic
word is different in each time window, thereby indicating that the users’ concern
about the product was dynamic.

For topic i in the time window tn, Ptn,WiN
represents the probability of occur-

rence of topic word WiN . The calculation method is expressed in Formula (1).

Ptn,WiN
= Ctn,WiN

/
N∑

j=1

(Ctn,Wij
), (1)

where Ctn,WiN
represents the number of occurrences of the topic word WiN in

the time window tn, the definition of Ctn,WiN
is as Formula (2).

Ctn,WiN
=

{
Ctn,WiN

+ 1,WiN ∈ Rn;
Ctn,WiN

,WiN /∈ Rn.
(2)

Calculating the probability values of all topic words in each time window
by Formula (1) and Formula (2). Thus, the probability distribution of the topic
word WiN is presented as follows:

Pn,WiN
= {Pt1,WiN

, Pt2,WiN
, ..., Ptn,WiN

} (3)

The dynamics of user preference was described by the probability values
of topic words in different time windows, such that user rating prediction could
reflect the dynamics of user preference in different time windows, thereby enhanc-
ing the rating prediction timeliness and authenticity.
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4.2 Dynamic and Hierarchical Analysis of Topic Words

The hierarchical relationship between the topic words is determined by similarity
and mutual information of the topic words in the specified window. And the
DHTTW is constructed accordingly: the larger the mutual information of the
topic word, the more likely it becomes the upper layer concept. Therefore, it
is necessary to compare the mutual information strength of each topic word
to determine the upper and lower position of topic words. At the same time,
using the similarity between the topic words as the constraint condition for
constructing the hierarchical relationship. So that the topic words with high
similarity are distributed in the same branch of the hierarchical structure, while
the topic words with low similarity are distributed in different branches of the
hierarchical structure. The influence of the topic words on the user’s rating is
characterized by the hierarchy in DHTTW.

Calculating the intensity of mutual information of each topic word in
time window tn by Formula (6), and the results were ranked in descending
order. Obtaining an ordered set of topic words W

′
i = {W

′
i1:MI(tn,W

′
i1),

W
′
i2:MI(tn,W

′
i2), ..., W

′
iN :MI(tn,W

′
iN )} under topic i, and MI(tn,W

′
i1) >

MI(tn,W
′
i2) > ... > MI(tn,W

′
iN ). Selecting the topic word W

′
i1 with the high-

est intensity of mutual information as the upper concept of hierarchical structure
and deleting W

′
i1 from the set W

′
i . Selecting W

′
i2 as the candidate word of the

hierarchical structure. If the relation between W
′
i2 and W

′
i1 satisfied the require-

ment of Definition 1, then W
′
i2 was added to the hierarchical structure as lower

concept of W
′
i1 and was deleted from the set W

′
i . If the relation between W

′
i2

and W
′
i1 failed to satisfy the requirement of Definition 1, then W

′
i2 remains in

W
′
i , selecting W

′
i3 as the candidate word of the hierarchical structure.

Definition 1. Discriminating hierarchical relations of topic words Wia,Wib in
time window tn

(1) In Formula (4), satisfy SIM(Rn,Wia,Wib) < α, where α is the tuning
parameter.

(2) In Formula (6), satisfy MI(tn,Wia) < MI(tn,Wib).

According to Definition 1, the hierarchical relationship among the topic words
is judged in turn, until the set W

′
i is empty. The same method was adopted to

construct hierarchical tree for all topics in different time windows. Generating
K hierarchical trees in each time window. The hierarchical tree of topic i in the
time window tn was Htn,i = {Htn,i1,Htn,i2, ...,Htn,iN}, where Htn,i1 �= Htn,i2 �=
... �= Htn,iN , and Ht1,iN �= Ht2,iN �= ... �= Htn,iN . Therefore, the hierarchies
of topic words in hierarchical tree were different, and the hierarchy of the same
topic word changed with time. The similarity between two topic words Wia and
Wib in topic i in time window tn is calculated as follows:

SIM(Rn,Wia,Wib) =
(EWia,RnEWib,Rn)√

(EWia,Rn)2
√

(EWib,Rn)2
, (4)
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where EWia,Rn represents the space vector formed by TF-IDF (Term Frequency–
Inverse Document Frequency) value of topic word Wia in each user review within
a set of review Rn; therefore, EWia,Rn = {EWia,Rn,1, EWia,Rn,2, ..., EWia,Rn,m′ }.
The element EWia,Rn,m′ of the vector represents TF-IDF value of topic word
Wia in the m

′
th review within the set of review Rn. The calculation formula is

expressed in Formula (5).

EWia,Rn,m′ =
FWia,Rn,m′

∑N
k=1 FWik,Rn,m′

log
|Rn|

|{j : Wia ∈ Rn
j }| , (5)

where FWia,Rn,m′ represents the number of occurrence of topic word Wia in the
set of user review Rn, |Rn| represents the total number of review texts, and
|{j : Wia ∈ Rn

j }| represents the total number of texts containing the word Wia.
Under topic i in time window tn, the intensity of mutual information of topic

word Wia referred to the accumulation of point mutual information between topic
word Wia and other topic words. As shown in Formula (6):

MI(tn,Wia) =
N∑

k=1

PMI(tn,Wia,Wik) (6)

The calculation formula of point mutual information of two topic words is as
follows:

PMI(tn,Wia,Wib) = log
Ptn,(Wia,Wib)

Ptn,Wia
Ptn,Wib

(7)

According to Formula (1), Ptn,Wia
represented the probability of occurrence

of topic word Wia in time window tn. The probability that the topic words Wia

and Wib occurred at the same time window tn is expressed by Ptn,(Wia,Wib).
The construction pseudo code of topic words hierarchical tree of under time

window tn is defined in Algorithm 2.

4.3 Construction of User Preference Vector

In time window tn, the corresponding hierarchy of each topic word in Wi =
{Wi1, Wi2, ..., WiN} under topic i was Htn,i = {Htn,i1,Htn,i2, ...,Htn,iN}. Topic
word WiN was given a weight by using hierarchy Htn,iN . The number of topic
words Si,tn under topic i in the record r of user review set Rn is calculated using
Formula (8).

Si,tn =
{

Si,tn + 1,∃WiN ∈ r;
Si,tn ,∃WiN /∈ r.

(8)

The number of topic words Stn = {S1,tn , S2,tn , ..., SK,tn} under each topic
contained in reviews could be obtained by traversing K topics.

The average depth of each user review on hierarchical tree of topic was calcu-
lated in accordance with topic words in user review r, which contains the topic
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Algorithm 2. Construction algorithm of the hierarchical tree of topic words.
Input: a set of topic words Wi={Wi1,Wi2,...,WiN}
Output: The hierarchy of topic words Htn,i={Htn,i1,Htn,i2,...,Htn,iN} that corre-

sponds to Wi={Wi1,Wi2,...,WiN}
1: GET W

′
i By Formula (6)

2: Htn,i=[],Node=[]

3: Htn,i[1]=1,Node[1]=W
′
i1

4: FOR(j=2;j≤N ;j++)

5: SIM(Rn,W
′
i1,W

′
ij)//By Formula (4)

6: IF SIM(Rn,W
′
i1,W

′
ij)<α

7: THEN Htn,i[j]=1,Node[j]=W
′
ij

8: END FOR//The first hierarchy is end
9: FOR(temp=1;temp≤N ;temp++)

10: IF Htn,i[temp]=1
11: THEN M1=M1+1
12: END FOR
13: M1→num
14: M1→sum
15: FOR(j=1;j≤num-1;j++)

16: index1=findindex(W
′
i,Node[j])

17: index2=findindex(W
′
i,Node[++j])

18: Htn,i[index1]=2,Node[index1]=W
′
iindex1

19: FOR(k=index1+1;k≤index2 -1;k++)

20: SIM(Rn,W
′
iindex1,W

′
ik)//By Formula (4)

21: IF SIM(Rn,W
′
iindex1,W

′
ik)<α

22: THEN Htn,i[k]=2,Node[k]=W
′
ik

23: END FOR
24: END FOR//The second hierarchy is end
25: FOR(temp=1;temp≤N ;temp++)
26: IF Htn,i[temp]=2
27: THEN M2=M2+1
28: END FOR
29: M1+M2→sum
30: IF sum<N
31: M2→num
32: Repeat

word set Wi and the corresponding hierarchies of topic words in hierarchical tree
Htn,i, as expressed in Formula (9).

Li,tn =
N∑

j=1

(Htn,ij(∃Wij ∈ r))/Si,tn (9)

The average depth of reviews under the topic hierarchical tree was obtained
by traversing K topics, where Htn,ij represents the hierarchy of topic word Wij
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under topic i in time window tn, and Li,tn represents the average depth of user
review r under the hierarchical tree of topic i.

Based on the number of topic words Stn = {S1,tn , S2,tn , ..., SK,tn} of each
topic contained in reviews and the average depth Ltn = {L1,tn , L2,tn , ..., LK,tn}
of reviews under hierarchical tree, the user review Rm was assumed to be in time
window tn, and the user preference Um

K for topic K is calculated as follows:

Um
K = eLK,tn × ln(1 + SK,tn), (10)

where Um
K is calculated individually to obtain user preference vector Um =

{Um
1 , Um

2 , ..., Um
K }, which corresponds to user review Rm. The method fully

considers the different effects of Stn and Ltn on user preference.

4.4 Rating Prediction Model

The input of the prediction model were user preference–rating set {Um, Gm},
where Um represents preference vector generated by the ith user review, and
Gm represents rating value that corresponds to review Rm.

This paper presents a prediction algorithm called GBDT-MCLR. Firstly,
GBDT carries out feature analysis on user preference-rating set {Um, Gm} and
generates new feature {Um, um}. The process of element um generation of feature
{Um, um} is as follows:

(1) According to the relationship between feature vector Um and decision value
Gm, GBDT model constructs a specified number of RT(Regression Decision
Tree) based on residual learning. Expressing the decision value of each RT
by f(Um).

(2) Suppose the number of RT is q, it will get um = {um
1 , um

2 , um
3 ..., um

q }. Each
element um

q of {um
1 , um

2 , um
3 , ..., um

q } is calculated by Formula (11).

um
q = fq(Um) (11)

Secondly, using DBSCAN algorithm to cluster the set of feature vec-
tors {{U1, u1}, {U2, u2}, ..., {Um, um}}, and obtaining the set of classes C =
{C1, C2, ..., Cl}. The training process of the MCLR model is as follows:

(1) In each class Cl,
(2) Setting the feature weight vector to Wl, and the error to θl
(3) Determining the loss function according to the parameters Wl and θl, and

obtaining the minimum value of the loss function.
(4) Using the least square method to solve the loss function and getting the

minimum value. Determining the parameters Wl and θl.

Finally, when predicting the rating based on {Um, um}, judging the class
Cl of {Um, um}, and calculating the corresponding rating value of {Um, um}
according to the parameters Wl and θl of class Cl. The calculation method is as
follows:

G
′
m = Wl{Um, um} + θl (12)
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5 Experiment and Results

5.1 Data Set and Evaluation Standard

Test data were extracted from Amazon.com. Two product categories, namely,
inch-tablet and remote streaming media player, were selected. The corresponding
reviews are listed in Table 2.

Table 2. Amount of user review data for different products.

Product name Product code Total review number

Inch-Tablet B00TSUGXKE 74615

Media-Player B00ZV9RDKK 108930

Note: The data set contains all user reviews for each product from 2015 to 2017.
Among them, the product numbered B00TSUGXKE belongs to the product
with frequent updates, while the product numbered B00ZV9RDKK updates
slowly. Each record in the user data contains user’s review and ratings of
product. Product codes are used to represent the products in the experiment.

In the present work, the result of rating prediction was evaluated by using
MAE, RMSE, Recall and F-score. The formulas of MAE, RMSE, Recall and
F-score are presented in Formula (13), Formulas (14), Formulas (15) and Formu-
las (16).

MAE =
1
m

m∑

i=1

|(y′
i − yi)| (13)

RMSE =

√√√√ 1
m

m∑

i=1

(y′
i − yi)2 (14)

Recall = (
m

′
1

m1
+

m
′
2

m2
+

m
′
3

m3
+

m
′
4

m4
+

m
′
5

m5
)/5 (15)

F − score =
(m

′
1+m

′
2+m

′
3+m

′
4+m

′
5

m ) ∗ Recall ∗ 2

(m
′
1+m

′
2+m

′
3+m

′
4+m

′
5

m ) + Recall
(16)

The m is the total number of reviews, among them, the rating mechanism
sets user rating with positive integer 1–5. m

′
1, m

′
2, m

′
3, m

′
4, m

′
5 are the correct

predictions of the number of 1, 2, 3, 4, 5, respectively. m1, m2, m3, m4, m5 are
the actual number of 1, 2, 3, 4, 5, respectively. y

′
i is the predicted rating, yi is

the actual rating.
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5.2 Test Analysis

Test on the DHTTW Construction. In this paper, we set the number of
topics K=5, the number of topic words N=50, the number of time windows n =
3, and the similarity threshold α = 0.1. Selecting B00TSUGXKE as an example
of the construction of the dynamic hierarchical tree of topic words, specifying
the topic T1. According to the method of constructing the hierarchical tree of
topic words proposed in Chapter 4, the dynamic hierarchical analysis of topic
words under the topic T1 is carried out. Part of the hierarchical trees under three
time windows are shown in Fig. 2, respectively.

(a) The hierarchical tree of topic word under Time Window T1

(b) The hierarchical tree of topic word under Time Window T2

(c) The hierarchical tree of topic word under Time Window T3

Fig. 2. Example-dynamic hierarchical tree of topic world

As shown in Fig. 2, the topic words extracted from user reviews are divided
into two categories, one is the user’s daily language, such as “ok”, “money”,
“good”, etc. and the other is the user’s descriptive vocabulary for goods, such
as “camera”, “quality”, “battery”, “screen”, etc. It can be clearly seen from the
Fig. 2 that the descriptive vocabulary of a product is at or above the second
hierarchy of the hierarchical tree. The more such vocabulary users use in their
reviews, the more they like the product. Meanwhile, descriptive vocabulary, such
as “quality” and “battery”, has the same influence on users’ratings in every time
window. Vocabulary such as “device” and “screen”, has a declining influence
on users’ ratings. Vocabulary such as “work” and “price”, has an increasing
influence on users’ ratings. Generally speaking, the dynamic hierarchical tree of
topic words can reflect the change of the impact of keywords on user ratings.

To prove that the hierarchical tree of topic words proposed in this work
changed dynamically, the number of time windows n was set to 3. In each time
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window, the proportions of topic words in topic T1 of two categories of products
in different hierarchies are displayed in Fig. 3.

Fig. 3. The hierarchical distribution of topic words in topic T1

Figure 3 presents that the number of topic words in each hierarchy of hierar-
chical tree differ in each time window, thereby indicating that the hierarchical
tree of topic words changes with time. The change in the hierarchy of topic
words described the change in user preference slightly. Thus, user rating predic-
tion based on the dynamic and hierarchical analysis of topic words would adapt
to the evolution of user preferences and enhance the timeliness of the rating
prediction.

Comparison of Prediction Results Based on DHTTW. At the same
time, in order to prove the effectiveness of DHTTW, three prediction models,
LR, GBDT and RF, are used to predict rating. The product code chosen in the
experiment is B00TSUGXKE. The similarity threshold ∂ of the DHTTW was
set to 0.025, the number of time windows n to 3; in addition, the number of
topics K was set to 5, and the number of topic words N to 50. The comparison
with the method [23] is shown in Fig. 4.

Figure 4 displays that the method for rating prediction based on the dynamic
and hierarchical analysis of topic words proposed in this work was superior to
the method for analyzing reviews based on the LDA model in four evaluation
indexes, namely, MAE, RMSE, Recall and F-score. The optimization degrees of
rating prediction results of two categories of products were different because the
hierarchical analysis on topic words of two products could describe the influence
of different topic words on user rating, thereby enhancing the practicality of the
rating prediction work. Thus, DHTTW can reduce the error of rating prediction
of two products on the basis of the LDA prediction model. The dynamic analysis
of topic words result in timely rating prediction to reflect the changing rule of
user preferences well in products. So the effect of DHTTW is obviously better
than that of LDA.
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Fig. 4. Comparison of rating prediction results

Test on the GBDT-MCLR. As shown in Fig. 4, the prediction algorithm-LR
performs best on RMSE and the prediction algorithm-GBDT performs best on
MAE. On the basis of DHTTW, the GBDT-LR algorithm mentioned [27] and
the GBDT-MCLR algorithm are tested. The experimental parameters are shown
in Fig. 4, the experimental results are shown in Fig. 5.

As shown in Fig. 5, compared with GBDT and LR models alone, the pre-
diction results with using GBDT-LR model are not much improved. The reason
is that LR model can not achieve expected results in predicting discrete data.
Therefore, the GBDT-MCLR algorithm proposed in this paper can make the
GBDT-LR algorithm adapt to discrete rating data to a certain extent, thus
making MAE and RMSE worthwhile to be effectively reduced. However, for
Recall, GBDT-MCLR is not as effective as GBDT, but the difference is no more
than 0.05. For F-score, this indicator has increased 0.1. This is because the
GBDT-MCLR algorithm essentially uses the GBDT algorithm to optimize the
LR algorithm, so it can be improved compared to the LR algorithm.

Test on the Different Number of Data. Figure 6 shows the variation of
the rating prediction error of the same product under different number of user
reviews. The product code chosen in the experiment is B00ZV9RDKK. User
reviews in each time window are randomly selected for 20%, 40%, 60% and 80%
to verify the prediction error of the algorithm under different number of user
reviews.
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Fig. 5. Comparison of rating prediction results

Fig. 6. Ratio of randomly extracted data

As shown in Fig. 6, for the same product, the error of rating prediction tends
to be stable under the different number of user reviews, which indicates that the
prediction model is stable and suitable for user rating prediction of each product.
At the same time, we can see from Figs. 5 and 6 that the predicted errors of user
ratings for different products are different, because the data sets come from real
e-commerce websites, and the quality of user reviews for different products can
not be guaranteed.
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Fig. 7. Rating prediction results under different similarity thresholds

Test on the Similarity Threshold. With the increase of similarity thresh-
old, the proportion of topic words in the first hierarchy of hierarchical tree
increased, whereas those in other hierarchies decreased continuously. Thereby
indicating that a small similarity threshold denotes additional topic words that
were divided into the lower structure of the same word of upper concept, and
an apparent hierarchical structure between topic words. When the hierarchical
structure between topic words was apparent, the effect on the result of rating
prediction is demonstrated in Fig. 7.

Figure 7 exhibits that an apparent hierarchical structure of topic words indi-
cates an improved MAE and RMSE values of rating prediction results, but the
improvement was insignificant. This result was due to a small similarity thresh-
old resulted in additional topic words that were divided into the lower structure
of the same upper concept. Therefore, a gradual increase in topic words was at
high hierarchies. In real life, each word that users use to review a product has
different effects on user rating, but the effect will be similar in several hierar-
chies. Thus, if additional topic words are found at high hierarchies, the method
for analyzing reviews with the hierarchical tree of topic words cannot improve
the rating prediction result well.

Test on the Number of Time Windows. To verify the effect of different
numbers of time windows on rating prediction, the number of time windows was
set to 3 (in year), 6 (in half a year), and 12 (in quarter) for the test. The number
of topic K was set to 5, the number of topic words N to 50, and the similarity
threshold ∂ was set to 0.025. The rating prediction results of two categories of
products under different numbers of time windows are illustrated in Fig. 8.

Figure 8 depicts that the dynamic and hierarchical analysis of topic words
could be conducted in a small time range with the increase in the number of time
windows. The rating prediction result of B00TSUGXKE was clearly improved,
but that of B00ZV9RDKK was only slightly improved because it belonged to
the slowly updating product. User preference for such products changed slowly
over time, thereby causing minimal change in the hierarchical tree of topic
words. Therefore, the improvement in rating prediction result was minimal when
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Fig. 8. Rating prediction results under different time window numbers

conducting the dynamic and hierarchical analysis of topic words in a fine time
range. User preference for B00TSUGXKE change rapidly, thus resulting in the
apparent change in the hierarchical tree of topic words over time. Given a small
time interval, adapting to changes in user preferences and the significance rating
prediction effect had been improved.

6 Conclusions

As a typical application of social network, the study of social commerce focuses
on the dynamic characteristics of time and space. The method for rating predic-
tion based on dynamic and hierarchical analysis of topic words proposed in this
work started from the topic discovery of reviews to conduct a dynamic analysis of
topic words, which could adapt to the dynamics of user preference for products.
The hierarchical trees of topic words was constructed on the basis of dynamics
of topic words. Different hierarchies of topic words could describe the influence
of different topic words contained in reviews on user rating. The mapping rule
from reviews to the hierarchical tree of topic words and the generation method
of the user preference vector were designed. The dynamic and hierarchical anal-
ysis of the topic words were conducted for realistic and timely rating prediction,
thereby reducing the error caused by the unified analysis of topic words.

In the future, we will focuson dynamically selecting the number of time win-
dows. That is, selecting the appropriate number of time windows dynamically
to describe the change rule of user preference well for products with different
change cycles and achieve improved rating prediction results.
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Abstract. Vehicular Ad Hoc Network (VANET) is a special application
of traditional Mobile Ad Hoc Network (MANET) in traffic roads, which
has attracted extensive attention due to its important role in intelligent
traffic and road services. In order to ensure the safety of road traffic
and protect the privacy of users, it is of vital importance to provide
effective anonymous authentication in VANET. In this paper, we pro-
pose an efficient mutual authentication framework with conditional pri-
vacy protection (EMAPP), which can achieve the security authentication
from vehicles to infrastructure and vehicles to vehicles. In the proposed
framework, we are combined with pseudo ID and temporary pseudonym
to protect the privacy of vehicles, and use the identity-based signature
scheme to achieve authentication between vehicles and infrastructure. At
the same time, with the assistance of the roadside unit (RSU), we uti-
lize an online/offline signature scheme to achieve authentication between
vehicles in the same RSU area and different RSU area. Our scheme has
reusability, and we have conducted a performance evaluation. Without
expensive and time-consuming operations such as bilinear pairing and
mapping to point (MTP) functions, our framework can produce better
performance and is appropriate for practical application. In addition,
we also use the Internet Security Protocol and Application Automatic
Authentication (AVISPA) tools to provide formal security analysis.

Keywords: VANET · Authentication ·
Conditional privacy protection · AVISPA · Formal proof

1 Introduction

In order to reduce the occurrence of traffic accidents and develop road entertain-
ment services, people have focused on the development of intelligent transporta-
tion systems (ITS). Therefore, Vehicular ad hoc network (VANET), which is
an important component of ITS, has developed rapidly in the past two decades
[2]. In VANET, the vehicles equipped with On-Board Units (OBU) and infras-
tructure deployed along roads, called roadside units (RSU), form the nodes of
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the network. And there are two types of communication in VANET: vehicle-to-
vehicle (V2V) communication and vehicle-to-infrastructure (V2I) communica-
tion, which are based on the Dedicated Short Range Communication (DSRC)
[15] protocol.

The main purpose of VANET is to improve road safety by exchanging safety
information. When safety information is transmitted in wireless channels, it can
be easily eavesdropped, modified and deleted by malicious attackers. Therefore,
in the face of these security attacks, the authentication of messages becomes
a key security service for communication between vehicles and between vehi-
cles and infrastructure in VANET. However, the traffic information exchanged
in VANET may contain the drive’s personal privacy, such as the driver’s true
identity, daily route, home address, etc. Some criminals may use the collected
private information to hurt the driver. Therefore, the true identity of the vehicle
should also be protected during the authentication process. At the same time,
the illegal vehicle should also have the right to be revoked and exposed to their
true identity.

At present, there are numerous research work related to the authentication
problem in VANET, among which the widely adopted schemes are roughly
divided into three categories: PKI-based authentication, ID-based authenti-
cation, and certificateless scheme. [8,10,12] are all PKI-based authentication
schemes, but the common problem of these schemes is that additional com-
munication is required to manage vehicle certificates and certificate revocation,
which may impose heavy communication and computation costs on the net-
work. [4,6,9,11,17] are all ID-based authentication frameworks. Among them,
[9,17] adopt identity-based signature (IBS) and online/offline signature (IBOOS)
schemes. By putting the pseudonym generated by the vehicle itself and the offline
signature obtained by the vehicle from the RSU into a set, and broadcasting the
set to the vehicles in the RSU area, the vehicles in the area can confirm the legal
identities of other vehicles through the set, thus completing the authentication
between the vehicles. However, as the number of certified vehicles increases,
the set will also gradually increase, and the set needs to be updated after each
successful verification of the vehicle, which will result in great communication
overhead and high storage requirements for the vehicle. In addition, the frame-
work is also vulnerable to impersonation attacks and Sybil attacks. Some vehicles
may use pseudonyms and offline signatures of other vehicles in the set to com-
municate under the identities of other vehicles. Also, since the pseudonym of the
vehicle is independently generated by itself, illegal vehicles may generate multiple
pseudonyms, creating the illusion of multiple vehicles. In response to the prob-
lems in [9,17], we improved the scheme and proposed a different authentication
process.

In this paper, we propose an efficient mutual authentication framework with
conditional privacy protection (EMAPP). In the proposed framework, we adopt
an identity-based signature scheme to ensure the authenticity and integrity of
the message in the authentication process between the vehicle and the roadside
unit, and through the identity-based online/offline signature scheme, with the
assistance of the RSU, the identity authentication between vehicles is realized.



Mutual Authentication with Condition Privacy Protection 801

In addition, the vehicle can independently generate temporary pseudonyms to pro-
tect its privacy during the communication process. However, when the vehicle com-
mits illegal activities, TA can track the vehicle according to the information source,
restore its true identity and revoke the vehicle from the network, thus realizing con-
ditional privacy protection. In addition, EMAPP is reusable, eliminates the need
for expensive and time-consuming bilinear pairing and point mapping operations,
and does not require the storage of key certificates and pseudonym sets, which
greatly reduces the performance requirements of the vehicle.

Our framework is formally verified by using the formal tool AVISPA, and its
performance is evaluated by quantitative calculation in terms of computational
costs and communication overhead. The results show that the proposed EMAPP
is secure and can achieve security objectives such as identity authentication, non-
repudiation, identity privacy protection, traceability, etc. It can also resist Sybil
attack, impersonation attack, modification attack, replay attack and repudiation
attack. Our framework also achieves lower message latency and is more suitable
for large-scale VANET.

The rest of this paper is organized as follows: in Sect. 2, some related work are
reviewed. Section 3 describes some necessary preliminaries knowledge. Section 4
describes the proposed scheme. Section 5 provides a security analysis of the
scheme. Section 6 provides a performance assessment of the proposed and other
schemes. Section 7 concludes the paper.

2 Related Work

Currently, there are many jobs that can implement anonymous authentication
in VANET, and these tasks can be divided into three categories: the public key
infrastructure (PKI) based authentication, the identity (ID) based authentica-
tion and certificateless scheme.

– the PKI based authentication:

In 2004, Hubaux et al. [8] first proposed that PKI technology can be used to pro-
tect transmission messages in the vehicles. In 2007, Raya and Hubaux et al. [10]
proposed an anonymous authentication scheme for VANET based on anonymous
certificates. However, this scheme requires each vehicle to be preloaded with a
large number of anonymous public/private key pairs and corresponding public
key certificates, thus requiring huge storage space to store the keys. In 2008, Lu
et al. [12] proposed an effective conditional privacy preservation (ECPP) scheme
using temporary anonymous certificates to solve the problem of large storage
space for vehicles. In short, PKI-based authentication schemes require additional
communication to manage vehicle certificates and certificate revocation on and
computational overhead.

– the ID based authentication:

Liu et al. [11] used the identity-based signature method of bilinear pairing to let
the proxy vehicle verify the validity of the signatures on other vehicle messages
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in batch, and RSU then checked the verification results of the proxy vehicle in
batch. However, this scheme is vulnerable to sybil attacks, and if there is at least
one invalid signature in the verification batch, the batch verification may fail.
He et al. [6] proposed an identity-based signature scheme without bilinear pair-
ing to reduce the computational complexity of bilinear pairing functions. Vehi-
cles can also use self-generated pseudonyms to communicate anonymously with
other vehicles and RSU. However, this scheme is also vulnerable to sybil attacks
and global positioning system (GPS) spoofing attacks because no information is
provided to prove the credibility of the location provided by the vehicles. Ons
Chikhaoui et al. [4] proposed the use of temporary tickets to maintain the pri-
vacy of vehicles. This scheme obtains certificates and corresponding private keys
from a trusted authority (TA) in the offline phase, and forms tickets by signing
the certificates in the online phase to realize authentication between vehicles and
RSU as well as between vehicles. However, this scheme needs to generate a set of
certificates for vehicles in advance, and also needs to use a public key certificate
to ensure that vehicles can safely obtain new certificates and private keys from
TA before the current certificate set is used up, thus requiring higher storage
requirements.

– certificateless scheme:

Horng and Tzeng et al. [7] proposed a provably secure CCPPA scheme based on
certificateless cryptography. In this scheme, part of the private key of the user
(vehicle and RSU) is generated by the Trusted Key Generator Center (KGC),
while the complete private key is formed by the user selecting a secret value
and combining part of the keys, so KGC cannot obtain the user’s private key. In
addition, Yang et al. [14] proposed a certificateless conditional privacy protection
authentication scheme in 2019. The scheme does not use hash mapping to points
and l batch message authentication.

3 Preliminaries

In this section, we will introduce the system model, security goals, and the
signature schemes to be used in the authentication process, such as the signature
scheme BNN-IBS between the vehicle and the RSU, and online/offline signature
scheme without key escrow between vehicles.

3.1 System Model

As shown in Fig. 1, VANET typically consists of three parts: trusted third-party
TA, roadside infrastructure RSU, and OBU-equipped vehicles.

– TA is a trusted authority in VANET. It has powerful computing and storage
capabilities and is responsible for generating the primary initial parameters
for RSUs and OBUs in the region. Each car must be registered with the TA
before joining the network, so the TA can store the real information of the
vehicle, and it is also the only party that has the right to reveal the user’s
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Fig. 1. System model.

identity. If there is malicious and false information in the road network, the
TA can track and identify the information source to resolve the dispute. In
addition, the TA is considered unable to compromise with its opponents and
is fully trusted by all parties in the system.

– RSU is an infrastructure distributed on the roadside. It communicates
securely with the TA via a wired link and communicates with the OBU via
the DSRC protocol, so he is semi-trusted. RSU will obtain the revocation
list from TA, assist TA in verifying the legality of the vehicle identity within
its area, and give the vehicle verification certificate so that the vehicle can
communicate with other verified legal vehicles. In addition, it can also pro-
vide services such as Web and TCP to OBU. Each RSU is equipped with a
Tamper Proof Device (TPD) to increase the reliability of the VANET.

– OBU is the internal processing unit of the vehicle. It enables vehicles to
wirelessly communicate with other vehicles and RSUs based on the DSRC
protocol and uses TPD to store their sensitive information. When the vehicle
is driving, it broadcasts information such as location, time, speed, vehicle path
and traffic conditions to other vehicles and RSUs. If it receives false informa-
tion or suffers some attacks during vehicle communication, it can report to
TA through RSU.

3.2 Security Goals

In VANET, in order to protect the security of users’ information, users must
authenticate their identities anonymously. However, if some vehicles send out
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fraudulent messages, there must be a trusted authority that can track and reveal
the actual identities of the vehicles, which is also called conditional privacy pro-
tection. Besides, due to the high-speed changes of the VANET network topology
and other characteristics, the efficiency and feasibility of the scheme must also
be considered, so the safety objectives of the proposed scheme should focus on
the following points:

– Message authentication: the receiver of the message should be able to
verify the integrity of the message and the legitimacy of its source.

– Identity privacy protection: TA should be the only party that can disclose
the true identity of the vehicle.

– Identity revocation: In order to protect the safety of other legitimate vehi-
cles, misbehaving vehicles should be expelled from the network.

– Non-repudiation: The sender of the message should not deny having sent
that message.

– Defense against multiple attacks: The scheme should be able to resist
a variety of attacks, such as identity analysis attack, impersonation attack,
Sybil attack, modification attack, replay attack and repudiation attack.

3.3 BNN-IBS Scheme

The BNN-IBS [13,16] scheme is based on elliptic curve cryptography, and it
dose not use time-consuming and expensive bilinear pairing and mapping to
point hash functions. It mainly includes the following four steps:

– Setup: TA generates system parameters, including master key sk and corre-
sponding public key PK, and publishes the system parameters to the network,
sk keeps the secret.

– Extract: TA calculates the private key rk of the RSU and the private key
vk of the OBU based on the master key sk and the given ID.

– Sign: Given the ID, the corresponding private key and the message m, a
signature σ(m) is generated, and it is a triplet containing the public key.

– Verify: Given the signature σ(m), the corresponding public key and the
message m, after the relevant calculation, the signature is accepted if the
answer is yes and rejected otherwise.

3.4 Online/Offline Signature Scheme Without Key Escrow

The identity-based cryptography (IBC) scheme has serious security issues due to
key escrow, and the scheme [5] avoids key escrow problems by adopting the idea
of Certificateless Cryptography (CLC). It mainly includes the following steps:

– Setup: TA generates system parameters and publishes them to the network.
– Extract: The RSU extracts the signature private key and public key accord-

ing to the master key.
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– Off-sign: A probabilistic algorithm that calculates an offline signature
σoff (ID) by entering system parameters, the corresponding ID and a sig-
nature private key.

– On-sign: Given the message m and the offline signature σoff (ID), it outputs
online signal σon(σoff (ID)‖m), and give the full signature.

– Verify: An auxiliary algorithm that outputs an acceptance or rejection after
verification by inputting the message m, the ID, the public key and the full
signature.

4 The Proposed Framework

Our framework can be described from four phases: the system initialization
phase, the R2V authentication phase, the inner-V2V authentication phase and
the cross-V2V authentication phase. The symbols used in our scheme are listed
in Table 1. Table 2 describes the general operations of the framework.

Table 1. The used notations

Notations Description

TA The trusted authority

E/Fq An elliptic curve E over a finite field Fq

q The field size

p A large prime number

P A point of order p on the curve E

G A cyclic group of order p under the point addition “+” generated by P

sk, PK The private key and public key of TA

IDi, IDvj The identity of RSUi, the identity of OBUj

GCi The geographical coordinates of RSUi

rk The private key of RSU

PIDi The pseudo identity of the OBUi

vk The private key of OBU

rt, prt The temporary private key and public key of RSU

σri(), σvj() The signature of RSUi and the signature of OBUj

T The time stamp of R2V authentication

n A random number

vt, pvt The temporary private key and public key of OBU

t The time stamp of V2V authentication

PSi The pseudonym of OBUi

RID The real identity of the OBU

TID The signature ID of offline signature, TID = PS‖σ∗(PS)

σ∗() The signature does not contain the public key

σoff , σon The offline and online signature

qr, result The query request, the query result
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4.1 System Initialization

1. TA establishes the network parameters through the BNN-IBS setup algo-
rithm, and then publishes the parameters {E/Fq,G, P, q, p, PK,H1,H2} to
the network, sk as its master key, PK = skP as its master public key, and
keep sk secret.

2. TA sets the identity of the RSU as the connection between its geographic
coordinates and the serial number of the RSU. The identity of RSU is IDi =
GCi‖SQN . Then it calculates the private key rk of the RSU through the key
extraction algorithm in the BNN-IBS scheme, and sends < IDr, Rs, rk > to
the RSU through a secure channel, the RSU can verifies the validity of rk by
verifying Rs + cPK = rkP . Rs is defined in [16].

3. TA calculates the private key vk of the OBU through the key extraction
algorithm of the BNN-IBS, and calculates the pseudo identity PIDi of the
OBU by using PK:

– Choose at random w ∈ Z∗
p , and compute

– PID1 = wP
– PID2 = IDv ⊕ H1(wPK)
– PIDi =< PID1, P ID2 >

4. TA sends < PIDi, Rv, vk > to OBU safely, and OBU can verifies the validity
of vk by verifying Rv + cPK = vkP .

Table 2. Operations of the proposed EMAPP

R2V authentication

Step 1. RSUr ⇒ ∗ : < IDr, T, prt, σr1(IDr‖T‖prt), nr >

Step 2. OBUi → RSUr : < PSi, T, σ∗
v(PSi), σv1(σ

∗
v(PSi)‖T ), nr >

Step 3. RSUr → OBUi : < PSi, σoff (TID), T, σr2(σoff (TID)‖T ), nr >

Inner V2V authentication

Step 1. OBUi → OBUj : < PSi, σi(PSi), t, σon(σoff (TIDi)‖t), ni >

Step 2. OBUj → OBUi : < PSj , σj(PSj), t, σon(σoff (TIDj)‖t), ni >

Cross V2V authentication

Step 1. OBUi → OBUj : < PSi, σi(PSi), t, σon(σoff (TIDi)‖t), ni >

Step 2. OBUj → RSUj : < (PSj , σj(PSj), T, σon(σoff (TIDj)‖T ), nj , qr) >

Step 3. RSUj → OBUj : < PSj , σoff (PSj‖PSi), T, result, σrj(result‖T ), nj >

step 4. OBUj → OBUi : < PSj , PSi, IDj , σon(σoff‖IDj), t, σvj(PSj‖t), ni >

4.2 R2V Authentication

1. The RSU calculates the temporary key rt = H2(rk‖Tr1) according to the
private key rk, Tr1 is the validity period, and the corresponding public key
prt = rtP . Then RSU calculates σr1 through BNN-IBS algorithm, and peri-
odically broadcasts the messages < IDr, T, prt, σr1(IDr‖T‖prt), nr > within
its range, T is the current time interval.
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2. The OBU firstly calculates the temporary key vt = H2(vk‖Tr2) according to
the private key vk, Tr2 is the validity period, and the corresponding public
key pvt = vtP . Then, after receiving the message, the OBU performs the
following steps:

– OBU checks the freshness of T.
– If T is fresh then the OBU verifies GCr in IDr through GPS.
– If GCr is correct, the OBU verifies σr1 through the BNN-IBS algorithm.
– If the verification passes, the OBU generates pseudonym

PSi =< Tstart‖Encprt(PID)‖IDr‖Tend >

and signature σv1, Tstart is the time when the pseudonym is generated,
and Tend is the validity period of the pseudonym. Then the OBU sends
the RSU the message:

< PSi, T, σ∗
v(PSi), σv1(σ∗

v(PSi)‖T ), nr >

Note that according to the BNN-IBS scheme, the signature is a triple
containing the public key, but in this case, σ∗

v(PSv) is a two-tuple that
does not contain the public key.

3. Once the RSU receives the message sent by the OBU, it performs the following
steps:

– the RSU first checks whether the T is fresh.
– If T is fresh, the RSU obtains the PID in the pseudonym and the real

ID of the OBU according to the parameters in the TPD, IDv = PID2 ⊕
H1(skPID1), then the RSU checks whether the vehicle is in the control
revocation list (CRL) according to the obtained IDv.

– If it is, the OBU is rejected. If not, the σv1 is verified by the BNN-IBS
verification algorithm.

– If σv1 passes the verification, the RSU stores the PSv and sends the PSv

and the PID to the TA. Then TA obtains the real ID of the vehicle
according to the PID, and searches the record according to the ID to
check whether it has used the pseudonym before. If not, it stores the
pseudonym and PID. If there is, it updates the pseudonym and checks
whether the pseudonym used before is expired. If not, the pseudonym
used before will be revoked from the network.

– Next, RSU uses its own temporary private key rt, generates the offline
signature σoff (TID) according to the signature scheme [5], where TID =
σ∗
v(PSi)‖PSi is the signature ID. Then the RSU send the message

< PSi, σoff (TID), T, σr2(σoff (TID)‖T ), nr >

to the OBU. If the signature σr2 is valid, the OBU will store the
σoff (TID).
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4.3 Inner V2V Authentication

1. OBUi generates online signature and sends a message to OBUj , the message
is:

< PSi, σi(PSi), t, σon(σoff (TIDi)‖t), ni >

Note that σi(PSi) is a triple containing the public key pvt.
2. After receiving the message, OBUj performs the following steps:

– OBUj checks the IDr in the pseudonym to confirm whether OBUi is in
the same area as itself.

– If it is, it first verifies the σi(PSi), and then verifies the online/offline
signature by using the public key prt.

– If the verification passes, it will reply to the message:

< PSj , σj(PSj), t, σon(σoff (TIDj)‖t), ni >

OBUi will verify the identity of OBUj in the same way.

4.4 Cross V2V Authentication

1. OBUi sends a message to OBUj , the message is:

< PSi, σi(PSi), t, σon(σoff (TIDi)‖t), ni >

2. When OBUi and OBUj are not in the same area, OBUj sends RSUj the
inquiry request message

< (PSj , σj(PSj), T, σon(σoff (TIDj)‖T ), nj , qr) >

qr contains PSi, σi(PSi), t and σon(σoff (TIDi)‖t).
3. RSUj queries other RSUs to check the validity of the OBUi, if the OBUi is

a legitimate vehicle, RSUj will return the inquiry result and give the vehicle
OBUj a ticket that can prove itself. The RSUj sends the message to the
OBU, the message is:

< PSj , σoff (PSj‖PSi), T, result, σrj(result‖T ), nj >

σoff (PSj‖PSi) is generated by the RSUi in where OBUi is located.
4. If the OBUi is legal, OBUj will send the message

< PSj , PSi, IDj , σon(σoff (PSj‖PSi)‖IDj), t, σvj(PSj‖t), ni >

to OBUi, OBUi can verify that OBUj is a legitimate vehicle after getting
the signature σon(σoff (PSj‖PSi)‖IDj).

5 Security Analysis

In this section, we use the Internet Security Protocol and Application Automated
Authentication (AVISPA) formalize our work and analyze security requirements
presented before.
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5.1 Formal Security Validation

The formal tool AVISPA [1] describes the security protocols and checks their
security properties using HLPSL language. It contains four back-ends, OFMC,
CL-AtSe, SATMC and TA4SP. Because V2V communication depends on R2V
communication, we formally verified V2V communication process with AVISPA.

Part of the code after the formalization of our framework is given in Fig. 2. It
provides entities authentication and secrecy of the message. Figure 3 shows the
verification results of the inner-V2V communication under the OFMC model
and the CL-AtSe model, which shows that the communication process is SAFE.
The results of the cross-V2V communication are illustrated in Fig. 4.

Fig. 2. Partial code for formal verification.

Fig. 3. Results of inner-V2V communication.

5.2 Message Authentication

All RSUs and OBUs will sign the outgoing message. When processing a secure
message, the receiving vehicle must verify the validity of the online/offline sig-
nature in order to check the legitimacy of the latter.
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Fig. 4. Results of cross-V2V communication.

5.3 Identity Privacy Preservation

All vehicles use pseudonyms in the communication process. The ID of the vehicle
in the pseudonym is a pseudo ID. The RSU can only know the real ID of the
vehicle through the parameters in the TPD, but it cannot be saved. Only the
TA knows and can save the real ID of the vehicle. When the RSU updates the
key, or the pseudonym expires, the vehicle must re-authenticate to the network,
so no attacker can obtain the true identity of the vehicle from the transmitted
message.

5.4 Traceability

All vehicles use pseudonyms in the communication process. The ID of the vehicle
in the pseudonym is a pseudo ID. The RSU can only know the real ID of the
vehicle through the parameters in the TPD, but it cannot be saved. Only the
TA knows and can save the real ID of the vehicle. When the RSU updates the
key, or the pseudonym expires, the vehicle must re-authenticate to the network,
so no attacker can obtain the true identity of the vehicle from the transmitted
message.

5.5 Defense Against Several Types of Attacks

1. Impersonation attack: every vehicle in the network must get the
online/offline signature of the RSU before communicating with other vehi-
cles, and the identity of the vehicle must be verified again before verifying
the online/offline signature, thus ensuring that the vehicle identity will not
be being impersonated.

2. Sybil attack: a malicious vehicle may create the illusion of multiple vehicles
by generating multiple pseudonyms. However, in our scheme, each vehicle
must be certified by RSU and TA before communicating with other vehi-
cles. The TA saves the vehicle’s real ID, pseudo ID and currently used
the pseudonym, which has a valid period. If the vehicle applies for a new
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pseudonym before the expiration date of the pseudonym, the TA will revoke
the old pseudonym from the network, thus ensuring that multiple pseudonyms
will not coexist in the network at any time for each ID. Therefore our plan
can prevent the Sybil attack.

3. Replay attack: each vehicle and RSU include a timestamp and a random
number in each message, they send to detect the replay of the message.

4. Modification attack and repudiation attack: Our scheme adopt an
identity-based signature scheme. And according to the above analysis, it can
resist modification attacks and denial attacks.

6 Performance Evaluation

We compare the proposed EMAPP with ACPN [9] and MADAR [17] in terms
of computational cost and communication overhead. Table 3 shows the time and
size measurement for different operations, which is used to estimate the compu-
tational overhead and communication cost of the framework.

Table 3. Time and size measures of operations for evaluation.

Scheme Operation Time (ms) Size of signature

BNN-IBS [3] Sign 0.442 100B

Verify 1.326

Online/offline Sign/verify(online) 0.066 80B

signature [5] Offline 0 80B

ECDSA [17] Sign 1.24 64B

Verify 2.33

IBOOS [9] Sign/verify(online) 0.19 60B

Offline 0 40B

6.1 Computation Cost

Due to the reusability of our framework, we can adopt a more efficient signature
scheme to improve the performance of the proposed EMAPP. In order to bet-
ter compare the proposed EMAPP with other schemes, in the experiment, we
first used the same signature scheme as ACPN and MADAR to generate digital
signatures for our framework. In Table 4, EMAPP-Y represents the computa-
tional overhead incurred when our scheme adopts ECDSA and IBOOS signature
schemes, and EMAPP-N represents the computational overhead incurred when
we adopt BNN-IBS scheme and online/offline signature scheme in Table 3.

As can be seen from the table, when the signature schemes are the same, our
framework only has about 1 − 2ms more computational overhead than ACPN
and MADAR, but our framework can resist impersonation attacks. The proposed
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Table 4. Computation costs of OBU and RSU for different schemes (ms).

Phase Subject ACPN MADAR EMAPP-Y EMAPP-N

R2V OBU 5.900 6.600 7.140 3.536

RSU 4.810 4.860 4.810 2.210

inner-V2V Sender 0.190 0.380 2.710 1.458

Receiver 0.190 0.380 2.710 1.458

cross-V2V Sender 0.190 4.850 2.710 1.458

Receiver 5.000 3.760 3.950 1.900

RSU 3.570 2.860 6.280 3.226

EMAPP adds a process of verifying the pseudonym of the vehicle in the communi-
cation process, preventing other vehicles from posing as the identity of the vehicle
when the offline signature and pseudonym are leaked. In addition, when our frame-
work adopts BNN-IBS signature scheme and online/offline signature scheme, the
computational overhead required is reduced by approximately half. Therefore, our
framework has the possibility to further reduce the computational cost.

Besides, there are two kinds of V2V communication in EMAPP, which have
different computation costs. In order to understand the influence of the pro-
portion of vehicles participating in inner-V2V or cross-V2V communication on
the overall computation costs, we use the same method as [9] to analyze the
total cost of each communication process. In the procedure of vehicle-roadside
communication, the computation delay TR2V is calculated as:

Tr2v = 2Trsu sign + 2Tv verify + 2Tv sign

+ Trsu verify + Trsu offsign

In the procedure of inner-V2V authentication, the computation delay Tinner

is calculated as:

Tinner = Tsnd onsign + Trcv onverify + Trcv verify

+ Trcv onsign + Tsnd onverify + Tsnd verify

In the procedure of cross-V2V authentication, the computation delay Tcross

is calculated as:

Tcross = Tsnd onsign + Trcv onsign + Tquery

+ Tsnd verify + Trcv sign + Tsnd onverify

where Tquery is the process of communication between receiver and the RSU,
and its calculation is as follows:

Tquery = Trcv onsign + 2Trsu onverify + 2Trsu verify

+ Trsuoffsign + Trsusign + Trcvverify
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we can define γ as the proportion of vehicles participating in inner-regional
communication. The value of γ can be calculated by Ninner/(Ninner + Ncross),
and the ratio of vehicles who use cross-regional communication is 1−γ. Therefore,
the average computation delay of V2V authentication is calculated as:

Tv2v = γΔTinner + (1 − γ)ΔTcross

Figure 5 illustrates the effect of the proportion of inner-regional communi-
cation on the total calculation cost in different schemes. The results show that
with the increase in the proportion of internal communication, the computation
cost will be lower and lower, that is, the authentication efficiency will be higher
and higher. We can also see that when the framework adopts a more efficient
signature scheme, the efficiency of V2V communication is less affected by γ.

Fig. 5. Comparison on Computation Overhead (V2V).

6.2 Communication Cost

We estimate the communication cost by the length of the message. For the
convenience of comparison, we use the length of some parameters in [17], such
as the ID of RSU, the ID of OBU, the random number and timestamp, so
we mainly consider the lengths of pseudonyms and signatures to compare the
communication overhead. In our scheme, we select the same curve parameters
as [3], which utilizes a 160-bit field for ECC to achieve the security level of
80 bits. For these settings, the random number is 20B, and an elliptic curve is
40B. Therefore, the pseudonym length is 56B, the signature length generated
by BNN-IBS is 100B, and the signature length generated by the online offline
signature scheme is 80B, as shown in Table 3. We chose the longest message at
each stage for comparison. Table 5 lists the communication costs of the three
schemes in different stages, where n is the number of certified vehicles.
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Table 5. Communication costs of different schemes (byte).

Phase ACPN MADAR EMAPP-Y EMAPP-N

R2V 64 + 92n 64 + 88n 160 236

inner-V2V 112 156 180 236

cross-V2V 368 224 360 472

In Table 5, because ACPN and MADAR update the set of pseudonyms and
offline signatures after each successful authentication, when the number of vehi-
cles successfully authenticated increases continuously, their communication costs
will also increase linearly. Our scheme gets rid of the set, so our scheme is more
suitable for large-scale VANET and reduces the requirements for vehicle storage
capabilities. Besides, as the signature generated by the signature scheme without
linear pairing adopted in this evaluation is relatively long, the communication
load is slightly increased.

7 Conclusion

In this paper, we propose a new mutual authentication framework EMAPP for
VANET conditional privacy protection. The framework can improve efficiency
without using expensive bilinear pairing and MTP, and it can use an identity-
based signature scheme to achieve asymmetric mutual authentication between
vehicles. Compared with [9,17], this framework can effectively resist Sybil attacks
and impersonation attacks, and also reduce the requirements for car storage effi-
ciency. In addition, through formal automated certification and comprehensive
security analysis, we have proved that our scheme is safe and meets all secu-
rity requirements. Performance evaluation shows that compared with [9,17], our
framework also has higher efficiency in communication cost and computational
load. As future work, we will explore how to reduce message length and further
improve efficiency in terms of communication costs.
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Abstract. Smart applications are appealing an accurate matching
between users and items, in which recommendation technologies are
applied widely. Since recommendation serve for two roles, namely users
and items, accuracy is not the only focus, the diversification and fairness
should also be paid more attention for improving recommendation perfor-
mance. The tradeoff among the accuracy, diversification and fairness on
recommendation is bringing a big challenge. This paper proposed a nov-
elty recommendation model to ensure the recommendation performance,
which introduces a multi-variate linear regression model to cooperate
with the collaborative filtering method. This study utilizes an improved
similarity metrics to discover the closeness between users and item cate-
gories under the help of the collaborative filtering methods, and exploits
the micro attribute information of items by a multi-variate linear regres-
sion model to decide the final recommended items. The experimental
results show that our proposed method can provide better recommen-
dation accuracy, diversification and fairness than the recommendation
based on pure collaborative filtering method.

Keywords: Diversified recommendation · Recommendation fairness ·
Recommendation evaluation

1 Introduction

Many smart services, copious merchandise, and other items are being pushed
to users by mobile applications, electronic commerce, etc. The accompanying
challenge is how to discover those items matching users’ real needs. The clas-
sical recommendation methods transform users’ historical information into a
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vector model for describing users or items, and then apply a similarity compu-
tation based on the vector model to find those similar users/items for a specific
user/item, who are finally exploited to predict scores for this specific user/item.
But those micro recommendation factors, such as item attributes, can often
play an important role for recommendation acceptance. On the other hand,
users often have diversified requirements, but the strict ranking mechanism for
recommendation limits the recommendation diversification. For example, when
a movie fan is labelled by a tag of action movie, most of the items in his/her
recommendation list will be action movies. In addition, from the angel of the
recommended items, each item wish to gain the recommendation opportunities,
but the global ranking often causes that most of items can not be recommended
for a low prediction score or less attention, the recommendation fairness are not
introduced well.

This paper put forward a novelty recommendation model to provide both rec-
ommendation diversification and recommendation fairness, which also considers
the item attributes for improving recommendation performance. The major con-
tribution of this paper is to make full use of both users’ historical information
and item attributes to design a novelty recommendation strategy, the former is
responsible for predicting those missing scores and then deciding the concrete
item categories that have a high relevance with users, and the latter is applied to
obtain the final recommended items in the limited categories by a multivariate
linear regression model. The proposed recommendation strategy gains better rec-
ommendation performance when giving consideration on both recommendation
diversification and fairness.

2 Related Work

Two popular recommendation strategies are recommendation based on collabo-
rative strategy and recommendation based on classification-aided decision. Col-
laborative filtering is the most classical recommendation technology driven by
collaborative strategy, which includes user-based collaborative recommendation
[1], item-based collaborative recommendation [2,3] and model-based collabora-
tive recommendation [4–6]. Their primary strategy is to model users/items as
vector model and then to apply similarity metrics to find similar objects for iden-
tifying those items well matched with users. Computing efficiency is also a focus
of recommendation based on collaborative filtering, [7] realizes a distributed and
scalable collaborative filtering algorithm on cloud computing platform.

Classification-driven recommendation often uses classification results to gen-
erate recommendation lists. [8] proposes a novelty information entropy metric,
which is based on a new split criterion and a new construction method of decision
trees and can avoid local optimums. [9] introduces multi-label classification for
approximate nearest neighbor search, which obtains better prediction accuracy
for large label space. [10] put forwards a method that can extend random forest
to any data set and obtains better performance on multi-dimensional data sets
than traditional random forest methods. [11] introduces the recommendation
technology for location-based services.
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3 Problem Statement

In this section, we will discuss the problem about recommendation covering
diversification and faireness. Usually, recommendation diversification requires
that a user should enjoy items in different categories, and recommendation fair-
ness requires that each item should have enough opportunities to be recom-
mended. The traditional recommendation problem is that you have a set of
ratings S that are done on a set of items I by a group of users U , you should
output a list of items RI for a specific user u, in which each item i ∈ RI has a
high predicted rating for the user u than those items j ∈ I ∧ j /∈ RI.

In order to give consideration to both recommendation diversification and
fairness, a set of categories, C, are introduced to our recommendation problem,
each item i ∈ I belongs to a specific category c ∈ C. The attributes of items,
which can show the popularity of items, such as sales, price, etc., are also covered
for recommendation. The recommended items depends on a function T (u, c)
which tells the closeness between a user u and a category c, namely those items
that will be recommended should satisfy two conditions, one is that the item
should be in the categories that have a high score on closeness with the specific
user u, and the other is that the item should have a high predicted rating for
the user u in its category. The formal definition for recommendation covering
diversification and fairness can be defined as Definition 1.

Definition 1. Recommendation covering diversification and fairness Given a
set of items I, a set of categories C, a group of users U and their ratings on
items S, and a function T (u, c) for computing the closeness between users and
categories. The constraints are that each item i ∈ I belongs to a category c ∈ C,
and each item also has some attributes to show their popularity, such as sales,
price, etc. Each score s ∈ S is a triple, <u, i, g>, to show a real number g,
namely the rating on the item i exerted by the user u. Recommendation cov-
ering diversification and fairness aims at finding those close categories with a
specific user u by T (u, c) and then applying the predicted rating and their popular
attributes to decide those output items for each found category.

In the above definition, recommendation diversification is provided by com-
puting the closeness between users and categories, which can ensure that the
items in different categories can be output, and recommendation fairness is
improved by the final recommendation decision on the popular attributes of
items.

4 Recommendation Model and Proposed Method

4.1 Recommendation Framework

In order to improve the recommendation diversification and recommendation
fairness, we design a recommendation framework that is composed of four parts.
The first step is to design the similarity metrics to find the similar users, and the
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second step is to provide a closeness function T (u, c) and to compute the close-
ness between users and categories. The third step is to introduce multi-variate
linear regression on the item attributes to compute their popularity, which will
also consider the recommended times and the corresponding recommendation
weights for each item, and the top-n popular items in top-m close categories will
be initially filtered out. The final step is responsible for computing the global
weights of the filtered items from the third step and outputting top-k items. The
recommendation framework is illustrated in Fig. 1.

Similarity metrics

ra ng matrix

u

Step 1

Closeness func on

categories

Mul -variate
linear regression

item a ributes

Fairness 
Op miza on

recommenda on 
weights

similar users top-m close 
categories

top-n items in each
of top-m categories global top-k items

Step 2

Step 3Step 4

Fig. 1. The recommendation framework.

4.2 Computing Closeness Between Users and Categories

The part is responsible for finding similar users and then computing the closeness
between users and categories. In order to find those similar users, we introduce
weighted common scoring items wab(i), which is based on the item similarity
matrix Hnn. Hnn is constructed from the rating matrix by computing the simi-
larity of any item vectors, wab(i) is defined as Formula 1.

wab(i) =
Max(|I(a ∩ b)|, γ)

γ
∗ (ra,i + rb,j)

2
∗

∑
gj∈Gab∧j �=i hi,j

n − 1
(1)

I is a set of items. I(a ∩ b) denotes the number of those items which are
bought by both user a and user b. γ is a constant represented by a positive
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integer. ra,i denotes the rating that user a assigns to an item i. Obviously,
ra,i+rb,i

2 is to increase the weights of those items that are assigned a high rating
by both a and b, and to reduce the weights of those items that are assigned a
low rating by a and b.

Gab is an item set holding those items that are rated by both a and b, and n is
the cardinal number of Gab.

∑
gj∈Gab∧j �=i hi,j is to sum all similarity between the

specific item i and all items j ∈ Gab ∧ j �= i. The above value is used to indicate
whether a category is a common preference of both user a and user b. Intuitively,
a big value output by

∑
gj∈Gab∧j �=i hi,j means that the category holding the item

i have more common items with Gab, and this category is more likely to be a
preference for user a and user b. wab(i) can compute the weights for similarity
between a and b based on those corresponding item similarity. Depending on the
weights contributed by wab(i), we can define the Pearson Correlation Coefficient
between user a and user b as Formula 2.

Sim(a, b, w) =
cov(Ra, Rb;w)

σ(Ra;w)σ(Rb;w)

=

∑
gi∈Gab

wab(i)(ra,i − m(a;w))(rb,i − m(b;w))
√∑

gi∈Gab
wab(i)(ra,i − m(a;w))2

√∑
gi ∈ Gabwab(i)(rb,i − m(b;w))2

(2)

Here, m(b;w) corresponds to the average value of all weighted ratings that
are done on each item of Gab by a, which is defined as Formula 3.

m(a;w) =

∑
gi∈Gab

wab(i)ra,i
∑

gi∈Gab
wab(i)

(3)

According to both item ratings and user similarity, the closeness between
users and categories can be defined as Formula 4.

Ta,ck =
∑n

i=1 ra,ck,i∑m
j=1

∑n
i=1 ra,cj,i

+ Sim(a, b, w)
∑n

i=1 rb,ck,i∑m
j=1

∑n
i=1 rb,cj,i

(4)

The expected rating of i contributed by a, namely pa,i, can be computed as
Formula 5.

pa,i = ra +

∑
b∈NSIMa

sim(a, b, w) × (rb,i − rb)
∑

b∈NSIMa
sim(a, b, w)

(5)

NSIMa corresponds to the set holding the nearest neighbors of user a. ra
and rb represent the average rating contributed by a and b respectively.

4.3 Ranking Items on Diversification

In this section, we introduce a multi-variate linear regression model to coop-
erate with collaborative filtering method for further optimization on recom-
mendation outputs, in which both users macro behavior information and their
micro attribute information are given a full consideration. When we obtain the
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closeness between users and categories, the attributes of those items in the top-k
categories will be input into the multi-variate linear regression, which is defined
as Formula 6.

F = f(xi,j) = ωTxi,j + d (6)

Here, xi,j denotes the jth attribute of the ith item, such as sales, price, rating,
etc. F can be understood as the quantitative popularity of items. The least square
approach is used for deciding the optimal parameters of the regression model,
and the minimal Euclidean distance is used as the evaluation metric.

The rating of each item on popularity, F , can be computed by the least
square method. For giving consideration to the fairness of those unrecommended
items, we introduce the item rating on the fairness, which is defined by both the
recommendation times of items and the item rating on popularity and expressed
as Formula 7. In Formula 7, the recommendation times of items is denoted as
times, F is the item rating on popularity and FS is just the item rating on the
recommendation fairness. The rating on the recommendation fairness aims at
making those items in the long tail to gain the referral opportunities, which can
avoid the recommendation overfitting effectively.

FS =
log(2)

log(1 + times)
F (7)

4.4 A Comprehensive Ranking Algorithm

This section will design a comprehensive ranking algorithm based on the infor-
mation provided by both the multi-variate linear regression model, which makes
recommendation contributions by micro item information, and the collaborative
filtering method. The great advantage for our proposed recommendation algo-
rithm is that it can make the tradeoff among the recommendation accuracy,
diversification and fairness. The whole recommendation process is presented in
Algorithm 1.

5 Experiments and Analysis

In this section, we designed experiments on the real data set to verify our pro-
posed recommendation method. The data set is an open data set on shopping
and is composed of 12,000 records contributed by 213 users on 2352 items. The
data set covers 18 categories, and each record consists of the following informa-
tion, title, category, sales, price, and rating. All program is coded in Python and
Matlab.

Accuracy =
RightNum

OutputNum
(8)

Coverage =
OutputCategories

AllCategories
(9)

Fairness =
2 ∗ Accuracy ∗ Coverage

Accuracy + Coverage
(10)
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Algorithm 1. A Comprehensive Recommendation Algorithm
Input: user a and b,

user-item rating matrix R,
common rating item set Gab,
item similarity matrix Hnn,

Output: the top-k recommended item list
1: p = 0, G1 = Gab;
2: get gi from G1, G1 = G1 − gi, p + +;
3: repeat
4: G2 = Gab, wab(i) = 0, q = 1;
5: repeat
6: get hi,k from H, i �= k ∧ gk ∈ G2;
7: q + +, G2 = G2 − gk;
8: wab(i) = wab(i) + hi,k;
9: until q ≥ |Gab|

10: wab(i) = wab(i)
n−1

∗ Max(|I(a∩b)|,γ)
γ

∗ (ra,i+rb,j)

2
;

11: until p ≥ |Gab|
12: computing the weighted average m(a;w) by Formula 3;
13: computing the similarity between users Sim(a, b, w) by Formula 2;
14: computing the closeness between users and categories Ta,ck by Formula 4;
15: computing the prediction rating between users and items pa,i by Formula 5;
16: computing the linear regression scoring of each item F by Formula 6;
17: computing the final recommendation score of each item FS by Formula 7;
18: generating the final top-k items according to the FS value of each item in each

category;
19: return top-k items.

5.1 Experimental Evaluation

We introduce the recommendation accuracy and the category coverage as the
evaluation metrics, which are defined in Formulas 8 and 9. Here, OutputNum
denotes the number of the recommended items by our proposed method, and
RightNum denotes the number of items that should be recommended and also
are in the output list. AllCategories denotes the total number of the categories
covering all items, and OutputCategories denotes the number of the categories
that are related with those recommended and accepted items. Both accuracy and
coverage are merged into the fairness for recommendation, which is a trade-off
between the recommendation accuracy and recommendation coverage and is
defined in Eq. 10. Cross validation is introduced for experimental evaluation,
the ratio between the training set and the testing set is 8 to 2.

5.2 Experimental Results and Analysis

We made an experimental comparison between our proposed method (abbr.
CTT) and the collaborative filtering method(abbr. CF), and the experimental
results are presented in Figs. 2, 3 and 4. Our proposed method has a slight
fall in the recommendation accuracy than the collaborative filtering method,
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but outperforms the collaborative filtering method on both the recommendation
coverage and the recommendation fairness. The reason of a lower accuracy by
our method is due that we reduce the recommendation time of those popular
items that are covered by those categories with high closeness to users. The
above measure contributes a little to the higher coverage and fairness, on the
other hand, the integration of classification and micro attributes is very helpful
to improve the recommendation performance.

We also designed a group of experiments to verify the recommendation per-
formance under different data volume, and the experimental results are presented
in Figs. 5, 6 and 7. When increasing the amount of data, both the recommen-
dation accuracy and coverage have an obvious rising, which is due that more
data can contribute more accurate relationships between users and items. But
when the data amount becomes bigger, the recommendation fairness shows a
small decrease, which is because the number of the recommended items is fixed
though the base of the candidate items becomes bigger.

Fig. 2. Performance Comparison on
Precision

Fig. 3. Performance Comparison on
Coverage

Fig. 4. Performance Comparison on
Fairness

Fig. 5. Performance Comparison on
Precision
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Fig. 6. Coverage Fig. 7. Fairness

6 Conclusions

This paper provided an integration mechanism between the multi-variate lin-
ear regression and the collaborative filtering method for improving the recom-
mendation performance, which presents a good performance for balancing the
recommendation accuracy, diversification and fairness. The multi-variate linear
regression model is responsible for considering the micro attributes of items
to generate the final recommendation results in each category contributed by
the collaborative filtering methods. The unification of macro users’ behavior
information and micro item attribute information make great contributions for
improving recommendation accuracy, diversification and fairness.

Acknowledgments. This study is funded by the National Natural Science Founda-
tion of China (No. 61862013, 61462017, U1501252, U1711263, 61662015), Guangxi Nat-
ural Science Foundation of China (No. 2018GXNSFAA281199, 2017GXNSFAA198035),
Guangxi Key Laboratory of Automatic Measurement Technology and Instrument
(No.YQ19109) and Guangxi Key Laboratory of Trusted Software (No. kx201915).

References
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