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Abstract. The integration of semantic web and big data is a key factor in
the definition of efficient model to represent knowledge and implement real
world applications. In this paper we present a multimedia knowledge base
implemented as a semantic multimedia big data storing semantic and lin-
guistic relations between concepts and their multimedia representations.
Moreover, we propose a document visualization strategy based on statis-
tical and semantic analysis of textual and visual contents. The proposed
approach has been implemented in a tool, called Semantic Tag Cloud,
whose task is to show in a concise way the main topic of a document using
both textual features and images. We also propose a case study of our app-
roach and an evaluation from a user perception point of view.

Keywords: Knowledge base · Semantic big data · Ontology ·
WordNet · ImageNet · graphDB · Semantic tag cloud

1 Introduction

In the big data years, the use of approaches to capture, store and analyze data
is a crucial factor in the implementation of knowledge based systems and smart
applications. In this context, user oriented system use formal knowledge repre-
sentations based on different symbols to easily interact with humans and, if it
is represented using well know formalism like ontologies [26], it can be used by
machines. On the other hand, novel technologies as Big Data give useful tools to
manage high volume of data together with other dimensions related to changing
data velocity and variety [16]. In the last years, a novel research area was arising
from the Big Data paradigm and the Semantic Web vision called Semantic Big
Data [35]. The union of these approaches give use novel strategies for managing
and analyzing the large amount of data and useful tools to transform data in
information and knowledge.

Our approach is based on the retrieval of knowledge represented in differ-
ent multimedia forms [3] linked with semantic and linguistic relationships. The
semantic information is extracted from a knowledge base in which concepts are
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represented in various multimedia forms and it is implemented by means of a
big data. Our semantic multimedia big data (SMBD) is used to implement a the
implementation of a visual smart interface.

Generally speaking, it is a visual semantic tag cloud where concepts have both
a text and visual representations. The textual view uses a set of terms in which
their characteristics are used (e.g. size, color and font) to indicate the important
relations between terms and documents [44]. On the other hand, the visual rep-
resentation shows the multimedia form (i.e. images) related to a concept. Tag
clouds derive from the collaborative tagging paradigm [27] used in many social
networks, forums and users’ communities. In [6] the authors argue that if terms
for tagging are recognized only in according to their frequency, several issues
related to high semantic density because few topics will tend to dominate the
entire visualization and less important terms will vanish. Tag clouds synthesize
document collections by providing a brief summary of their information content.
The purpose of summarization is to reduce the length of a document by creating
a summary that preserves the most important points in the original document.
In this way a user can preliminary understand the main topic of retrieved doc-
uments and decide if it is relevant or not for his/her research purpose [45,46].

In our paper, a novel method based on the combination of a textual and visual
analysis of the original document to better understand the document content is
presented.

The paper is organized as follows: in Sect. 2 we present an analysis of works
related to semantic big data and document visualization; Sect. 3 is focused on the
SMBD model and it implementation and the proposed strategy for document
visualization is described in Sects. 4 and 5 shows a use case example of our
strategy; eventually, Sect. 6 is devoted to the presentation of conclusion and
future works.

2 Related Work

The evolution of Big Data research in the last years has followed different lines.
In this section, we highlight some novel directions for the integration between Big
Data and semantic web technologies. Moreover, some works related to document
visualization using tag clouds also are presented.

A first formal definition of Big Data is given in [23]. In this paper the authors
define Big Data as an information resource with specific dimensions related to
a high Volume, Velocity and Variety of data. This asset requires specific tech-
niques, methodologies and technologies to analyze data and transform it into
Value. The Big Data dimensions can be extended with another one if we con-
sider the Veracity [7]. Several surveys have been proposed in literature tho give
a comprehensive classification of big data components both from a theoretic and
technological point of view [17,34]. Volume and Velocity dimensions have been
extensive studied during the last years but a methodological attention to Vari-
ety is arose only lately. In [35] a process called Big Data “Semantification” is
presented and it is based on a methodology to manage heterogeneous Big Data
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using semantic technologies. In this way, a non-semantic Big Data is annotated
by means of RDF vocabularies. The need of merging Big Data technologies in
legacy systems using semantic-based approaches is very important issue and it
emerges in different contexts [25]. In [1] a chain of NLP modules within virtual
machines integrated in a distributed architecture for scaling up text analysis
is proposed. Great efforts to enable social applications are based on the use of
semantic and ontologies approaches to implement social multimedia big data
[7,18]. The authors describe an online news management system [52] imple-
mented following a link network model. An extract-transformation-load system
to integrate different data sets by means of ad hoc semantic model is presented in
[5]. It produces semantic linked data complied with the data model. A framework
to query big data sources using Resource Description Framework (RDF) repre-
sentation is presented in [8]. The authors consider semantic heterogeneity and
URI-based entity identification solved by a semantic entity resolution method
based on inference mechanism using rules to manage the misunderstanding of
data. A formal knowledge structure based on a conceptualization represented
by semantic web approach [48], is a basic approach to reduce Variety issue and
align different heterogeneous repositories [42] in complex scenario as the finan-
cial domain. In this context the use of Big Data sanctification give us new tools
for classifying information based on specific knowledge structures. The MOUNT
system is presented in [43]. It aims at representing and processing a large-scale
heterogeneous big data generated from multiple sources using multi-level seman-
tic annotation and query processing.

Focusing on the specific task related to document visualization using tag
clouds, our approach uses a keywords extraction technique to construct a sum-
mary through tag clouds. The quality of the extracted keywords depends on the
algorithms used and various methods have been proposed in the literature [51].
Artificial intelligence techniques in addition to semantics [30] and co-occurrence
[37] were extensively used for extracting keywords from a single document. In
[4] different information is used based on the VSM and genetic algorithms to
compute a grade of similarity between sentences and weights associated to the
features. In [29] the authors use linguistic features to represent the relevance of
the term, also based on the position in the document. In [53], a tag-oriented app-
roach based on a linear transformation to measure the tag relevance is discussed.
Cluster-based algorithms have also been proposed, for example in [28] k-means
has been used to semantically group similar tags. Another interesting method
based on the co-occurrences of tags with the aim of comparing the structure of
the folksonomies network is proposed by [20] in which the authors have analyzed
the similarities between the tags and the documents to enrich semantic and hier-
archical aspects. In [38] a model for the union of ontologies and social networks
with the use of tags mechanisms has been presented. In [21] the authors present
a technique to support collaborative semantic understanding of generated tags.
Their approach gathers tags in different semantic groups and the relations among
tags is expressed through the visual distance between them.
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The proposed strategy presents several novelties. Our framework offers a
high level of generalization compared with the presented literature where the
discussed approaches and frameworks face the issue of the Variety dimension
in specific domains or without considering multimedia information. Following
our approach, we design and implement a formal semantic-based model to fully
represent and manage specific and general knowledge domains. Moreover, we
consider some standard multimedia descriptors to give a possible solution to the
question of heterogeneity. In addition, we propose a different strategy based on
the dynamic extraction of networks from our SMBD and use a metric for the
generation of tags based on a combination of textual and visual analysis.

3 The Semantic Multimedia Big Data

The SMBD implemented in this paper is based on a model proposed in [49].
A general concept can be represented in various multimedia forms (i.e. signs)
such as text, images, gestures, sounds and any way in which information can
be communicated as a message. Each type of representation has properties that
distinguish them. The model structure consists of a triple < S,P,C > defined
as: (i) S : the set of signs; (ii) P : the set of properties used to relate signs with
concepts; (iii) C : the set of constraints on the P collection.

We use two types of representations (MM): word (i.e. text), and the visual
(i.e. images). The properties are linguistic relations and the constraints contain
validity rules applied to properties with respect to the considered multimedia.
Knowledge is conceptual represented by an ontology and by a Semantic Network
(SN) from a logic point of view. It is a graph structure where nodes are concepts
and arcs are linguistic relation between them. The concept is a set of multimedia
data representing an abstract idea. The language chosen to describe this model
is the DL version of OWL. It consents the declaration of disjointed classes to
state, for example, that a word can belong to a syntactic category. It is also
possible to declare union classes used to specify domains, ranges and properties to
relate concepts and multimedia nodes. The connections in the semantic network
are represented as ObjectProperties and have constraints that depend on the
syntactic category or type of property (semantic or lexical). Some examples are
described in the Table 1.

As examples of constraints, the hyperonomy property can only be used
between nouns and nouns or between verbs and verbs. Each multimedia is linked
to the represented concept by the ObjectProperty hasConcept and vice versa
with hasMM. They are the only properties that can be used to link concepts
with multimedia. The other properties are used to link multimedia to multime-
dia or concept to concepts. The attributes of Concept and Multimedia classes
are also described. The concept has as attribute: Name which represents the
name of the concept and the field Glossary which contains a short description
of it. The common attributes of the MM subclasses are Name and ID. Each
subclass has its own set of features depending on the nature of the media. In
the visual case we use the PHOG [9] global feature descriptor which has good
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Table 1. Properties

Property Domain Range

hasMM Concept MM

hasConcept MM Concept

hypernym Nouns and Verbs Nouns and Verbs

holonym Noun Noun

Entailment Verb Verb

Similar Adjective Adjective

Table 2. Properties constraints

Constraint Class Property Constraint range

AllValuesFrom Noun Hypernym Noun

AllValuesFrom Adjective attribute Noun

AllValuesFrom Verb also see Verb

AllValuesFrom Noun Hyponym Noun

performance with respect to other descriptors [41]. This descriptor consists of a
histogram of orientation gradients over each image subregion at each resolution
level. The distance between two PHOG image descriptors reflects the property
of images to contain similar shapes in corresponded spatial layout. The use of
union classes simplify the domain rules but at the same time the model does
not exhibit perfect behavior. For example, the property of hyperonymy allows
the relationship between nouns and verbs. In this context, we have to define
different constraints to represent how the linguistic properties relate concepts
and/or MM. Table 2 shows some of the these constraints.

In some cases, the existence of a property between two or more individu-
als involves the existence of other properties. For example, if a concept A is a
hyponym of a concept B, the concept B is hyperonym for A. These features are
described using properties features and some examples are in Table 3.

Our model and the related SN have been implemented in a SMBD using
theNeo4j graph database and it has been populated using WordNet [39] and
ImageNet [24]. Therefore, we can consider the same knowledge organization of
these sources. The Fig. 1 is a macro visualization the resulting graph limited to
24271 nodes and 40000 relationships [10,11].

The goal of this figure is to show the complexity of our SMBD.

4 The Visualization Framework

The visualization of the document summarization in described and discussed in
the following of this section. It uses a Semantic Tag cloud where the task of
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Table 3. Properties features

Property Features

hasMM Inverse of hasConcenpt

hasConcept Inverse of hasMM

hyponym Inverse of hypernym: transitivity

hypernym Inverse of hyponym: transitivity

verbGroup Symmetry and transitivity

tag recognition (i.e. the extracted keywords) is based on a Word Sense Disam-
biguation (WSD) step. The WSD is a basic action because the property of a
term to express different meaning; this linguistic property is called polysemy.
The implemented knowledge base (i.e. SMDB) is the used as support for the
visualization and the WSD tasks and also to add semantic related terms to the
recognized tags. We use our SMBD in the visualization process and both in the
WSD step and to retrieve additional keywords. The system executes the WSD
task to assign the right sense to each term. This step is based on the analysis
of the term context. Therefore, each term sense is compared with all the senses
of the other terms in a document. We use a semantic based similarity metric to
measure the relatedness between terms and we assign to the considered term the
sense with the high similarity score value. First of all we assign to the defined
linguistic properties a weight σi, which represents the straighten of each relation
from a expressive power point of view. In our opinion the linguistic relations
have different power when they connect concepts or words. Also other authors
support our intuition [19]. The weight assigned to each property is set following
the measures defined in the work cited just now and we extend them to simi-
lar properties. They are real numbers in the [0, 1] interval. The defined metric is
composed of two components: the path length (l) between pairs of terms and the
depth (d) of their subsumer, represented by the number of hops. This correla-
tion is the semantic relatedness between the considered terms and it is computed
through a nonlinear function. The use of this kind of function depends to differ-
ent questions. The score of path length and depth may range from 0 to infinity
due to their definition. On the other hand, the terms relatedness is represented
with a number in the [0, 1] interval. When the path length decreases toward 0,
the relatedness should monotonically increase toward 1, on the contrary it should
monotonically decrease toward 0 when path length goes to infinity. Moreover we
have to consider a scaling effect regarding the depth, because a word in a high
semantic hierarchy level expresses a more general concept than one in a lower
level. A non linear function is able to scale down the contribution of subsumers
in a upper level and scale up those in a lower one.

We are now in the position of present the metric components and later the
our similarity function.
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Fig. 1. Macro visualization of Neo4j db with Gephi

Given two words w1 and w2, the length l of the path between w1 and w2 is
computed using our SMBD and it is defined as:

l(w1, w2) = min
j

hj(w1,w2)∑

i=1

1
σi

(1)

where j spans over all the paths between w1 and w2, hj(w1, w2) is the number
of hops in the j-th path and σi is the weight assigned to the i-th hop in the j-th
path in respect to the hop linguistic property.

We use our SMDB to measure the depth d of w1 and w2 subsumer. Te
compute this measure we consider only the IS-A hierarchy (i.e. the hyponymy
and hyperonymy structure). Moreover, the depth is measured as the number of
hops from the subsumer of w1 and w2 to the root of the hierarchy. With this
aim, we use an exponential function to solve the issues discussed above.

We define the Semantic Similarity Score (SSS) as:

SSS(υ) =
∑

(wp

e−α·l(wp)
eβ·d(wp) − e−β·d(wp)

eβ·d(wp) + e−β·d(wp)
(2)
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where (wp) are all pairs of words in the document υ and α ≥ 0 and β > 0 are
two scaling factors (i.e. α = 0.2 and β = 0.6) [32].

The proposed function is used to compute the WSD for all the senses related
to the extracted term. The WSD task is performed in a window of context and
in our approach we use the entire document. The sense with the maximum score
computed by our metric is associated as right sens to the considered term. This
task returns a list of concepts represented with their terms and ordered by the
SSS. Moreover, we use also visual information in the WSD task. The images are
taken from the analyzed document to measure the similarity with respect to the
our SMBD visual collection. An image is represented by the same global feature
descriptor used in our big data (i.e. PHOG). This feature is compared with
the ones in the SMBD through a distance metric which measures the proximity
between two points belonging to the same metric space (i.e. the feature space).
Since every visual node in the database is linked to a concept, the result is a list
of concepts, sorted by the evaluated metric. We use the cosine metric to measure
the similarity. In the whole WSD process we consider as good candidates the
concepts in common between the textual and visual WSD. The combination of
textual and visual analysis is combined using the SUM function [31] and the
chosen sense represented by term/image is the one with the highest value.

The Visual Semantic Tag Cloud is built following a novel technique. It is
based on a combination of term semantic properties and statistical information.
We use the weight associated to the recognized keywords and their relations
with the same terms in our knowledge base The importance of each term is
measured considering its polisemy grade. We argue that the polysemy expresses
the ambiguity in the use of a terms when it can have multiple meanings. This
value is calculated using our knowledge base.

We called this measure centrality and it is calculate for a generic term i as:

χi =
1

polyi
(3)

polyi is the associated number of senses of i.
Querying the knowledge base the word lion has, for example, four associated

senses therefore its chance to represent a specific sense is equal to 1/4.
The proposed metric uses statistic information based on term-weight function

to better represent relevant document terms. Our approach takes into consider-
ation two different normalized components [50]:

– Term frequency- the number of occurrences of a term in a document;
– Document size factor - it compensates for high term frequencies of terms in

large documents.

We are now in the position of presenting our metric to visualize the summa-
rized document:

Vi,k =
(a + (1 − a)(TFi,k/TFmax,k))χi√∑

i∈k(a + (1 − a)(TFi,k/TFmax,k)(χi))2
(4)
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where k is the set of terms representing to the j-th document, i is the i-th term,
TFi,k represents the term frequency of i in k, TFmax,k being the highest value
of the term frequency in k, �i is the centrality of i, a is used as a smoothing
factor to dump TF by the largest TF value in k related to the second metric
component. The need is to not allow important changing of the normalized TFi,k

for small variations of TFi,k. The suggested line in literature is to set a=0.5 [36].
The proposed metric add statistical measures to efficiently visualize docu-

ment summary also combining semantic information as centrality. In this way
we can have an improving in the recognition of relevant terms.

These information are used to compute the font size in the visualization of
the semantic tag cloud. Moreover, we add semantic related terms through our
knowledge base. This information enrichment is performed by a semantic net-
work extraction created by the recognized terms in the WSD step. Starting from
the concepts represented by these terms we add other direct linked concepts
considering all linguistic relations counting out hyperonym to avoid general con-
cepts. These terms are visualize by the same original term font size with a scaling
factor computed by Eq. 2.

In the following section we will present some experiments to show that the
tag cloud enrichment with new terms semantically related to the ones extracted
from the analyzed document but not present in it improves the perception of
the document topic by users.

5 Case Study and Evaluation

This section is focused on the implementation of a Semantic Tag Cloud for doc-
ument visualization. We describe the procedure for the generation of our docu-
ment summary visualization tool considering a real document from Wikipedia
in a general conceptual domain about animal and about a specific topic i.e. lion
(http://en.wikipedia.org/wiki/Lion).

The web document has been preprocessed with the aim of transform in a basic
form all the extracted terms. The WSD task is later performed to disambiguate
the analyzed terms and have their right sense. The correct meaning is recognized
using the process described in the previous section by means of visual and textual
information measuring the semantic relatedness between all keywords in the
document and visual features. An example of disambiguated term is “lion”.;
we extract four senses from our knowledge base derived from the integration of
WordNet and ImageNet in our SMBD. The glossary of these senses are:

1. lion, king of beasts, Panthera leo: large gregarious predatory feline of Africa
and India having a tawny coat with a shaggy mane in the male;

2. lion, social lion: a celebrity who is lionized (much sought after);
3. Leo, Lion: (astrology) a person who is born while the sun is in Leo;
4. Leo, Leo the Lion, Lion: the fifth sign of the zodiac; the sun is in this sign

from about July 23 to August 22.

http://en.wikipedia.org/wiki/Lion
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(a) Wikipedia page

(b) Text Semantic Cloud (c) Image Semantic Tag Cloud

Fig. 2. Semantic Tag Cloud Example

Only the first one has a high similarity with all the other word of analyzed
terms and the images in the original document. The list of disambiguated terms
has benn used to build a SN for each term and, following the strategy described
before new terms have been found to enrich our visualization. A complete exam-
ple of the Semantic Cloud generation process is in Fig. 2.

The number of shown terms and images can be set by the user. The semantic
tag cloud shows the terms and images more similar to the representative concept
for the analyzed document. On the other hand, the use of a semantic big data give
us also a visual representation of the considered concept. Therefore, the visual
cloud has been generated using the images related to the concepts recognized in
the WSD. We explicit point out that some concepts haven’t related images due
to the knowledge source (i.e. ImageNet) used to populate our SMBD.

We have to highlight the improvements of the presented visualization app-
roach with a proper evaluation of the proposed techniques. At this stage of our
research, we want to measure the user perception in the using of our visualiza-
tion tool. We are interested in this kind of evaluation due to intrinsic subjective
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nature of the understanding process of document topic. For this reason, we need
to take into account specific indicators to measure the user perception.

We chose to use a general and well-known knowledge source as Wikipedia
and fetch 500 web pages related to animal domain and generate the related
summaries represented by semantic clouds. Therefore, they are analyzed by a
questionnaire asked to a group of 100 users (MSc students and Ph.D. students
of information science). In our experiments we present a comparison of our tex-
tual (VC) and visual (VC) techniques with common document term frequency
counting (TC) for tag cloud generation.

Our approach has been evaluated using a methodological framework dis-
cussed in [40]. This methodology is devoted to the service evaluation and it is
based on two different kinds of statements:

– E - a general evaluation on service category;
– P - an evaluation of a particular service.

A 7-point scale in a strongly disagree (1) to strongly agree (7) interval is
used to measure each statement. Moreover, we evaluate our strategy using others
measures [22,33] to put into account different features of our methodology:

– PU - Perceived Usefulness;
– PEU - Perceived Ease of Use;
– PE - Perceived Enjoyment.

The document test set and the related tag clouds have been randomly
assigned to users and evaluated using these indicators.

The results are shown in Fig. 3 in terms of mean.

Fig. 3. Experimental results
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The proposed textual and visual tag clouds visualization strategies shown
better results in terms of topic document understanding compared with the
standard frequency-based tag cloud. Moreover, the enrichment of our visualiza-
tion structure with terms semantically related to the ones extracted from the
analyzed documents gives an improvement of the user knowledge about the doc-
ument topic.

6 Conclusion

Efficient approaches to analyze documents and represent their contents in an
improved view can provide a solution for information overload. In this context
the integration of semantic web vision and big data technologies represent an
interesting way to organize and store data. Semantic analysis techniques and
document visualization tools offer a concise way to represent huge volume of data
and support people to recognize and understand information from the original
sources [12,14]. In this paper a semantic multimedia big data has been presented.
Information has been organized and stored using a multimedia model in which
the concepts are represented in textual and visual form. The model has been
implemented using a graph big data. Moreover, a strategy based on semantic tag
cloud has been proposed to visualize key concepts related to analyzed documents
A real case study on the semantic tag cloud generation and visualization has been
presented to show the effectiveness of our approach. We are considering to extend
our framework with other statistical components and implement novel browsing
strategies by means of textual and visual tags to enhance basic tasks of the
information retrieval process [2]. In addition, we are investigating on the use of
other visual description based on deep neural networks to improve the accuracy
of our strategy and perform quantitative analysis of our approach compared with
similar base lines and in the integration of domain ontologies in our knowledge
base to improve its topic coverage and multimedia representations [13,15,47].
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