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Abstract. Benefiting from deep learning methods, pedestrian detection
has witnessed a great progress in recent years. However, many pedestrian
detectors are prone to detect background instances, especially under
urban scenes, which results in plenty of false positive detections. In
this paper, we propose a semantic attention fusion mechanism (SAF) to
increase the discriminability of detector. The SAF includes two key com-
ponents, attention modules and reverse fusion blocks. Different from pre-
vious attention mechanisms which use attention modules for re-weighting
the top features of network directly, the outputs of our attention mod-
ules are fused by reverse fusion blocks from high level layers to low level
layers step by step, which aims at generating strong semantic features for
pedestrian detections. Experiments on CityPersons dataset demonstrate
the effectiveness of our SAF.
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1 Introduction

Pedestrian detection is the fundament of many computer vision tasks, such as
pose estimation, multiple pedestrian tracking, and action recognition. Benefit-
ting from the deep learning method, pedestrian detection has got a significant
progress such as [7,11–13,15,18,20,21]. However, there still exist many issues to
be solved, such as the occluded pedestrian detections, the small scale pedestrian
detections, background errors and so on [19]. Specially, background errors are
the main source of false positive detections [19], especially under the urban street
scenes.

There are some approaches for decreasing background errors. One way [18]
is that adding the boosted forests after the top of network to refine the out-
put detections, the other way [11] is that adding more predictors to improv-
ing detection results. The above methods all employ two or more classification
steps for filtering out background errors, but some small background objects are
still detected as pedestrian wrongly due to the low layers of network lacking
of enough pedestrian semantic information. Attention mechanism can be used
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for suppressing background information and Zhang et al. [21] develop differ-
ent attention modules for guiding the network pay more attention to different
pedestrian parts. However, they do not consider the fact that some background
instances will also have high detection responses and are tend to be detected
as pedestrians. In a word, the pedestrian semantic information is not utilized
effectively in [11,18,21].

(a) (b)

Fig. 1. The visualization results of ALFNet without (a) and with (b) the semantic
attention fusion mechanism (SAF) from CityPersons validation set. The green and red
rectangles represent detection results and the ground truth results respectively. The
comparison indicates that our semantic attention fusion mechanism decreases back-
ground errors effectively. (Color figure online)

In order to decrease background errors effectively, we propose a Semantic
Attention Fusion mechanism (SAF), which consists of attention modules(AM)
and reverse fusion blocks(RFB) [6,8,10]. Different from previous attention mech-
anisms [21] which use attention modules for re-weighting the top features of net-
work directly, the outputs of attention modules are fused by reverse fusion blocks
from high level layers to low level layers step by step, which aims at generating
strong semantic features for pedestrian detections. Moreover, we place our SAF
on ALFNet [11] and Fig. 1 shows the visualization results of the ALFNet with-
out and with our SAF. The number of background errors in Fig. 1(b) decreases
indeed comparing with that in Fig. 1(a), which indicates that our SAF works
effectively.

The rest of our paper is organized as follows. Section 2 introduces some
related works about pedestrian detections and attention modules. Section 3 rep-
resents our proposed SAF and how to apply the SAF on ALFNet [11]. In Sect. 4,
we perform some experiments on CityPersons dataset for evaluating effectiveness
of our method. In Sect. 5, we conclude the paper.

2 Related Work

In this section, we will review some related works from the following.
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Pedestrian Detection. In recent years, there are a lot of works improving
pedestrian detection performance from different aspects. Zhang et al. [20] did five
modifications of the Faster R-CNN and made the Faster R-CNN achieve the state
of the art results on Caltech dataset [2]. Mao et al. [12] analysed how different
features affect the final detection results and designed a HyperLearner combining
with extra features. Zhang et al. [21] added attention mechanism to the Faster
R-CNN for detecting occluded pedestrians. Lin et al. [7] designed a graininess
attention mask and proposed a zoom-in-zoom-out mechanism to detect small
and occluded pedestrians. Wang et al. [15] proposed the PCN network, which
used part semantic information and contextual information to detect occluded
pedestrians. While the above works [7,12,15,20,21] mainly focus on solving the
small scale pedestrians detection and occluded pedestrians detection, our SAF
is proposed for decreasing false background errors and increasing the ability of
the network to distinguish pedestrians from hard background instances.

Attention Module. Some attention modules have been proposed in recent
years. Hu et al. [5], Squeeze and Excitation module(SE) were proposed for
reweighting channel weights of different layers and after that SE module were
applied in different computer vision problems. Zhang et al. [21] chose the SE
module as the network component for detecting occluded pedestrians accurately.
Yu et al. [17] used the SE module for helping the network to select discriminative
features for semantic segmentation. However, SE module only considered chan-
nel relationship of network layer and the spatial information of feature map was
also important. Therefore, Woo et al. [16] designed convolutional block attention
module(CBAM), which helped Faster-RCNN [14] to get performances improve-
ment on MS COCO detection dataset and VOC 2007 detection dataset. In this
work, CBAM [16] is chosen as our attention module and the outputs of different
attention modules are fused step by step from high level layers to low level layers
with the help of reverse fusion blocks for generating strong semantic features.

3 Proposed Method

We apply our proposed SAF on ALFNet [11] and the architecture of all network is
shown in Fig. 2. It can be divided into three parts: Backbone Network, Semantic
Attention Fusion (SAF) and Asymptotic Localization Fitting Module (ALF)
[11]. Each input image is processed by the three parts sequentially to get final
detection results. Backbone Network is used for extracting the convolutional
features of each input image. The SAF is used for outputting strong semantic
features for pedestrian detection and the ALF is used for outputting the final
detection results.

3.1 Backbone Network

MobileNet [4], which has been pretrained on the ImageNet dataset, is chosen as
our backbone. As shown in Fig. 2, we select feature maps from the backbone net-
work for different scale pedestrian detections and these feature maps are named



526 R. Yu et al.

Detection Results

RFB

RFB

RFBP3

P4

P5

P6

Convnet

Input image

AM

AM

Backbone Network Semantic Attention Fusion Asymptotic Localization Fitting

CPB

CPB
CPB

CPB

CPB

CPB

CPB
CPB

Fig. 2. Illusion of the ALFNet with SAF. Each input image is firstly processed by
the backbone network (Sect. 3.1). Then, the output features are processed by the
semantic attention fusion (Sect. 3.2) for generating more strong semantic features.
Finally, asymptotic localization fitting modules (Sect. 3.3) receive all refined features
and output the final pedestrian detections.

as P3, P4, and P5, whose size are 1/8, 1/16, and 1/32 of the original input image
respectively. Especially, P6 is a new added convolutional layer, which is used for
making pre-trained backbone adapt pedestrian detection task [11], and acquiring
high level semantic information as well as global contextual information during
training stage [17].

3.2 Semantic Attention Fusion

Different from the work [21] whose attention modules are directly used for re-
weighting the top features of network, in this paper, our semantic attention fusion
helps the network to learn more strong semantic features via fusing features from
high level layers to low level layers step by step. The diagram of the semantic
attention fusion is shown in Fig. 2.

The proposed semantic attention fusion includes two key components: atten-
tion modules and reverse fusion blocks. Attention modules are used for helping
the network to concentrate on more pedestrian relevant features and suppressing
background object responses. Reverse fusion blocks are employed to fuse features
from high level layers to low level layers step by step for generating more strong
semantic features. Combining with attention modules and reverse fusion blocks,
our SAF outputs features with more semantic information layer by layer. Spe-
cially, our attention modules are only attached to P3 and P4. The reason is that
P3 and P4 include lots of low level object detailed features and only some of
the features represent pedestrians. Therefore, attention modules help P3 and P4
to filter out irrelevant background information and pay more attention to rele-
vant pedestrian features. P5 and P6 have owned abundant high level semantic
features for pedestrian detection so it is not necessary to add attention modules
after P5 and P6.

Convolutional block attention module (CBAM) [16] is chosen as the AM and
its structure is shown in Fig. 3. The CBAM has two parts, channel attention
module and spatial attention module. The channel attention module focuses on
finding whether the feature map including pedestrians or not and the spatial
attention module focuses on looking for where pedestrians are. The channel
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Fig. 3. Convolutional block attention module is chosen as our attention module. The
feature maps are processed by the channel attention module and the spatial attention
module in sequence.

attention module is followed by spatial attention module, which is the same as
[16]. The attention process can be presented as follows:

F
′
= Mc(F ) ⊗ F

F
′′

= Ms(F
′
) ⊗ F

′
(1)

where ⊗ represents element-wise multiplication. Mc is the channel attention vec-
tor generated by the channel attention module and Ms is the spatial attention
vector generated by the spatial attention module. F , F

′
and F

′′
stand for orig-

inal feature maps, feature maps processed by the channel attention module and
feature maps processed by the CBAM module respectively.

Upsampling

Add

Feature map n-1Feature map n-1

Feature map n

Fig. 4. The diagram of reverse fusion block. The feature map of Stage n is up-sampled
to the same size of Stage n-1 and above feature maps are processed element-wise add
with each other to generate new feature map for Stage n-1.

The kernel size of the spatial attention module should be set manually. We
find that the detection accuracy is the best when the kernel size was set to 3.
Effects of different spatial kernel size value on the final detection results will be
discussed in Sect. 4.2.

Following AM, the RFB workflow is shown in Fig. 4. Feature maps of Stage
n are firstly up-sampled to the same spatial size of Stage n-1. Then, the above
two feature maps will do element-wise add to generate the new feature maps of
Stage n-1.
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3.3 Asymptotic Localization Fitting Module

The ALF module is the same with [11]. We also stacked two ALF modules in
sequence and the two steps IoU thresholds are set as {0.3, 0.5} and {0.5, 0.7}
respectively. Convolutional predictor block (CPB) [11], whose structure is shown
in Fig. 5, is used for converting feature maps to the final detection results.

Feature maps

Convlutional layer

Regressed
proposals

Detection results

Confidence
scores

Conv 1x1 Conv 1x1

Fig. 5. The workflow of convolutional prediction block. Each feature map will be pro-
cessed by the classification branch and regression branch for getting the final detection
results.

3.4 Loss Functions

Being the same with [9,11], each convolutional predictor is optimized with the
multi-task loss as follows:

L = lcls + λlloc (2)

where lcls is the classification loss and lloc is the localization loss. λ is the weight
parameter to balance the above two losses. In order to decrease the impact
of imbalanced amount of positive samples and negatives samples on the final
detection accuracy, we also choose the focal loss as our classification loss. The
focal loss is formulated as:

lcls = −α
∑

i∈S+

(1 − pi)γ log(pi) − (1 − α)
∑

i∈S−

pi
γ log(1 − pi) (3)

where S+ presents the samples whose IoUs with ground truth are larger than
uhigh and S− presents the samples whose IoUs with ground truth are smaller
than ulower. The values of uhigh and uhigh are set according to the description
in Sect. 3.3. Following [9], pi stands for the likelihood of sample i to be positive.
α and γ are hyper-parameters, which are set to 0.25 and 0.75 respectively.

The smoothL1 loss [3] is chosen as the localization loss, which is formulated
as:

lloc =
∑

i∈x,y,w,h

smoothL1(ti
u − vi) (4)

smoothL1 =
{

0.5x2, if |x| < 1.
|x| − 0.5, otherwise.

(5)
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where tu is the predicted bounding box of pedestrian class and v is the ground
truth bounding box. x and y represent the left corner location of the bounding
box. w and h are the width and height of the bounding box.

4 Experiments

4.1 Experiments Setup

CityPersons dataset [20] is chosen to evaluate the performance of our pro-
posed method. The CityPersons dataset is derived from the Cityscapes dataset
[1], which is one of the most Challenging semantic segmentation dataset. The
CityPersons dataset includes 5000 images recorded from 27 different cities. There
are 35016 persons and 13172 ignore regions annotated. The CityPersons dataset
is divided into training subset, validation subset and test subset, which includes
2975 images, 500 images and 1525 images respectively. MR−2 [20] is chosen as
the evaluation metric. Data augumentation strategies are used, such as random
cropping, horizontal flipping and color distortion. The Adam is chosen as our
network optimizer. Less than 240k iterations of ALFNet training setting [11],
our method only need 40k iterations to be convergent. The initial learning rate
is set to 0.0001 and after 20k iterations the learning rate is divided by 10. All
experiments is under the Ubuntu 14.04 system, with the Intel Core i5-4430,
32 G RAM and only one GTX Titan X card. In addition, all experiments are
performed with the original image size, whose the width of image is 2048 and
the height of image is 1024.

4.2 Ablation Studies

In this part, some experiments are performed on the validation set for analyz-
ing the effect of different spatial kernel size of spatial attention module on the
final detection accuracy. We also compare our method with ALFNet based on
Mobilenet backbone [11] to prove effectiveness of our SAF.

Different Spatial Kernel Size. There is a hyper-parameter about kernel size
of spatial attention module in the CBAM. To find the best value of the kernel
size, we have done experiments on the validation set. The results are shown in
Table 1. When the kernel size is set to 3, our method achieves the best result,
no matter what different IoU thresholds are. The results of kernel size with 5
and kernel size with 1 are not better than the results of kernel size with 3, which
means that too large or too small kernel size of the spatial attention module
doesn’t help the low layers for acquiring semantic information from the high
layers. Small kernel size can’t acquire enough features and large kernel size may
introduce noise features, which harms the final pedestrian detection.
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Table 1. Comparison of the different spatial kernel sizes under different IoU thresholds
on CityPersons validation set.

Spatial kernel size Test time R HO R+HO

1 0.24 s/img 16.67 46.96 31.39

3 0.24 s/img 16.25 45.12 29.81

5 0.24 s/img 16.85 46.92 31.52

Semantic Attention Fusion Improvement. To validate effectiveness of our
semantic attention fusion, we perform experiments on the validation set of
CityPersons. The results are shown in Table 2. From Table 2, we find that when
IoU threshold is equal to 0.5, the performances of ALFNet with RFB and our
proposed method are lower than the original ALFNet, which decreases 1.12%
point and 0.80% point respectively. But when IoU threshold is equal to 0.75,
the results of above two methods are better than original ALFNet. Specially, our
method gets a 3.55% point gain under more restrict threshold comparing with
the original ALFNet. The detection accuracy improvement can be attributed to
the semantic attention fusion, which makes our network pay more attention to
pedestrian relevant features.

Table 2. Semantic attention fusion improvement evaluated under different IoU thresh-
olds on CityPersons validation set. ALF represents two stacked asymptotic localization
fitting modules. RFB represents reverse fusion blocks and SA represents that attention
modules used for semantic attention fusion.

Backbone ALF RFB SA MR−2

IoU = 0.5 IoU = 0.75

ResNet-50 [11] 16.01 48.94

MobileNet [11] 18.88 56.26

MobileNet [11]
√

15.45 47.42

MobileNet
√ √

16.57 44.24

MobileNet
√ √ √

16.25 43.87

Meanwhile, the visualization results of different methods are shown in Fig. 6.
The first row shows that original ALFNet detects instances from background,
such as wall or car, as pedestrian by mistake. The detection results of ALFNet
with RFB are shown in the second row and some background errors are reduced.
The results of our proposed method are shown in the last row and we find that
the number of background errors is the least among the above three methods.
The above comparisons demonstrate the effectiveness of our semantic attention
fusion and efficiency of our method in handling background errors.
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Table 3. Comparison of our method with the other attention networks on CityPersons
validation set. All experiments are done with the original image size of the valida-
tion set. R represents reasonable occlusion level. HO represents heavy occlusion level.
R+HO represents occlusion level includes reasonable occlusion situation and heavy
occlusion situation.

Method Attention part R HO R+HO

Faster-RCNN (VGG-16) [21] - 15.52 64.83 41.45

Faster-RCNN (VGG-16)+ATT-self [21] Self attention 20.93 58.33 40.83

Faster-RCNN (VGG-16)+ATT-vbb [21] vbb supervision 16.40 57.31 39.49

Faster-RCNN (VGG-16)+ATT-part [21] Part detections 15.96 56.66 38.23

ALFNet (MobileNet) [11] - 15.46 47.40 31.11

Ours (MobileNet) Semantic attention 16.25 45.12 29.81

(a)

(b)

(c)

Fig. 6. The visualization of detection results. The first row((a)) displays the outputs of
original ALFNet [11]. The second row((b)) displays the outputs of ALFNet with RFB.
The third row((c)) displays the outputs of our proposed method. The green and red
rectangles represent detection results and the ground truth results respectively. (Color
figure online)

4.3 Comparing with the Other Attention Networks

Our method is also compared with the other attention networks on the vali-
dation set of CityPersons. The results of different occlusion levels are shown
in Table 3. Comparing with Faster-RCNN(VGG-16)+ATT-part [21], our pro-
posed method achieves 11.54% point improvement under heavy occlusion sub-
set(HO) and 8.42% point improvement under reasonable plus heavy occlusion
subset(R+HO). Comparing with ALFNet [11], our method also achieve 2.28%
point and 1.30% point improvement under HO subset and R+HO subset
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respectively. The above comparisons indicate two facts. On one hand, our SAF
is more practical than the other attention modules because we don’t need exter-
nal information as attention guidance. On the other hand, the results also show
that semantic attention fusion mechanism is important for pedestrian detection,
especially for occluded pedestrian detection.

5 Conclusions

In this paper, we propose a semantic attention fusion mechanism for pedestrian
detection. We use the convolutional block attention module as our attention
module and we choose the reverse fusion block to fuse and transmit semantic
information from the high layers to the low layers step by step. The above two
components construct the semantic attention fusion, which makes the network
own more strong semantic features for pedestrian detection. To validate our
method, some experiments are performed on CityPersons dataset. The effects
of different kernel sizes of the spatial attention module are compared and our
proposed method achieve a 6.85% point gain than the ALFNet without the SAF
under the strict IoU threshold. We also compare our method with the other
attention networks on the validation set of CityPersons and our method also
achieves more superior results than theirs. In the future, we can extend our
semantic attention fusion mechanism to another pedestrian detectors, such as
the Faster R-CNN and so on.
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