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Abstract. We propose a hierarchical convolutional attention network
using joint Chinese word embedding for text classification. Compared
with previous methods, our model has three notable improvements: (i)
it considers not only words but also their characters and fine-grained
sub-character components; (ii) it employs self-attention mechanisms with
the benefits of convolution feature extraction, enable it to attend differ-
entially to more and less important content; (iii) it has a hierarchical
structure that can get the document vector. We demonstrate the effec-
tiveness of our architecture by surpassing the accuracy of the current
state-of-the-art on four classification datasets. Visualization of our hier-
archical structure illustrates that our model is able to select informative
sentences and words in a document.

Keywords: Joint Chinese word embedding - Self-attention -
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1 Introduction

Text classification is one of the fundamental tasks in natural language processing
(NLP). It has broad applications including topic labeling (Wang and Manning
2012), sentiment classification (Maas et al. 2011; Pang and Lee 2008), and spam
detection (Sahami et al. 1998). Traditional approaches of text classification uti-
lize features generated from vector space models such as bag-of words or term
frequency-inverse document frequency (TF-IDF) (Sebastiani 2005), and then use
a linear model or kernel methods on these features (Wang and Manning 2012;
Joachims 1998).

More recently, deep learning approaches typically rely on architectures based
on convolutional neural networks (CNN) (Blunsom et al. 2014) or recurrent
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neural networks (RNN) (Young et al. 2017) to learn text representations. These
newer approaches have been shown to outperform traditional approaches.

Among the two, RNN has attained remarkable achievement in handling seri-
alization tasks. As RNN is equipped with recurrent network structure which can
be used to maintain information, it can better integrate information in certain
contexts. For the purpose of avoiding the problem of gradient exploding or van-
ishing in a standard RNN, long short-term memory (LSTM) (Hochreiter and
Schmidhuber 1997) and other variants (Cho et al. 2014) have been designed for
the improvement of remembering and memory accesses. Living up to expecta-
tions, LSTM does show a remarkable ability in the processing of natural lan-
guage. Moreover, the other popular neural network, CNN, has also displayed
a remarkable performance in computer vision (Krizhevsky and Hinton 2012),
speech recognition, and natural language processing (Kalchbrenner et al. 2014)
because of its remarkable capability in capturing local correlations of spatial or
temporal structures. In terms of natural language processing, CNN is able to
extract n-gram features from different positions of a sentence through convolu-
tional filters and then it learns both short- and long-range relations through the
operations of pooling.

Although neural-network-based approaches to text classification have been
quite effective (Kim 2014; Zhang et al. 2015; Johnson and Zhang 2014; Tang
et al. 2015), we still find the following two shortcomings.

Firstly, when it comes to document representation, most of the above meth-
ods use word-level distributed word representation. Among these embedding
methods (Bengio et al. 2003; Mnih and Hinton 2009), CBOW and Skip-Gram
models can learn good embeddings of words from large scale training corpora
(Mikolov et al. 2013a, 2013b). However, when use these methods which treat
each word as the minimum unit, it is easy to ignore the morphological informa-
tion of words. There are also related works that used character-level features for
text classification (Zhang et al. 2015)(charCNN). They first applied CNN only
on characters and obtained the advantage that abnormal character combinations
such as misspellings and emoticons may be naturally learnt.

In Chinese, the characters themselves are usually composed of sub-character
components, which have semantic information. The components of a charac-
ter can be roughly divided into two types: semantic component and phonetic
component!. The semantic component represents the meaning of the charac-
ter, while the phonetic component represents the sound of the character. For
example (see Figs. 1 and 2), we intercepted a sentence from the Fudan text clas-
sification dataset C36-Medical007 and extracted the keyword “iE” (symptom).

SRAMMESE  WANRA “B@MERE
Plateau polycythemia is know as “chronic suicide disease”.

Fig. 1. Component example.

! https://en.wikipedia.org/wiki/Written_Chinese.
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Fig. 2. Semantic and phonetic component. (Color figure online)

As mentioned above, “iE” consists of “J” (green part in the figure) and “IE”
(blue part in the figure). “J” (sick) is the semantic component, while “iE (posi-
tive)” is the phonetic component. If methods pay more attention to the character
“RE” and the component “J"”, it is easy to correctly classify this document into
the Medical class.

Secondly, not all parts of a document are equally relevant for a query. In the
above example, “FiJRZLAEIEZIE” (Plateau polycythemia) plays a more impor-
tant role than “Bi 14" (is known as) in the final classification result.

The current state-of-the-art in text classification are Hierarchical Attention
Networks (HAN), developed by Yang et al. (2016). HAN use a hierarchical
structure in which each hierarchy uses the same architecture - a bidirectional
RNN with gated recurrent units (GRU) (Chung et al. 2014), followed by an
attention mechanism that creates a weighted sum of the RNN outputs at each
timestep. The HAN processes documents by first breaking a long document
into its sentence components, then processing each sentence individually before
processing the entire document. By breaking a document into smaller, more
manageable chunks, the HAN can better locate and extract critical information
useful for classification. This approach surpassed the performance of all previous
approaches across several text classification tasks.

Our work focuses mainly on Chinese text classification, which is known as
a completely different language from English. We propose Hierarchical Convo-
lutional Attention Network using Joint Chinese Word Embedding(HCAje), an
architecture based off joint Chinese word embedding that can generate docu-
ment representations from words as well as their characters and fine-grained
sub-character components. Meanwhile, we use the convolution feature extrac-
tion to improve the self-attention architecture (Vaswani 2017) and adapt it into
an effective approach for text classification. To evaluate the performance of our
model in comparison to other common classification architectures, we look at
4 Chinese data sets. HCAje can achieve accuracy that surpasses the current
state-of-the-art on several classification tasks.
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Fig. 3. Architecture for HCAje.

2 Hierarchical Convolutional Attention Network Using
Joint Chinese Word Embedding

The overall architecture of our HCAje is shown in Fig. 3. It consists of several

parts: joint Chinese word embedding, hierarchical structure, convolution feature

extraction, parallel convolutional multihead self-attention and vector attention.
We describe the details of different components in the following sections.

2.1 Joint Chinese Word Embedding

Word Vector

‘ Word Average ‘ ‘@e‘r Average‘ Component Average ‘
Word; ;| [ Word; ;| Character; , |Character; 4| |Component;_,| [Component;.

Fig. 4. Illustration of joint Chinese word embedding.
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Our joint Chinese word embedding model is based on CBOW model (Mikolov
et al. 2013a) and combines words, characters and components information. In
the Sect. 3.5, we verified the effects of different combinations, and the following
combinations worked best. It uses the average of context word vector, the average
of context character vector and the average of context component vector to
predict the target word, and use the sum of these three prediction losses as the
objective function. We denote D as the training corpus, W = (w1, ws, ..., wy,)
as the vocabulary of words, C' = (¢, ca, ..., ¢m) as the vocabulary of characters,
O = (01, 09, ..., 0) as the vocabulary of component, and T as the context window
size respectively. As illustrated in Fig. 4, our model aims to maximize the sum
of log-likelihoods of three predictive conditional probabilities for target w;:

3

L(w;) = log P (w; | hi,) (1)

k=1

where h;,, hi,, hi, are the composition of context words, context characters,
context components respectively. Let vy, , vc,, Vo, be the “input” vectors of word
w;, character ¢;, and component o; respectively, 9,,, be the “output” vectors
of word w;. The conditional probability is defined by the softmax function as
follows:

199

exp (hZ b,
p(wilhik): N ( kq;?
> =1 exp (R D)

where h;, is the average of the “input” vectors of words in the context:

1
hi, = 2T Z Vwiy g (3)

~T<j<T,j#0

k=123 (2)

Similarly, h;, is the average of character “input” vectors in the context, h;, is
the average of component “input” vectors in the context. Given a corpus D, our
model maximizes the overall log likelihood:

L(D)= Y L(w) (4)

where the optimization follows the implementation of negative sampling used in
CBOW model (Mikolov et al. 2013a).

2.2 Convolution Feature Extraction

As mentioned in the Introduction, our model refers to Scaled Dot Product Atten-
tion which is a type of self-attention and multihead attention developed by
Vaswani et al. Rather than use the same input for @), K, and V, we used a
convolution to extract different features from input for each of the ), K, and
V' embeddings. This allows for more expressive comparison between entries in
a sequence; for example, certain features may be useful when comparing @ and
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K but may not be necessary when creating the output sequence from V. For
our feature extractor function, we use a 1D convolution with d filter maps and
a window size of three words, which provides more context for each center word
when extracting important features.

Q = GELU(ConvlD(E,W1) + b7)
K = GELU(ConvlD(E, W¥) + b%) (5)
V = GELU(ConvlD(E,W") + b")

In the equation above, Convl1D(A, B) is a 1D convolution operation with A
as the input as B as the filter. We found gaussian error linear units (GELU)
(Hendrycks and Gimpel 2016) to perform better than rectified linear units
(ReLUs) and other activation functions. The GELU nonlinearity is the expected
transformation of a stochastic regularizer which randomly applies the identity
or zero map to a neuron’s input. The GELU nonlinearity weights inputs by their
magnitude, rather than gates inputs by their sign as in ReLUs.

2.3 Parallel Multihead Convolutional Self-attention

As we know, attention mechanisms are designed to produce a weighted average
of an input sequence. However, a weighted average is not sufficient when capture
the overall content within a linguistic sequence. To better capture the linguis-
tic information, we use two multihead convolutional self-attentions (Eq.6) in
parallel followed by elementwise multiplication. Compared to simple weighted
average, our approach can capture more complex interactions between elements
in the sequence. After many attempts, we found that the combination of these
two activation functions obtains the best performance. Among them, tanh out-
puts a value between —1 and 1, and prevents the final output from becoming
too small or large after elementwise multiplication. GELU’ s convergence rate is
rapid.

Parallel (F) = Multihead (Q*, K*, V)
® Multihead (Q°, K®, V")
where Multihead (Q, K, V) = [heady, ..., heady)
head; = Attention (Q,K,V)

Q® = GELU (ConvlD (E,W1%) + b4%)

K®=GELU (ConvlD (E,W"*) + b*) ©)

V®=GELU (ConvlD (E,W"%) + b"%)

Qb = tanh (Conle (E, qu) + bqb)

K" = tanh (C’om;lD (E, ka) + bkb)

Vb = tanh (C’om}lD (E, W”b) + b”b)
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Fig. 5. Scaled dot-product attention and multihead convolutional self-attention.

2.4 Vector Attention

The output of parallel multihead convolutional self-attention is a sequence
Eoutrut ¢ RIXd in which [ is the length of the input sequence, and d is the
embedding dimension. To obtain a single fixed-length vector which represents
each sequence, we introduce vector attention which is same as the traditional
attention mechanism that is used on RNN. For word level,

g = tanh (W zi + by) (7

exp (ugyuw)
> €XP (uth UW)

8 = zt: A4t Zit (9)

Qi =

Firstly, we feed the word vector z;; (obtained by w;; through parallel mul-
tihead convolutional self-attention and elementwise multiplication) through a
one-layer MLP to get u;; as a hidden representation of z;. Then we measure
the importance of the word as the similarity of w;; with a word level context
vector u,, and get a normalized importance weight «;; by softmax. After that,
we compute the sentence vector s; as a weighted sum of the word annotations
based on the weights. The context vector u,, is randomly initialized and learned
in training process.

For sentence level,

u; = tanh (Wsz; + bs) (10)

o exp (u; us)
= exp (] ) ()

v = Z ;25 (12)
i
where v is the document vector that summarizes all the information of sentences in

this document, z; is obtained by s; through parallel multihead convolutional self-
attention and elementwise multiplication, u, is a sentence level context vector.
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2.5 Hierarchical Structure

We utilize a hierarchical structure that breaks up documents into sentences
and attained state-of-the-art performance. This structure consists of two levels:
the word level and the sentence level. The word level reads in word vectors
from a given sentence and outputs a sentence vector representing the content
within that sentence, and the sentence level reads in the sentence vectors and
outputs a document vector representing the content of the entire document.
Each hierarchical consists of two parallel multihead convolutional self-attentions
followed by a normalization layer and an vector attention layer (see Fig. 3).

2.6 Document Classification

The document vector v is our final representation of the document and can be
fed into a softmax and used for classification purposes:

p = softmax (Wyv + bq) (13)
We use the negative log likelihood of the correct labels as training loss:
L=-)"jalogpa (14)

d

where j is the label of document d.

3 Experiments

3.1 Datasets

We evaluate the effectiveness of our model on three document classification
datasets. The statistics of the datasets are summarized in Table 1. We use 80%
of the data for training and the rest are used as testing set to evaluate the
performance.

Table 1. Datasets.

Dataset Categories | Documents | Train Samples | Test Samples
Fudan-large | 5 6,121 4,894 1,227
Fudan-small | 5 294 233 61
THUCNews | 14 21,000 16,800 4,200
SogouNews |11 50,000 40,000 10,000

Fudan corpus? contains 20 categories of documents, including economy, poli-
tics, sports and etc. The number of documents in each category ranges from 27

2 http://www.nlpir.org/download/tc-corpus-answer.rar.


http://www.nlpir.org/download/tc-corpus-answer.rar

242 K. Zhang et al.

to 1061. In this paper, we refer to the processing method by Zhang et al. (2015).
To avoid imbalance, we select 10 categories and organize them into 2 groups.
One group is named Fudan-large and each category in this group contains more
than 1000 documents. The other is named Fudan-small and each category con-
tains less than 100 documents. The publish information for each document is
also removed because it contains strong indication of the categories, which will
bias the classifier with unfair benefits.

THUCNews is obtained from (Guo et al. 2016). It consists of 740,000 news
spanning 2005 to 2011. For our evaluation, we selected 14 popular categories
and extracted 1,500 randomly selected news from each: economy, lottery, real
estate, stock, home, education, technology, society, fashion, politics, sports, con-
stellation, entertainment and game.

Sogou news is a combination of the SogouCA and SogouCS news corpora
(Wang et al. 2008), containing in total 2,909,551 news articles in various topic
channels. We then labeled each piece of news using its URL, by manually clas-
sifying their domain names. This gives us a large corpus of news articles labeled
with their categories. We choose 14 categories and extracted 50,000 randomly
selected news from each: sports, finance, entertainment, automobile, house, edu-
cation, travel, female, culture, health and technology.

3.2 Baselines and Hyperparameters

To offer fair comparisons to competitive models, we conducted a series of exper-
iments with both traditional methods such as Naive Bayes (NB) and logistic
regression (LR). For logistic regression, we use L1 regularization with a penalty
strength of 1.0. We also compare HCAje with five deep learning methods.

Word-based CNN like that of (Kim 2014) are used. We use three parallel
convolution layers with 3-, 4-, and 5-word windows, all with 100 feature maps and
apply 50% dropout on the concatenated vector. We use the pretrained word2vec
embedding.

Character-based CNN are reported in (Zhang et al. 2015). To ensure fair
comparison, the models for each case are of the same size as Word-based CNN,
in terms of both the number of layers and each layer’ s output size.

Bi-directional GRU We also offer a comparison with a recurrent neural net-
work model, namely Bi-directional Gated Recurrent Unit. The Bi-directional
GRU model used in our case is word-based, using pretrained word2vec embed-
ding as in previous models.

Hierarchical Attention Networks (HAN) are the current state-of-the-art.
For our experiments, we use the same optimized hyperparameters as those used
by Yang - each hierarchy is composed of a bi-directional GRU with 50 units and
an attention mechanism with a hidden layer of 200 neurons.
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BERT or Bidirectional Encoder Representations from Transformers,; is a new
method of pre-training language representations which obtains state-of-the-art
results on a wide array of Natural Language Processing (NLP) tasks. We fine-
tuned Google’s pre-trained Chinese Bert model on the data set mentioned above.

For our HCAje, we tuned the hyperparameters on the remaining text of the
Sogou news. We use 8 heads for our final implementation. As for joint Chi-
nese word embedding, we adopt the Chinese Wikipedia Dump?® as our train-
ing corpus and removed pure digits and non-Chinese characters. After Chinese
word segmentation and POS tagging, we obtained a 1 GB training corpus with
153,071,899 tokens and 3,158,225 unique words. The components information of
Chinese character is crawled from HTTPCN?. For fair comparison, we used the
same parameter settings with the pretrained word2vec embedding. We fixed the
word vector dimension to be 100, the window size to be 5, the training iteration
to be 100, the initial learning rate to be 0.025, and the subsampling parameter
to be. Words with frequency less than 5 were ignored during training. We used
10-word negative sampling for optimization.

3.3 Model Configuration and Training

For training, we use a mini-batch size of 64 and documents of similar length (in
terms of the number of sentences in the documents) are organized to be a batch.
All models are trained using the Adam optimizer (Kingma and Ba 2015) with
learning rate 2E-5, betal 0.9, and beta2 0.99. We save the model parameters
with the highest validation accuracy and use those parameters to evaluate on
the test set.

3.4 Results and Analysis

The experimental results on all datasets are shown in Table 2. For each model,
we record the final test accuracy. Results show that HCAje gives the best per-
formance across all datasets.

The improvement is regardless of data sizes. For small datasets such as Fudan-
small and Fudan-large, our model outperforms the previous baseline methods
by 1.7% and 1.4% respectively. This finding is consistent across other larger
datasets. Our model outperforms previous best models by 2.2% and 2.5% on
THUCNews and Sogou news.

Within the HCAje, using joint Chinese word embedding achieves better
accuracy than using word2vec, using two parallel multihead convolutional self-
attentions achieves better accuracy than using one or three, and using vector
attention outperforms using maxpool. Here PCMS stands for parallel convolu-
tional multihead self-attention.

3 http://download.wikipedia.com /zhwiki.
* http://tool.httpen.com /zi/.
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Table 2. Test set accuracy.

Methods Fudan-small|/Fudan-large THUCNews|Sogou news
Naive Bayes 65.28 74.95 84.36 80.97
Logistic Regression 68.30 76.57 84.91 82.65
Word-based CNN 70.05 78.58 85.81 83.61
Character-based CNN 70.34 78.88 85.73 84.23
Bi-directional GRU 70.70 78.84 85.53 84.07
HAN 70.92 79.75 86.76 85.67
HCAje(word2vec, 2 PCMS, maxpool) 70.81 79.43 86.38 85.13
HCAje(word2vec, 2 PCMS, vector attention) 71.29 80.15 87.07 85.89
HCAje(joint word embedding, 2 PCMS, maxpool) 70.89 79.51 86.58 85.27
HCAje(joint word embedding, 1 PCMS, vector attention)|70.44 79.62 86.12 85.49
HCAje(joint word embedding, 3 PCMS, vector attention)|71.07 79.70 86.74 85.66
HCAje(joint word embedding, 2 PCMS, vector attention)|72.12 80.87 88.67 87.81

3.5 Different Combinations of Embedding

As mentioned above, Chinese words can be divided into words, characters and
components. We try different combinations to represent Chinese words, and
test the classification effect on four datasets. The results are shown Table 3.
By comparing the experimental results, the combination of words, words and
components has the best classification results, while the combination of words
and components has the worst classification results.

Table 3. Test set accuracy.

Methods Fudan-small | Fudan-large | THUCNews | Sogou news
HCAje(word, character) 71.01 78.43 83.18 84.06
HCAje(word, component) 71.21 79.5 84.19 84.21
HCAje(character, component) 70.75 80.20 83.14 82.31
HCAje(word, character, component) | 72.12 80.87 88.67 87.81

3.6 Visualization of Attention

In order to validate that our model is able to select informative sentences and
words in a document, we visualize the hierarchical structure in Fig.3 for one
document from the sports classification of Fudan corpus. Every line is a sen-
tence (the upper lines are the original Chinese texts, and the lower lines are
the translated English texts). Red denotes the importance of sentences and blue
denotes the importance of words (The darker the color, the more important it
is). Figure 6 shows that our model can select the words carrying strong informa-
tion like “EFr2Hk (the FIFA)”, “ftF# (World Cup)” and their corresponding

sentences.
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EFrEE SA31H 7 Wt B2 9 BRELW  —X RE
The FIFA  Council In Switzerland on May 31 unanimously decided that
meeting
20024 | SRR # ] =P 5 HE KE ED))
2002  World Cup  will be jointly hosted by Japan and South
Korea
X 2 ik S ER FH HRE .
This is the first  in history that  the World is hosted wWo countries.
time Cup

Fig. 6. Visualization of attention.

4 Conclusion

In this paper, we introduced a new self-attention based Chinese text classifi-
cation architecture, HCAje, and compared its performance with the traditional
approaches and deep learning approaches, in four classification datasets. In all
four tasks HCAjes achieved slightly better performance than previous methods.
Visualization of these attention layers illustrates that our model is effective in
picking out important words and sentences. Although our model is introduced
to classified Chinese text, the idea can also be applied to other languages that
share a similar writing system. In the future, we would like to further explore
learning representations for traditional Chinese words and Japanese Kanji.
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