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Preface

This book constitutes the proceedings of the 21st Polish Conference on
Biocybernetics and Biomedical Engineering (PCBBE) held in Zielona Góra,
Poland, from September 25 to 27, 2019. The conference was organized by the
Committee on Biocybernetics and Biomedical Engineering of the Polish Academy
of Sciences, the Polish Society of Biomedical Engineering, and the University of
Zielona Góra (the Faculty of Computer, Electrical and Control Engineering and the
Faculty of Mechanical Engineering), in cooperation with the International
Federation for Medical and Biological Engineering (IFMBE), Lubuskie Scientific
Society in Zielona Góra, and the Polish Society of Theoretical and Applied
Electrical Engineering. The biannual Polish Conference on Biocybernetics and
Biomedical Engineering has been held for nearly four decades and has continually
attracted scientists and professionals in the fields of engineering, medicine, physics,
and computer science. This year the conference was hosted for the first time by the
University of Zielona Góra, Poland.

The 21st PCBBE was a great opportunity for the exchange of ideas and pre-
sentation of the latest developments in all areas within the field of biomedical
engineering. Biocybernetics and biomedical engineering are currently considered a
promising approach to improve healthcare and consequently the quality of life.
Innovative technical solutions not only respond to the needs of caregivers but also
stimulate the development of medical sciences by supporting medical practitioners,
and we are currently witnessing a profound change in the role of medicine, which
has become ubiquitous in everyday life thanks to the recent technological advances.
The development of civilization manifests itself in a growing focus on investigating
all aspect of human life and continuous efforts to support it, and in mimicking
biological systems in engineering.

The volume is divided into six parts:

– signal processing,
– image analysis,
– computer-aided medical diagnosis,
– e-health and telemedicine,
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– modeling of physiological processes,
– other bioengineering studies,

and consists of 30 carefully selected full papers. Every submission was subjected to
a thorough peer review process (2 to 3 independent reviews per paper), and only
those with a consistent and strong recommendation from reviewers were accepted
and included in the proceedings. In this regard, we would like to express our
gratitude to the authors for their valuable submissions and to the reviewers from the
Program Committee for their inestimable effort in this process.

The PCBBE 2019 conference also witnessed outstanding keynote presentations
given by distinguished guest speakers:

• Prof. Jos Vander Sloten, Catholic University Leuven, Leuven-Heverlee,
Belgium
Personalised medical treatments enabled by image-based biomechanical
models

• Prof. Jorg Vienken, Technical University Mittelhessen, Giessen, Germany
Polymer properties to comply with requirements for medical devices

• Dr Dirk Grosenick, Physikalisch-Technische Bundesanstalt, Berlin, Germany
Near-infrared spectroscopy and fluorescence imaging of tissue in vivo

• Prof. Piotr Augustyniak, AGH University of Science and Technology,
Kraków, Poland
Multimodal measurement systems for health and behavior analysis in living
environment.

We believe that this collective work will become a great reference tool for
scientists and researchers working in the area of biocybernetics and biomedical
engineering. Readers are kindly encouraged to contact the corresponding authors
for further details concerning their research and presented results.

June 2019 Józef Korbicz
Roman Maniewski

Krzysztof Patan
Marek Kowal
Zielona Góra
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Analysis of Amped Heart Rate Sensor
Performance Under the Influence

of Various External Factors and User
Characteristics

Aleksandra Królak(B) and Julia Biskupiak

Lodz University of Technology, Institute of Electronics, Lodz, Poland
aleksandra.krolak@p.lodz.pl

Abstract. Nowadays optical sensors in the form of wearable devices
are omnipresent. People use them mainly to measure heart rate dur-
ing everyday activities and often base their training schedules on these
measurements. Therefore the performance of these devices should be reli-
able. Amped optical sensor is Arduino-dedicated device, widely used in
DYI implementations of pulse meters. In this research the performance
of this sensor was investigated under the influence of the following fac-
tors: contact force between the sensor and measurement site, low hand
temperature, skin thickness, dark skin color, and various lighting con-
ditions, namely without light, in artificial light, in daylight and with
flashlight directed to the sensor. Obtained results show that there is
no significant influence of the lighting conditions on the performance of
investigated sensors, apart from the severe degradation of performance in
case of strong light application to the measurement site. The significant
decrease in the accuracy of the device was observed in case of users with
dark skin color and with low hand temperature. The influence of skin
thickness and contact force on the sensor performance was also detected.

Keywords: Heart rate · Photoplethysmography (PPG) ·
Amped sensor · Factor influencing PPG

1 Introduction

The heart rate is a name for temporary local stretches of the artery appearing
rhythmically which are consistent with heart contractions. The radiant expansion
of the aorta by the ejection of blood from the left ventricle causes a pressure wave
(heart rate) that travels at a certain speed along the aorta and its branches. Most
common methods for constant heart rate monitoring that are used in hospitals
are electrocardiography (ECG) and photoplethysmography (PPG). PPG is also
applied in smart watches that are nowadays used as one of the most popular
method of heart rate monitoring in everyday life.

c© Springer Nature Switzerland AG 2020
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4 A. Królak and J. Biskupiak

Photoplethysmography is a method of optical measurement that is used to
investigate volumetric changes in peripheral circulation of blood. It is an inex-
pensive and noninvasive technique that is based on measurements performed at
the skin surface. The basic device based on PPG technology is built only with
a few optoelectrical elements: a source of light for skin illumination and a pho-
todetector to detect small fluctuations in the intensity of light that result from
changes in the vascular volume due to the blood flow. Peripheral pulse is consid-
ered as the most detectable feature of PPG waveform as it is adjusted to each
heartbeat. Although, a lot of studies are devoted to the origin of PPG signal,
there are still some components that are not entirely understood. However, this
method provides a lot of essential information that can be used by health care
and users themselves in everyday life, e.g. data concerning cardiovascular system
or the value of heart rate during daily activities [1].

This technique allows investigating even the smallest variations in blood vol-
ume; however it cannot provide information about the quantity of the blood.
There are several elements that concur to the PPG signal, namely: a DC com-
ponent that displays the optical property of tissues and small changes in the body
energy, changes in the arterial blood volume which are related to heart activity,
volumetric variations in venous blood which are PPG signal modulators [2].

There are many factors that may influence the accuracy of the measurement
with PPG method, such as lighting conditions, contact force between sensor and
measurement site, hand temperature, skin thickness or skin color. The goal of
this research is to investigate the influence of the abovementioned factors on the
performance of Amped HR sensor. In the second section of the paper related
works concerning the factors influencing PPG accuracy are presented. Section 3
describes the experimental setup. Section 4 presents and discusses the results
and Sect. 5 concludes the paper.

2 Factors Affecting Photoplethysmographic
Measurements

PPG sensors are built in different ways with changes in their designs, however,
all of them are made to estimate variations in blood volume and produce similar
data. A basic type of PPG sensor illuminates the measurement site using one or
more LEDs. Although there is a wide selection of LED colors that can be used
in PPG sensors, green and red seem to be the most popular ones [3].

PPG sensors using green light can be found in optical heart rate monitors
(OHRM). This choice is due to the following: there is a lot of knowledge and
information about the technology, the value of signal-to-noise ratio (SNR) is
considerably large, vulnerability to motion artifacts is low. However, usage of
green light carries some disadvantages. The green light is highly absorbed by
human skin, so limited amount of it penetrates the tissue what reduces signal
amplitudes. Light emitted by green diode is greatly absorbed by hemoglobin
preventing the penetration into deeper tissue [4].
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PPG sensor using red light employs light in near-infrared spectroscopy
(NIRS). It is very often used for medical purposes in hospitals and health care
centers where the accuracy is highly desirable. Due to the fact that red light is
not absorbed by human body it has the ability to pass through tissue layers ten
times deeper than green light, what allows determining various biometric signals.
Moreover, local changes in skin pigment like freckles, moles or tattoos, as well as
melanin, do not interrupt output of red light from PPG sensors. What is more,
the operation wavelengths in case of these sensors vary between 650 nm and
1100 nm. This broad range allows to measure different physiological parameters
from one sensor at the same time [4,5].

In case of wearable PPG sensors two operation modes can be distinguished:
transmission and reflectance. In devices with transmission mode, the photodi-
ode which is located on the opposite site to the light source (LED) measures the
transmitted light that passed through the tissue. This method allows for acquir-
ing good signal but the measurement site must assure immediate detection of the
transmitted light, e.g. fingertip. In the reflectance mode, photodiode and light
source are located on the same site and light is measured after being reflected
from blood vessel, tissue or bone. In this mode the wide selection on measure-
ment site can be chosen but the sensor readings can be more often influenced
by motion artifacts and pressure disturbances [6]. There are 3 most common
locations of PPG sensors placement: ear, finger and wrist.

Temperature of skin surface also has influence of the PPG sensor readings. The
cooling process causes the walls of blood vessel to decrease their contractive capac-
ity while heating process increases this capacity. It was investigated that in the skin
temperatures between 22 ◦C and 40 ◦C, the value of DC components of PPG signal
were remarkably smaller while AC components were significantly larger. Changes
among PPG components were connected with the variations in the body tempera-
ture and the phenomenon in which under changing temperature of the skin surface
body temperature is maintained due to blood flow control [7].

Other factor that can significantly disturb the PPG signal is contact force
between the sensor and the measurement site. External force in the range of
0.2∼1.8N acting on the PPG sensor can influence the geometry of blood ves-
sels causing a variation in PPG amplitude up to 70%. Some additional parts
are incorporated into devices measuring heart rate with PPG sensors to reduce
contact force, such as: springchips, stretchable bands or miniaturized force reg-
ulators [8].

PPG sensors are considered to be very vulnerable to motion artifacts which
influence the sensor readings. In case of wearable devices, which are supposed
to provide continuous information about heart rate during everyday activities,
disturbances caused by motion artifacts are extremely problematic. They can
be produced in various situations e.g. by hemodynamic effects, by variations
in tissue compression or due to sensor movement and deformation caused by
changes in user’s posture. In order to reduce motion artifacts it is important to
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choose optimal measurement site for the PPG sensor location to obtain the most
accurate PPG readings [9,10].

3 Materials and Methods

3.1 Signal Acquisition with Amped Sensor

Amped is a sensor dedicated for Arduino boards used to detect heart rate from
fingertip or earlobe. It measures heart rate basing photoplethysmography (PPG)
technique. Green light emitted by the LED mounted in this pulse sensor is
absorbed by the blood in blood vessels. Then it is reflected back to the sensor
which detects the relative variations in the light intensity. The output signal
from Amped pulse sensor is an analog fluctuation in voltage and from its wave
the heart rate value can be estimated. The more amount of light is detected by
the sensor the higher is the signal amplitude. Amped sensor is connected to the
Arduino board through 3 male header connectors for power supply (5 V or 3.3 V),
grounding (GND) and analog signal pin. The measurements were performed
using Arduino Uno board.

In order to automatically calculate the heart rate values a simple application
was written with Arduinno IDE programming environment. The heart rate was
calculated at the end of the measurement process based on the detection of local
maxima fulfilling the following conditions: the distance between the subsequent
peaks had to be at least 230 ms and the value of the local maximum had to
exceed the value of 80% of the global maximum in the signal analyzed.

3.2 Experimental Design

The measurement setup consisted of pulse oximeter Contec CMS50DL1 and
Amped sensor connected through the Arduino Uno board to the laptop ASUS
UX410UAK. The data acquired from pulse oximeter was considered as the ref-
erence while the heart rate information from Amped sensors was taken into
investigation.

Additionally, the Sensor Puck from Silicon Labs was used during every heart
rate measurement to measure the value of light intensity. This sensor measures
the intensity of ambient light in lux unit. It works wirelessly with the smartphone
application via Bluetooth connection where all the necessary data is sent and
displayed, such as humidity, temperature and illumination.

Lighting Conditions
First, accuracy of the optical sensor for heart rate estimation under various
lighting condition was investigated. For this purpose heart rate measurements
from 10 subjects were performed in 4 different lighting conditions: in the dark, in
the artificial light, in the day light and with the strong, artificial light affecting
the sensors.

Intensity of light varied significantly among all measurements: the dark indi-
cated 0 lux, artificial light was achieved in the range between 60 lux and 450
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lux and day light in the range between 900 lux and 1850 lux. The measurement
with strong artificial light was performed using the flashlight working on Amped
sensor. Source of light was placed about 5 cm from the working sensors giving
the light intensity equal to 10000 lux.

Contact Force
Next investigated condition was connected with the contact force between the
operating sensor and a fingertip. The heart rate measurements of 10 subjects
were performed during which the slight force was applied to the Amped sensor.
There were no reference measurements performed and the force applied was
subjective.

Hand Temperature
The impact of the low temperature of hands on the accuracy of optical sensors for
heart rate measurements was investigated. For this purpose, 10 people suffering
from the circulatory problems that contribute to permanently cold hand were
subjected to the heart rate measurements. Described condition was visualized
with the infrared camera FLIR P660 as presented in Fig. 1.

Fig. 1. The view from the infrared camera FLIR P660 showing warm hand versus cold
hand of subjects participating in experiment.
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Skin Thickness
In this part of the experiment the influence of the thick skin on the accuracy of
optical sensors for heart rate measurements was investigated. The group of 10
people with the thick skin on their hands that result from manual work (Fig. 2)
was subjected to the heart rate measurements.

Fig. 2. The hand condition of subject taking part in experiment part related to thick
skin influence on the performance of the Amped sensor.

Skin Color
The last investigated condition was connected with the darker skin color and its
impact on the optical sensors accuracy for pulse estimation. Here, the heart rate
measurements were performed on the group of 10 subjects with higher amount
of the skin pigment. After every measurement concerning the darker skin color
a photo of reference subject’s hand with light skin color next to subject’s hand
was taken. For each photo the mean RGB values of a Region of Interest (ROI)
containing reference hand and subject’s hands were calculated and the RGB
ratio of the two means was calculated.

4 Results and Discussion

In this section the obtained results for analysis of PPG Amped sensor under the
influence of above described factors are presented. For every measurement done
with investigated device a value of relative error was calculated from Eq. 1.

Relative error =
Measured HR − Reference HR

Reference HR
· 100%. (1)
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Where:
Measured HR – heart rate value obtained either from Amped sensor
Reference HR – correlating heart rate value obtained from pulse oximeter.
The values of calculated relative errors for all investigated conditions are

equal to 1.77% in case of measurements in the dark, 1.5% for artificial light (60–
450 lux), 0.92% in the daylight (900–1850 lux) and 27.21% when the sensor was
illuminated with strong flash light (∼10 000 lux). For persons with thick skin
the relative error was equal to 8.3%, when slightly larger than typical force was
applied to the sensor the error value reached 39.78%, in case of dark skin color
subjects the measurements showed error of 51.26%. The largest relative error
was calculated in case of persons with cold hands, equal to 91.81%.

The results of the measurements performed under various lighting condition
are presented in Figs. 3 and 4. The dependence between the error in mean heart
rate difference measured and values of light intensity is shown in Fig. 5.

Fig. 3. Mean relative error for examined lighting conditions.

Analyzing charts in Figs. 3 and 4 it is easily noticeable that in case of mea-
surements done without light, in daylight and in artificial light there are no sig-
nificant differences between the heart rate values. Amped sensor produced results
almost the same as the pulse oximeter. However, graph displaying measurements
done with flashlight working on investigated sensors presents significant differ-
ences between heart rate obtained from Amped sensor and pulse oximeter. This
difference is also clearly visible in plot presented in Fig. 5.

The comparison of reference heart rate measurements done with pulse oxime-
ter and measurements obtained with Amped sensor influenced by other inves-
tigated factors, namely slight pressure applied to the sensor, low hand temper-
ature, thick skin and dark skin color, are presented in Fig. 6. Additionally the
graph showing the heart rate measurement errors versus the RGB ratio is pre-
sented in Fig. 7.
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Fig. 4. Mean relative error in case of strong light (10000 lux) directed to the sensor.

Fig. 5. Mean relative error vs. light intensity of the surrounding.

For each investigated lighting condition the accuracy of Amped sensor was
calculated as the number of measurements for which the heart rate difference
(between the Amped sensor value and reference value) was less than 1bpm to
the total number of measurements collected. The accuracy values obtained are
equal to 70% in case of no light, 100% in daylight, 80% in artificial light and 0%
with strong illumination of the flashlight. In case of measurements conducted
without light, in artificial light (60–450 lux) and in daylight (900–1850 lux)
the heart rate difference between the pulse oximeter and Amped sensor varied
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Fig. 6. Mean relative error for 4 conditions: contact force, cold hands, thick skin, dark
skin.

Fig. 7. Mean relative error vs. skin color RGB ratio.

between 0–2 heart beats giving the value of mean relative error in a range from
0.81% to 1.77% and the accuracy between 70% and 100%.

These results show that there is no noticeable influence of mentioned light-
ing conditions on the performance of Amped sensor. On the other hand, more
significant differences were presented in case of measurements performed with
the flashlight illuminating the investigated sensor with the light intensity equal
to 10000 lux. Heart rate difference referring to Amped sensor increased rapidly
in case of flashlight measurements and varied between 15 and 27 heart beats
with the mean relative error equal to 27.21% and accuracy equal to 0%.
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This significant degradation of the performance of the sensor can be caused
by the fact that intense light emitted by the flashlight might have influenced
the operation of electronics part in Amped sensor that is not shielded in any
way. In such situation flashlight had direct access to the source of light and
photodetector used in the sensor, what increased the possibility of disrupting
its performance. What is more, the illumination of the sensor with such strong,
artificial light might have limited the amount of light emitted from sensor that
actually reached the skin. This led to the decreased amount of the light absorbed
by the blood in vessels and as a result less amount of light reflected back to
sensor.

In case of applied slight contact force the mean relative error was equal
to ∼40%. Such differences between the investigated and reference device were
caused by the fact that even the slight contact force applied between the sensor
and the measurement site can influence the geometry of blood vessels and deform
them. This phenomenon introduces variations in PPG amplitude and leads to
the unreliable output values.

Heart rate measurements done on people with cold hands presented the
largest differences among all factors investigated in this experiment. Heart rate
differences referring to Amped sensor varied in range 50–93 heart beats with the
value of mean relative error equal to 91.81%. Presented significant changes in the
output of investigated sensors might have been caused by the narrowing of the
blood vessels in fingertips that contribute to cold hands. Shrinking of the blood
vessels causes a decrease in the amount of LED light absorbed by the blood
in the vessels and as a result less light is reflected and detected by the sensor.
This leads to disturbances in the signal provided by sensor that contributes to
unreliable results, in some cases even close to 0.

Heart rate measurements done with people with thick skin illustrated notice-
able differences between investigated and reference devices. However, these dif-
ferences were smaller than in case of other conditions presented in this paper.
Heart rate difference varied between 3 and 17 heart beats with the mean rela-
tive error value equal to 8.3%. This may have been caused by the fact that thick
skin absorbed too much light illuminated by LED reducing the amount of light
coming to blood vessels that led to the disturbances in the output signal and
unreliable result provided by sensor.

Heart rate measurements done on people with dark skin also presented signif-
icant differences between the performances of investigated sensors. Here, heart
rate differences referring to Amped sensor varied between 5 and 95 heart beats
with the value of mean relative error equal to 51.26%. What is more, it was
illustrated that with the rise in RGB ratio the heart rate difference between
investigated and reference devices also increases. However, after reaching RGB
ratio value equal to 1.7 the error increased significantly, corresponding to mea-
surements in which almost no heart beats were detected. This might have been
caused by higher amount of melanin present in the subject’s skin which absorbed
the majority of the light emitted by the sensor. Melanin is a natural pigment,
created by melanocytes, that gives color to human skin. It absorbs green light
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in very high degree. It means that the darker is the skin, the more of green light
it absorbs. This can contribute to inaccurate reading since light cannot get to
dipper tissue layers. The same problem will occur during measurement in place
of local changes in skin pigment like tattoos, moles or freckles [5].

5 Conclusions

In this paper the performance of Amped optical sensor for heart rate estima-
tion under the influence of several factors was investigated. Data acquired from
pulse oximeter were considered as the reference. The performance of the device
was investigated in the following conditions: applied slight contact force between
sensor and measurement site, cold hands, thick and dark skin color, as well as
4 different lighting conditions: without light, artificial light, daylight and with
flashlight operating on investigated sensors. For each investigated condition the
heart rate measurements of 10 subjects were performed. Obtained results showed
that there is no significant influence of the lighting conditions on the performance
of the investigated sensor. For measurement without light, in artificial light and
in daylight the value of mean relative error varied between 0.81% and 1.77%
while the accuracy ranged from 70% to 100%. The only exception was presented
in case of measurements with flashlight where the mean relative error for Amped
sensor was equal to 27.21% with the accuracy of 0%. The mean relative error in
the rest of the investigated conditions was equal to: 8.30% for thick skin, 39.78%
for contact force, 51.26% for dark skin and 91.81% for cold hands. Obtained
results indicate that the unshielded PPG-based HR sensor is characterized by
rather low performance in conditions even slightly different from standard ones.
Moreover application of green light in the PPG sensor may provide very inaccu-
rate measurements for users with dark skin color.
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Abstract. Heart rate variability (HRV) is the physiological variation of
time between heart beats caused by the activity of autonomic nervous
system. Heart rate variability analysis has found various applications in
the diagnosis and treatment of different clinical and functional condi-
tions. One of the prominent approaches in HRV analysis are Poincaré
map. HRV analysis is traditionally performed on electrocardiograms
(ECG) although seismocardiograms can also be used. In this study we
compare indices derived from Poincaré maps on electrocardiograms and
seismocardiograms found in CEBS database available on PhysioNet.org.
Poincaré map is a non-linear method of HRV analysis which uses dia-
grams in which inter-beat intervals are plotted as a function of previous
inter-beat intervals. We found that there are no significant differences
of indices of Poincaré maps calculated on electrocardiograms and seis-
mocardiograms, which indicates the reliability of seismocardiogram as a
source signal in non-linear HRV analysis using Poincaré maps.

Keywords: Poincaré maps · HRV analysis · Seismocardiography ·
Electrocardiography

1 Introduction

Heart rate variability (HRV) is the physiological phenomenon of variation of time
between heartbeats [23] caused by the activity of autonomic nervous system [27].
HRV has been frequently used in the analysis of physiological signals in different
clinical and functional conditions [17,20], including atrial fibrillation [1], sleep
bruxism [13] diagnosis, assessing the progress of rehabilitation of patients after
ischemic brain stroke [28] and identification of various cardiac diseases [4]. One
of available methods of HRV analysis are Poincaré maps [3,11,12,33].

HRVanalysis is traditionally performedon electrocardiogram(ECG) [15], how-
ever, technological improvements of accelerometers have provided the reasons for
using less obtrusive devices to monitor heart rate, such as seismocardiography
[6,21,32]. Seismocardiography (SCG) is a technique of recording and analyzing
c© Springer Nature Switzerland AG 2020
J. Korbicz et al. (Eds.): PCBEE 2019, AISC 1033, pp. 15–24, 2020.
https://doi.org/10.1007/978-3-030-29885-2_2
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cardiac activity by measuring precordial acceleration. Recordings are taken using
accelerometer on subjects in supine position [31]. In the past, SCG was mainly a
tool for physiologists, due to the need of complex recording devices [5].

The feasibility of HRV analysis on seismocardiograms has been described in
papers [14,15,21,24,26]. In 2012 Ramos-Castro et al. [21] performed the first
HRV analysis on seismocardiograms. Laurin et al. [15] proved the validity of
HRV indices obtained from SCG signal and Tadi et al. [26] and Siecinski et al.
[24] studies showed high correlation between HRV indices obtained from ECG
and SCG. To the best of authors’ knowledge HRV analysis on SCG signals using
Poincaré maps has never been performed.

The aim of this study is to compare indices derived from Poincaré maps
obtained on twenty electrocardiograms and seismocardiograms from CEBS
(Combined measurement of ECG, breathing and seismocardiogram) database
publicly available at PhysioNet.org [7–9].

2 Materials and Methods

2.1 Data Set

CEBS Database used in this study contains 60 multi-channel signals acquired
on 20 healthy volunteers. Each recording consists of four channels sampled with
a frequency of 5 kHz: ECG (lead I and II), respiratory signal and SCG. Elec-
trocardiogram (ECG) and respiratory signal were registered using Biopac MP36
data acquisition system. ECG was recorded with a bandwidth between 0.05 Hz
and 150 Hz and channel 4 (SCG) was recorded using the tri-axial accelerometer
LIS334ALH by ST Microelectronics and the bandwidth of 0.5–100 Hz [7–9].

Volunteers were asked to be awake and stay still in supine position on
a bed during the measurement. After attaching the sensors, the basal state
(before playing the music) was acquired for five minutes (recordings b001-b020).
Then, the subjects started listening to music for 50 min (recordings m001-m020).
Finally, the subjects were monitored for 5 min after the music ended (recordings
p001-p020) [8,9]. Recordings b001-b020 were used to compare the indices derived
from Poincaré maps obtained from ECG and SCG.

2.2 Signal Processing

Heart Rate Estimation on Electrocardiograms. To detect R waves in ECG
lead I in analyzed signals, we applied Pan-Tompkins algorithm [18] implemented
by Wedekind [29]. This algorithm consists of the following steps: band-pass fil-
tering (to reduce noise, baseline wandering, muscle noise etc, power grid inter-
ference), differentiation, squaring of samples, applying of moving average filter,
and correlation analysis [10,18]. Amplitude thresholding is applied after signal
preprocessing in order to identify R waves in the ECG signal. The inter-beat

http://PhysioNet.org
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intervals are calculated as differences between time of occurrence of successive
R waves as in Eq. (1):

tRR,i = tn − tn−1 (1)

where tRR,i is the i-th cardiac interval in ECG and tn denotes the occurrence of
n-th R wave.

Heart Rate Estimation on Seismocardiograms. Detection of heart beats
in seismocardiograms is based on nearly periodic appearance of fiducial points
[30]. We determine the heart beat as the occurrence of aortic valve opening (AO)
wave which indicates the start of ventricular contraction and is usually visible
as a single sharp wave [31].

To detect heart beats we use the algorithm proposed by Tadi et al. in paper
[26], which uses R waves in ECG signal as reference points for heart beats in
seismocardiograms and is based on the windowing method proposed in papers
[19,25]. The first step of the algorithm is applying a band-pass filter with cut-off
frequencies of 4 Hz and 50 Hz.

Then, the SCG signal is smoothed using a moving average filter with the win-
dow width of 10–20 ms. The R waves in the ECG signal are localized using Pan-
Tompkins algorithm and serve as the reference points. The location of AO wave
of a cardiac cycle is determined as a local maximum value of the SCG signal
within a 90 ms window. The inter-beat intervals in SCG are calculated using the
Eq. (1) where tn denotes the occurrence of n-th AO wave in SCG signal instead
of R wave in ECG signal.

2.3 Poincaré Map Analysis

The Poincaré map is a diagram in which inter-beat intervals are plotted as
a function of previous inter-beat intervals [11]. It is a geometrical technique
taken from nonlinear dynamics, which portrays the nature of HRV [3,12,33].
The example of Poincaré map (signal b007) is shown in Fig. 1 (ECG lead I) and
Fig. 2 (SCG). Blue circles of Poincaré maps indicate scatter points of inter-beat
intervals and orange dashed line shows the y = x axis.

Several indices can be used to describe the Poincaré map, such as SD1, SD2,
SD1/SD2, vector angular index and vector length index. A popular technique
of analysis is fitting an ellipse to the shape of Poincaré plot and measuring the
dispersion of points [22,33]. SD1 is defined as the width of the ellipse and is
calculated as standard deviation of the distances from y = x axis (see Eq. (2)),
indicating the short-term variability.
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Fig. 1. Poincaré map on ECG lead I for recording b007.

SD2 which indicates the long term variability, is defined as the length of
the ellipse and is calculated as the standard deviation of the distances of points
from y = −x + 2NN axis (see Eq. (3)), where NN is the mean of all inter-beat
intervals [3,22].

SD1 = stddev

( |NNi+1 − NNi|√
2

)
(2)

SD2 = stddev

(∣∣∣∣NNi+1 − NNi√
2

− 2NN

∣∣∣∣
)

(3)

where NNi is an inter-beat interval series with i = 1, 2, . . . N − 1, NNi+1 is the
next inter-beat interval to NNi, NN is the mean of all inter-beat intervals and
stddev() is the standard deviation.

SD1/SD2 is defined as the ratio of SD1 and SD2 and represents the ran-
domness in HRV time series [2]. Vector Angular Index (VAI) and Vector Length
Index (VLI) are two indices derived from Poincaré plot proposed by Ruan
et al. in paper [22]. VAI measures the angular dispersion of scatter points and is
defined as the mean of all the absolute value of angular differences between the
lines plotted from every scatter point to the original point and the diagonal line
as in Eq. (4):

V AI =
1
N

N∑
i=1

|θi − 45◦| (4)
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Fig. 2. Poincaré map on SCG for recording b007.

where θi is the angle between the line plotted from i-th point to the original
point and the x-axis and N is the number of points.

VLI measures the distance dispersion of scatter points and is defined as the
standard deviation of all distances of scatter points from the original point, as
shown in Eq. (5):

V LI =

√√√√ 1
N

N∑
i=1

(li − L)2 (5)

where li is the length between i-th scatter point and the original point, L is the
mean of all li and N is the number of points.

3 Results

Due to the lack of annotations of recordings from CEBS Database [16], the
heart beats in ECG signal and SCG signal were annotated using the algorithms
described in Subsect. 2.2. SD1, SD2, SD1/SD2, VAI and VLI were calculated
for entire signals b001-b020.
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Differences between the indices of Poincaré maps derived from ECG lead
I and SCG signal shown in Tables 1 and 2 are insignificant for each analyzed
signal.

Table 1. Indices describing Poincaré plot calculated from ECG lead I.

Signal SD1 SD2 SD1/SD2 VAI VLI

b001 25.6380 37.9359 0.6758 1.2810 62.0643

b002 17.4687 31.3234 0.5577 1.1054 53.1401

b003 59.7934 73.5490 0.8130 2.1066 129.6599

b004 13.9699 24.9292 0.5604 1.0094 52.8160

b005 32.4302 50.9893 0.6360 1.8557 95.6363

b006 11.2452 18.2798 0.6152 0.6423 66.0045

b007 17.1902 30.0707 0.5717 1.1581 67.2752

b008 13.5598 20.6610 0.6563 0.7644 77.5070

b009 7.8209 13.9218 0.5618 0.6306 45.8446

b010 20.1847 37.7379 0.5349 1.4568 73.5263

b011 12.8855 24.4927 0.5261 0.8720 51.9759

b012 24.3128 35.4235 0.6863 1.0741 104.7814

b013 15.5289 20.1058 0.7724 0.7975 57.9535

b014 40.6278 51.9255 0.7824 1.2228 50.6318

b015 24.7270 41.4962 0.5959 1.3961 109.5244

b016 13.5586 27.0900 0.5005 1.1463 48.1259

b017 53.0670 57.1329 0.9288 0.8739 82.6737

b018 15.8030 33.9682 0.4652 1.4037 57.4209

b019 18.6717 36.2089 0.5157 1.2924 66.7963

b020 9.9936 19.5339 0.5116 0.7474 44.5606

We also expressed each analyzed index derived from Poincaré maps as
mean±standard deviation and tested using Student’s t-test. Differences between
values of analyzed HRV indices shown in Table 3 are insignificant by p = 1 and
significance level α = 0.05, however, the most prominent differences are in SD1

and SD2.
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Table 2. Indices describing Poincaré plot calculated from SCG.

Signal SD1 SD2 SD1/SD2 VAI VLI

b001 26.4598 39.4945 0.6700 1.3449 62.8023

b002 33.7794 61.9751 0.5450 2.2312 59.8728

b003 58.9173 72.7176 0.8102 2.0964 129.2176

b004 18.2259 30.8532 0.5907 1.2242 51.1496

b005 32.7154 51.8632 0.6308 1.8997 97.0998

b006 20.6264 37.3750 0.5519 1.3973 66.4817

b007 18.6835 32.6117 0.5729 1.2555 68.5059

b008 13.8818 21.3339 0.6507 0.7939 77.7043

b009 25.7795 38.3134 0.6729 1.5633 49.9283

b010 20.9848 39.6427 0.5293 1.5367 75.4846

b011 15.9421 28.1708 0.5659 0.9727 50.8871

b012 24.2529 35.4980 0.6832 1.0819 105.6278

b013 15.6656 20.3452 0.7700 0.8106 58.1170

b014 42.1407 54.7904 0.7691 1.3151 50.6887

b015 25.1164 42.1986 0.5952 1.4220 110.0463

b016 14.4678 29.2033 0.4954 1.2412 49.9772

b017 50.3223 58.3549 0.8624 1.2434 80.9677

b018 28.7467 47.8483 0.6008 1.7620 61.6313

b019 40.3629 62.5558 0.6452 1.9834 70.7600

b020 17.4935 30.8478 0.5671 1.1293 46.5272

Table 3. Statistical comparison of indices calculated from Poincaré maps on ECG and
SCG signals.

ECG SCG

Mean Standard deviation Mean Standard deviation

SD1 22.4238 14.0693 27.2282 12.4756

SD2 34.3388 14.9965 41.7997 14.5164

SD1/SD2 0.6234 0.1218 0.6389 0.0993

VAI 1.1418 0.3851 1.4152 0.4053

VLI 69.8959 62.0643 71.1739 23.0850
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4 Conclusion and Discussion

We found no significant differences between values of indices derived from Poincaré
maps (SD1, SD2, SD1/SD2, VAI and VLI) on electrocardiograms and seismo-
cardiograms. High correlation between HRV indices derived from ECG and SCG
occurs when the differences between inter-beat intervals computed on ECG and
SCG are small (under 10 ms) [21,26]. This means that seismocardiogram can be
used as a reliable source signal in non-linear analysis of HRV using Poincaré plots.

Statistical comparison of SD1, SD2, VAI and VLI indicates that in this study
we analyzed the signals acquired on healthy volunteers. Differences between
indices in our study and in paper [22] are caused by the fact that we considered
entire 5-min signals instead of 1-min windows. Another limitation is using only
one heart beat detector on seismocardiograms to determine heart beats used
further in HRV analysis.

In future studies more signals from CEBS database and another data sets
containing ECG and SCG signals should be analyzed and compared to our results
to investigate further the similarity of HRV indices obtained from Poincaré plots.
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Abstract. The main task of this work was to find the connection
between ocular hemodynamic parameters and the lamina cribrosa
parameters of the eyes with primary open angle glaucoma (POAG). The
study was conducted on 51 eyes of 34 subjects, including 11 eyes without
ophthalmopathology (control group, average age 49.4 ± 17.5 years), 15
eyes of patients with the 1st (initial) stage of POAG (group 1, average age
67.0 ± 7.6 years), 15 eyes with II (developed) stage of glaucoma (group
2, average age 75.4 ± 6.1 years) and 10 eyes with III (advanced) disease
stage (group 3, average age 70.3 ± 5.4 years). The aim of this work was
the study of the parameters analyzed in the diagnosis of POAG, which
were obtained in two complementary ways: optical coherence tomography
(OCT) with angiography function and transpalpebral rheoophthalmog-
raphy (TP ROG). A pronounced positive correlation established between
the sclera lamina cribrosa in OCT and rheographic parameters indicates
that the TP ROG reflects, among other things, the hemodynamics in
medium and large choroidal vessels passing through the retinal nerve
fiber layer. The results indicate the promise of further research in this
area to develop new effective individual criteria for the early detection
and monitoring of POAG.

Keywords: Primary open angle glaucoma ·
Optical coherent tomography angiography ·
Transpalpebral rheoophthalmography · Ocular hemodynamics · Eye

1 Introduction

Primary open-angle glaucoma (POAG) is a chronic disease characterized by opti-
cal neuropathy, progressive degeneration of ganglion cells and retinal nerve fibers
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layer. The irreversible loss of visual function is the consequence of this process.
The modern approach provides two research directions for further understand-
ing the mechanism of the emergence and progression of POAG [1]. Firstly, the
study of pathogenetic role of the corneoscleral (fibrous) shell changes. Secondly,
the study of circulatory eye tissues disorders. Circulatory disorders can be an
independent factor in the progression of glaucomatous lesions [2,3].

As it is known, an increase in intraocular pressure (IOP) is associated with
impaired microcirculation of the eye. On the other hand, the pathological changes
of the sclera lamina cribrosa (LC), as part of the corneoscleral shell, are directly
related to the pathogenesis of glaucoma. Axons of retinal ganglion cells pass
through its perforated structure, that is why the deformed LC is considered to
be the main site of their damage [2]. This causes the thinning of the nerve fiber
layer and, as a result, the narrowing of the peripheral visual fields. So, it is
the most important factor in the progression of glaucoma. In this regard, it is
fundamentally important a thorough study of ocular hemodynamics and the LC
for a more detailed understanding of the POAG pathogenesis.

Rheoophthalmography (ROG) is electroimpedance diagnostic method that
can be used to measure ocular hemodynamics in myopia, diabetic retinopathy,
glaucoma, and other eye diseases [4]. With ROG, the state of hemodynamics in
the ciliary body, and, integrally, in the eye can be evaluated. In [5] electrodes
are placed on the closed eye, i.e. on the eyelid, which drastically simplifies the
ROG technique. This method of diagnostics, called transpalpebral rheoophthal-
mography (TP ROG), is used in ophthalmologic practice now [6].

Using modern technology of eye structures visualization, in particular, opti-
cal coherence tomography (OCT) with increased penetration depth beams allows
obtaining images of the front surface of the LC, examine its changes during glau-
comatous process [7,8]. This method provides not only quality assessment, but
also provide a quantitative assessment of eye microcirculation. Color Doppler
technique was originally used for the visualization of the eye blood flow param-
eters. Possessing a number of indisputable advantages, this method is sensitive
only to the blood flow, which is parallel to the direction of the probe beam. The
information content of this method is reduced due to the fact that the move-
ment of blood flow in the retina and choroid is mainly perpendicular to the
probe beam direction. OCT with an angiography module is used for increasing
sensitivity to transverse blood flow [9]. The disadvantages of this method are pri-
marily the likelihood of artifacts caused by the imposition of capillary plexuses
on each other or shadows of large vessels in the superficial plexus deep capillary
network. OCT with angiography function can give only an estimate of fluid flow
through the vessels, without further imaging of the blood flow character. The
last limitation of the OCT with angiography function can be eliminated by using
the technique of TP ROG [10]. It gives the possibility not only to quantify the
hemodynamics of the eye, but also to determine the type of the blood flow by
analyzing the recorded pulse oscillations [11,12].

At the moment there is no definite answer informative use of a particular
method for glaucoma, especially for early diagnosis. As a result, is relevant and
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Fig. 1. The research areas for simultaneous analysis of OCT and TP ROG diagnostic
data

promising to conduct a joint analysis of data obtained by different diagnostic
methods (see the Fig. 1).

The aim of this work was to study diagnostic parameters of POAG, which
were obtained in two complementary ways: OCT with angiography function and
TP ROG.

2 Materials and Methods

In studies of the ocular hemodynamics, up to 16 of the largest arteries can be
distinguished, as shown in the Fig. 2 and in the Table 1. The vascular supply to
the eye proceeds to the internal carotid artery and then to the ophthalmic artery
[13,14]. The ophthalmic artery branches to the short posterior ciliary vessels, the
long posterior ciliary vessels and the central retinal artery [15].

During the studies of TP ROG, the quantitative indicators are obtained for
the anterior segment of the eye. Also in the diagnosis process, an integrated
assessment of ocular blood flow is carried out. This assessment represents the
blood flow in all parts of the eye. However, for the posterior segment and LC,
the blood flow is determined indirectly. For this purpose, it is used mathematical
models, methods of nonlinear dynamics.

In our work the rheographic index (RI) and the stroke volume of blood (SV)
were estimated by the TP ROG method using a tetrapolar electrodes system.
It means that four electrodes are positioned on an eyelid surface, the pair of
measuring electrodes is between pair of current electrodes. The scheme of the
electrodes location is presented in papers [6,10]. Our TP ROG device utilize
100 kHz probing current, with amplitude 3 mA. A measurement of biological
tissues full impedance (base impedance, BI) and its change at pulse blood filling



28 E. N. Iomdina et al.

Fig. 2. The spatial location of the major eye arteries on an example of the left eye

(rheographic index, RI) lies in basis of rheographic methods (see Fig. 3). BI
was obtained as following: electroimpedance signals were low-pass filtered with

Table 1. The structure of the arterial vascular eye system

Position Artery Included in
TP ROG
diagnostic
area

Included in
OCT
diagnostic
area

1 Ophthalmic artery No Yes

2 Muscular arteries No Yes

3 Long posterior ciliary artery Yes No

4 Posterior ethmoidal artery No No

5 Supraorbital arteries No No

6 Anterior ethmoidal artery No No

7 Supratrochlear artery No No

8 Dorsal nasal artery No No

9 Medial arteries of the eyelids Partly No

10 Episcleral arteries Partly No

11 Upper arterial arch Partly No

12 Lower arterial arch Partly No

13 Lateral eyelid arteries Partly No

14 Lacrimal artery Yes No

15 Short posterior ciliary artery Yes Yes

16 Central retinal artery Partly Yes
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Fig. 3. The examples of TP ROG diagnostic signals

cut-off frequency 0.1 Hz. For RI electroimpedance signals were band-pass filtered
from 0.1 Hz to 100 Hz.

The most informative parameter of ROG is the rheographic index. It is pro-
portional to the size of systolic pulse blood filling (see the Fig. 3). The analysis
of the signals obtained by the TP ROG method is performed in the time domain
by the amplitude indices of the RI and the SV [5,6], as well as by the method
of nonlinear dynamics [16].

The blood supply to the optic nerve is complex and varies by optic nerve
segment. The LC study was conducted on a Spectralis OCT2 device (Heidelberg
Engineering, Germany) in the mode of increased image depth in our work. The
depth of the LC position was determined as a perpendicular, lowered from the
center of the reference line (the line connecting the end points of the Bruch
membrane) to the front surface of the LC. Estimation of surface (SVL) and deep
(DVL) vascular layer density in the investigated peripapillary area of 3× 3 mm
(see the Fig. 4) was performed on a Spectralis OCT2 device with an angiography
module (Heidelberg Engineering, Germany) using Angiotool software.

In order to quantify the blood flow of the eye in OCT with angiography func-
tion, a split-spectrum amplitude-decorrelation angiography algorithm is used
(SSADA). The principle of operation of this algorithm is based on decomposing
OCT - images into spectral bands, which further allows increasing the number of
processed images [17]. Each new frame has a lower axial resolution than the pre-
vious one and is less sensitive to eye movements. Each spectral component has
its own pattern and carries independent information about the blood flow. When
the image is restored, a multitude of spectral bands are summed, the amplitude
is decorrelated and the blood flow signal is amplified. Because the four-division
of the spectrum, this algorithm can improve the signal/noise ratio twice that
reduces the scanning time fourfold. The main characteristics of the blood flow
obtained by this method include: blood flow index (average value of amplitude
decorrelation), area of perfusion zones, index of microcapillary density per unit
area (see the Fig. 5).
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Fig. 4. The investigated optic disc area in OCT diagnostics

Fig. 5. The examples of OCT diagnostics with angiography function

An example of the processing OCT images from the patient with first stage
of POAG is shown in the Fig. 6. The optic disc area and the OCT angiographic
images of the macula are presented in the Fig. 6.

The study was conducted on 51 eyes of 34 subjects, including 11 eyes with-
out ophthalmopathology (control group, average age 49.4 ± 17.5 years), 15 eyes
of patients with the 1st (initial) stage of POAG (group 1, average age 67.0 ± 7.6
years), 15 eyes with II (developed) stage of glaucoma (group 2, average age 75.4
± 6.1 years) and 10 eyes with III (advanced) disease stage (group 3, average age
70.3 ± 5.4 years). True IOP (Po) in patients with POAG was normalized and was,
respectively, in the control group - 12.3 ± 2.4 mm Hg, in the first group - 13.4 ±
4.2 mm Hg, in the second group - 14.4 ± 2.5 mm Hg, in the third group - 16.4 ±
3.4 mm Hg.
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Fig. 6. The examples of OCT images of the patient with first stage of POAG

Patients with POAG have not previously undergone surgical treatment and
received antihypertensive therapy with beta-blockers, alpha-adrenomimetics,
carbonic anhydrase inhibitors, prostaglandin analogues.

An example of automated software processing by the vascular layers of a
patient from the second group is presented in the Fig. 7. The calculation of LC
parameters is shown in the Fig. 7.

Statistical processing was performed quantitative results in the program IBM
SPSS Statistics 20 calculating the mean value and mean deviation parameter
(M ± SD), when comparing the groups using U - Mann-Whitney test. The
differences were considered significant at p< 0.05.
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Fig. 7. The examples of software processing by the vascular layers

3 Compliance with Ethical Requirements

This study was performed in accordance with the Declaration of Helsinki and
was approved by the Local Committee of Biomedical Ethics of the Moscow
Helmholtz Research Institute of Eye Diseases. A written informed consent was
obtained from all participants.

4 Results

As the analysis of data obtained in the control group showed, a change in some
indicators is observed with age: a decrease in the thickness of the LC (p = 0.006),
density of SVL (p = 0.000), DVL (p = 0.019) and RI (p = 0.006) are observed.

It is found that increasing stage of glaucoma is accompanied by an increase
in the true IOP. At the same time, changes in the indices of the corneoscleral
shell and hemodynamic parameters of the eye vascular system in patients with
stages I, II, and III of POAG were more pronounced than age-related changes
in the control group (see Table 2).

The data in the Table 2 indicate that as the POAG develops, the morpho-
metric parameters of the LC, which are closely related to its biomechanical
properties, change: as the glaucoma stage increases, the LC thickness decreases
significantly and its depth increases.

When evaluating hemodynamic parameters, a significant decrease in RI was
found (p = 0.030), as well as a pronounced tendency to decrease in SV with the
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Table 2. Parameters of LC and TP ROG in control and POAG groups (M ± SD)

Indicators Control group I stage POAG II stage POAG III stage POAG

Po [mm Hg] 16.7 ± 5.1 18.4 ± 6.0 16.2 ± 4.5 13.8 ± 5.2

LC thickness [µm] 229.9 ± 19.7 205.4 ± 9.6 201.8 ± 12.2 176.1 ± 28.6

LC depth [µm] 405.9 ± 59.5 432.5 ± 45.9 449.2 ± 36.6 530.2 ± 75.3

SVL [%] 52.4 ± 3.0 49.7 ± 3.3 44.6 ± 7.8 43.1 ± 8.5

DVL [%[ 45.8 ± 1.6 41.6 ± 5.2 37.3 ± 6.3 38.4 ± 6.7

RI [mOhm] 69.1 ± 51.7 53.1 ± 17.7 40.6 ± 20.0 26.8 ± 13.1

SV [µl] 1.5 ± 0.8 1.2 ± 0.3 1.2 ± 1.0 0.7 ± 0.3

development of POAG (p = 0.070). At stage III of POAG, a decrease in the
density of the surface SVL (p = 0.047) and deep vascular layer density DVL
(p = 0.019) was detected.

5 Conclusions

A pronounced positive correlation established between SVL and RI (p = 0.02)
indicates that the RI reflects, among other things, the hemodynamics in medium
and large choroidal vessels passing through the retinal nerve fiber layer.

The results indicate the promise of further research in this area to assess the
relative contribution of each of the studied factors to the pathogenesis of POAG,
as well as to develop new effective individual criteria for the early detection and
monitoring of POAG.
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Abstract. Obstructive lung diseases can be caused by bronchi narrowing or
loss of lung tissue elasticity or both. The aim of the work was to develop a new
measurement method and an equipment which enables to evaluate the
obstruction causes. This Added Compliance and Resistance Method (ACRM)
determines the fundamental parameters of the respiratory system mechanics that
are the total respiratory system compliance (Crs) and resistance (Rrs). Each case
of obstruction can be characterized by the corresponding point location on the
Rrs-Crs plane. ACRM was verified by means of experiments performed with the
use of our artificial patient developed previously, a commercial spirometer and
the developed equipment. ACRM was compared with forced spirometry being
the fundamental screening method for diagnosis of obstructive lung diseases and
basing on the forced expiratory volume in 1st second (FEV1). Spirometry could
not distinguish between pulmogenic and bronchogenic causes of an obstruction.
For example, the value of FEV1 did not enable to differentiate moderate, mild
and no bronchial obstruction from severe, moderate and mild obstruction,
respectively, accompanied with twice increase of Crs. On the other hand, a Crs

fall increased FEV1, and thus FEV1 underestimated the bronchial obstruction
severity if the severity was determined on the base of its value. In contrast,
ACRM could determine the cause of an obstruction case and the higher the
severity of the obstruction, the better the differentiation. Concluding, the pro-
posed method should supplement the forced spirometry to determine the patient
state more precisely.

Keywords: Added Compliance and Resistance Method � Screening �
Total respiratory system compliance � Total respiratory system resistance

1 Introduction

In functional diagnostics of the respiratory system, the emergence of new research
techniques has contributed to significant progress in medicine, particularly, in pul-
monology [1–3]. These new techniques under development are useful not only for
pulmonologists, but also for cardiologists, surgeons and even general practitioners, as
well as for education.
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Among respiratory system diseases, a significant increase in the number of
obstructive and restrictive diseases has been observed. The chronic inflammatory
process in bronchi during the chronic bronchitis disease, associated with bronchial
asthma, leads to airway remodeling over many years, resulting in a permanent (poorly
reversible) disturbance of airflow through the airways. This leads to the formation of air
traps, i.e., exclusion of parts of the lungs from the gas exchange process, development
of emphysema, irreversible damage to the lung structure. They involve increased air
spaces located peripherally from the final bronchiole, and are associated with alveolar
wall destruction. Diseases of the airways and other structures of the lungs are known as
chronic respiratory diseases. Some of the most common are chronic obstructive pul-
monary disease (COPD), asthma, occupational lung diseases and pulmonary hyper-
tension. According to WHO estimates, 65 million people in the world have moderate or
severe COPD. More than 3 million people died of COPD in 2015, corresponding to 5%
of all deaths. COPD is now the third leading cause of death in the world (Fig. 1), after
ischemic heart disease and stroke [4]. In Poland, 2 million people suffer from it, but as
much as 80% do not know about this and go untreated [5]. The socioeconomic status of
the patients has a significant impact on coping with this disease [6].

Forced spirometry is a fundamental, relatively easy diagnostic method of COPD. It
enables to determine the air flow-volume dependence during forced expiration. The
average airflow in the first second of expiration (FEV1) is the main parameter used
in diagnosis of airway obstruction. Obstructive diseases are associated with a FEV1
value decrease. For the purpose of diagnostic assessment, the ratio of FEV1 and the
forced vital capacity (FVC) is used. If FEV1/FVC is below the lower limit of normal,

Fig. 1. WHO data about the causes of deaths where COPD ranks third [4].
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an obstructive disease is diagnosed. In such a case, the disease severity is determined
by the ratio of the measured FEV1 value to the FEV1 value predicted for patient’s age,
height, sex and ethnicity (Table 1).

COPD is a complex disease caused by bronchial obstruction, leading to an increase
in airways resistance (Raw), or by emphysemic changes of the lung parenchyma,
leading to a decrease of lung tissue elasticity, or usually by both pathologies. The
processes are irreversible in the chronic stage and lead to permanent lung degeneration.
Therefore, early detection and proper treatment of this disease are very important.

A serious disadvantage of spirometry is its inability to objectively assess COPD
severity resulting from lung elasticity decrease (lung compliance increase), so impor-
tant for diagnosis and monitoring of treatment effectiveness.

This paper presents a new method of determining the basic parameters of respi-
ratory mechanics, i.e., total respiratory system (lung and chest) compliance (Crs) and
total respiratory system resistance (Rrs). The method is based on electrical circuit
modelling of the respiratory system, with added compliance (pneumatic condenser)
and/or resistance (pneumatic resistor). The presented method and device enable
assessment of resistive and elastic properties of the respiratory system, and are intended
as a practical tool for screening and diagnostics of lung and bronchial diseases. They
could be considered as a useful supplement to commonly used spirometry.

2 Materials and Methods

A method of measuring the mechanical parameters of the respiratory system was
developed at the Nalecz Institute of Biocybernetics and Biomedical Engineering, Polish
Academy of Sciences (IBBE PAS). It consists of a pressure method of added com-
pliance using computer data analysis. Research into this method followed from earlier
works by Darowski et al. on the flow method of added compliance [7, 8].

The preliminary study of this method was carried out on a simple linear RC model,
describing the mechanics of the respiratory system during artificial ventilation [8, 9]. It
reflects the fundamental features of the real respiratory system (Rrs – the resistance of
the respiratory system characterizing energy dissipation, Crs – the total compliance of
the lungs and thorax characterizing potential and kinetic energy accumulation).

The added compliance method described in [9–13] was a subject of two research
projects. It consists of determining the Crs and Rrs values.

In this study, it is assumed that the measurement is performed at the maximal lung
volume, i.e. after maximum inspiration; on the one hand, the Crs and Rrs values depend on
the lung volume due to nonlinearity. On the other hand, FEV1 is the volume exhaled after
maximal inspiration, and the proposed method is intended to help to interpret FEV1.

2.1 The Idea of Added Compliance and Resistance Method (ACRM)

By modifying the previously tested method of the added compliance using the added
resistance maneuver (presented in Fig. 2), based on the interrupter technique proposed
over 80 years ago [14] but developed in recent years, simulation tests were carried out
as described in detail in [15].
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The following Eqs. (1) and (2) are used to calculate Crs and Rrs parameters
respectively.

Crs ¼ Cad � Pm1=DP ð1Þ

where: Cad - the added compliance, Pm0 and Pm1 - the pressure values at the steady
state, at the end of inhalation and after opening the added compliance valve (AV) when
the expiratory valve (EV) is closed (Fig. 2), respectively, ΔP - the pressure drop
between Pm0 and Pm1.

Rrs ¼ Rad � PA � Pm2ð Þ=Pm2 ð2Þ

where: Rad - added resistance, PA - alveolar pressure, Pm2 - pressure at the steady state
after opening the added compliance valve (AV) (Fig. 2), and after opening EV valve
for approx. 250–300 ms, and then the valve is closed again [15]. In the absence of air
flow (occlusion before and after closing the valve) the pressure measured in the
mouthpiece stabilizes and is equal to alveolar pressure PA (Fig. 2), while the change of
pressure (decrease after opening and increase after closing the valve) depends on
airway resistance Raw. We treat Rad and Rrs connected in series as a pressure divider.

2.2 The Method of ACRM Validation

A previously elaborated artificial patient (AP) was used in ACRM validation (Fig. 3).
AP is a hybrid, i.e., physical-numerical, model of the respiratory system. Movement of
the piston that is the main part of the physical part of AP is controlled by data supplied
by the virtual respiratory system (VRS) that can be used, among others, in spirometry
analysis and interpretation [15, 17]. Such a way of validation seems to be much better

Pressure

Time
Added compliance manoeuvre Added resistance manoeuvre

EV

b.a.

AV

Fig. 2. The ACRM idea; (a) Electrical analogue of the ACRM, where Crs - compliance of the
respiratory system, Cad - added compliance, Rrs - total resistance of the respiratory system, Rad -
added resistance, AV and EV - added compliance and exhalation valves, respectively; (b) Time
courses of the pressure during test using the developed method. Pm(t) - pressure measured in the
mouthpiece, Pc(t) - pressure measured in Cad; Pm0, Pm1, Pm2, Pm3 - pressure values used to
determine the parameters Crs and Rrs, PA - alveolar pressure. Both maneuvers are performed in
the early phase of quiet exhalations.
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than experiments on real patients due to both ethical and technical reasons. In partic-
ular, we know the numerical values of all VRS parameters, and thus we can compare
results of measurements with this values. Such full knowledge on patients’ physio-
logical properties is impossible, and thus reliability of measurements is difficult to
evaluate.

The validation tests were carried out on an artificial population prepared to be
implemented in an artificial patient according to the following steps:

– 16 combinations of age and height were randomly selected (8 for women and 8 for
men);

– with the help of a computer program using equations elaborated for the Polish
population [17], the predicted values of spirometric indices for these combinations
of sex, age and height were found;

– using the tgol.e-spirometry computer simulation system basing on VRS [17], for
each set of the predicted values, the set of respiratory system parameters was found,
for which the virtual spirometry gave results equal to predicted ones;

– these sixteen sets of parameters created a population of 16 artificial healthy
individuals,

– by changing parameters for healthy individuals, pathologies were introduced
(Table 1);

– AP with those sets of parameters introduced into the AP numerical part created an
artificial population of patients with obstructive and restrictive diseases.

Hybrid model of 
the respiratory 

system 

Developed 
equipment 
for testing 

the new method 

TR

PC

Respirator

Spirometer

Other devices

The physical part The numerical part

Model of the respiratory system

Fig. 3. The device connected to the hybrid model of the respiratory system with a built-in
piston; view of the measuring stand. Hybrid model of the respiratory system, in which the TR -
impedance transformer connects the physical and numerical parts.
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Both initial tests [20] and the final validation of the device that is reported here were
made with the use of such an artificial population.

3 Results

The results of the validation are shown in Figs. 4, 5 and 6. Tests of measurement
repeatability were the first step the validation (Fig. 4). The obtained relative error was
less than 10% and results were comparable.

Fig. 4. Tests of the repeatability for a subject; (a) sample measurement result, added compliance
maneuver; Crs = 0.02 ± 0.0015 ml/cmH2O, (b) an example of spirometry test results.

Table 1. Chronic obstructive pulmonary disease severity [19].

Severity FEV1% range

Mild obstruction FEV1% � 80%
Moderate obstruction 50% � FEV1% < 80%
Severe obstruction 30% � FEV1% < 50%
Very severe obstruction FEV1% < 30%

FEV1% - forced expiratory volume in one second
expressed as the percentage of the value predicted
for a particular patient
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Figure 5 presents values of FEV1 for an individual artificial subject, for various
elastic and resistive properties (they are quantified by means of percentages of the
normal properties expected for this subject). FEV1 has the smallest value for severe
obstruction and increased compliance (%C200%R800). As shown, the FEV1 value
made it impossible to differentiate severe bronchial obstruction with normal compliant
properties (%C100%R800) from mild bronchial obstruction with increased compliance
(%C200%R400). The same problem appeared for moderate obstruction and normal
compliance (%C100%R400) and those with mild obstruction and increased compliance
(%C200%R200), as well as for patients with mild obstruction (%C100%R200) and
people with healthy bronchi but with increased compliance (%C200%R100). As shown
in (Fig. 6), ACRM can differentiate the above cases.

4 Discussion and Conclusions

In modern medicine and health policy there is a clear shift of focus from the exclusive
treatment of advanced pathology to activities aimed at disease prevention [4, 21].
Prophylactic treatment has been recognized as equally and sometimes even more
important than the treatment of already diagnosed diseases and health disorders.
Effective long-term preventive actions require the preparation of an integrated strategy
aimed at simultaneous improvement of many aspects of population health status at a
population scale. Spirometry belongs to the group of listed services guaranteed by the

increased lung compliance 
normal lungs 

8 48 4 28 4 2 1 1

%C50%R100
%C50%R200
%C50%R400
%C50%R800
%C100%R100
%C100%R200
%C100%R400
%C100%R800
%C200%R100
%C200%R200
%C200%R400
%C200%R8002 1

0 1 2 3

increased lung stiffness 

1
2
4
8

B

healthy bronchi 
mild bronchial obstruction
moderate bronchial obstruction
severe bronchial obstruction

A

FEV1 [l]

Fig. 5. Spirometry of an artificial subject for the combination of different severities of bronchial
obstruction (increased R) and compliances (C) of the pulmonary tissue; (A) The decrease in lung
compliance (increase in stiffness/elasticity) facilitates exhaustion in obstruction. (B) FEV1 poorly
differentiates increases in airway resistance and compliance.
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Ministry of Health in the field of primary health care. COPD is a serious public health
problem in Poland [19]. This is one of a few chronic non-infectious diseases of the
respiratory system, whose incidence still increases in Poland. As many as 2.5 million
Poles suffer from COPD. Meanwhile, this disease is poorly recognized in Polish
society. Only three out of a hundred Poles have even encountered the term COPD.

The GOLD guidelines increasingly draw attention to the multidisciplinary approach
to COPD disease and worsening the course of co-morbid disease that may affect
treatment and require a comprehensive approach [21]. Correct diagnosis and treatment
also positively affect the course of COPD itself.

COPD is one of the main causes of chronic morbidity and mortality in the world
[4, 21]. It ranks third among the causes of deaths, and its significance is likely to grow
as the population ages and continues to be exposed to risk factors. Currently, it is
forecasted that COPD will be the third most common cause of death in the world. Due
to the rapidly increasing morbidity and mortality because of this pathology, it is nec-
essary to take all and appropriate actions to prevent, detect and implement a proper,
multidisciplinary approach. It is important to increase public awareness and initiate
discussion on solutions aimed at improving the quality of life of patients suffering from
this deadly disease.

The results of the study using AP show some artifacts in the form of oscillations.
They are probably related to the dynamics of the piston in the physical part of AP and
the regulation error of this piston. Spirometry measurements were performed in a single
maneuver procedure, because the results of previous tests showed good measurement
repeatability on the simulator with the connected spirometer (Fig. 4).

By changing compliant and/or resistive properties, it was possible to simulate
different lung pathologies and assess how the developed device realizing ACRM

Fig. 6. Presentation of the results from Fig. 5 on the Crs-Rrs plane.
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operates (Fig. 6). As shown, forced spirometry, in which only the values of FEV1/FVC
and FEV1 are taken into account, slightly differentiate increased resistance and com-
pliance. Additionally, restriction caused by decreased compliant properties increases
FEV1 (Fig. 5). Moreover, comorbidity of obstructive and resistive pathologies makes
forced spirometry useless because a restrictive disease decreases FVC, bronchial
obstruction decreases FEV1, and thus their ratio, i.e., FEV1/FVC, may have a correct
value, i.e. the value above the lower limit of normal. For those reasons, supplemen-
tation of forced spirometry with the proposed ACRM makes it possible to interpret
patient’s state better. The validation of results confirmed in a documented manner and
in accordance with the assumptions that the patented ACRM method and the device
[22] can be used to differentiate elastic and resistance properties as a supplement to
spirometric parameters in the assessment of lung diseases.

We conclude that the Added Compliance and Resistance Method enables differ-
entiation of lung pathologies related to disturbed resistive or elastic lung properties. It
may also be complementary to spirometry tests. The artificial patient seems to be a
good tool for preliminary validation of measurement methods due to the full knowl-
edge on its parameters.
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Abstract. Changes of transcript levels are among the first observable
cellular responses to internal or external stimuli. Those changes may be
caused by the well known phenomena of RNA interference, especially
by directly acting, transcript-specific micro RNAs (miRNAs), capable
of influencing gene expression by activation or silencing at the level of
DNA or mRNA. It may therefore be crucial to estimate the expression
levels of both a mRNA and of the miRNAs influencing it. Micro RNA
level changes may also be relevant in changes of the influence of signalling
pathways on specific genes. One of the greatest threats to developed soci-
eties nowadays is obesity, which is connected to various health problems
including colon or breast cancer [9,34]. In many studies a connection
between adipose tissue-derived hormonal activation and obesity can be
observed. Adipokines are various regulators (growth factors, cytokines)
of different signalling pathways, and could play a significant role in stim-
ulation cell proliferation, cell cycle, angiogenesis, and also tumour growth
and metastasis [21]. The let-7 miRNA family seems to be a good candi-
date to study adipose tissue-derived hormonal activation especially can-
cer migration and metastasis in cancer cells due to its involvement in con-
servative pathways with various nuclear factors like factor-B, Lin28/Let7
and TNF-alpha [15]. In this paper we have studied the regulatory role of
miRNA let-7 in migration of HCT 116 colorectal cancer cells, and addi-
tionally in Caco-2 cells after hormonal stimulation with the adipokine
vaspin. We found stimulatory effects of vaspin on Caco-2 cells at a dose
of 3 ng/ml after 72 h of observations by time lapse live-cell microscopy
in Wound Healing assays.
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1 Introduction

Contemporary biology has undergone a small revolution with the discovery of
microRNAs (miRNAs), a class of around 22 nucleotide-long regulatory RNAs
(Fig. 1). Micro RNAs are endogenously expressed, non-coding RNAs that inhibit
the translation of target mRNAs by binding to complementary sites found in
their 3’ untranslated regions [36]. To date, thousands of miRNA genes have been
identified by a combination of cloning, direct sequencing and bioinformatics tech-
niques. Computational analysis suggests that the total number of miRNA genes
may be greater than 1% of the total protein coding genes [20]. Experimental data
and computational algorithms suggest that each miRNA may potentially target
multiple (up to hundreds) mRNAs, which taken collectively indicates that over
30% of all genes may be regulated by miRNAs [20]. By targeting the mRNAs
of protein-coding genes, miRNAs play a critical role in a variety of biological
processes like development, cell growth, proliferation, migration, lineage deter-
mination and metabolism [1]. miRNAs have also been implicated in the etiology
of a variety of complex diseases like Fragile X syndrome, Tourette’s syndrome,
Alzheimer’s disease, neurodegenerative diseases and a large number of cancers
with different origins [1,20,29].

Fig. 1. Left, structure of pri-miRNA precursor for miRNA let-7 biogenesis (modified
from [22]; left). Right, let-7 family expression in HCT 116 cells assayed by microar-
rays [2].

Examination of tumor-specific miRNA expression profiles has revealed
widespread deregulations of these molecules in various cancers [19]. Moreover, it
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has been reported that over 50% of miRNAs can be mapped to regions in the
genome associated with chromosomal locations linked to cancer [35]. Some miR-
NAs appear to act as oncogenes. For example, mir-21 is relatively overexpressed
in glioblastoma multiform, cervical, and breast cancer [23] and increased expres-
sion of miR-21 appears to decrease apoptosis. Similarly, the locus containing
seven miRNAs of the miR-17-92 polycistronic cluster is amplified in a variety
of B-cell lymphomas [8]. Conversely, some miRNAs can act as tumor suppres-
sors, genes whose deletion promotes the process of tumorigenesis. An important
example is the let-7 miRNA and its target, the protooncogene Ras. Activating
mutations in Ras result in increased expression, causing cellular transformation.
MiRNAs from the let-7 family are down-regulated in human lung cancer, and
it has been speculated that this leads to increased severity of the cancer due to
misregulation of Ras [32].

The first cellular response, for any external stimuli or modification of internal
equilibrium modification, could be changes on the transcriptional level. It is well
known that short miRNAs are direct acting regulatory elements are short miR-
NAs, and play a crucial role in gene activation/silencing. Estimation of expres-
sion profiles of miRNA is important, as well as that of expression profiles of
genes regulated by this miRNA. Relevant changes in miRNA level influence sig-
naling pathways; the miRNA let-7 can act in cells through the evolutionarily
conserved pathway, a feedback loop involving nuclear factor-B, Lin28/Let7 and
TNF-alfa [15]. So, the let-7 miRNas family seems to be a good candidate to
answer the question: is there a let-7 miRNA regulator in adipose tissue-derived
hormonal activation of cancer migration and metastasis? We have estimated
the level of let-7 miRNA in HCT 116 cells, with correlation to the migration
potential. Additionally, in Caco-2 cells the migration was assayed after hormonal
stimulation by the adipokine vaspin.

Numerous pathways targeted by let-7 can be connected to reduction of
tumour severity, which may explain the fact that the let-7 miRNA group is
considered a cancer metastasis stimulator, especially in breast cancer. [33] The
let-7 family consists of 10 known members: let-7a, let-7b, let-7c, let-7d, let-7e,
let-7f, let-7g, let-7i, miR-98, miR-202 and in normal physiological conditions
they are primarily involved in gene regulation, cell adhesion and muscle for-
mation. In case of cancer the let-7 family is associated with apoptosis, pro-
liferation and invasiveness of cancer cells [33]. Let-7 expression is controlled
at various stages of biogenesis, which involves numerous factors and signaling
molecules, including adipokines. As chemoatractants, adipokines play a role in
chemotaxis, which is believed to be a fundamental cause of metastasis in which
external signals direct/orient and attract tumor cells. A set of adipokines, such as
vaspin, visfatin, leptin or adiponektin, could be used as stimulators for miRNA
expression and provide additional regulation of cancer cell migration (Fig. 2).
Live single-cell observation with a time lapse system allowed for observation of
microRNA-dependent microenvironment remodeling via exosomal vehicles pro-
duction [17]. An understanding of the heterogeneity of tumor cells and commu-
nication among them via miRNA transfer may help in clinical treatments, and
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Fig. 2. Scheme of adipokine hormonal-dependent processes, e.g. migration and metas-
tasis in cancer cells (modified from [4] and [3]).

miR-21 is already known as a regulator and promoter of migration and inva-
sion processes in esophageal cancers [17]. It has been also reported that tumors
which are able to secrete let-7-rich exosomes to the extracellular environment
could maintain high carcinogenic and metastatic capacities [17]. This process is
not yet fully understood, and varies in different cancer cell lines. Cancer metas-
tasis could also be connected with adipose tissue miRNA production, such as
reported for miR 1908 in mature human adipocytes [18]. Some of the adipokines,
such as resistin and leptin, have been shown to down-regulate the expression of
miR 1908 in human adipocytes, however there are still conflicting results with the
up-regulation moieties [18]. Such inconsistent reports resulted in the investiga-
tion of regulatory models of cancer cell migration and invasiveness that includes
evaluation of miRNAs after adipokines stimulation. Different miRNAs, together
with specific adipokines, impact surrounding environmental niches and play a
role in tissue remodeling; however in pathological situations with imbalanced
physiological genes and miRNA expression it could result in disease progression
like that reported in metastatic bone morrow cancers [11]. Due to these reasons
a study of the influence of both adipokines stimulation and miRNA regulation in
cancer cells seems to be necessary. Adipose tissue also influence s the inflamma-
tion process, which in chronic states could be a response for cancer development
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and progression [10]. Nucleic acids are a highly attractive class of biomarkers
because of their easy and non-invasive extraction from samples (stool, blood,
urine) and from tissues and cell lines models in vitro. DNA, RNA and nowadays
miRNAs are widely used for prognosis and diagnosis [30].

Based on the current knowledge, a possible role of let-7 family miRNAs in
migration and metastasis in cancer cells after adipokine stimulation was stud-
ied. Enhanced secretion of adipose-derived hormones like growth factors and pro-
inflammatory cytokines allowed to focus on elements for studies of the pathogen-
esis of tumor growth, increased cell migration, and subsequently cancer metas-
tasis (Fig. 2). After hormonal stimulation the phenotype of the cells changed
radically, and only live-cell and time-lapse microscopy in vitro allowed to study
the behavior of single cells or whole populations. Using a 72 h Wound Healing
assay, vaspin [3 ng/ml] stimulated proliferation and migration of Caco-2 cells.
In HCT116 cells the level of let-7 miRNA was estimated to study its role in
cell migration. The results presented combine vaspin and miRNA let-7 cross-
interactions in stimulating migration of cancer cells.

2 Materials and Methods

2.1 Cell Culture, Cytotoxicity and Migration Assays

Vaspin was obtained from Enzo Life Sciences (cat. No. ALX-201-360-C050) and
dissolved in sterile PBS (PAA). Concentrated stock solutions (0.05 mg/ml) were
stored at −20 ◦C and working solutions were prepared in fresh growth medium
before assays. In vitro cytotoxicity assays (MTT; Sigma) based on mitochondrial
dehydrogenase activity enabled assessment of the effect of vaspin at different
doses [0; 1; 3; 5 and 10 ng/ml] on cells during 72 h. The IC50 (the concentration
of drug causing 50% reduction in proliferation of cells i.e. growth or viability)
was calculated from the dose-effect curve using CalcuSyn Version 2.0 (Dose-
Effect Analyzer for Single and Multiple Drugs software; BIOSOFT). Before
assays HCT116 (ATTC) cells and Caco-2 (ECACC) were plated 24 h before
assay under standard conditions in DMEM-F12 (PAA) medium supplemented
with 10% FBS (EURx) and penicillin/streptomycin (Sigma) on 96-well plates
(Sarstedt), with 10 000 cells per well. For migration and Wound Healing assays
cell monolayers at 80–90% confluence were scratched and vaspin was added to
wells at appropriate concentrations. Microscopy observations were made manu-
ally every 24 h (HCT116), or automatically every 1 h (Caco-2).

2.2 Cell Transfection and Dual Luciferase Assay

HCT116 cells in 96-well plates were transfected with 100 ng pUC19-GFP control
reporter plasmid and 100 ng Renilla luciferase reporter plasmids: psiCHECK2-
let-7 8x (Addgene), termed here (+) 8 x let-7, and psiCHECK2 (Promega),
termed here (−) 8 x let-7 using Lipofectamine 2000 (Invitrogen). Firefly and
Renilla luciferase activities were measured 24 hours after transfection with the
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Dual-luciferase assay (Promega). Renilla activity was estimated on the basis of
visually verified presence of GFP (Green Fluorescence Protein) in cells trans-
fected with pUC19-GFP control plasmid (Addgene).

2.3 miRNA Real Time PCR

Let-7a was chosen as a representative member of the let-7 group due to its promi-
nent expression in HCT116 cells among members this family (Fig. 1). Quantifi-
cation of miRNA let-7a was done using specific primers (has-let-7a; Applied
Biosystems) for reverse transcription reactions. TaqMan MicroRNA Assays,
with primer and probe sets designed to detect and quantify mature microRNAs
(miRNAs) followed by producer’s protocol (Applied Biosystems). These assays
detected and quantified small RNA in 1 to 10 ng of total RNA with a dynamic
range of greater than six logs. When the assays were used for microRNA analysis
they enabled discrimination of mature miRNA sequences from their precursors
(Fig. 1). For normalization of expression levels, reference U6 snRNA was used.
Real time PCR reactions were performed using a 7900 HT Fast Real-time PCR
System (Applied Biosystems) and the results were pre-analyzed with SDS 2.4
and RQ Manager 1.2.1 software. Final results are presented as threshold cycle Ct
mean, normalized to U6, from 3 independent experiments ± SD using Microsoft
Excel 2010.

2.4 Wound Healing Imaging

Standard Wound healing assays were performed to estimate migration and
invasive potential after application of vaspin. Manual image acquisitions from
scratched plates of HCT116 cells were made every 24 h using ZEISS MD1 Axio-
phot microscope, transit channel and 5x magnification. The scratched area was
located using ImageJ software cells were counted. Results from each time point
(0; 24; 48 and 72 h) are presented on chart as mean ± SD of time-depended
confluency, mean from 3 separate image sets. An Olympus CellR microscope
equipped with a temperature-controlled live-cell chamber was used for auto-
mated and time-lapse image acquisition at a predetermined position in control
and vaspin treated Caco-2 cells. Images were automatically taken with 1 h acqui-
sition intervals.

2.5 Images Pre-processing and Computational Analyses

Transparent light and phase-contrast images from time-lapse live-cell microscopy
were read into Matlab R2016b software. The transparent light images were con-
verted into negative images, and then merged with the phase-contrast images
for better separation of the cells from background. In the next step the images
were binarized, and through graphical operations the cell population was turned
into a mask which was used for detection of the edge of cell population (border
between cells and empty scratched area; Fig. 7; down). Pixels of the edge of the
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first image in the sequence were used as starting points of cell migration, and in
the succeeding images migration pace was calculated in relation to these pixels
in respective rows. The mean value of differences in positions of corresponding
pixels in the mask edges was generated as a result. Final results are presented
as plots for control and treated cells, displayed as mean ± SD from 10 separate
image stacks.

3 Results

3.1 Transfection Efficiency

Twenty-four hours after transfection, plates ware evaluated visually for the trans-
fection efficiency using fluorescence microscopy. Green signals emitted by HCT
116 cells (transfected by a pUC19-GFP control reporter plasmid) were counted,
and expressed as the percent from 100 cells. The transfection efficiency of over
40% suggested that transfection with other plasmids, using lipofectamine would
be on the same level, and this protocol was used for further experiments with
measurements performed 24 h after transfection (Fig. 3).

Fig. 3. Positive control transfected HCT 116 cells (green fluorescence), 24 h after trans-
fection with plasmid pUC19-GFP. Images from FITC channel; magnification 20x (A),
and 40x (B). Transmission and FITC channels merged, 100x (C).

3.2 Let-7 miRNA and Gene Expression Regulation

To monitor Renilla and/or Firefly luciferase signals in transfected cells we
observed the luminescence of both luciferases using the Dual Luciferase Sys-
tem. The gene of interest was cloned into the multiple cloning region located 3’
to the Renilla luciferase gene and its translational stop codon. After cloning, the
vector was transfected into HCT 116 cells and the Renilla luciferase gene and the
gene of interest was transcribed. If a specific miRNA let-7 bound to the targeted
3’-UTR region of mRNA for the gene of interest and cleaved and subsequently
degraded it, a decrease of the Renilla luciferase signal was observed (Fig. 4A).
The measurements were made 24 h after transfection of HCT116 cells, defined
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Fig. 4. (A) Let-7 miRNA interactions with reporter genes (modified from [25]); (B)
Dual report assay for let-7 miRNA gene regulation at 1and 12 h after transfection; (C)
let-7 miRNA level. Data show mean ± SD from 3 experiments.

as 1h, when the luminescence of reporter Renilla luciferase was similar to that in
cells with plasmid unregulated by let-7 miRNA (Fig. 4B). However, in the next
12 h the let-7 regulated luciferase signal (+) 8 x let-7, increased from 3.63 at 1 h
to 4.44 at 12 h (Fig. 4B). The signal for unregulated luciferase (−) 8 x let-7 was
stable (Fig. 4C). Expression of let-7 miRNA decreased insignificantly after 12h,
but for the whole populations of transfected with (+) 8 x let-7, (−) 8 x let-7
and untransfected cells let-7 miRNA expression levels at 1 and 12 h were similar
(Fig. 4C). These findings suggested that in HCT 116 cells transfected with the
reporter gene, after 12 h a lower level of miRNA let-7 did not decrease Renilla
luciferase production. The constant level of let-7 miRNA suggests that let-7
miRNA may be used in regulation of other cellular migration process.

3.3 HCT 116 Migration Assay

Standard Wound Healing assays showed the natural potential of HCT 116 cells
for proliferation and migration; an increased number of cells within scratched
area was detected in long-time observations (Fig. 5, left). At confluence (over 60
cells/scratched area) cellular proliferation was slower at 48 h, contact inhibition
and cellular death stopped migration and proliferation at 72 h (Fig. 5, right).
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Fig. 5. Left, typical images from HCT116 Wound Healing assays; transmission
microscopy; magnification 5x. Right, manually counted cells from the scratched area.
Data show mean ± SD from 3 experiments.

Because of its stable level in HCT 116 cells (Fig. 4), miRNA let-7 played a poss-
sible role in such crowded population and could have inhibited cell motility [13].

3.4 Cytotoxicity Assay of Vaspin in Caco-2 Cells

Vaspin showed dose-dependend antiproliferative activity on Caco-2 cells with an
IC50 = 2.8 ng/ml (Fig. 6). Higher doses started to be lethal and were not used
for long-time microscopic observations.

3.5 Hormonally-Stimulated Migration

Wound Healing assays for observation of cell populations by time-lapse image
acquisition were automised, so that with image pre-processing, cells movements
were perfectly detected at each position every 1 h. The scratched area was mon-
itored during 72 h and the confluency and position changes ware calculated for
each image. Vaspin stimlulated the migration and proliferation of Caco-2 cells
at dose of 3 ng/ml, but the differences between control and vaspin-treated pop-
ulations were not statistically significant (Fig. 7).
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Fig. 6. Left, viability of Caco-2 cells after vaspin addition shown by MTT assays after
72 h. Right, IC50 calculated from the dose-effect curve using Dose-Effect Analyzer for
Single and Multiple Drugs software. Values are means ± SD from 3 separate experi-
ments

4 Discussion

One of developed countries problems is a population obesity, with accompanying
health disorders, like an increased risk of colon cancer and breast cancer [9,34].
Adipose tissue delivers set of adipokines, which are regulators (growth factors,
cytokines) of different signaling pathways. The adipokines could play a significant
role in stimulating of cell growth, proliferation, cell cycle, angiogenesis and also
tumor growth and metastasis [21]. Leptin is expressed in colorectal tumors with
a greater expression in more aggressive tumors [3]. An adipose tissue, which is
also a residuary of an adipose-derived stem cells (ASCs) could be a promising
candidates for autologous cell-based regeneration therapies. [27] The existence
of a feedback loop, involving nuclear factor-B, Lin28/Let7 and TNF-alfa has
been described in ASCs transformation [15], also presumably in cancerogenesis,
migration and cancer progression. Cell motility is one of the most important
factors that can affect both, cell migration and invasion in cancer. A member of
the let-7 miRNA family, let-7b has been reported as an inhibitor of mentioned
above processes - it was observed that the motility of breast cancer cell was
remarkably decreased after introducing an overexpression system for let-7b into
the cells [13]. In opposite way, let-7 miRNAs are known as regulators of novel
neurons in newborns and can regulate radial migration [28]. So, role of let-7
miRNAs family is wide and opposite in different molecular processes, that’s why
they were a good candidates to be either scavenged, or to be released via cancer
cells in migration process.

Epigenetic factors, such as ionizing radiation, could modify primary structure
of precursors and mature miRNAs (Fig. 1), what influence regulatory functions of
these elements in gene expression [24]. We have already studied oxidative bases
modifications in DNA/RNA [26] and we can conclude, that perfect matches
or mismatches between nucleobases, formed by hydrogen bonds in secondary
structure of nucleic acids, influence targeting 3’ UTR mRNA of reporter genes
by miRNA let-7. The changes are observed on the expression level [14,16,31].
After ionizing radiation, the nucleic acids interactions are modified and novel
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Fig. 7. Upper panel, effect of vaspin [3 ng/ml] in Wound Healing assays on Caco-2
cells. Migration rates for control and treated cells from analysis of images acquired
every hour for 72 h at 10 positions. Data show mean ± SD from 3 experiments. Lower
panel, images preprocessed from phase-contrast (transit channel) using ImageJ software
(magnification 100x).

Fig. 8. Scheme of the degree of complementarity between the 3’- untranslated region
(UTR) of the target mRNA and the seed region of the miRNA - mechanism of regula-
tion (after [24]).
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gene expression profile in cells occurred (Fig. 8), according to the near-perfect
or perfect complementarity theory [24].

Previous findings also showed correlation, between adipokines level, vis-
fatin, in the cells and activation of an antioxidative enzymes (catalazes, dismu-
tases), after colorectal cancer HCT116 and melanoma Me45 cells with oxidative
agents stimulation [5,6]. Cellular response, with apoptosis as main effect after
adipokines-dependent stimulation, were observed and also nuclear co-localisation
of visfatin, probably as an regulatory element in gene expression of treated
HCT116 cells were found [7]. The correlation of previous findings with can-
cer migration and metastasis, corresponded with one of the main cancer cells
hallmarks [12], where adipose tissue deliver to cancer cells oxidative agents, and
released hormons played a role of nuclear regulators for gene expression. miRNA
let-7 expressed at constant level in HCT 116 cells could be also connected to
migration process.

5 Conclusions

Using long-term microscopy observations, we adjusted Wound Healing assays
for multifunctional analysis. We stimulated Caco-2 colorectal cancer cells with
vaspin at concentrations of 1, 3 and 5 ng/ml, and found increased migration at
3 ng/ml compared to untreated control cells (Fig. 7), confirming a correlation
between adipokine concentration and cellular motility.

The results will allow for prediction of behavior of obesity-related tumor cells,
their motility, migration and metastasis. The physiological aspect of such pro-
cesses are still under investigation, and our novel findings improve knowledge in
the area of pathogenesis of obesity and hormonal regulation of cancer. Adipose
tissue, as a system for delivery of adipokines which are regulators (growth fac-
tors, cytokines), together with miRNAs, should be the object of consideration
of different signaling pathways.
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Abstract. In this study, a fractal analysis is applied to Magnetic Res-
onance Images (MRI) of the liver simultaneously to PET imaging. The
analysis was performed to examine the influence of the size of the region
of interest (ROI) in calculating the fractal dimension. MRI from 31
healthy subjects were used for analysis, several or a dozen frames from
each, giving a total of 426 images. Five different algorithms of frac-
tal dimension calculation (box-counting, rectangular prism surface area,
power spectral density, triangular prism surface area and the intensity
difference scaling) are tested. Two sizes of ROI’s were analyzed: 128×128
pixels and 64× 64 pixels. The greatest similarities in the analyzed ROIs
were obtained using the intensity difference scaling algorithm but others
gave acceptable results.

Keywords: Fractal dimension · Region of interest · PET-MRI

1 Introduction

Fractal geometry is a powerful tool used in many fields of science and technology.
Specific examples of its use can also be found in medicine. To make the correct
diagnosis, in addition to the classical approach (e.g. interview), additional tests
are used to provide quantitative information about the patient’s condition [2,19,
20,23]. The examinations made using positron tomography are included in the
imaging of the interior of the human body. Visual analysis of body PET-MRI
scans, performed by an experienced radiologist, is often not sufficient for correct
assessment of the subject’s health. Doctors performing the analysis are able to
identify only a small part of the information stored in the images, hence the need
to look for the appropriate methods in the analysis of images that can help the
correct diagnosis.
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Inmost applications, the fractal dimension parameter (meaning the complexity
of the object) of the analyzed object represented in the digital image is calculated.
The most important feature of the fractal dimension is that it can be fractional.
This distinguishes it from the topological dimension T that accepts integer values.
The set of points forming the line has a topological dimension T = 1, in this case,
it does not matter how complex the pattern is. Similarly, the set of points forming
the surface has a topological dimension T = 2. This traditional approach does
not provide any information about the degree of irregularity or fragmentation of
a given figure. Regardless of whether the surface is flat or “rough”, its topological
dimension is 2. The straight line is characterized by the fractal dimension equal
to the unity D = 1. However, the more complex the shape, the higher the fractal
dimension value. For a very complex line drawn on the plane D = 2 and in the
three-dimensional space D = 3. The fractal surface size is between 2 and 3. The
fractal dimension is a measure of the degree to which a given object fills the space.
The fractal dimension, directly related to the exponent appearing in the power
relationship, is governed by a power-law [3]:

M(s) = const · sD

D (Hausdorff-Besicovitch dimension) is contained between the topological
dimension of the fractal and the Euclidean dimension of the space, M(s) - a
measure, s - scale. Hausdorf-Besicovitch’s definition is too complicated for prac-
tical estimation, but it could be used in the creation of other algorithms. Algo-
rithms for estimation fractal dimension use geometrical or stochastic approach.
The following are distinguished among geometric algorithms: planar triangles
method [8,11], covering blanket method [1], at structuring element method [16],
box dimension and lacunarity. Statistical algorithms include: variogram [4,7],
power spectrum [12,21]. All of them were used in the medical image analy-
sis [5,6,9,14,15,17]. One of the major problems encountered during the image
analysis is a choice of parameters describing the image for the proper tissue char-
acterization. There are no such parameters that fit each problem, regardless of
imaging techniques, acquisition conditions, or the organ. The parameter charac-
terizing the tissue can be evaluated taking into account its stability (instability).
If changes in the region of interest (ROI) of a homogeneous image cause a signifi-
cant change in the value of the parameter, then this parameter can be considered
unstable and thus unusable in the description of a given type of image. This is
important because the calculated ROI size is often different for different patients.
The instability of a parameter and its dependence on the size of the ROI can be
determined by the coefficient of variation, which is calculated from the obtained
values for different ROI in the same homogeneous image. It expresses the ratio of
coefficient variation (standard deviation) in comparison with the absolute value
of its mean. The coefficient of variation increases with increasing instability of
the parameter. It should not exceed the set threshold.

In this paper we analyzed fractal dimension of PET-MRI liver images calcu-
lated by five algorithms: box-counting method, rectangular prism surface area
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method, intensity difference scaling method, power spectral density method and
triangular prism surface area method in the two sizes of ROI: 128 × 128 and
64 × 64 pixels in order to assess both the stability of the calculated fractal
dimension and its dependence on the ROI size.

2 Materials and Methods

2.1 Experimental Setup

Magnetic resonance images from 31 patients without liver disease were used
for analysis, several or a dozen frames from each, giving a total of 426 images.
The data came from the Laboratory of Molecular Imaging, Medical University of
Bialystok and were performed on a Magnetom Biograph mMR (Siemens Health-
care, Erlangen, Germany). MRI thorax imaging was performed simultaneously
to PET imaging the following sequence protocol post contrast a transversal
T1_vibe breath hold (TR 4.02ms, TE 1.6ms, 4mm slice thickness, FoV 400mm,
matrix size 256, GRAPPA factor 2). The images for analysis were selected by two
independent specialists. The region of interest cut from each frame was 128×128
pixels. Then, each of them was divided into four ROIs, 64× 64 pixels each. The
next step was to conduct the normalization process and to calculate the fractal
dimension using the five methods mentioned. In the case of the box method, the
binarization of the image by Otsu [18] was also performed before the calculation.
Schema of the analysis process are presented on Fig. 1.

normalization

128x128 pixels 64x64 pixels

PRE-PROCESSING

Methods:
Box-counting•
Rectangular prism surface area•
Intensity difference scaling•
Power spectral• density

• Triangular prism surface area

• Mean ± std
• Variance

CALCULATION
OF THE FRACTAL

DIMENSION

STATISTICAL
ANALYSIS

Fig. 1. Schema of analysis process
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2.2 Methods of Estimation the Fractal Dimension

Box-Counting Method (BC). The box-counting dimension is based on the
concept of counting the so-called boxes that cover the tested collection. This
method requires binarization. It is determined by the formula [1]:

Db = lim
ε→0

ln (N(ε))
ln 1

ε

(1)

where: ε - side length of the grid element, N(ε) - number of grid elements covering
the image.

The algorithm for calculating a fractal dimension using the box-counting
method [10] is as follows:

1. cover the object with a square grid with the side of the grid ε,
2. determining the number of meshes in which there are elements of the tested

object - N(ε),
3. remembering the above values,
4. repeating points 1–3 for a few or a dozen or so decreasing values of ε,
5. drawing the “fractal plot” putting on the axis of ordinates lnN(ε), and on

the axis of abscissae ln 1
ε ,

6. plotting a simple regression of the points obtained - its inclination is deter-
mined by the box dimension.

Rectangular Prism Surface Area Method “Skyscraper Method”
(RPSA). The method is based on modeling the image using cuboids using
pixel gray degrees. The fractal dimension Dr is calculated from the dependence
of [8]:

S(ε) = c · ε2−Dr (2)

where: S(ε) - surface, which is a collection of cuboids with a base ε2 and height
I(i, j), c - fixed scaling.

The algorithm for calculating a fractal dimension using the rectangular prism
surface area method is as follows:

1. assigning a cuboid image of ε×ε×I(i, j) to each matrix element (i, j)−I(i, j)
is the intensity (gray level) at the coordinates (i, j),

2. determination of the surface S(ε) as a set of cuboids with base ε2 and height
I(i, j), which is described by the formula:

S(ε) =
∑

i,j

ε2 +
∑

i,j

ε [|I (i, j)− I (i + 1, j)|+ |I (i, j)− I (i, j + 1)|] (3)

3. the calculation of S(ε) for ε = 1, which corresponds to the width of one
element of the image matrix,

4. averaging gray levels in squares with ε = 2, 4, 8, 16, etc.,
5. calculation of S(ε) for each ε.
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Intensity Difference Scaling Method (IDS). The method of calculating
a fractal dimension based on intensity differences uses a multiscale intensity
difference vector (MSID):

MSID = [ri (s1) , ri (s2) , ri (s3) , . . . , ri (sk)] (4)

where: ri(sk) is the average intensity difference for all pairs of pixels lying at a
given distance sk,

ri (sk) =

∑N−1
i1=0

∑N−1
j1=0

∑N−1
i2=0

∑N−1
j2=0 [|I (i2, j2)− I (i1, j1)|]
nsk

(5)

where nsk
is number of pixel pairs for the sk scale and the i1, j1, i2, j2 coordinates

satisfy the dependence:

sk =
√

(i2 − i1)
2 + (j2 − j1)

2 (6)

The algorithm for calculating a fractal dimension using the intensity differ-
ence scaling method [10] is as follows:

1. determining all possible distance scales between matrix elements in the whole
image,

2. determining the total number of different pixel pairs of scales data,
3. reducing the number of MSID components by using a normalized multiscale

intensity difference vector (NMSID), in which scales take integer values,
4. calculation of the fractal dimension Di from dependence log (ri (k)) from

log(k), where k = 1, 2, . . . , s.

Power Spectral Density Method (PSD). For the image matrix NxN the
discrete Fourier transform pattern DFT looks like this:

F (u, v) =
N−1∑

x=0

N−1∑

y=0

f (x, y) exp
(
−2πi

N
(xu + yv)

)
(7)

where: u, v is the so-called spatial frequencies (horizontal and vertical).
The algorithm for calculating a fractal dimension using the power spectral

density method [12] is as follows:

1. power spectrum calculation P (u, v) for a given image matrix,
2. power spectrum sampling in many directions θ = 1

tan(u,v) ,
3. calculation of means P (f) for each f ,
4. calculating β from the slope of the regression line log(P (f)) as a function of

log(f),
5. calculation of the fractal dimension Ds from the formula:

Ds = 4 +
β

2
(8)
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Triangular Prism Surface Area Method (TPSA). This method is based on
modeling the image using triangular prisms. The fractal dimension is calculated
from the dependence of:

S (ε) = c · ε2−Dt (9)

where: Dt - fractal dimension, S(ε) - surface, which is a collection of cuboids
with a base ε2 and height I(i, j), c - fixed scaling.

The algorithm for calculating a fractal dimension using the triangular prism
surface method [11] is as follows:

1. creation of an image matrix model by assuming that a, b, c, d represent the
gray levels of four adjacent elements, and e is the average of these values,

2. determination of four triangles for each element of the size matrix ε,
3. calculation of sums of surface areas S(ε) of created triangles for all elements

of the matrix,
4. repetition of the above steps for different values of ε,
5. determination of the fractal dimension Dt from the slope of the log regression

line log(S(ε)) as a function of log(ε).

3 Results

In order to assess the fractal dimension stability and its dependency on the ROI
size, the various ROI sizes were used. The results of the mean values and stan-
dard deviations of fractal analysis of various ROI sizes and their coefficient of
variation are presented in Table 1. The smaller the coefficient of variation, the
more stable the method is - the value is not greater than 0.01 [13]. These five
methods do not indicate significant differences in mean values of fractal dimen-
sion between the 128×128 sizes of ROI and 64×64 sizes of ROI. In Figs. 2, 3, 4,
5 and Fig. 6 visualizations of fractal dimension differences between the 128×128
sizes of ROI and sizes of ROI for various methods are shown. The values of the
fractal dimension for box-counting method do not indicate statistical differences,
but the values dispersion is significant (Fig. 2) in comparison to other meth-
ods. The values of the fractal dimension for intensity difference scaling method
(Fig. 4) and rectangular prism surface area method (Fig. 3) give a very small
dispersion of values. The values of fractal dimension for triangular prism surface
area method (Fig. 6) and power spectral density method (Fig. 5) are acceptable
with a relatively small variation of values. The intensity difference scaling algo-
rithm (the correlation coefficient was not greater than a fixed threshold, 0.01)
proved to be the most stable algorithm for calculating fractal dimension but the
others are also in the accepted threshold. The results of the fractal dimension
performed using different methods were different. Differences in values of fractal
dimension estimated by various algorithms are inevitable, because the value of
the exponent M(s) can be bound with D [10,22] in different ways. The values
of the fractal dimension of liver showed tissue homogeneity.
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Table 1. The values of fractal dimension calculated using different methods (BC -
box-counting, RPSA - rectangular prism surface area, IDS - intensity difference scaling,
PSD - power spectral density, TPSA - triangular prism surface area) for two sizes of
ROI.

Method Dimension for size of ROI
128× 128 64× 64

mean ± std Coefficient of variation mean ± std Coefficient of variation

BC 1.760 ± 0.148 0.0117 1.754 ± 1.148 0.0044

RPSA 2.220 ± 0.047 0.0010 2.262 ± 0.055 0.0011

IDS 2.224 ± 0.038 0.0006 2.225 ± 0.051 0.0007

PSD 2.251 ± 0.092 0.0038 2.127 ± 0.128 0.0046

TPSA 2.737 ± 0.115 0.0048 2.790 ± 0.112 0.0021

1

1.2

1.4

1.6

1.8

2

0 50 100 150 200 250 300 350 400

Fr
ac

ta
ld

im
en

sio
n

Results of box-counting method
128 x 128 64 x 64

Fig. 2. Results of calculating the fractal dimension with the box-counting method
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Fig. 3. Results of calculating the fractal dimension with the rectangular prism surface
area method
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Fig. 4. Results of calculating the fractal dimension with the intensity difference scaling
method
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Fig. 5. Results of calculating the fractal dimension with the power spectral density
method
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4 Conclusion

In this paper, five methods of calculating fractal dimension were presented. The
advantage of these algorithms is its ability to analyze PET-MRI images regard-
less of the size of the analyzed area. The results obtained indicate parameters
stability and independence of the ROI size. The results of calculation of the
fractal dimension using different algorithms were different. This was related to
different ways of combining the exponent M(s) with D. Comparisons between
images can be performed only when using the same method. The fractal dimen-
sion is a non-morphometric parameter, so very substantial differences can be
obtained using various algorithms. The fractal dimension of medical images can
be used for comparative statistics in comparing the two images or two regions
of interest.
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Abstract. Sjögren’s Syndrome is a systemic disease. Its diagnosis can
be supported by histopathological examination of minor salivary glands.
The value of the focus score equal or greater than one ensures the diag-
nosis of this disease. Human estimation is inherently subjective, which
often leads to diverging results during the process of diagnosis. The paper
proposes to use U-net CNN to find area of inflammation in WSI to sup-
port pathologist in the process of diagnosis by selecting foci for detailed
inspection. Proposed neural network was trained based on tiles of size
256×256 pixels in magnification 400x from 13 digital slides stained with
hematoxylin and eosin from patients with labial minor salivary gland
biopsies. The ground truth was established by manual annotations done
by a pathology resident. The accuracy and recall of proposed neural net-
work model on testing dataset show the potential of machine learning
for classification problem solving in this field.

Keywords: Digital microscopy · Deep learning · CNN · U-net ·
Sjögren’s Syndrome

1 Introduction

Sjögren’s Syndrome (SS) is a systemic disease, and its symptoms and signs are
presented throughout the entire body. Those include a dry, gritty or burning sen-
sation in the eyes, dry mouth, difficulty in talking, chewing or swallowing, a sore
or cracked tongue, dry or burning throat, dry or peeling lips, a change in taste
or smell, increased dental decay, joint pain, skin dryness, digestive problems,
dry nose, debilitating fatigue [1]. The diagnosis is based on assessment of symp-
toms, signs, clinical tests, concentration of antibodies in blood and histopatho-
logical examination of minor salivary glands [2]. The last one mentioned is not
obligatory, but may be extremely helpful [3,4]. The value of the focus score
equal or greater than one strengthens the diagnosis of Sjögren’s Syndrome.
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Human estimation is inherently subjective, which often leads to diverging results
during the process of diagnosis.

Machine learning approaches have been shown to improve the accuracy and
automation of histopathologic slide analysis [5,6]. These types of approaches are
reported to significantly reduce the tedious and laborious work of quantifications
and reduce variability among pathologists [7,8].

Convolutional Neural Networks (CNNs) are being recognized as state-of-the-
art in automated support in pathology domain [9]. They can be used in computer
based decision support systems for digital pathology [10]. Using deep learning
(DL) methods, CNNs can acquire complex histological patterns from microscopic
images by finding salient features in images. The most meaningful features help
solve the problems of classification, detection or segmentation of histological
primitives such as nuclei, mitosis, epithelium and regions in tissue such as tumor
margin [9,11].

The domain knowledge, in our cases pathology knowledge, is not necessarily
implemented in the neural networks. It usually increases pathologists’ mistrust
for this types of method. But numerous papers show that well-trained CNNs
allow to recognize patterns in images of the same type as those used during
training, but which the network has never “seen” before [9]. CNN applications
in digital pathology include recognition of the tumor regions [12] and its grows
[10], nuclei detection or segmentation [9,12], epithelium or other structure of
tissue segmentation [12], mitosis detection [9,12,13] and extraction of “hidden”
tumor characteristics for biomarker development [14–17].

Our goal is to support pathological examination of minor salivary glands by
finding regions of inflammatory infiltrate in Whole Slide Images (WSI) of tissue
biopsy from patients presenting symptoms and signs indicating SS. In the next
step of investigation we will develop an algorithm to detect lymphocytes’ nuclei
on the selected regions and count numbers of these nuclei. It will allow us to
calculate focus score. According to PJ Waterhouse, it is defined as the number
of lymphocytic infiltrate regions with more than 50 lymphocytes on the area of
4 mm2 of tissue in the slide [18].

There are no available computer-assisted methods for the analysis of inflam-
mation in SS patients’ biopsy slides stained with hematoxylin and eosin (H&E).
However, there are algorithms for finding the ratio of the number of T-
lymphocytes to the number of B-lymphocytes in various stages of SS in sali-
vary glands biopsy slides stained immunohistochemically against CD3 and CD20
using two color stains [4]. As in this investigation immunohistochemical process
of lymphocytes staining is used, the quantification process is narrowed down to
calculation of the ratio of number of pixels in brown and number of pixels in red
colors in an image.

In the presented investigation tissue biopsies are stained with H&E. This
causes lymphocytes’ nuclei and other cell’s nuclei present a blue tint because of
the light absorption by the hematoxylin. Lymphocytes’ nuclei can be detected
from other cells’ nuclei because of their smaller size, greater circularity in shape
and greater chromatic density. As lymphocytes’ cytoplasm is almost invisible
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around the cell’s nuclei, they are mostly surrounded by background rather than
pink color cytoplasm.

Currently, there are computer-assisted automatic or semiautomatic methods
for the analysis of immune response in many forms of cancer e.g. breast or ovarian
[9,10,12–14]. Results of proposed method should not be compared to results of
this type of methods because each trained NN is adjusted to the texture of
tissue of particular organ. Pattern of breast tissue with mammary glands and
ducts and tissue patterns of the labial minor salivary gland with salivary glands
affect clusters of lymphocytes’ nuclei visible in H&E stained samples with various
contents.

2 Materials and Methods

Firstly, the minor salivary gland is excised from the patient’s lower lip and trans-
ferred to the pathology department as formalin-fixed tissue fragments. Based on
these samples, microscopic slides of tissue fragments stained with H&E are pre-
pared in a pathology department. These slides are examined by a pathologist
at the next stage [2]. The doctor estimates the number of foci which contain at
least 50 lymphocytes and the total surface of the salivary gland parenchyma.
Afterwards, they calculate the number of foci per 4 mm2 of area covered by
parenchyma. This number is known as focus score [3,18].

For the purposes of this study, microscopic slides prepared for diagnostic
purposes in previous years have been used. This study involved 13 digital slides
(one slide for one patient). Prior to inclusion in the study, slides were manually
reviewed to check tissue quality and confirm the presence of at least three sali-
vary glands of appropriate size according to the guidelines [5]. After that all glass
slides were digitalized using Pannoramic 250 Flash II (3DHISTECH, Budapest,
Hungary) whole slide scanner. The scanner works with automatic setup which
means with automatic brightness settings, 10 focus points, and with Plan Apoc-
hromat objective with magnification 40x. Digital slides were manually checked
for blur artifacts, and affected slides were rescanned. As a result of extraction
from all WSI, 107 fragments containing images of tissue (fragments with empty
space and artifacts were removed) have been collected as tiff format images of
average height 17843 ± 5494 and width 16473 ± 6037 pixels.

2.1 Ground Truth Annotations

A pathology resident with 4 years of experience provided ground truth anno-
tations on a separate layer on these 107 images using GNU Image Manipula-
tion Program 2 (GIMP2) software. Usually, pathologists first inspect the slides
at lower magnification, then use higher one to identify areas of inflammation.
On most digital slides, several chosen, not all areas of inflammation have been
marked, if areas have been detected. Since accurate tracing of inflammation was
very time consuming, the areas for annotation were coarse; a tool called a brush
with a diameter several times larger than the average size of the lymphocyte
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nucleus has been used. The selected regions were saved as a separate map image
specific for each slide and used during training and validation processes.

All annotated WSI fragments were randomly divided into two groups: train-
ing and testing sets of images. Training set consists of 103 images of which one
is shown in Fig. 1 while testing set consists of four images each from different
WSI. Two of testing imaging are presented in Fig. 2.

Based on annotated images prepared software exported regions of size 256×
256 pixels in resolution 400x into separate images called tiles in semi-occluded
manner with sliding windows moved by 64 pixels in x and y axis. This way, more
than 150 000 images became the training set. More than 20 000 images became
the testing set using the same tiling method with step equal to tile size. The tile
size was chosen to ensure that nuclear features including cell organization and
larger structures of minor salivary glands organization are observable in tiles,
see examples of tiles in Fig. 1. In this investigation each tile from training set
covers approximately 2.5 × 10−6 mm2 area of tissue.

Fig. 1. Examples of tiles from training set and its location in fragment of WSI (image)
with annotations. Top – full WSI fragment with annotations (in black) and with posi-
tions of presented below tiles (blue, red and green). Bottom – right tile extracted from
place marked by red square; the left one – by blue square and middle by green one.
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Training tiles were divided automatically into two sets: the first if they
included wholly annotated region or the second if they included region partially
or completely devoid of annotation. Automatically generated tiles in training
sets were reviewed by the pathologist whether they contained clearly readable
and high-quality tissue areas. Selected tiles have been used to train CNN for
classification task.

2.2 Image Tiles Augmentation

Training of a CNN for a classification task requires thousands of training tiles
but collecting image data originating from big number of WSI is costly and
time consuming. To reduce the effort needed to acquire additional training data,
improve the robustness and generalization and decrease the risk of overfitting,
image augmentation is typically used. In this investigation the augmentation
was done by manipulating a single tile’s orientation because the orientation
augmentation is justified in this type of images by the fact that the location of
inflammatory areas have no inherent orientation with respect to imaging. In this
study some tile image have been either rotated by 0, 90, 180 or 270◦ or sheared
by 0.1 in either left or right direction (opencv nomenclature), thus changing the
shape of the annotation.

2.3 CNN Training

Within neural networks, there is a group of architectures, called Convolutional
Neural Networks. These are especially useful when analyzing images, which con-
tain information with strong spatial correlation between pixels. The deep learn-
ing technologies abounds in numerous CNN architectures. In this investigation
the U-net CNN [19] was chosen because it has been successfully used in tasks with
classification and segmentation problems [11,20] and applied to other problems
from not only the field of digital pathology [12]. It was decided to train NN from
scratch because pre-trained CNNs analyzed images stained with other methods,
most often using immunohistochemically stained tissue samples. This lead to
CNNs focusing on different image features, than was required. The process of
training from scratch was possible because of use two Tesla v100m cards with
32 GB RAM each.

2.4 Evaluation of Results

To evaluate proposed trained CNN suitable software has been written. To use
trained CNN to detect the regions of inflammation, the following procedure has
been prepared:

1. extraction of tissue area in a fragment of WSI and its division into separate
sub-images of the size of training tile,

2. individual tile classification by proposed U-net CNN,
3. construction of the map of inflammatory foci based on all classification results.
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To evaluate proposed trained CNN for classification task the quality of classi-
fication measures defined below have been used: accuracy, F-score and recall.
The value of these measurements were calculated separately for each fragment
(image) of WSI from testing set.

The measures are defined as:

– F-score:

F =
2TP

2TP + FP + FN
(1)

– Accuracy:

A =
TP + TN

2TP + FP + FN
(2)

– Recall:

R =
TP

TP + FN
(3)

By superimposing the inflammatory infiltration map outputted by the CNN onto
a corresponding ground truth mask it was possible to count true positive (TP),
true negative (TN), false positive (FP) and false negative (FN) pixels.

Calculations, augmentation and training were performed using Python lan-
guage (3.6+) and tensorflow and keras packages.

3 Results

3.1 Training

The process of training took 37 epochs (training through the entire dataset),
each with 19 435 steps (training through the batch of images) with batch size
(number of images used for training at once) 8. The model reached loss measured
by binary crossentropy: 0.0187, and accuracy: 0.9886, as calculated by tensorflow.

3.2 Classification Performance Measured Against Pathologist
Ground Truth

Visual assessment of maps constructed as the result of the procedure was per-
formed by displaying it side-by-side with original H&E slides with superimposed
pathologist annotations. Two fragments from testing set are shown with context
of obtained results in Fig. 2. Subsequently, numerical results of classification
performance for all fragments from testing set were calculated and presented in
Table 1.

The best results have been achieved for second fragment shown in the first
row in Fig. 2.
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Fig. 2. WSI fragments from testing set with annotation (black area) in first column
and results of inflammation area detection using proposed method in last column. The
best result (upper row) and the worst result (bottom row) according to F-score.

Table 1. Comparison of F-score, accuracy and recall for validation set of 4 images
(fragments of WSI).

Fragment of WSI F-Score Accuracy Recall

1 0.19 0.99 0.7

2 0.66 0.96 0.82

3 0.53 0.94 0.79

4 0.37 0.97 0.39

4 Discussion

The neural network classification method presented in this paper achieves high
accuracy of inflammation regions detection from 0.99 to 0.94 in comparison to
the results of manual annotation done by pathologist on validation set. It means
that almost all areas annotated by pathologist are detected by the trained CNN.

But results of F-score measurement are mediocre, ranging from 0.19 to 0.66.
Visual assessment shows reasons why FP regions appears in results of classi-
fication by NN. The first is coarse style of annotations visible in avoiding the
boundaries marked manually and automatically and in omitting some of lympho-
cyte nuclei clusters, particularly those small in size, by pathologist. The second
is presence of classified pattern near nuclei of adipose tissue or other salivary
glands structures other than parenchyma. All of these regions’ texture is similar
to the texture of annotated regions because there are also lymphocytes nuclei,
but they were not marked as ground truth as they are not placed in parenchyma
near blood vessel. So the validation by F-score is not suitable in this case because
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it based on FP which score high due to the selected method of annotation and
due to the fact that pattern is met in structures other than parenchyma.

The next measurement of quality of classification results – recall has value
from 0.79 to 0.82 as it shows the proportion of pixels classified correctly to all
positive in ground true.

To increase quality of the results two types of improvements should be
applied. The first one is introductory recognition if the area is parenchyma
to avoid classification from other structures. The second is filtration of found
regions according to the size.

5 Conclusions and Future Work

Study showing the potential of machine learning for classification problem solv-
ing in particular type of problems connected with digital images in pathology has
been introduced. A simple problem of development of supporting tool for diagno-
sis of Sjögren’s Syndrome was chosen. The first step of the study of inflammatory
infiltration quantification based on digital images of stained tissue fragments
obtained from minor salivary glands biopsy shows usefulness of deep neural net-
works.

Proposed method based on trained CNN should be developed to detect num-
ber of lymphocyte nuclei in detected inflammatory infiltration region in next step
of investigation. It can be done using analogical AI method or typical image pro-
cessing methods. Both steps of investigation used separately or together can help
pathologists in quantitative analysis and become a base for supporting pathology
through digital image analysis methods.

Because CNN model presented in this paper was trained and validated on
slides prepared in one pathology laboratory it should be verified using digi-
tal slides of salivary glands from other laboratories. It is needed to ensure
that proposed method is insensitive to the so called batch effect which is fre-
quently observed among histological images from various hospitals because of
non-biological experimental variations in various labs such as method of slide
preparation, specifications of the imaging device, and their software and even an
age of a sample.
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Automated diatom classification (part b): a deep learning approach. Appl. Sci.
7(5), 460 (2017)

18. Waterhouse, J.P.: Focal adenitis in salivary and lacrimal glands. Proc. R. Soc. Med.
56, 911–918 (1963)

19. Ronneberger, O., Fischer, P., Brox, T.: U-net: convolutional networks for biomedi-
cal image segmentation. In: Navab, N., Hornegger, J., Wells, W., Frangi, A. (eds.)
MICCAI 2015. Lecture Notes in Computer Science, pp. 234–241. Springer, Cham
(2015)

20. Salvi, M., Molinari, F.: Multi-tissue and multi-scale approach for nuclei segmenta-
tion in H&E stained images. Biomed. Eng. OnLine 17(1), 89 (2018)



On Stability of Feature Selection Based
on MALDI Mass Spectrometry Imaging

Data and Simulated Biopsy

Agata Wilk1, Marta Gawin2, Katarzyna Fr ↪atczak1, Piotr Wid�lak2,
and Krzysztof Fujarewicz1(B)

1 Institute of Automatic Control, Silesian University of Technology, Akademicka 16,
44-100 Gliwice, Poland

krzysztof.fujarewicz@polsl.pl
2 Maria Sklodowska-Curie Institute — Oncology Centre, Gliwice Branch,

Wybrzeze Armii Krajowej 15, 44-101 Gliwice, Poland

Abstract. In this work we analyse MALDI mass spectrometry imag-
ing data for thyroid cancer samples. Such a data, containing information
about spatial distribution of proteins/peptides, makes possible to make a
virtual analysis how a technique of fine needle aspiration (FNA) biopsy,
a routine diagnosis procedure for thyroid, influences the outcome i.e. a
set of discriminative features between cancerous and normal tissue. We
hypothesised that an impure dataset (consisting of normal cell contami-
nated cancer samples) would be beneficial in the terms of stable feature
selection. We compared several methods of predictor selection on differ-
ent datasets to perform an in-depth feature ranking stability analysis for
thyroid cancer mass spectrometry data. Furthermore we examined the
impact of sample contamination level on the selection.

Keywords: MALDI imaging mass spectrometry · Machine learning ·
Feature selection · Fine needle biopsy

1 Introduction

While it is universally agreed that a machine learning model will only be as
good as its training set, and several studies have been conducted concerning
the influence of the dataset on the feature selection process [12,23], little refer-
ence is available about the optimisation of the dataset preparation. In case of
biomarker selection, the general direction is the highest possible purification of
the samples. It can be achieved at the laboratory stage, for instance through laser
microbeam microdissection, which results in almost pure cell populations [11], or
computationally. Several interesting approaches have been proposed, including
the ISOpure algorithm employing statistical regularization strategies [17], and a
database-search enhanced method relying on Boolean operators [21].

The problem of sample heterogeneity is especially significant in diagnostic
procedures such as fine needle aspiration biopsy. A number of machine learning
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methods have been implemented for biopsy specimen feature selection and clas-
sification, ranging from image analysis techniques [3] to genomic and proteomic
approaches. The studies based on omic data are usually preceded by sample
purification [9,13].

We hypothesised that an impure dataset (consisting of normal cell contami-
nated cancer samples) would be beneficial in the terms of stable feature selection.
We compared several methods of predictor selection on different datasets to per-
form an in-depth feature ranking stability analysis [8,19] for thyroid cancer mass
spectrometry data. Furthermore we examined the impact of sample contamina-
tion level on the selection.

2 Data

2.1 MALDI-MSI Data

Tissue specimens were collected during thyroidectomy from 11 patients with
papillary thyroid cancer (PTC) and stored as formalin-fixed paraffin-embedded
material; the study was approved by the Institutional Ethics Committee
(Approval No. KB/430-49/12). Tissue samples were sectioned (10 µm) and for
each specimen cancer and normal (not malignant) tissue region was defined by a
pathologist. Tissue specimens were processed and peptide spectra were registered
in the m/z range of 600–4000 Da by MALDI-MSI with a 100 µm raster width as
described in details elsewhere [14]. Spectral components (features) were identified
in the normalized spectra by the Gaussian Mixture Model (GMM) as described
in details elsewhere [15]. For every specific (x,y) point in every preparation and
for every component in GMM model a convolution of a normalized spectrum
and a component of Gaussian function was performed giving an integral of the
pointwise multiplication of these two functions as the GMM component-related
feature value as described previously [14]. In total, the dataset consisted of 75642
cancerous and 118791 non-malignant observations (spectra) with 2422 features
(i.e., peptide ions) in each spectrum.

2.2 Dataset Preparation

In order to minimize the effect of possible errors during data acquisition as well
as to counter the imbalances of sample numbers both between patients and tissue
types, further data processing was required. A new dataset (later called sampling
dataset) was generated by averaging the spectra of square neighbourhoods for
randomly chosen points, under the constraints that the square contained more
than 24 points and all of them belonged to the same type. That way a matrix
was obtained, consisting of 50 observations of each type from every patient (for
a total of 1100 records). In this dataset differences in the profile of imaged pep-
tides between cancerous and healthy tissue was observed (Fig. 1) confirming the
potential of registered peptides/proteins as hypothetical biomarkers of thyroid
cancer.
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Fig. 1. Spectra comparison between tissue types



On Stability of Feature Selection 85

2.3 Simulation of Biopsy Data

Due to the lack of available biopsy data, it had to be generated in silico. To
construct a biopsy model, several assumptions had to be made:

1. A single biopsy procedure consists of five punctures with a common starting
point anywhere outside of the tissue, and different end points within the
thyroid.

2. The biopsy needle is rectangular in lateral cross-section.
3. All points ‘covered’ with the needle are included in a biopsy sample.
4. The spectrum of a biopsy sample is equal to a simple average of all the spectra

of the included points.

Obviously, the above-described model is simplified, as it does not take into con-
sideration punctures outside of the cross-section plane, or all the biological mate-
rial extracted during a real-life fine needle aspiration (including, but not limited
to blood, epithelial, and connective tissue). For a more realistic simulation of
the biopsy procedure a dedicated interface was designed (Fig. 2), using which a
second dataset (later referred to as biopsy dataset) was manually generated. It
consisted of 15 samples of each type per patient. By subsetting the biopsy data,
30 sets were randomly created, each containing one sample of every type per
patient.

Fig. 2. GUI dedicated for biopsy simulation
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3 Feature Selection

Feature selection algorithms can be divided into two main groups: filters and
wrappers. In filter methods, predictors are chosen relative to a certain statistical
measure which assigns a score to every feature. The main advantage of these
kind of methods is their robustness and low computational cost. However, filters
tend to ignore relationships between features which may lead to redundancy of
resulting variable set. The second approach, wrapper methods, selects optimal
features by employing the target model and assessing the contribution of each
feature to the classification quality. These algorithms, while very unlikely to
select correlated variables, are more prone to overfitting, and require significantly
greater computation time [6,7,18].

In the experiment, three methods of feature selection were proposed: t test,
Wilcoxon rank-sum test and sequential forward selection.

3.1 t Test

Let us assume that the observations come from groups of distributions N(μ1, σ
2
1)

and N(μ2, σ
2
2), respectively, and cardinalities n1 and n2. The t statistics may thus

be calculated as:
t =

μ1 − μ2√
σ2
1

n1
+ σ2

2
n2

The greater the absolute value of test statistic is, the better the corresponding
variable separates the classes [10].

3.2 Wilcoxon Rank-Sum Test

In contrast to t test, Wilcoxon rank sum is a non parametric test. The records
are randomly paired between classes, then the differences between pair elements
are sorted and ranked. The W statistic is the lower of the sums of positive and
negative ranks [22]. For large group cardinalities a z-score can be calculated:

z =
W − E(W )√

V ar(W )
=

W − n(n+1)
4√

n(n+1)(2n+1)
24

3.3 Sequential Forward Selection

It is a wrapper method in which the feature set is initialized as empty and then
in each step the classifier of choice is tested on a set supplemented with, one
at a time, all the unused markers. The variable for which the classifier gives
best results, according to a predefined loss function (usually one of the typical
classification quality measures like error or accuracy), is added to the set [1].
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4 Feature Ranking Stability

For a potential diagnostic application of the selected features, their choice must
be stable, so that the variable retains its significance for separation of classes in
the biopsy data. To test the feature ranking stability, selection was performed on
the sampling set, an then on the 30 biopsy datasets. Additionally, the analysis
was performed for datasets containing multiple biopsies from one patient, and for
bootstrap sets of the sampling data. The importance of stability and sensitivity
of feature rankings was also the subject of our previous works [5,20] (Fig. 3).
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(a) one biopsy per patient
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T test feature selection stability − three biopsies per patient

(b) three biopsies per patient
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(c) five biopsies per patient
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Fig. 3. Feature selection stability—t test. The x axis represents feature ranking in
sampling data, the y axis—rankings in biopsy or bootstrap datasets

The obtained results clearly indicate, that the feature selection from the sam-
pling set is highly unstable against biopsy data (containing cancerous samples
with varying degrees of normal tissue contamination). Furthermore a certain sta-
bilisation and decrease in ranking dispersion can be observed with the increase
of samples taken from each patient. This realization may suggest the merits
of multiple biopsy during the diagnostic process (other than the obvious ben-
efit of increase in the probability of encountering a malignant nodule with the
extra punctures). Further research is needed in this matter with emphasis on
the aggregation of repeated biopsy data.

The apparent stabilisation for multiple biopsies raises a question whether
the differences in marker selection are not caused by the small dataset size. To
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address this doubt one more stability test was conducted, this time utilising all
the available biopsy data (Fig. 4).

While the trend first observed in bootstrap sampling is more pronounced, the
differences in feature rankings are beyond any doubt, particularly for markers
in further positions. This finding supports the approach to biomarker search in
which, instead of focusing on purifying the dataset used for feature selection, a
contaminated, non-homogenous dataset is favoured (as it is closer to the clinical
data the target model will be used against).
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Fig. 4. Feature selection stability—t test. The x axis represents feature ranking for
sampling data, the y axis—ranking for the entire biopsy set

For Wilcoxon rank-sum test the instability of feature selection for biopsy data
is even more discernible (even though for bootstrap sampling the dispersion is
lower than for t test). This might prove disadvantageous as the constructed
model is likely to be less universal and irrelevant for new samples. Indeed, a
simple model trained on features selected using this method proved worse than
a model whose predictors were chosen with t test (Fig. 5).

The sequential forward selection algorithm was also applied to the datasets,
the tested classifiers being SVM, LDA and decision tree. To reduce the com-
putational cost of the method, it was preceded by a preliminary dimensionality
reduction using the aforementioned t test filter, selecting 150 features.

Surprisingly enough, the SFS algorithm yields identical markers in the same
order of selection as during the pre-filtering using t test. It could indicate the
lack of correlation between features. Because the wrapper methods are much
more computationally complex than filter ones, but do not result in noticeable
performance improvement, they were abandoned in later analysis (Fig. 6).
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(a) one biopsy per patient
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(b) three biopsies per patient
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(c) five biopsies per patient
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Fig. 5. Feature selection stability—Wilcoxon test. The x axis represents feature ranking
in sampling data, the y axis—rankings in biopsy or bootstrap datasets
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Fig. 6. Feature selection stability—t test. The x axis represents feature ranking for
sampling data, the y axis—ranking for the entire biopsy set
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5 Choosing a Dataset for Feature Selection

While the hitherto performed tests suggest that impure data is better to use
for feature selection, the natural question concerns the existence of a preferable
impurity level. For this purpose a new dataset was generated using the aforemen-
tioned biopsy simulator, modified to provide additional information referring to
the percentage of cancer tissue in the biopsy specimen. Contrary to the previous
data generation process, the biopsies intended as cancerous were not necessar-
ily acquired by actively aiming for the tumour, which resulted in samples with
practically full variability of cancer content.

The dataset was then divided into twenty groups according to the malignant
tissue content. Due to both the nature of a biopsy procedure and the model used
to simulate it, the groups with a very low or very high percentage of cancer cells
contained fewer observations than the middle ones.

For each of the groups t test feature selection was performed (t test was
chosen as the optimal method for its relative stability and simplicity). Then,
rankings were determined of each selected marker in other groups.

Figure 7 confirms the hypothesis that the value of a feature as a marker
for a model depends on the data subset based on which it was selected.
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The most desired path of depicted lines is as flat as possible, ideally through
the entire range of the x axis. Such features would be valid as biomarkers for
biopsy diagnosis regardless of the specimen composition.

For very low malignant tissue percentages no features with the required prop-
erties emerge, which was to be expected. However, in certain groups (most
notably for the percentages: 0.25–0.3, as well as all from 0.55 to 0.75), the
obtained plots are very closed to the desired appearance for the rest of the
scope. These subsets should therefore be favoured for mass spectrometry marker
selection.

6 Future Research

The results suggest that by subsetting the data relative to the sample com-
position, more optimal and universally viable features might be selected. With
this knowledge, further exploration of the approach proposed in this experiment
might prove valuable in constructing a diagnostic model for clinical application,
allowing for correct classification even for biopsies with high level of normal cell
contamination.
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Abstract. In their daily practice ophthalmologists frequently face the
problem of examining the vision abilities of immobilised patients. People
affected by stroke or a demyelinating disease, who are often bedridden
or struggle with movement disorders, are the best example of such a
case. For such patients a relatively simple test becomes impossible to
perform. The aim of this research is to transfer Ishihara colour test into
virtual reality, thereby creating a mobile diagnostic tool for immobilised
patients. Virtual reality headsets map the natural human perception of
space and isolate the patient’s eyes from any external light, which allows
to control fully the colour and intensity of displayed image. Moreover,
the headsets are light and portable, therefore, useful in evaluating the eye
condition of immobilised patients. Performing eye examinations on afore-
mentioned patients will improve the quality of their life. The application
was tested among patients with and without colour blindness disorder.
The achieved results suggest that the proposed solution can be used in
ophthalmologists daily practice. Moreover, it shows that the application
can be developed in the context of other ophthalmic examinations such
as visual acuity or perimetry.

Keywords: Virtual reality · Ishihara color test ·
Ophthalmological examination

1 Introduction

Ophthalmologists, in their daily practice, frequently face the problem of exam-
ining immobilised patients. People affected by stroke or a demyelinating disease,
who struggle with movement disorders, are the best example. In such cases a
relatively simple test becomes impossible to perform. Virtual reality headsets
are light and portable, therefore, can be useful in evaluating the eye condition
of immobilised patients. Moreover, a VR headset maps the natural human per-
ception of space and isolates the patient’s eyes from any external light, which
allows to control fully the colour and intensity of displayed image.
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The aim of this research is to transfer ophthalmic examination, namely the
colour perception test, into virtual reality, thereby creating a mobile diagnostic
tool for immobilised patients. The research is conducted in a multidisciplinary
team consisting of IT specialists and physicians working at the largest teaching
hospital unit in Poland, which congregates specialists in the fields of, inter alia,
ophthalmology and neurology, and what is the most important provides access
to patients who are immobilised.

The concept of the application was established during brainstorming sessions
among IT specialists and ophthalmologists. Additionally, during testing sessions
feedback was gathered among physicians and patients in order to improve the
tool and meet the expectations of final user groups.

The paper is organised as follows. In Sect. 2 we present virtual reality and
its utilization in medicine and health care. Next section describes colour blind-
ness and ophthalmic methods of its examination. Section 4 presents methodol-
ogy: technology and software, research process, details of created application
and conducted experiments. Section 5 presents discussion of the results and it is
followed by a conclusion and a plan for the future.

2 Virtual Reality

Virtual Reality (VR) is a technology that provides an interactive computer gen-
erated environment in which one can see and move in a dynamically changing
scenario [14]. VR simulates a user’s physical presence in an artificially generated
world and allows one to interact with it.

VR is defined as a set of computing technologies which provide a deep inter-
action and a natural experience of the world beyond reality [11]. It creates com-
puter visualisation of objects, space and events. It can represent both, a real
world as well as completely fictional elements.

Myron W. Krueger is considered to be the precursor of VR. He is an artist,
researcher and computer scientist who developed and created a number of inter-
active video-installations. His designs and visions have become the prototypes of
many VR systems, applicable in education, psychology and psychotherapy [20].

For the first time the term VR was specified by Jarona: Virtual Reality is the
use of computer technology to create the effect of an interactive three-dimensional
world in which the objects have a sense of spatial presence. In literature, one
can also find another definition of virtual reality, which is I3 : Interaction +
Immersion + Imagination [13]. Currently the I3 paradigm is mainly achieved
through the generation of visual, audio, less often tactile, smell or taste effects.
In most cases this technology enables interaction with a computer-simulated
environment through various manipulators.

Development of the first version of Oculus Rift [4] contributed to the popular-
isation of VR and the interest in VR devices is constantly growing. The business
role of VR headsets is increasing as well, and the companies such as Facebook,
Google, Microsoft, and Sony consistently invest in the development of this tech-
nology and find new uses for the hardware they manufacture. In 2016 the VR



96 D. Kamińska et al.

market was worth $ 1.6 billion, it is estimated that by 2020 it will increase to a
range from 40 billion to 120 billion U.S. dollars [8].

Most of VR related content is focused on entertainment or commercial appli-
cations, as these areas provide the largest groups of VR headsets recipients. How-
ever, the possibilities of virtual reality do not end there. The dynamic growth
and interest in the subject of virtual reality render it applicable in many other
areas such as military simulations, psychological or medical research.

Virtual reality has been adopted by scientists and medical professionals from
the University of Southern California Institute for Creative Technologies use
VR as a therapy tool for soldiers with Post Traumatic Stress Disorder (PTSD).
Currently it is used at clinical sites including hospitals, military bases and uni-
versity centres. The use of this tool resulted in a meaningful reduction in PTSD
symptoms [24].

Exposure therapy for patients with phobias is a similar VR application in
treatment. At the University of Louisville patients face their fears, such as flying
or claustrophobia in a controlled simulated environment [7]. An Argentinian
psychologist, Fernando Tarnogol, created a software platform called Phobos to
treat acrophobia and arachnophobia [16]. Deep, developed for Oculus Rift, might
serves as another example of such application. It helps users dealing with anxiety,
showing them how to take deep, meditative breaths in an underwater world [2].

Researchers from the University of Washington use VR as a distraction for
patients with extensive burns to redirect their attention during an extremely
painful dressings changing procedure. The studies have shown that this kind
of therapy works better than morphine. In a similar vein, a study shows that
virtual reality games may help patients with alleviate phantom limb pain [23].

VR interactive games are a great tool for socio-emotional therapy because of
autistic children’s intense interest in technology. Researchers from the Univer-
sity of Texas, Dallas put young adults in various social situations such as job
interviews or blind dates to train their reading of social cues and expression of
socially acceptable behaviour [18].

VR can also improve the quality of life of those who do not have the ability to
get out in the real world, i.e. elderly or disabled people. Students from Stanford
created a virtual reality experience for seniors confined at home, which allows
them to experience the world outside their homes (a bike ride or a walk on the
beach) [6].

ICT’s Game Based Rehabilitation Lab developed interactive tools based on
Kinect and Oculus Rift for rehabilitation of patients recovering from trauma,
such as stroke, mild traumatic brain injury or spinal cord injury. In addition it
is used for treating high-risk groups such as elderly adults, athletes and soldiers
at risk of concussive head injuries [5].

Neurosurgeons at the Mayo Clinic, Ronald Reagan UCLA Medical Center,
are planning complex brain surgeries using virtual reality technology. Wearing
the Oculus Rift, they can navigate through 3D models based on MRI or CT
scans to find the safest path to a hard-to-reach tumours [15].



Virtual Reality as a Tool for Ophthalmic Examination 97

Psychologists from Stanford shown how VR can change real-life behaviour. In
their experiment participants were asked to chop a tree using a virtual mechan-
ical saw. As their future studies shown, people who personally destroyed the
virtual forest use less paper in the real world than the other group which was
asked to merely imagine the same process [3].

Although virtual reality headsets are strongly associated with the sense of
sight, only few research in the field of ophthalmology were found [12,22,27].
For example, in [26] the authors presented a visual field examination using VR
glasses and evaluated the reliability of proposed method comparing obtained
results with those of the Humphrey perimeter. They found comparable results
in terms of field classification, which indicates the possibility of using VR in eye
examinations.

3 Colour Blindness

The perception of colours is the ability to distinguish objects, based on sensitivity
to the wavelength of light that these objects reflect, emit or absorb. The human
nervous system distinguishes colour by comparing response of several types of
eye cones to light. Cones are sensitive to different wavelengths of electromagnetic
waves, for humans the visible light range is approximately 380–740 nm.

Colour blindness (also known as colour vision deficiency) is the inability to
perceive differences between some or all colours that are normally perceived by
others. It is usually a birth defect, however it can be a result of physical or chem-
ical damage to the eye, optic nerve, or parts of the brain. The most common
form of congenital colour blindness is red-green recognition deficiency, which
is split into two different subtypes: protan (protanopia - complete, protanoma-
lia - partial) and deutan (deuteranopia - complete, duteranomalia - partial). In
protanopia the visible range of the spectrum is shorter, the part of the spectrum,
which is perceived as blue-green by people without any deficiencies, appears grey.
The whole visible range of the spectrum is divided in two areas separated by the
grey part. Those areas appear as one colour system (different in each area) with
different brightness and saturation. Red with a slight tinge of purple appears also
as grey. In deuteranopia, that part of the spectrum, which normally appears as
green, is perceived as grey, and the visible range of the spectrum is divided by
that part into two, each appears as one system of colour. Similar to protanopia,
purple also appears as grey, but in contrast the visible range of the spectrum
is not contracted. Simulation of normal colour perception along with examples
of protanopia and deuteranopia is presented on Fig. 1. In partial colour blind-
ness the parts of spectrum which in protanopia appear as grey, in protanomalia
appear as grayish indistinct colour, in deuteranomalia as a indistinct colour close
to grey. Consequently, in red-green deficiencies blue and yellow colours appear
to be remarkably clear compared with red and green. That can be the distin-
guishing feature for colour vision deficiencies test.

Colour vision deficiencies (CVD) affect about 10% of the population, mostly
men. There is also a very rare group of people that are truly blind to colour,
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Fig. 1. Simulation of the normal, protanopia and deuteranopia perception of red and
green color

it is usually associated with the impairment of central vision with photo-phobia
and nystagmus. Colour blindness in blue and yellow is termed as tyritanomalia if
partial, and tritanopia if complete, but it is extremely rare. In most cases except
for the colour blindness, there is no abnormality in other visual functions. CVD
is typically diagnosed with the Ishihara colour test or the Farnsworth-Munsell
100 hue test [19].

The Ishihara test, named after its designer Dr. Shinobu Ishihara, was created
to give an opportunity to perform a quick and accurate test of colour vision
disorder. It is the most common method used for establishing diagnosis on CVD
cases and to distinguish possible causes and types of such disorders. It consists
of a set of coloured plates, each contains dots forming a circle, appearing at
random in colour and size. The part of the dots form a number or shape clearly
visible to those with normal colour vision, and invisible, or difficult to see, to
those with CVD.

The correct presentation of the plates, during a test, should be performed in
a room lit adequately by daylight. Direct sunlight or electric light may produce
some discrepancy in the results producing an alteration in the appearance of
shades of colour. If it is impossible to use sunlight, artificial light should resemble
the effect of natural one. During the examination the plate should be held 75 cm
from the patient and tilted so that the plane of the paper is at right angles to
the line of vision. The plates can be shown in any order. The patient has up to
three seconds to answer in case of plates 1–17. Plates 18–24 are used when the
patient is unable to read the previous series. In this case a line, composed of
dots, connecting two points, should be traced within 10 s. The test is available
as the original paper version and online. The paper version of plates should be
kept in dark, except during use - exposure to sunlight causes a fading of the
colour.

The physician has to assess the readings of plates from 1 to 15. If 13 or
more numbers are identified properly, the colour vision is regarded as normal.
In case of 9 or less correct recognised plates, the colour vision is regarded as
deficient. Basing on the patients answer it is easy to distinguish the type of
disorder between red-green deficiency and total colour blindness.
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4 Method

4.1 Rendering Colours on Smartphone

Human eye contains two different groups of receptors - rods and cones. Colour
vision is provided by three types of colour sensitive cones corresponding to
red, green and blue. The response curves of these cones have been mapped by
researchers - they have shown that colour samples could be matched by com-
binations of monochromatic colours: red (700 nm), green (546.1 nm) and blue
(435.8 nm). By simply adding various amounts of these primary colours a large
range of colours could be resembled. However, there are still some colours out-
side this range that could not be achieved by a pure addition. It was found, that
by allowing negative values of red all colours could be matched. Those stud-
ies were summed up by identifying three colour matching functions, calculated
for the primary colours in three monochromatic radiation wavelengths. On this
basis the CIE RGB colour space was determined. Using CIE tabulated colour
matching functions, one can calculate the values of RGB space coefficients for
any colour with the distribution of the intensity of a given radiation. The colour
of any spectral composition can be assigned to a point in the three-dimensional
CIE space [21]. The most important colour spaces are included in international
standards [25].

To assess the accuracy of the Ishihara colour vision test in VR, we had to
make sure that the rendered colours (RGB) were as close as possible to those
from the printout (CMYK). The colour calibration of standard monitors can
be easily done with colour meter, however Android system does not allow for
wide colour management. There are several colormeters, with apps supporting
calibration external devices such as tablets and smartphones, on the market.
However, these devices can only be calibrated through companion apps. For
the purpose of this research ColorTRUE Aware SDK supported with X-Rite
ColorMunki Display color meter was used. The X-Rite SDK allows to access the
custom colour profile, enabling color management within apps [9].

4.2 Technology and Software

The ability to preform the test on patients who might be incapable of standing up
or sitting, immobilised or unable to move on their own, was the main assumption
for creating this tool. The test should not involve any action but the only two
necessary ones: looking at the plate and orally reporting the number to the
physician. In order to achieve those goals a mobile VR headset, namely Samsung
Gear VR was selected for the task.

Samsung Gear VR is a headset developed by Samsung Electronics, in collab-
oration with Oculus. The Gear VR unit acts as the controller while a compatible
Samsung Galaxy phone acts as the headset’s display and processor. The appli-
cation presented in this paper consists of VR headset equipped with a Samsung
Galaxy S6 smart phone. The whole set is lightweight, portable, does not require
any additional cabling while in use, allows to completely separate the user’s eyes
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from any external lighting and fully control the what the user is viewing. It can
be used for examining even bedridden patients.

4.3 Application Details

The application consist of two main components - control panel (Fig. 3) for the
physicians and display module (Fig. 2) used by the patients. The earlier can be
launched on any computer or laptop, it allows to create different sets of displayed
plates in order to vary the examination or to change the set for different patients.
The latter is an application for a mobile device compatible with a VR headset (a
Samsung S6 mobile phone with Gear VR were used for this research), it presents
Ishihara plates selected in the control panel. Moreover, the display module can
be ported to almost any other VR headsets. A mobile solution was chosen due
to its portability and the ability to operate without any additional cabling. This
allows for the examination hardware to be used even by bedridden patients.
The control panel allows the operator to choose a particular Ishihara plate to
be displayed on the VR headset. The full test consists of 38 plates, however the
operator can decide how many and which plates will be displayed. Both modules
communicate with each other using a wireless network.

Fig. 2. Screen shot from the mobile application

For this research a test set of 17 plates was created according to Ishihara
recommendations [17]. The plates which require tracing were omitted due to
limited user interaction capabilities of the mobile VR headset and the assumption
that during the examination the patient might be unable to move his, or her, head
or arms. The application is implemented with the use of the C# programming
language. This allows easy integration of all the software components, SDKs and
libraries of this project. The application with 10 Ishihara plates can be made
available upon request, for research purposes only.

4.4 Experiments

The application was tested on a group of 30 patients (20 men and 10 women) of
different age ranging from 23 to 60. None of the patients reported neurological
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Fig. 3. The control panel of the colour perception test

diseases diagnosed in a medical examination, 4 of the patients reported a diagnosed
CVD. More details about the patients are presented in Table 1.

All the testes were performed in a hospital room. Every examination was
made during a single session. The patient was lying down on a bed and was
asked to put on the VR headset, and during the whole test was supposed to
utter the numbers displayed on the screen. First, the left eye was examined,
followed by the right eye, and finally both simultaneously. During the test, the
physician-operator presented the Ishihara plates in the headset using the control
panel and noted the patient’s responses. The process of examination is presented
on Fig. 4.

Fig. 4. Testing application process. On left: physician - operator. On right: the patient.

Next, the same patient was subjected to the regular Ishihara colour test with
the use of paper plates, according to requirements described in Sect. 3. Similarly
as in the case of the VR headset, the left eye was examined first, then the right,
and finally both simultaneously. The results were compared with the previous
examination and composed in Table 1.

Patients 1 to 25 (listed in Table 1) recognised all presented plates correctly,
both in the headset and the paper version of the test. The results of patients
with CVD (numbered 25 to 30) are presented in detail in Table 2, which shows
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Table 1. Detailed information of patients undergoing the examination

Number Sex Age Neurological diseases Diagnosed colour blindness

1 Woman 23 NO NO

2 Woman 23 NO NO

3 Woman 23 NO NO

4 Woman 22 NO NO

5 Man 23 NO NO

6 Man 23 NO NO

7 Woman 32 NO NO

8 Man 40 NO NO

9 Woman 50 NO NO

10 Woman 27 NO NO

11 Man 26 NO NO

12 Woman 27 NO NO

13 Woman 23 NO NO

14 Woman 23 NO NO

15 Man 22 NO NO

16 Woman 33 NO NO

17 Man 32 NO NO

18 Woman 60 NO NO

19 Man 60 NO NO

20 Woman 58 NO NO

21 Man 59 NO NO

22 Woman 32 YES NO

23 Woman 34 NO NO

24 Woman 23 NO NO

25 Woman 25 NO NO

26 Man 23 NO YES

27 Woman 43 NO NO

28 Man 33 NO YES

29 Man 40 NO YES

30 Man 25 NO YES

what they recognised on printed Ishihara plates in comparison with their repre-
sentatives in VR.

In our study patients with or without a CVD responded identically to exami-
nation using the printouts and the headset. The diagnosis was made for patients
no. 26, 27, 28, 29 was mild protanomalia and mild deuteranomalia (mildly
affecting red–green hue discrimination) and mild protanomalia and strong
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Table 2. Analysis of answers to each plate: X - plate cannot be read, Blank space -
the reading is indefinite, The numerals in parenthesis - they can be read but they are
comparatively unclear

Plate No CVD Patient no.
26

Patient no.
27

Patient no.
28

Patient no.
29

Patient no.
30

1 12 12/12 12/12 12/12 12/12 12/12

2 8 3/3 8/8 8/8 3/3 3/3

3 29 70/70 29/29 20/20 70/70 20/20

4 5 2/2 5/5 9/9 2/2 2/2

5 3 5/5 3/3 8/8 5/5 5/5

6 15 17/17 15/15 15/15 17/17 17/17

7 74 21/21 21/21 24/24 21/21 21/21

8 6 X/X 6/6 X/X X/X X/X

9 45 X/X 15/15 X/X X/X X/X

10 5 X/X 5/5 5/5 X/X X/X

11 7 X/X 7/7 1/1 X/X X/X

12 16 X/X 16/16 X/X X/X X/X

13 73 X/X 23/23 X/X X/X X/X

14 X 45/45 X X/X 45/45 X/X

15 X 5/5 X X/X 5/5 X/X

16 26 26/26 26/26 26/26 26/26 2

17 42 42/42 42/42 42/42 4/4 4

deuteranomalia for patient 30. The Samsung Gear VR - Virtual Reality Headset
colour vision test using pseudoisochromatic color plates can deliver test results
comparable to those yielded by conventional colour vision tests. Further inves-
tigations on larger groups of patients are required to confirm our results.

5 Conclusion and Future Works

Early diagnosis of colour blindness is crucial to support an individual affected
by this visual perception alteration. However, in their daily practice ophthal-
mologists frequently face the problem of examining vision abilities of immo-
bilised patients. The best example of such a case are people affected by stroke or
demyelinating disease, who struggle with movement disorders. Even relatively
simple examinations become impossible to perform.

According to the World Health Organization, 15 million people suffer stroke
worldwide each year: 5 million die and another 5 million are permanently dis-
abled [10]. A stroke affects the brain, therefore, it can produce visual defects
often accompanied by physical disability associated with difficulty or inability
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to perform active movement, problems with balance and coordination and pos-
tural disorders.

Multiple Sclerosis (MS), which is just one example of demyelinating disease,
can affect the brain and/or spinal cord, causing a wide range of potential symp-
toms, including problems with vision, arm or leg movement, sensation or balance.
Nowadays, this is the most widespread disabling neurological condition of young
adults. Multiple Sclerosis Foundation estimates that about 2.5 million people
around the world have MS [1]. The main symptoms of MS include difficulty
walking, problems with balance, coordination and vision.

These are just two examples. There are many more diseases causing physi-
cal disability and may require ophthalmology consultation (i.e. head and spinal
trauma). However, many cases are geriatric patients living alone or in rural areas
with no possibility to get to a hospital for a proper examination.

Computer systems and new technology such as virtual reality goggles are
becoming an essential part of physician’s work. It is a rapidly growing field of
research, however at the moment there is no available VR application supporting
ophthalmologists. Such a tool would be useful for diagnosis and treatment of
immobilised patients.

Our idea is to create a low-cost, intuitive and transportable device which
simulates various ophthalmological examinations for immobilised patients. We
propose the interactive tool based on virtual reality, which will be developed to
improve the quality of life of such patients. The main objective of the proposed
tool, as well as the examination, is to substantially improve the examination
process and as a result the quality of life of people with impaired movement
and to allow them to better function in the society. The solution could be used
outside of hospitals, anywhere, even in the developing world.

It would also take off some pressure from the physicians who had to make
important decisions without the possibility of patient’s examination due to his
or her immobilisation. With the proposed tool we intend to support physicians,
facilitate their work with immobilised patients and facilitate treatment docu-
menting process, making their work easier, more controllable and less stressful.
The tool is based on the actual needs of patients and physicians, through their
continuous feedback during development process.

Promising results of this research confirm our assumptions that VR can be
useful in ophthalmology. We have just started with developing other types of
ophthalmic examinations such as: visual acuity, visual field, contrast sensitivity
and other colour perception tests. All above mentioned examinations are the
valuable source of information which can provide a basis for subsequent research
concerning diagnosis of various types of disorders and the degree of impairment.

The tool described in this paper is the first successful attempt to port oph-
thalmological examinations to a VR headset. The authors intend to continue
developing the application and supplement the applications with other exami-
nations.
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Abstract. In breast cancer diagnosis, fine needle aspiration biopsy is an
important diagnostic tool. It is used to estimate cancer malignancy grade
that is further required for treatment determination. In this paper we
describe a scheme based on pattern recognition and image processing tech-
niques for automatic breast cancer malignancy grading from cytological
slides of fine needle aspiration biopsies. To determine a malignancy classi-
fication of the slide we propose to extract textural features of nuclei with an
application of local binary patterns. Based on texture determination, we
present an improved classification system for cancer malignancy grading.

Keywords: Breast cancer classification · Local binary patterns ·
Texture classification · Fine needle biopsy

1 Introduction

In recent years computerized cancer diagnosis plays a crucial role in cancer
examination procedure. According to the Polish National Cancer Registry [1],
in Poland alone, the number of reported cancer cases doubled in the last three
decades. According to statistics, around 300 000 middle-aged women in European
Union will be diagnosed with breast cancer. This makes it the highest oncological
problem affecting developed countries. About 89 000 of cases will be fatal. To
reduce this high ratio, a number of computer aided techniques were developed to
make the process more reliable and faster. The aim here is to diagnose a cancer
is an early development stage. Cancers in their early stages are more vulnerable
to treatment and we can assume that most of the diagnosed cases will lead to a
successful recovery. Conversely, most advanced cancers stages are usually almost
impossible to treat.

To overcome the problem of late diagnosis, screening mammographic tests
were introduced and when a suspicious region in the image is noted, a fine needle
aspiration biopsy (FNA) is taken. FNA is a minimally invasive method to extract
a small tissue sample of the questionable breast tissue. This procedure allows
for the description of the type and malignancy grade of the cancer. Depiction of
malignancy plays a crucial role in the determination of patient’s treatment.
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Cancer malignancy is graded according to the three point scale that was
first proposed by Bloom and Richardson in 1957 [4]. The proposed scheme was
originally derived for assessment of malignancy from histopathological slides
and today is very popular among pathologists. They use it for grading not only
histological but also cytological tissue.

In literature we can find a numerous approaches to computerized cancer
diagnosis [11]. Most of these approaches deal with the classification between
benign and malignant cases [12] of histological tissue. To the best of authors
knowledge, the first description of the computerized breast cytology classification
problem was provided by Wolberg et al. in 1990 [21]. In this work, authors
presented an application of a multi-surface pattern separation method applied to
cancer diagnosis. Their idea was wildly propagated among researchers what led
to the description of other breast cancer computer aided systems. In 2009, Malek
et al. [15] described an application of active contours to nuclei segmentation and
a fuzzy c-means classifier for classification of 80 malignant and 120 benign cases
and in 2010, Niwas et al. provided a description of texture features for cancer
classification [16]. In 2011, Jeleń et al. [13] described a neural network approach
to breast cancer malignancy classification and in 2016, Jeleń et al. [12] provided
a wide description of morphological features used for breast cancer classification.
In that same work they provided an extended research on feature classification
power and selection providing information about the best performing features.

Most recent approaches include a deep learning and convolutional neural
network approaches. In 2017, Araújo et al. [3] used convolutional neural networks
for feature extraction. In 2018, Kowal et al. [14] presented a similar study to
this described in [12] on feature selection problem. Authors used convolutional
neural networks for segmentation and have performed feature selection test on
500 images of benign and malignant cases.

For complete cancer diagnosis it is necessary to also determine the malig-
nancy stage of cancer which is called a malignancy grading, and this is the
problem that we are focusing on in this paper. The pre-screening process before
taking an FNA results in the situation in which the biopsy slide being classified
is nearly always malignant. Henceforth, in this work, we deal with a malignancy
grading problem instead of malignancy diagnosis. In 2017, Alsaedi et al. [2]
described six computer-aided grading frameworks assigning malignancy grades
to cytological images of FNA biopsies of breast cancer.

In this paper we address an important issue of texture features that can be
used for computer-aided grading of cancer malignancy. Texture is a very valuable
source of information when analyzing structures in an image [9,19] and therefore,
a textural description of the nucleus is an important feature of the computerized
breast cancer malignancy grading system. According to Bloom and Richardson
textural analysis allows for the determination of the chromatin distribution and
detection of mitotic cells.

The aim of the described study is to present an improved classification scheme
that takes into consideration a textural description of nuclei in the slide and will
determine the malignancy of breast cancer tissue. Additionally we will describe
a set of morphological features that are used for comparison purposes.
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2 Database Description

The database used in this study includes images of fine needle aspiration biopsy
that were collected by dr. Artur Lipiński during an FNA examination at the
Department of Pathology and Oncological Cytology of the Medical University
of Wroc�law, Poland. Slide preparation technique includes staining with Haema-
toxylin and Eosin, known as HE technique. The choice of the staining agents
allows for visualizing a nuclei with purple and black dyes, cytoplasm with shades
of pink and red blood cells with orange/red dyes. The setup consisted of an
Olympus BX 50 microscope with CCD–IRIS camera mounted on the head of
the microscope and a MultiScan Base 08.98 software. Such a system allowed for
recording of images with the resolution of 96 dots per inch (dpi) and a size of
764 × 572 pixels.

There are 218 images in the database that represent two classes of cancer
malignancy, namely intermediate (G2) and high (G3) malignancy grades (see
Fig. 1). The lack of low malignancy images is caused by the fact that these cases
very rarely require FNA and in recent years there was only a few of them at the
Medical University of Wroc�law. There are 134 cases of intermediate and 84 of
high malignancy. For all cases, breast tissue was surgically removed during follow-
up biopsy and it was histopathologically graded using the Bloom–Richardson [4]
grading scale which confirmed the FNA grading. Therefore all the cases in our
database were histopathologically validated.

(a) Intermediate malignancy (b) High malignancy

Fig. 1. Example of images for one case in the database.

3 Methods

Recently a number of classification frameworks were presented [2]. All of them
use shape descriptors to represent relevant Bloom-Richardson features. In [12]
except for features definition, authors preformed a comparison of their discrim-
inatory powers to choose a subset of the best performing features. According to
the authors, there are two types of features required for proper malignancy clas-
sification. These features are described in Sect. 3.2. To correctly classify breast
cancer malignancy we need to calculate features at two different magnification of
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the slide. Lower magnification will allow for the determination of cells behavior
and their ability to form groups. This simply means if there are more loosely
spread cells in the image, the more malignant the case should be. On higher
magnification we will be able to determine cells morphology as well as textural
differences between nuclei.

In this paper we propose to use only texture description to extract features
from images of higher magnification images. In Sect. 3.1 we will describe Local
Binary Patterns that were used as a texture measure. Last part of this section
is devoted to the description of classification scheme that was used for the eval-
uation of the textural features performance.

3.1 Texture Description

Textural features are used to measure the texture information of the image [9,19].
Here, the texture of the nucleus is taken into consideration. To extract textural
features, a local binary patterns method was applied. This method was first
proposed by He and Wang in 1990 [20]. Here, we use a variation of the method
that was described by Ojala et al. in 2002 [17]. They described an efficient
approach based on the local binary patterns and nonparametric discrimination
of sample and prototype distributions to rotation invariant texture classification.
Authors defined a texture Tx of a graylevel image in a local neighborhood as a
joint distribution of gray levels as represented in Eq. 1.

Tx = t(gc, g0, ..., gP−1), (1)

where gc is a gray level associated with the center of neighborhood, gp for p ∈ {0,
..., P− 1} is a gray level associated with P pixels arranged in circular manner,
equally spaced on a circle with a defined radius.

To obtain the Gray–Scale invariance authors subtracted the gray level value
of the neighborhood center from gray level values of the neighborhood pixels
and further scaling of the gray scale using only signs of the differences and not
the exact values. This situation is represented by Eq. 2.

Tx ≈ t(s(g0 − gc), s(g1 − gc), ..., s(gP−1 − gc)), (2)

where

s(x) =

{
1 if x > 0
0 if x < 0

.

According Ojala et al. adding a 2p binomial factor to each scaling term, the
characterization of the local spatial image texture structure can be rewritten by
Eq. 4.

LBPP,R =
P−1∑
p=0

s(gp − gc)2p. (3)



FNA Classifiaction 111

To further remove the effect of rotation, authors defined a following relation:

LBP ri
P,R = min{ROR(LBPP,R, i)|i = 0, 1, ..., P − 1}, (4)

where ROR(x, i) is a circular bit-wise right shift on the P-bit number x i times,
which means clockwise rotation of the neighborhood until maximal number of
the most significant bits will be 0.

3.2 Morphological Features

As mentioned previously, there are two image magnifications that are used for
breast cancer malignancy grading. Morphological feature extraction in this paper
takes both of these types into consideration. The magnifications of images corre-
sponds to the magnifications used during a cytological examination of a breast
tissue. For the calculation of the low magnification features, images recorded
with 100x magnification are used and for the calculation of high magnification
features, images obtained with 400x magnification are used.

Low Magnification Features (LM) – these features are defined based on
the number of groups and their area (A100). The first feature is calculated as a
number of groups in the image that weren’t removed during the segmentation
process and the area is calculated as the average number of nuclei pixels. The
third feature describes nuclei dispersion within an image and is defined as a
variation of cluster areas (Ac) which is determined by the following equation [12]:

1
D

=
1

n − 1

n∑
i=1

(Ac − A100)2, (5)

High Magnification Features (HM) – the feature vector constructed by
extraction of high magnification features includes 30 features calculated accord-
ing to [12]. These features are divided into binary, momentum, histogram, tex-
tural and color based features.

Binary features that were calculated for set of nuclei N = {N1, N2, ..., Nn}
from a binary image (I), where N is defined as a collection of all connected
components and the nucleus Ni. Using this definition, the following features are
extracted [12]:

– Area (A400) – Ai is defined as the sum of all nuclei pixels of the nucleus Ni.
– Perimeter (Perim) – is a length of the nuclear boundary of a nucleus Ni that

is approximated by a length of the polygonal approximation of the boundary.
– Convexity (Conv) – is defined as a ratio of the nucleus area and the area of

the minimal convex polygon that contains the nucleus, called a convex hull.
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– Eccentricity (Ecc) – calculated as a ratio of the distance between focal
points of an ellipse matched with a nucleus having the same second–moments
as the segmented nuclei, and its major axis length.

– Centroid ((x − Ctr, y − Ctr)) – For each nucleus, the centroid (Ctri) is a
point (xi, yi) called a center of mass of the extracted nucleus along each row
(X) and column (Y ).

– Orientation (Or) – For the coordinate system placed at the centroid (xi, yi)
of the nucleus the orientation is defined as

Ori = tan(2θi), (6)

where the angle θi is measured counterclockwise from the x–axis.
– Projection ((x-Prj, y-Prj)) – to calculate the feature Prji for each nucleus,

projections along rows (x-Prji) and columns (x-Prji) are performed.

Momentum–based features use normalized central moments, ηij to calculate
rotation, scaling and translation invariant features as described in [19]. Using
these ηij values, seven momentum–based features, were calculated.

Another set of features is histogram based. The histogram is treated as a
probability distribution function of grey level values from the red channel in the
image and describes their frequencies in that image [12]. Based on this definition,
five histogram-based features were calculated. Additionally statistical features
of a texture were calculated based on the gray level co–occurrence matrix that
describes the relationships between a pair of pixels and their grey levels [19].
Assuming that the distance between the pixels and the directions are given four
textural features were extracted.

Last set of features is based on the spherical coordinate transform applied to
the RGB image. Determining a histogram of the converted image 5 color–based
features were computed.

3.3 Malignancy Classification

To classify the cytological FNA tissue we build four classifiers that take a fea-
ture vector (see Sect. 3.2) as an input and respond with a two element output
vector (1, 0)T for intermediate malignancy and (0, 1)T for high malignancy. In
the remainder of this section, classification methods are presented and, in the
following section, their ability to classify malignancies is studied.

Decision Trees (Tree) – most of the traditional pattern recognition algo-
rithms are based on the feature vectors that are real–valued and some kind of
metric can be applied to them [6]. Tree classifiers on the other hand are able to
solve classification problems that involve nominal data such as a list of attributes
like fruit colors and sizes.

Decision trees are constructed in a way where the classes are held in the
leaves of the tree and the decision rules are kept in the internal nodes including
the root [18]. Classification with decision trees seeks a path from the root to the
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correct leaf creating a decision path. Here, we make use of the CART (Classifica-
tion And Regression Trees) method described by Breiman et al. [5] that provides
a general framework for decision tree construction. In general, the tree–growing
process declares the node to be a leaf or finds another property that can be used
to split the data represented at the node into subsets creating new nodes. This
is process is run recursively until all the data is represented by the constructed
tree.

Linear Discriminant Analysis (LDA) – is one the simplest classification
algorithms that requires a construction of a, so called, decision boundary. This
boundary is constructed as discriminant function of a form presented by [6]:

g(x) = wtx + ω0, (7)

where w is a weight vector and ω0 is a threshold weight.
In a general way we can rewrite the the decision boundary as:

g(x) = ω0 +
d∑

i=1

ωixi. (8)

Here, ωi represents the components of w. If we add to Eq. 8 terms related to
products of pair of x, a definition of a quadratic discriminant function (Eq. 9)
will be determined.

g(x) = ω0 +
d∑

i=1

ωixi +
d∑

i=1

d∑
j=1

ωixi. (9)

To train an LDA based classifier we need to calculate a decision boundary accord-
ing to Eq. 9.

Support Vector Machines (SVM) – are used to separate two or more classes
of patterns or data points by constructing a boundary between them [10]. An
unknown point will be classified according to its orientation with respect to the
boundary. To estimate the boundary between classes we support vectors from
each class. This is performed as an iterative approach that minimizes an error
function.

1
2
wTw + C

N∑
i=1

εi (10)

with the following restrictions:

yi(wTφ(xi) + b) ≥ 1 − εi and εi ≥ 0, i = 1, ..., N (11)

where C and b are constants, w is the weight vector, εi is a bias value that deals
with overlapping cases and φ is a kernel function that transforms input data
into the feature space. In this work we have used a linear kernel as described by
Huang et al. in [10].
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Classifiers Ensembles (Ensemble) – enhance a single–model classifiers offer-
ing hybrid approaches [8] for a better classification of two-class classification
problems. Here, we use an AdaBoost. M2 approach, which is defined for a multi-
class problems. The algorithm seeks an approximation of the Bayes classifier
B(x), where x is a set of observations, based on a combination of other classi-
fiers such as decision trees [7]. During training, weights of misclassified points
are increased and a second classifier in the ensemble will use these new weights.
This approach is called boosting. Such a procedure is iterated and can lead to a
creation of numerous classifiers [22]. After training, each built classifier will be
assigned with a score. Such a combination of classifiers will define an AdaBoost
classifier as a classification model. All the classifiers in the final model are linearly
connected.

4 Results and Discussion

In this paper we discuss a problem of malignancy classification of fine needle
aspirates. For this purpose we have calculated textural features based on local
binary patterns as described in Sect. 3.1. For our calculations we have used 8
pixels neighborhood. Additionally a set of morphological features proposed by
Jeleń et al. [12] was extracted as described in Sect. 3.2.

Obtained feature vectors were presented as an input to four different clas-
sifiers to check their ability to distinguish between two malignancy classes: G2
and G3. Tests were performed using a 5–fold cross–validation method. Presented
Table 1 classification results are averages over the 5 folds used for testing.

To perform a complete analysis of the texture description, we have calculated
local binary patterns not only to a graylevel image (LBP features) but addition-
ally for a combination of R, G and B channels. Table 1 summarizes obtained
classification results for these features also. Further analysis shows that red and
blue channel together provided the best classification of malignancy cases. Addi-
tionally we included morphological features of low magnification images to show
the performance of a complete malignancy classification scheme.

From the results presented in this section we can see that classification based
only on the morphological features from high magnification images provided the
worst results. Textural features alone outperformed them but when low magni-
fication features were taken into consideration, the proposed scheme was able to
classify malignancy with accuracy around 90% or better. Inclusion of low magni-
fication features to the local binary patterns calculated for a red and blue channel
provided the best classification with an accuracy of 97.6% for an SVM classifier.
From Table 1 we can also see that this classifier outperforms all other tested
classifiers for textural features. Classification results obtained for morphological
features clearly show that classifier ensembles perform much better.
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Table 1. Classification accuracies for different feature vectors and classifiers.

Classifier
morphological features LBP features LBP for RB channels
without LM with LM without LM with LM without LM with LM

Tree 66.4% 92.2% 82.1% 92.1% 82.6% 92.6%
LDA 67.3% 94.1% 79.8% 89.8% 79.4% 88.9%
SVM 64.4% 89.4% 87.1% 97.1% 88.1% 97.6%
Ensemble 77.2% 96.0% 83.0% 93.0% 83.5% 93.2%

LBP for RG channels LBP for GB channels
without LM with LM without LM with LM

Tree 81.2% 89.8% 80.3% 89.7%
LDA 83.5% 91.4% 79.8% 85.5%
SVM 86.3% 95.9% 87.2% 97.2%
Ensemble 84.7% 93.6% 84.4% 94.4%

5 Conclusions and Further Work

In this paper we conducted a research on malignancy grade classification based
on textural features calculated with local binary patters. We have compared
classification accuracies of texture features extracted for different color chan-
nels and graylevel image against accuracies obtained for classification of mor-
phological features. As described in the previous section, the best performing
scheme included local binary patterns with low magnification features yield-
ing an accuracy of 97.6% when SVM classifier was used. The worst performing
setup included only morphological features extracted form high magnification
features. Considering the above, we can conclude that textural representation
of fine needle aspirates would be very good choice for breast cancer malignancy
classification.

In the further research the classification framework that includes images for
all three malignancy classes, should be tested. Introducing the low malignancy
class will make the classification more difficult and therefore even a more inter-
esting problem. Also, it would be necessary to perform per nuclei analysis but the
problem of occluding cells needs to be addressed and taken into consideration.
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Abstract. Background: Despite the introduction of a full range of genetic
diagnostic tests and sophisticated techniques in modern pathology, interpretation
of histopathological images obtained from muscle biopsies remains important in
the daily practice of neuropathology since it can give indications of the severity
and the rate of progression of neuromuscular disease. In this paper, we propose a
simple and time saving method for quantitative assessment of severity of
Duchenne Muscular Dystrophy (DMD) based on computer-aided analysis of
histopathological images obtained from biopsies of dystrophic muscles.
Methods: The method that we propose, colour filtration pixel-by-pixel of the

whole virtual slides (CFPP method), enables semi-quantitative evaluation of
morphological structure of the muscular tissue. We retrospectively analyzed
digital microscopic images of DMD muscle tissue from patients and healthy
persons. The images were acquired with x400 magnification, from original
microscopy slides coming from biopsies. For comparison, we constructed his-
tograms of muscle fiber diameters with the areas of measurements selected
randomly from the center of each section.
Results: CFPP method allows to distinguish DMD tissue from normal muscle

tissue, as well as it makes possible to assess quantitatively the severity of DMD
through assessment of connective tissue index, a proliferation index dedicated to
the grading of DMD. The method required only choosing of small representative
regions of muscle tissue, of fatty and connective tissue, and of nuclei.
Conclusions: Results demonstrate usefulness of the proposed method in

neuropathological assessment of DMD severity. It is a promising technique that
can assist tissue-based diagnosis and can be used for virtual slides evaluation.
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1 Introduction

Victor Dubowitz in 1970’s revolutionized the role of muscle biopsies in the diagnosis
of muscular dystrophies [1] making muscle biopsy then a gold standard in diagnosis of
these diseases. Recent developments of automated systems for analysis of genetic
material have caused that nowadays histopathological methods based on images from
muscle biopsies [2] are applied not so often as in previous decades, since they are more
time-consuming. Nevertheless, histopathological evaluation of muscle biopsies are still
clinically applied [3, 4] along with other diagnostic methods as muscle MRI or 6 min
walk test. Immunohistochemistry analysis is particularly essential for the diagnosis of
patients with a strong clinical suspicion of muscular dystrophy but in the absence of
mutations detected by molecular genetics. The aim of this study is to develop simple
and quick semi-automatic method for analysis of histopathological images to assist
evaluation of muscle dystrophies [5], especially Duchenne Muscular Dystrophy
(DMD) [6]. The method is based on computer-aided analysis of images - colour
filtration pixel-by-pixel (CFPP method) of the whole histopathological virtual slides.
Our algorithm permits the evaluation of diagnosis-associated image features obtained
from texture of hematoxylin-eosin-stained histopathologic slides. CFPP method was
successfully applied in digital pathology for grading lymphomas [7].

DMD is a severe genetic disease characterized by a progressive muscle weakness
and loss in structural integrity of muscle fiber membranes, caused by deficiency of the
dystrophin protein [8]. Respiratory complications and cardiomyopathies are common
causes of DMD patients premature death.

Healthy muscle has a characteristic appearance, and is made up of closely-packed
fibers, which are more or less evenly sized. Dystrophic changes on muscle biopsy
include variation in fiber size, enlarged internal nuclei, grown fatty and connective
tissue [9], and presence of regenerating and degenerating fibers [10]. As the disease
progresses the microscopic images will show a greater proportion of fatty and con-
nective tissue. In later pathology the image shows an increase in internal nuclei and
variability of myofiber size [11]. Hence, digital pathology helps in neuropathological
diagnostics [12].

2 Materials and Methods

Among many features, severity of dystrophic muscles is assessed based on the amount
and distribution of irregular myocytes, and the amount of fatty and connective tissue in
the microscopic images obtained from biopsy (whole specimen). When grading the
severity of dystrophy, pathologist concentrates his/her attention on some fragments of
the image. Muscle pathologists usually show histograms of the “lesser fiber diameter”,
which document very well the degree of muscle wasting (cf. [1]). The evaluation based
on the whole specimen is frequently compared to the evaluation in the manually chosen
and magnified regions of interests (ROIs) containing objects (cells’ nuclei) that are
hematoxilin-stained (H) and so turned blue, and objects (myocytes) that are eosin-
stained (E) and so turned pink.
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Manual grading, based on ‘eye-ball’ (visual) assessment, is frequently time con-
suming. Besides, it is usually focused on up to 100–200 myofibers being assessed
along with surrounding connective tissue. This kind of visual evaluation requires
patience and accuracy in choosing ROIs. Hence, our objective is to develop method for
quick and global assessment of microscopic images of dystrophic muscles.

We retrospectively analyzed 13 digital microscopic images of DMD muscle tissue
from 4 patients (average±SD age 6.5 ± 1.3 years). The images were obtained from 2
subjects in moderate (8 slides) and 2 subjects in advanced DMD stage (5 slides) at the
Department of Neurology, Medical University of Warsaw. The images were acquired
with x400 magnification, from original microscopy slides coming from biopsies. The
biopsies were performed as a part of medical diagnostic procedure, so no IRB approval
was required. Additionally, we have analyzed 3 microscopic slides of normal muscle
tissue; since obtaining a muscle biopsy from a patient is an invasive procedure the
biopsies were not obtained from healthy persons but from patients that had been
suspected of DMD but those suspicions turned out to be wrong tracks.

To construct histograms of muscle fiber diameters the areas of measurements were
selected randomly from the center of the sections. To overcome the possible distortion
of the muscle, the lesser diameter of the muscle fibers were measured [1]. Total of 200
fibers were measured for each histogram.

Among the full range of methods used in the muscle dystrophy analysis earlier we
choose Image Landscapes’ Fractal Dimension (ILF) method [13] that is based on
Higuchi’s fractal dimension algorithm. However, in analysis of biopsies of DMD
muscles the results of such fractal analysis are not satisfactory - the method does not
differentiate between moderate and advanced stages of the illness (Fig. 1).

Fig. 1. Mean±SD values of Higuchi fractal dimension calculated from microscopic images of
biopsies of normal muscle tissue (n = 3) and of moderate (n = 8) and advanced DMD (n = 5).
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Herein, we propose a new dedicated method for quick semi-automatic assessment
of severity (stage) of DMD from dyes-stained microscopic images of muscle biopsies.
Our method is based on color filtration pixel-by-pixel of the whole virtual slides
(CFPP method) and semi-quantitative evaluation of morphological structure of the
muscular tissue. The method is simple and quick – it does not require either time
consuming manual marking of artifact-free representative ROIs or complicated detec-
tion of myocytes to grade the dystrophic tissue. Instead, we propose to count the
numbers of pixels belonging to the H-stained nuclei ðLHÞ, to the E-stained myocytes
ðLEÞ, and to the E-stained connective tissue including sarcolemma and not stained
regions belonging to adipocytes ðLCÞ in the given whole specimen. The images were
analyzed on a standard PC with Intel i7 dual core processor and 8 GB RAM. All
analyses were performed in MATLAB 2016b.

We define two quantities characterizing dystrophic changes that will be called the
connective tissue indices:

CIH ¼ ðLC þ LHÞ=ðLC þ LEÞ ð1Þ

CIC ¼ LC=ðLC þ LEÞ ð2Þ

The calculations are easily done with MATLAB. Each whole specimen is appropriately
color filtered pixel by pixel. Color-coding of computer images most often uses RGB
system - the color of a pixel is expressed as a triplet, (r, g, b) i.e. (read, green, blue),
each component of which can vary from 0 for the darkest one to 255 for the brightest
one (Fig. 2). Such a texture-based information calculated from three colors values per
each pixel is independent from any segmentation procedure.

The whole RGB-space has nearly 17 millions of points (256 � 256 � 256). To
characterize biopsies of DMD muscles we consider cardinality of two subspaces – one
classified as consisting of pixels corresponding to H-stained nuclei and another clas-
sified as consisting of pixels corresponding to E-stained nuclei.

So, for each of .tiff image to count pixels belonging to the nuclei that are H-stained
we choose pixels with (r, g, b) components greater than minimum values further
denoted with index Hn, but smaller than maximum values further denoted with index
HN, i.e. pixels fulfilling the condition

ðrHn \ r\ rHnÞAND ðgHn \ g\ gHnÞAND ðbHn \ b\ bHnÞ ð3Þ

To count pixels belonging to the E-stained connective tissue we choose pixels with (r,
g, b) components greater than minimum values further denoted with index Cm but
smaller than maximum values further denoted with index CM, i.e. pixels fulfilling the
condition

ðrCm \ r\ rCmÞAND ðgCm \ g\ gCmÞAND ðbCmc \ b\ bCmÞ ð4Þ

Pixels belonging to adipocytes are omitted or partially included in the count of con-
nective tissue pixels, as fatty tissue is usually completely washed out from the
microscopy specimens.
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In general, to count pixels belonging to the E-stained myocytes we choose pixels
with (r, g, b) components greater than minimum further denoted with index Em but
smaller than maximum values further denoted with index EM, i.e. pixels fulfilling the
condition

ðrEM \ r\ rEMÞAND ðgEM \ g\ gEMÞAND ðbEM \ b\ bEMÞ ð5Þ

But quite often, like in the presented case, for the number of pixels belonging to E-
stained myocytes, LE, one can take all the remaining pixels in the image

LE ¼ L� LH � LC ð6Þ

where L denotes the total number of pixels in the given specimen.
It is important that for at least one component, r or g or b, the intervals of values for

pixels belonging to H-stained (2) and to E-stained (3, 4) structures should be com-
pletely disjoint. Such color filtration also filters out the remaining of the empty
background and majority of artefacts.

When a fragment of a slide is viewed in MATLAB then clicking on a pixel shows
(r, g, b) components of this pixel. To choose Hn values one clicks on several dark-blue
pixels belonging to the nuclei, one writes down the shown (r, g, b) values, and for
calculation of LH one takes average value of the corresponding component as the limits
in (2); similarly, to choose HN values one clicks on several light-blue pixels. To choose
Em or Cm values one clicks on dark pixels belonging to myocytes or connective tissue,
respectively; to choose EM or CM values one clicks on some light pixels belonging to

Fig. 2. RGB-space and its subspaces corresponding to different colours of pixels.
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myocytes or connective tissue, respectively. One writes down the shown (r, g, b) values
and for calculation of LE or LC one takes average values of the corresponding com-
ponent as the limits in (3), (4), and (5) (cf. Fig. 3). Any specialist who is analyzing the
images may choose such limits himself/herself, so that the results of computations will
show the best agreement with his/her visual assessment of the analyzed images.

In the presented case, to count the number of pixels belonging to H-stained nuclei,
LH , we choose the following (r, g, b) intervals:

ð\105; 205[ ;\50; 80[ ;\120; 160[ Þ ð7Þ

To count the number of pixels belonging to E-stained connective tissue, LC, we choose
the following (r, g, b) intervals:

ð\200; 255[ ;\105; 255[ ;\170; 255[ Þ ð8Þ

To calculate LH , LE and LC the whole specimen may be subdivided into any
number of disjoint parts or even read into RAM pixel by pixel. It is important since it
makes possible to analyze specimens even on a PC with 8 GB of RAM. LH , LE and LC
are used to calculate the connective tissue indices, CIH and CIC (Eqs. (1)–(2)).

Fig. 3. Example of regions: Nuclei – H-stained, counted into LH ; Myocyte – E-stained, counted
into LM ; Connective tissue – partially E-stained sarcolemma with not stained adipocytes, counted
into LC . These regions were used to establish the limits of (r, g, b) in Eqs. (7)–(8).
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3 Results

We have calculated connective tissue indices CIH and CIC for 12 slides of 4 patients in
two grades of DMD and for 3 images of normal muscles and compared with the
assessment made by trained pathologist who used histograms of fiber diameters.

Fig. 4. Normal muscle. Mean fiber diameter 48 lm; CIH = 0.032 ± 0.001.
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Examples are shown on Figs. 4, 5 and 6. The mean values and standard deviations of
the connective tissue indices for moderate and advanced DMD as compared to normal
muscle are shown on Figs. 7 and 8. Statistical results are summarized in Table 1.

Fig. 5. Moderate stage of DMD. Mean fiber diameter 39 lm. CIH = 0.18 ± 0.03.
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Fig. 6. Advanced stage of DMD. Mean fiber diameter 26 lm. CIH = 0.31 ± 0.09.
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Fig. 7. Connective tissue indices CIH for the analyzed DMD and normal muscle tissue images.

Fig. 8. Connective tissue indices CIC for the analyzed DMD and normal muscle tissue images.

Table 1. Comparison of methods of grading DMD

‘Eye-ball’
assessment

Mean Fiber
Diameter [lm]
from histogram

Higuchi FD
(ILF
method)

Connective tissue
Index CIC CFPP
method (Eq. (2))

Connective tissue
index CIH CFPP
method (Eq. (1))

Normal
muscle

48 1.61 ± 0.11 0.036 ± 0.002 0.032 ± 0.001

Moderate
stage of
DMD

39 1.19 ± 0.02 0.17 ± 0.03 0.24 ± 0.05

Advanced
stage of
DMD

26 1.17 ± 0.01 0.21 ± 0.07 0.40 ± 0.13
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4 Conclusions

There is still a need for digitized quantitative histopathology image analysis of biopsy
specimens [2, 14, 15]. We have presented a fast semi-automatic method for evaluation
of muscle tissue microscopy images. CFPP method is simple, reliable, and rapid
compared to conventional methods. It allows to distinguish DMD tissue from normal
muscle tissue, as well as it makes possible to assess quantitatively the severity of DMD
through assessment of connective tissue index, a proliferation index dedicated to the
grading of DMD. From the operator’s point, the method requires only choosing of a
small representative regions of muscle tissue, fatty and connective tissue, and of nuclei.
As the method is applicable globally to a single image, it does not require colour scale
standardization or brightness and contrast among sets of microscopic images. Its
general principle is applicable in digital pathology with whole slide imaging (WSI) and
virtual microscopy (VM) [7].

It is a promising technique that can assist tissue-based diagnosis and be used for
virtual slides evaluation. CFPP method is much simpler and much less time consuming
than classical ‘lesser fiber diameter’ method. Table 1 demonstrates that proliferation
index in the form of connective tissue index CIH (1) well differentiates stages of DMD
and well corresponds to classical DMD staging that uses fiber diameter – the more
advanced stage of DMD the lower is the mean fiber diameter and the greater is
connective tissue index CIH . Higuchi Fractal Dimension calculated using ILF method
and CIC index calculated using CFPP method do not differentiate between moderate
and advanced DMD stages. Further research on large data sets are needed.
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VM: virtual microscopy
WSI: whole slide image
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Abstract. In this study, we focus on the problem of computer-aided
diagnosis of breast cancer using cytological images of fine needle biopsies.
We explore the potential of modern deep neural network architectures by
comparing five different convolutional neural networks trained to classify
the specimen as either benign or malignant. For experimentation, we use
550 cytological images of fine needle biopsies from 50 patients, balanced
between benign and malignant cases, acquired at the University Hospital
in Zielona Góra, Poland. We found that the convolutional neural network
Inception-v3 is the best model, reaching 91.86% accuracy and 0.97 value
for area under the curve (AUC).

Keywords: Computer-aided diagnosis · Breast cancer ·
Fine needle biopsy · Convolutional neural networks

1 Introduction

Breast cancer is the most common cancer in women and second most common
cancer type in the world. In 2018, there were over 2 million new cases estimated
worldwide, of which more than 620,000 resulted in death [2]. The key to reduce
its toll is not only to develop more effective treatments, but also to detect it
as early as possible, increasing the probability of full recovery—99% of women
with the breast cancer diagnosed at the earliest stage survive for at least 5 years
compared to ∼27% for those diagnosed with the most advanced stage [10].

A number of examinations can help detect changes in breast tissue: pal-
pation1, ultrasound, mammography, magnetic resonance imaging (MRI) and

1 There is a discussion whether palpation should or should not be recommended.

c© Springer Nature Switzerland AG 2020
J. Korbicz et al. (Eds.): PCBEE 2019, AISC 1033, pp. 131–142, 2020.
https://doi.org/10.1007/978-3-030-29885-2_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29885-2_12&domain=pdf
https://doi.org/10.1007/978-3-030-29885-2_12


132 B. Miselis et al.

biopsy. Excluding self-examination, the remaining four methods are nearly
always analyzed by an expert who has to spend a significant amount of her
time interpreting the data, whether it is a mammogram, an MRI scan or a tis-
sue sample viewed under a microscope. There are different methods to help make
the diagnosis as well, for instance, tests on cells’ proteins, RNA or DNA. In the
majority of cases, breast changes are either found by palpation or during a rou-
tine annual mammography. Often though, this is not enough to suggest a proper
treatment—if the doctor is not sure whether the change is cancerous or not, the
next step is to perform a biopsy.

During biopsy, a piece of tissue from the suspicious area is removed so that it
can be analyzed in the lab for a presence of cancerous cells. Two most common
types of biopsies are: fine needle biopsy (FNB)2 [24] and a core needle biopsy
(CNB). FNB is less invasive (no need to surgically cut the skin of the breast), can
be done in doctor’s office and in many cases it is possible to make the diagnosis
on the day of the visit [26]. On the other hand, CNB is more invasive (requires
an incision) and takes longer to process, but allows the doctor to make much
more confident and detailed diagnosis [1,3].

In the era of Deep Learning [17] being the state-of-the-art approach for a wide
range of computer vision tasks [19,27], there is a great potential to adopt some
of its methods for cancer diagnosis. Empowering the doctors with such tools
not only decreases the time spent on samples analyses, but also increases the
confidence in the diagnosis [5,18,25]. The efficacy of computer-aided diagnosis
used as the assisting method for breast cytology screening has been evaluated in
numerous research, with variable results depending on the methodology applied
to the specific problem [7,8,20]. In this work, we focus on FNB as the efficient,
reliable and minimally invasive procedure and analyze how the existing deep
learning methods perform on the task of cancer diagnosis using the data from
this examination.

2 Related Work

In the previous studies on classifying FNB specimens as either benign (non-
cancerous) or malignant (cancerous), various approaches have been proposed
[6,14,15]. A common thread for all of them is that they were all based on nuclei
segmentation, followed by feature extraction and feature classification.

Żejmo et al. [28] proposed an alternative solution to FNB breast cancer clas-
sification. They suggested a novel approach based on convolutional neural net-
works (CNNs). The authors compared two different model architectures that
were trained to classify breast cancer from raw image patches (without manual
feature extraction)—AlexNet [16] and GoogLeNet [23]. The best accuracy rate of
83% was obtained by GoogleNet model. In this work, we build upon their results
and explore how modern deep architectures compare to their predecessors.

The paper is structured as follows. Section 3 describes the dataset used in this
study. Section 4 contains a detailed description of the method used to train the
2 Although FNB is a type of biopsy, it is also classified as a cytology examination.
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models. Section 5 presents the analysis of the results obtained from the experi-
ments. Section 6 summarizes the outcomes of this paper.

3 Dataset

Data Collection. The dataset of cytological images of breast cancer FNB used
in this study were acquired at University Hospital in Zielona Góra, Poland. Tis-
sue samples were collected from affected tissue using a 0.5-mm-diameter needle
under the control of an ultrasonograph. Next, the material was fixed with Cellfix
(Shadon) fixative spray and dyed with hematoxylin and eosin (H&E). The time
between preparation of smears and their preservation in fixative spray did not
exceed 3 s. Overall, 67 specimens were prepared from 67 patients with breast
changes. Furthermore, all cases were histologically confirmed, 25 of them being
benign and 42 malignant. Moreover, every patient classified as a benign case was
either biopsied or followed for a year.

Digitization of glass slides was done using Olympus VS120 Virtual
Microscopy System. The system consists of a 2/3′′ CCD camera and 40x lens,
resulting in 0.172 µm resolution per pixel. The average size of the slide from
the system is approximately 200,000 × 100,000 pixels. All the scans were pre-
pared using Extended Focal Imaging (EFI) system. After digitization, pathol-
ogists from University Hospital in Zielona Góra were asked to identify smaller
regions of digital slides that, according to them, contain tissue fragments that
are useful for further analysis. For each whole slide, 11 regions of interests (ROI)
were selected. Each ROI was converted to an RGB image of size 1583 × 828
pixels. Overall, 737 ROIs were selected: 275 benign (25 slides× 11 ROIs) + 462
malignant (42 slides × 11 ROIs).

Data Preparation. The raw dataset consisting of 25 benign and 42 malignant
cases required further preparation and preprocessing before classification. First,
to balance the data and be consistent with [28] (to obtain a smaller version of
the same datasets—25 benign and 25 malignant cases), we randomly sampled
from malignant patients (resulting in 25 patients, instead of 42). Next, we inde-
pendently split benign and malignant patients into training (60%—15 patients)
and validation (40%—10 patients) sets.

Since the CNNs used in this work require input image dimensions not to be
too large (for instance, when training neural networks on ImageNet dataset [4],
the golden standard is 224× 224 pixels), we decided to divide each 1583 × 828
pixels ROI into overlapping patches of size 256 × 256. We did this by sliding
a 256 × 256 window with a 32-pixel step (both in horizontal and in vertical
dimensions). Each ROI resulted in 697 patches.

For further consistency with [28], we followed their approach of forming final
training and validation data not from all the available patches, but from those
that contain a high enough ratio of cellular material with respect to background.
For each patch, cellular coverage ratio (the ratio of number of pixels with cellular
material divided by the number of all pixels in the patch) needed to be calculated.
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Table 1. Number of patches resulting from SVM filtering. Discrepancy between benign
and malignant cases gradually increases with higher cellular coverage ratio thresholds.

Training Validation

Benign Malignant Benign Malignant

50% 51211 53797 43841 36091

75% 33774 24269 30715 10198

90% 20838 9894 18356 2266

To do that, we trained a simple SVM classifier on 20 manually labeled ROIs (10
benign and 10 malignant, each coming from a different patient). Each label was
a binary image, separating the content into cellular material (positive class) and
background (negative class). Pairs of pixels from the image and its label were
extracted and fed into the classifier. To speed up SVM training, we randomly
sampled equal numbers of positive and negative pixels from 20 ROIs used in the
procedure. Furthermore, we applied zero-mean, unit variance standardization on
pixels used to train the SVM. The classifier was evaluated on all pixels coming
from an additional 6 ROIs (3 benign and 3 malignant, manually labeled). To
counterbalance the difficulty of discriminating cellular material from background
we introduced an additional weight that enabled us to control what fraction
of the pixels used to train the classifier originates from a positive class. Our
experiments showed that the SVM classifier trained on barely 1000 pixels with
the positive class weight equal to 0.9 (900 pixels with cellular material and 100
pixels with background) is good enough in our task—it got a 0.92 balanced
accuracy value on pixels from 6 test ROIs, understood as the average of true
positive and true negative ratios.

The trained SVM was used to calculate cellular coverage ratio for all the
patches in the dataset. Ratio values were used to create 3 different datasets:
first one containing all the patches that had at least 50% of positive pixels,
second one that had at least 75% and the third one containing all patches with
at least 90% of pixels with cellular material. From now on, we will denote these
datasets simply as 50%, 75% and 90% datasets, respectively. Exact results of
SVM filtering can be found in Table 1. One can easily observe that benign and
malignant classes are not represented uniformly across the datasets. Even though
for 50% datasets imbalance is not serious enough to cause trouble, with 75% and
90% datasets it could disrupt metrics like accuracy in evaluating the model’s
performance. That is the reason we decided to perform one last step before
training CNNs: patches sampling.

The final step of datasets generation was patches sampling. We randomly
selected patches from either a benign or malignant class (depending which one
was more frequent) to make them equal. Datasets prepared in the way described
in this section could finally be fed into neural networks.
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4 Experiments

For the experiments presented in this work, five different CNN architectures have
been evaluated: AlexNet [16], GoogleNet [23], SqueezeNet [12], DenseNet [11]
and Inception-v3 [22]. The choice of AlexNet and GoogleNet was inspired by
the previous work on the same datasets [28]. SqueezeNet (700K parameters)
appeared to us as a lightweight network with the potential to reach the level of
accuracy of much more computationally demanding architectures, like AlexNet
(60M parameters) or VGG (140M parameters) [21]. We had the initial intu-
ition that our problem, when compared with, for instance, ImageNet Large-
Scale Visual Recognition Challenge (ILSVRC) (2 class problem versus 1000
classes) is a grain of sand and using the architectures achieving state-of-the-
art results would result in an enormous overfitting. To mitigate this issue, we
chose the models with fewer parameters like—the aforementioned—SqueezeNet,
DenseNet (8M parameters), followed by one larger architecture—Inception-v3
(23M parameters). Note that unless otherwise indicated, the implementation is
from the keras.applications library.

The AlexNet architecture [16] won ILSVRC in 2012. This network is simply a
series of convolutions, interlacing with several max-pooling layers. In our imple-
mentation of AlexNet, we used the one-GPU variant. Additionally, we decided
to reduce number of parameters of the network by replacing two final fully-
connected (FC) layers with 4096 units by a single global average pooling oper-
ation, followed by a FC layer with 2 units. This reduced number of parameters
of the architecture from 60 million to 1 million (60× less). We also introduced a
batch normalization layer [13] after each convolution (but before the activation)
to help train the network. The decision to reduce the number of parameters in
AlexNet was based on the observation that initial runs of the original architec-
ture resulted in significant overfitting.

The Inception architecture [23] achieved state-of-the-art results in the
ILSVRC in 2014. Its 22 layers deep variant—known as GoogleNet—was eval-
uated in our work. Inception introduces the idea of the inception module which
is the key concept that helped to improve model’s computational efficiency. We
built a GoogleNet variant using keras, with several modifications to reduce
the number of parameters of the architecture: for each auxiliary classifier, we
replaced each FC layer with 1024 units + dropout with a single global average
pooling layer, followed by a FC layer with 2 units (since we work on 2 classes).
We also replaced the linear layer at the very end of the network with a FC layer
with 2 units, followed by a softmax activation. When compiling the model, we
assigned different weights to network output (1.0) and auxiliary classifiers (0.3).
Final loss was a weighted sum of all three losses.

Iandola et al. [12] took on a challenge to create a lightweight neural net-
work architecture that would be able to reach an accuracy comparable to large
models on the ImageNet dataset, but with significantly fewer parameters. They
accomplished that goal by creating the SqueezeNet network with AlexNet-level
accuracy yet with 50× fewer parameters. We implemented SqueezeNet v1.1 in
keras, based on the original Caffe version.
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The Densely Connected Convolutional Network (DenseNet) paper [11]
embraces the observation that introducing shorter connections between layers
that are close to the input and those that are close to the output enables train-
ing of substantially deeper and more accurate models. They build upon this
idea and present an architecture that connects each layer to every other layer in
a feed-forward way. DenseNets have several strong advantages: they help with
vanishing gradient problem, significantly reduce the number of the network’s
parameters, amplify feature propagation and feature reuse. The DenseNet121
variant was used in this work.

Szegedy et al. [22] took a slightly different approach from other ILSVRC 2012
competitors and instead of blindly increasing both network depth and number of
parameters, they followed more structured approach: scale up the network, but
in a way that utilizes added computation as efficiently as possible. The outcome
of their exploration is the aforementioned Inception-v3 architecture that is—as
GoogleNet—based on the concept of inception modules, but with even more
factorized convolutions and more aggressive regularization methods.

All of the models were trained following exactly the same training procedure:
each model was trained on 3 different datasets (50%, 75% and 90%) with 10
different learning rates, sampled randomly from [10−6, 10−1] range. Note that
we sampled learning rates only once, meaning after getting 10 random values,
we stored them in a list which was re-used each time a new model was trained.
In every case the learning rate was passed to an Adam optimizer (β1 = 0.9, β2 =
0.999, no decay). Individual training lasted 10 epochs, taking approximately 2–
3 h to converge. This resulted in 30 different training runs for each CNN. Since
all models have 2 outputs (one for benign class and one for malignant), we used
the categorical cross-entropy loss function. Two neurons at the end (categorical
case) were used instead of a single neuron (binary case) to allow for detailed
class activations in future research—in this case it is necessary to have a separate
output for each class.

The 256 × 256 RGB patches were fed into our models using training and
validation generators. Batch size of 128 was used for AlexNet, GoogleNet and
SqueezeNet, while batch size of 32 was used for Inception-v3 and DenseNet121.
The number of examples in a single batch was chosen so that the full GPU
memory has been utilized3. Before sending data to the model, each of the gen-
erators performed image standardization (so that input data has zero mean and
unit variance) based on a sample from training patches (500 benign and 500
malignant). No augmentations were applied nor random cropping used. Transfer
learning has not been used as the weights’ initialization method. Instead, uni-
form Xavier approach [9] was chosen (this is keras’ default initialization method
for both fully-connected and convolutional layers). Biases were initialized with
zeros.

3 All of the models have been trained on a workstation with Intel i7-8700K CPU,
64 GB of RAM and 2 NVIDIA GeForce GTX 1080 Ti GPUs, each with 11 GB of
memory.
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5 Discussion

As mentioned in the previous section, we evaluated each CNN type (AlexNet,
GoogleNet, etc.) on three datasets (50%, 75% and 90%). For each CNN type,
we chose—from 10 runs with different learning rates—the one with lowest val-
idation loss. As a result, we ended up with best AlexNet run for 50% data,
best AlexNet run for 75% data, best AlexNet run for 90%, best GoogleNet run
for 50% data etc. For each dataset, we present a figure with receiver operat-
ing characteristics (ROC) curves to investigate how they perform (see Fig. 1 for
details). Additional metrics (accuracy, F1 score and AUC) from models’ evalua-
tion on validation data, together with the learning rate used for that specific run,
were introduced for a more thorough performance investigation (see Table 2 for
details). Accuracy is defined as a ratio of the number of all correctly identified
examples (either benign or malignant) over the number of all evaluated exam-
ples (accuracy on validation data is termed validation accuracy). F1 score is a
harmonic mean of precision (proportion of true malignant cases in all cases iden-
tified as malignant) and recall (proportion of true malignant cases in all cases
that should be identified as such), while AUC represents the area under the ROC
curve (type of curve used to examine how a prediction threshold influences the
model’s performance).

In 50% dataset case, the supremacy of Inception-v3 over other architectures is
clearly visible. This is most probably due to the amount of data available in this
dataset (51K patches per class) being sufficient to counterbalance the capacity of
the network (23M parameters) so that it does not significantly overfit, reaching

Table 2. Additional metrics calculated on validation dataset.

Dataset Model Learning rate Accuracy F1-score AUC

AlexNet 0.000006 0.888459 0.890036 0.953168

GoogleNet 0.000249 0.875173 0.876643 0.945584

50% SqueezeNet 0.000374 0.832668 0.832978 0.915294

DenseNet121 0.000011 0.829579 0.836621 0.924451

Inception-v3 0.000664 0.918579 0.918403 0.973085

AlexNet 0.000006 0.865107 0.869676 0.935723

Inception-v1 0.000249 0.848534 0.844594 0.924711

75% SqueezeNet 0.000374 0.841228 0.842295 0.911930

DenseNet121 0.005234 0.841963 0.835888 0.912582

Inception-v3 0.002838 0.881092 0.883003 0.948290

AlexNet 0.000006 0.816777 0.820889 0.888870

Inception-v1 0.000249 0.802649 0.811313 0.867780

90% SqueezeNet 0.000374 0.776600 0.789692 0.837452

DenseNet121 0.000249 0.781236 0.754399 0.907895

Inception-v3 0.005613 0.786976 0.793847 0.849767
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Fig. 1. Left: Plots representing how accuracy depends on the number of parameters.
Right: ROC curves for each dataset.

satisfactory results (validation accuracy over 91%). One would expect that the
bigger the network the better the fit if fed with enough data, but it was not the
case in this scenario—AlexNet outperformed the rest of remaining architectures
with just 1M parameters. The 75% dataset did not bring any surprises—still
relatively large amount of training data (24K patches per class) coupled well
with Inception-v3’s capacity. It outperformed the rest of the models with signifi-
cant difference. AlexNet, however, again got very close, scoring single percentage
points below Inception-v3’s results. The 90% dataset changed the situation—
little over 2K patches per class was not enough for Inception-v3, which scored
almost the worst from all architectures. DenseNet, however, managed to extract
the amount of structure enough to get 0.9 AUC. We think that this is the result
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Table 3. Comparison of our models with statistics from [3].

Dataset Model Absolute Specificity Positive False False

sensitivity predicted value negative rate positive rate

- FNAC [3] 0.831 0.84 0.983 - 0.014

AlexNet 0.902799 0.874120 0.877630 0.097201 0.125880

GoogleNet 0.887088 0.863259 0.866441 0.112912 0.136741

50% SqueezeNet 0.834525 0.830812 0.831438 0.165475 0.169188

DenseNet 0.872679 0.786478 0.803423 0.127321 0.213522

Inception-v3 0.916431 0.920726 0.920384 0.083569 0.079274

AlexNet 0.900167 0.830048 0.841184 0.099833 0.169952

GoogleNet 0.823183 0.873884 0.867149 0.176817 0.126116

75% SqueezeNet 0.847995 0.834461 0.836672 0.152005 0.165539

DenseNet 0.804943 0.878984 0.869307 0.195057 0.121016

Inception-v3 0.897421 0.864764 0.869041 0.102579 0.135236

AlexNet 0.839735 0.793819 0.802870 0.160265 0.206181

GoogleNet 0.848565 0.756733 0.777194 0.151435 0.243267

90% SqueezeNet 0.838852 0.714349 0.745976 0.161148 0.285651

DenseNet 0.671965 0.890508 0.859887 0.328035 0.109492

Inception-v3 0.820309 0.753642 0.769040 0.179691 0.246358

of DenseNet being able to extensively reuse learned features, which indirectly
seems to help it learn from less data. However, AlexNet achieved best valida-
tion accuracy and F-score, again shining a new light on the potential of this
lightweight architecture. The second small architecture—SqueezeNet—did not
perform that well, potentially due to the absence of batch normalization layer
(when compared to AlexNet). Overall, it is clearly visible that the performance
of our models drops when gradually reducing the amount of data available for
training.

Despite not working on the same data, as part of the evaluation process
we compared our results with that presented in [3] for ultrasound-guided fine
needle aspiration cytology (FNAC) to get the estimate at least in terms of the
order of magnitude of scores. The analyses from [3] were performed by experi-
enced pathologists. We selected the following metrics that are comparable to our
scenario: absolute sensitivity (in our case understood as pure sensitivity - a mea-
sure of the proportion of true malignant examples that are correctly identified as
such), specificity (proportion of true benign cases that are correctly identified as
such), positive predicted value (precision) for malignant cases, false negative rate
and false positive rate. Detailed results were summarized in Table 3. Please note
that the comparison is just to get the sense whether metrics’ values we achieved
were to any extent similar. It is worth mentioning that our metrics have been
calculated for all patches and averaged, while the ones from [3] were calculated
per case. Nonetheless, absolute sensitivity and specificity of the CNNs are on a
satisfactory level. Inception-v3 for the 50% dataset reached a positive predicted
value of 0.92, getting relatively close to the examination’s value of 0.983. A false
negative rate value was not provided in [3] hence it was impossible to compare.
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Inception-v3 reached a 7.92% false positive rate, which was reassuring to observe.
Overall, the analyses is very encouraging for future research.

Our initial hypothesis was that models with fewer parameters should out-
perform larger ones when trained and evaluated on limited data (75% and 90%
datasets). This could happen because of the learning capacity of architectures
like Inception-v3 and DenseNet—they are able to “memorize” the data if it is
scarce enough. To verify this hypothesis, plots were created for each dataset to
see how accuracy depends on the number of parameters of the model (see Fig. 1).
When fitting the line to data points one can observe that, on average, increasing
model size with larger dataset (like 50% one) improves the performance. The
curve is less steep for 75%, with the performance decreased for 90%.

6 Conclusions

The aim of this work was to explore how modern CNNs could be used to ana-
lyze breast cancer FNB specimen. After evaluating five different architectures—
AlexNet, GoogleNet, SqueezeNet, DenseNet and Inception-v3—we achieved very
promising results. We see Inception-v3 as the best model, although it did not
achieve best results in all cases. This is, however, a real-life scenario - it is
extremely hard to find a single model that could simply work for all patients,
all tissues and all datasets. Getting the results described in this work, especially
when compared to manual analyses [3], we are really encouraged to further
explore the potential of deep networks for the analysis of cytological specimens.
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Abstract. The aim of this study is the comparison of the various deep
convolutional neural networks for segmentation of fibroblast in bright-
field microscopic images. This investigation compares two main archi-
tectures: Unet and Linknet. Every main architecture is equipped with
various ‘backbone’ network creating specific bundle. The experimental
dataset consisting of 16 sequences of images of monitored cells’ culture
have been split into training and validation set. Then it was analysed
and used for validation of the networks to establish the best bundle
(net architecture and ‘backbone’). This study proved that trained deep
convolutional neural networks could be used as a segmentation tool in
this task.

Keywords: Biomedical engineering · Image processing ·
Image segmentation · Deep learning · CNN

1 Introduction

Every genetic modification has influence on the cell. Even transduction of the
gene responsible for fluorescent protein that allows observation with fluores-
cent microscopy could be influential on cell behavior. Cell behavior after genetic
modification is still a valid problem we are trying to work with. In our previous
experiments we analyzed the movement of the human skin fibroblast observed in
bright field microscopy [1]. Analyzis of the movement can be used as a quantifi-
able indicator of cellular response to extracellular cues, physiological stimuli and
overall impact of the environment [2]. The main setback was estimation of cell’s
outline. Previously tested methods did not yield expected results. Therefore, a
new approach was needed. In this study we present novel technique for assess-
ment of cell’s boundary with deep learning method in the form of convolutional
neural network (CNN).
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CNNs seems to be able to cope with different types of images. Among those,
medical images present one of the more difficult issues. In our dataset, micro-
scopic images include a limited number of objects with similar textures. They
are usually very difficult to process and analyze.

Fully convolutional networks (FCNs) are neural networks where the classi-
fication is performed pixel-by-pixel rather than on the whole image. This way
segmentation and semantic segmentation can be performed on the images.

The aim of this study is to confirm if the CNN is able to produce reliable
results of fibroblast’s boundary detection. To facilitate this we tested various
models of CNN and trained from scratch as well as fine-tuned to pre-trained
models.

2 Materials and Methods

2.1 Image Data

A B

C D

Fig. 1. Example of input image data (A) with related ground truth (B) and results of
(C) finetuned Linknet (‘resnet50’) and (D) Unet (‘vgg19’) trained from scratch.
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Data Collection. The dataset used in this study was created with images of
human skin fibroblasts. The experiments procedure was described in detail in
previous study [3,4]. The monochromatic image acquisition was performed with
camera attached to the microscope (Leica LAS AF DMI 6000B) using 40X objec-
tive. The sequences showing cells’ movements were acquired automatically with
set timestep. As a result we obtained typical brightfield images with artifacts,
noise, and low contrast between object and background, as presented in Fig. 1.

Ground Truth Annotation. Previously we used modified level-set method
proposed by Li [5] to evaluate the object boundary. We used the previous results
to develop the ground truth. As these results of boundary outline were in some
cases inaccurate, they were manually modified to better fit the real object bound-
ary. Then, formed boundary was dilated and filled to create the binary mask of
full image.

Dataset. The whole dataset consisted of 16 series of images with 1936 images
overall. We constructed the training set with 15 of 16 series leaving one out for
validation. Furthermore basic image augmentation by random flipping of images
horizontally and vertically with 0.5 probability was applied to training set. The
validation set was used without augmentation to achieve comparable results.

Backbones. As the tested architectures, namely Unet [6] and Linknet [7], are
based on the encoder-decoder representation. It is possible to insert the net-
work with reliable capabilities as the encoder and it’s flipped version as decoder.
Hence we can name the architecture of a decoder/encoder as a ‘backbone’ for
higher level architecture as depicted in Fig. 2. The ‘backbones’ we were able to
test in this experiment with our hardware: ‘inceptionv3’, ‘resnet18’, ‘resnet34’,
‘resnet50’, ‘resnext50’, ‘vgg16’, ‘vgg19’. The main limitation to the complexity
of the network was memory capacity of the hardware.

2.2 CNN Training and Validation

We tested 4 types of CNNs with numerous backbones. In this study we focused
on Unet [6], Linknet [7], FPNnet and PSPNet [8]. (Unfortunately, the models
with FPNnet and PSPNet architecture could not perform in this task, hence
their results will not be included in this manuscript.) These architectures have
many applications in object recognition and semantic segmentation. Especially
Unet which was developed for biomedical image segmentation.
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Unet architecture

Fig. 2. Encoder-decoder architecture (as in Unet and Linknet) with resnet-34 as a
‘backbone’.

Every network was trained two times: first, trained from scratch and second,
finetuned. The pretrained weights were obtained from networks trained on 2012
ILSVRC ImageNet dataset [9]. Which was used mainly for classification with
localization task. It consisted typical photographs, instead of biomedical data,
with 1000 labeled categories.

All experiments were performed in Python by training for 4000 iterations
using one of 16 series as a validation set and rest of images from the shuf-
fled dataset as training set. We used Python library segmentation-models and
classification-models with default parameters model building. We used Adam
optimizer with learning rate and decay set to 1e−6, and 1e−8 respectively. Every
model was trained with the same optimizer to secure comparable results. All
models were trained on Nvidia GPUs and were tested to determine their fitness
for estimating boundary of the fibroblast.

The loss function (or optimization score function) is used to compare the
true labels (ground truth) with predictions made by network. In this study the
binary crossentropy was used. The validation was performed after every epoch
so it is possible to monitor the values over process of training. A metric function
of binary accuracy was also calculated during training and validation for further
assessment. A metric function is similar to a loss function, except that the results
from evaluating a metric are not used when training the model.

3 Results

The parameters used for training resulted in steady convergence of loss values for
Unet and Linknet as presented in Fig. 3. Both models with various ‘backbone’
architecture performed with relatively high accuracy.
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Fig. 3. Steady convergence of loss value during training of Linknet network architec-
ture with various ‘backbones’. Presented for training set (solid line) and validation set
(dotted line).

We compared the binary accuracy on training and validation set, as well as
loss metric. Additionally, we compared the mean time of one epoch for each
network. All the results are presented in Table 1.

Table 1. Comparison of accuracy and loss metrics for all the tested networks based on
training and validation set. Best performing networks are marked with bold for each
set.

Accuracy Loss Time[s]/Epoch

Train Val Train Val

‘Linknet’

‘finetune’

‘densenet121’ 0,875 0,870 0,594 0,576 158

‘inceptionv3’ 0,968 0,977 0,334 0,324 154

‘resnet18’ 0,975 0,980 0,242 0,225 88

‘resnet34’ 0,848 0,825 0,538 0,556 107

‘resnet50’ 0,993 0,994 0,138 0,132 176

‘vgg16’ 0,967 0,979 0,373 0,403 211

‘vgg19’ 0,971 0,982 0,278 0,286 236

(contniued)
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Table 1. (continued)

Accuracy Loss Time[s]/Epoch

Train Val Train Val

‘scratch’

‘densenet121’ 0,974 0,986 0,380 0,360 150

‘inceptionv3’ 0,985 0,987 0,242 0,216 147

‘resnet18’ 0,967 0,976 0,346 0,314 80

‘resnet34’ 0,965 0,980 0,437 0,411 98

‘resnet50’ 0,951 0,975 0,447 0,440 172

‘vgg16’ 0,993 0,482 0,261 0,881 252

‘vgg19’ 0,993 0,292 0,170 0,703 233

‘Unet’

‘finetune’

‘densenet121’ 0,993 0,995 0,306 0,296 169

‘inceptionv3’ 0,994 0,997 0,342 0,345 162

‘resnet18’ 0,968 0,971 0,475 0,468 103

‘resnet34’ 0,993 0,995 0,238 0,234 122

‘resnet50’ 0,994 0,995 0,203 0,199 180

‘resnext50’ 0,994 0,995 0,217 0,216 265

‘vgg16’ 0,952 0,952 0,448 0,477 221

‘vgg19’ 0,966 0,977 0,397 0,422 249

‘scratch’

‘densenet121’ 0,992 0,993 0,210 0,201 162

‘inceptionv3’ 0,952 0,976 0,441 0,362 155

‘resnet18’ 0,970 0,982 0,417 0,375 52

‘resnet34’ 0,994 0,902 0,165 0,878 113

‘resnet50’ 0,923 0,974 0,536 0,454 171

‘resnext50’ 0,976 0,982 0,359 0,302 257

‘vgg16’ 0,989 0,988 0,287 0,295 213

‘vgg19’ 0,966 0,959 0,447 0,536 243

4 Discussion

The systematic decreasing of loss value and increase of accuracy during train-
ing indicates that networks with Unet and Linknet architectures are capable of
segmentation fibroblast in microscopic images.
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The average accuracy achieved on validation set was better for Unet (0, 977)
than Linknet (0, 878). We observed the general tendency that in both cases the
metrics were favorable for finetuning than learning from scratch (Unet 0, 985
vs 0, 970 and Linknet 0, 944 vs 0, 811, respectively). This seems as reasonable
since networks that were already trained has established image feature detection.
Even thou the pretrained weights were obtained on the training set containing
natural images instead of microscopic the networks seem to be able to gener-
alize the feature detection and perform decently. It probably can be related to
possibility of generalizing to line and shape detection. Such properties could be
easily transferred to different type of images.

Based on the comparison, presented in Table 1, we concluded that, while the
final value of accuracy was similar after the training, the convergence for Unet
was faster, as presented in Fig. 4. Thus suggesting that the Unet architecture is
more robust.

Fig. 4. Comparison of binary accuracy for Unet (solid line) and Linknet (dotted line)
with various backbones.

Unet architecture seemed to be more independent from the various ‘back-
bone’. Accuracy of validation set for finetuned Unet was around 0, 995 for major-
ity of ‘backbones’ while for Linknet architecture the range of accuracy values is
wider (as in Table 1).

Also, while training from scratch simple networks like vgg16 and 19 did not
achieve good results with Linknet architecture in contrast to Unet. This suggests
that Unet architecture overcomes the one of Linknet in this type of task.

The best performing ‘backbones’ are presented in Table 1 for comparison. The
previously established overall tendency of Unet’s superiority is also confirmed by
this. Furthermore, we noticed the common tendency that more complex archi-
tectures (like inception and densenet) yield better results.
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Moreover, the time of processing increased with complexity of the ‘backbone’
architecture. For simpler networks like resnet18 we observed lower times of com-
putation while old network with simple connections like vgg16 ad 19 was usually
the slowest.

Additionally to evaluation based on quality coefficients, the visual inspection
of the resulting images was performed. We noticed that among finetuned net-
works those with ‘inceptionv3’ backbone are visually appealing as the shape esti-
mation is quite definite with sharp edges (easy to establish threshold value on the
network’s predictions). Apart from that the finetuned Linknet with ‘resnet50’
backbone has also good results but are less clear. Visually Unet trained from
scratch with ‘resnet34’, ‘resnet50’ and ‘vgg19’ surpass other networks results.

One of the main difference observed in Unet and Linknet capabilities was
shown by ‘resnext50’ backbone. While it was possible to train the Unet archi-
tecture with this backbone the Linknet caused out of memory error. This proves
that Unet has lower needs and better handling in terms of memory.

Generally, it is agreed that CNNs analyze images similarly to human visual
processing. Firsly, simple shapes are recognized and with the depth of layers the
complexity of shapes increases. At the early stages, CNNs search for oriented
line patterns and geometrical shapes. Further down the road, features like edges
can be analyzed. As the depth increases, the network discrens specific forms
of objects or features very specific to only the type of object presented during
training. Therefore, the larger the network, the more subtle differences it should
be able to discern. This directly impacts CNN generalization and future finetun-
ing possibilities. Weights in “smaller” networks could sometimes be insufficient
in number to incorporate more complex features of the image. “Larger” net-
works contain many more layers, which largely increases the number of weights
involved in processing a feature. Therefore, it can be concluded that the larger
the network, the larger the dataset, which the network can generalize. Also, larger
networks open more possibilities in finetuning, because of the larger flexibility
in changing the weights.

5 Conclusion

We tested the possibility of fibroblast boundary estimation in microscopic images
with CNN. This study proved that trained CNN could be used as a segmentation
tool in this task. Variety of CNN models was validated on set of microscopic
images from experiment. The boundary achieved using proposed method could
be further used for cell’s movement estimation.

To sum up, we established that Unet performs superior to Linknet in clas-
sification and segmentation tasks as it is more independent of used various
‘backbone’ and performs more robustly. Best performance was achieved while
finetuning Unet with ‘inceptionv3’ backbone.
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Abstract. Modern multi-omics studies introduce a major challenge for
biomedical data storage, processing and integration. The ability to utilize
multiple different measurement techniques in order to provide a compre-
hensive view on the studied processes is becoming a standard in molecu-
lar biology and medicine, increasing the need for the development of new
strategies used for handling various types of data in a single environment.
To address this need we developed a remotely accessible BioTest plat-
form which allows to process multi-omics data, obtained using various
measurement techniques, including next-generation sequencing (NGS),
oligonucleotide microarrays, and mass spectrometry. This allows to pro-
cess various biomedical data from genomic level, trough transcriptomics,
up to the proteomic level on a scalable environment that can handle
even the largest datasets. Integrated version control for library files and
intermediate results as well as the possibility of designing workflows com-
prised of various algorithms, ensures that all of the results are highly
reproducible. Incorporated support for MapReduce jobs and Big Data
processing on a high performance computer cluster allows to test multi-
ple various hypotheses at the same time.

BioTest is the answer to the information explosion observable in life
sciences, especially in a cancer research. The ability to handle large
amounts of information and possibility to integrate data from various
experiments is essential for high quality research, being one of the most
important steps towards the development of personalized medicine.

Keywords: Bioinformatics · Biomedical data analysis ·
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1 Introduction

Modern bioinformatics in large extent is concentrated on the analysis of high-
throughput sequencing technologies. Massive amounts of data produced by Next
Generation Sequencing (NGS), oligonucleotide microarrays, and mass spectrom-
etry presents a challenge for both data storage and analysis requiring advanced
systems and tools for the successful application of this technology. There are
already many systems for biomedical data management and analysis [3,14,19],
some of which are in particular dedicated to NGS data analysis [1,18] or post-
processing of such data by means of e.g. Gene Ontology tools [8].

The BioTest is an answer for the emerging problems with processing of the
biomedical, especially multi-omics, data, namely with a problem of large number
of data, often stored in various formats; necessity to utilize statistical tests in
order to assess the significance of the findings; need to include additional data
in the study (often time/version) dependent; need to combine various analysis
methods with incompatible input/outputs.

The paper is structured as follows. Section 2 describes briefly the methodol-
ogy of the data analysis incorporated in the platform. Section 3 gives the descrip-
tion about data storage and higher level of the data analysis. In Sect. 4 the reader
can find an example of processing the genomic data. Finally, Sect. 5 presents our
conclusions.

2 Materials and Methods

The BioTest platform constitutes a comprehensive set of tools for processing the
biomedical data of different origin. It includes proteomic, genomic, transcrip-
tomic data, which in turn can be integrated with demographic and clinical data
and data acquired from various medical databases (e.g. GODB, KEGG, UniProt,
etc.). An additional aspect of data processing is their variability over time (also
reference data); this aspect of the system is discussed in the subsequent section.

The overall structure of the platform consists of different subsystems includ-
ing: core web-application for data management, storage and flow; Galaxy server
connected with HPC Ziemowit cluster settled for data analysis; Neo4j graph
database and Apache Cassandra NoSQL database management system for a
higher level of analysis and data visualisation. The individual elements of the
system are virtualized and are scalable (see e.g. [18]).

For the needs of the BioTest system, the well-known Galaxy server was
employed [1]. Galaxy was originally written for genomic data analysis, partic-
ularly data from the Next Generation Sequencing (e.g. tools for mapping the
reads against reference sequences). For our needs, we have significantly extended
the functionality of the Galaxy. Among the others, one can distinguish machine
learning methods, and further methods connected with the functional interpre-
tation of genes or proteins.



154 K. Psiuk-Maksymowicz et al.

2.1 Supervised and Unsupervised Machine Learning Methods
and Tools

The supervised and unsupervised large scale data analysis functionality is imple-
mented in BioTest platform using SPICY system (SPecialized Classification sYs-
tem) [6,17,21] created in the R language. Thanks to the modular construction of
the system, it provides a high degree of flexibility in creating various structures of
classifiers and analysis workflows. Workflows concept is easier to configure than
traditional scripting. We can record the whole workflow and therefore, make
it possible to repeat the whole analysis pipelines. The Galaxy server provides
a possibility to change the workflow by a visual tool (see example workflow for
supervised data analysis in Fig. 1). We can choose between the unsupervised and
supervised pipelines independently. Using the unsupervised data analysis part,
user can use Principal Component Analysis (PCA) to find the directions of most
variation and subjectively discover the differences between complex samples. As
an analysis result, the user can download the data result tables and, in addi-
tion, the visual representation. The analysis contains sample cluster analysis and
feature clusterization, which is important to find out the source of data variabil-
ity. The example of such visualization is shown in Fig. 2. The user can change
many analysis parameters to achieve the intended analysis result. The super-
vised data analysis part contains complex data classification system. The user
can choose between different feature selection/extraction methods, for example
Partial Least Squares (PLS), t-test, ANOVA, different classification methods, for
example Support Vector Machines (SVM), Linear Discriminant Analysis (LDA),
Random Forests (RF) and different model validation methods: Bootstrap, k-fold
cross-validation, Leave-One-Out, etc. It is easy to change the part of the analysis
sequence by changing the selected module or selecting other method parameters.
In each analysis, we can use a framework for accessing and executing remote
Web Services and run all computation on a remote server or computer cluster.
It is particularly important in a large-scale classification analysis, where we are
dealing with complex and big datasets.

Fig. 1. Visual representation of the predefined workflow for supervised data analysis.



BioTest - Remote Platform for Hypothesis Testing and Analysis 155

Fig. 2. Visualization of unsupervised data analysis result. The PCA analysis (upper
right panel) is supported by hierarchical clustering in feature and sample space and is
showed on the heatmap figure (bottom panel). Additionally, it is possible to group the
feature sets (upper left panel).

2.2 A Tool for Aggregation of Gene Ontology Terms

The last step of analysis of gene or protein groups obtained as the result of
supervised or unsupervised analysis is their functional interpretation. The main
purpose of such analysis is to provide information about functions, pathways
and biological processes that are common for analyzed set of genes or proteins.
Such knowledge can support biological hypotheses related to the experimental
design and help biologists or medical doctors to understand results and draw
biological conclusions from the performed laboratory experiment.

Gene Ontology Enrichment Analysis. The most typical approach to auto-
mated functional interpretation of gene groups is the so-called Gene Ontology
enrichment analysis. The Gene Ontology (GO) database provides controlled
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vocabulary in the form of a directed acyclic graph. The nodes in the GO graph
are called Gene Ontology terms and can be used to functionally annotate genes
and gene products in terms of their associated biological processes, cellular com-
ponents and molecular functions [2].

In order to perform GO enrichment analysis, genes from the group of interest
and from the reference group are annotated with their corresponding GO terms.
Then, based on GO term occurrences in both groups, a statistical test (e.g. chi-
square or hypergeometric test) is applied to discover enriched GO terms in the
analyzed group of genes. The result of such analysis is provided in the form of
a list of statistically significant GO terms which is interpreted as a functional
description of an investigated gene group.

A number of tools designed to perform GO enrichment analysis have been
developed. Some examples include web application DAVID [10], R library
GOstats [5] or stand-alone Cytoscape application BiNGO [15]. Another set of
methods that use Gene Ontology terms for functional analysis provide a list of
co-appearing combinations of GO terms in the form of so-called logical rules
[4,9]. Here, instead of providing a list of single GO terms, a list of statistically
significant GO term combinations is returned as a functional description.

Biotest Gene Ontology Clustering And summarization Tool. The main
drawback of GO enrichment analysis presented in the previous paragraph is the
fact that usually a list of statistically significant GO terms consists of several
hundreds of elements. Therefore, it is very difficult to analyze and interpret the
obtained functional description.

In order to integrate the information included in a result list of GO terms, the
BioTest platform provides a tool that uses a hierarchical clustering algorithm to
aggregate GO terms based on their similarities [8]. Groups of GO terms obtained
as a result of such analysis generalize functional information and therefore pro-
vide a more concise and comprehensive description.

To create a similarity matrix used by the clustering algorithm, the similarities
among all statistically significant GO terms have to be computed. As the Gene
Ontology database is represented in the form of a hierarchical graph, the most
suitable similarity measures are semantic similarity measures. In the BioTest
platform, to obtain similarity matrix, the user can choose among the following,
state-of-the-art GO similarity measures: Resnik [20], Jiang and Conrath [12],
Lin [13], and Wang [22]. Based on the similarity matrix, the hierarchical cluster-
ing algorithm is used to compute clusters. By providing the number of clusters,
the user can decide how specific should be functional information included in
the output clusters.

Clustering results can be processed by another tool implemented on BioTest
platform, which allows summarizing information on GO clusters. By mapping
GO terms back to their annotating genes and applying BioTest cluster sum-
marization tool, the user can calculate statistics for individual clusters of GO
terms. The statistic can be used either to compare the number of up- and
down-regulated genes, used in the overrepresentation tests for GO terms or to
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compare the number of differentially expressed genes between two sample pairs.
The algorithm also provides a graphical representation of the results table with
proportions of genes specific for each group.

3 Data Storage and High-Level Data Analysis

Methods presented earlier in this article concentrate on raw data integration,
data preprocessing and feature selection. As a result of their usage, we achieve
the fundamentals to the next level exploration, called a high-level analysis. The
analysis requires data from different, independent sources, but when integrated
together drive the analysis to a discovery of new knowledge. In the BioTest
project, these sources covered clinical data from the hospital information sys-
tem, genomic, proteomic, and/or transcriptomics data collected during medical
examination and processed by tools implemented in the Galaxy Server plat-
form, and data gathered at many publicly hosted biological databases. Their
integration into one database schema would allow for multidimensional analy-
ses. However, such integration was not possible due to many different use cases
related to direct or indirect goals set by researchers, which were not known at
the moment of system implementation.

For this reason, we decided to implement the concept of data lake, which
assumes storing data its native format, both structured and unstructured, until
is it needed. Our analyses were focused on genomic data, which gathering has
become more and more easier in recent years, however, it consumes a lot of stor-
age resources. For the storage space, we chose the Cassandra database system,
which is a flexible and scalable solution. The main features of that platform are:

1. Decentralization which means that there are no single point of failure and no
networks bottlenecks, which is very important when processing many biolog-
ical data with time-consuming algorithms.

2. Replication, which means that data are automatically replicated to other
nodes in the cluster for fault tolerance.

3. Wide column storage where data are partitioned, rows are organized into
tables and clustered.

4. Incorporated support for MapReduce jobs and Big Data processing.

Another reason for choosing the storage space without a dedicated data struc-
ture was the fact that during the analysis of functions of genes and proteins, it
is necessary to use publicly hosted, referential databases. These databases pro-
vide additional information about molecules identified at the low-level analysis.
They are periodically updated and vary in time, especially with hierarchical
structures. The BioTest system should allow for the analysis of results in the
context of different versions of the data schema. To ensure that historical data is
matched to the purpose of the higher-level analysis, we used the Apache Spark to
process MapReduce jobs [16]. Implemented mechanisms were described in more
details in [19]. It is worth emphasizing that the defined Map and Reduce tasks
can follow each other repeatedly, where the set of output data from one task
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becomes a set of input data for another operation. The Apache Spark has been
integrated with an external computing cluster that is launched when additional
calculations are needed for building ad-hoc queries or creating data aggregations
taking into account different types of the data hierarchy.

All these integrated solutions allowed us to create a dynamic data storage
layer on the basis of the concept of schema on read and enabled to search hid-
den relations between independent data. Contrary to schema on write, schema
on read creates the schema only when reading the data and allows to store
the unstructured data. Relations can be described by direction and additional
attributes. Graph databases simplify the presentation of such important infor-
mation since they allow not only to pay attention on the data itself, but also on
the relations between the data. In the BioTest project, we integrated the Neo4J,
one of the most popular graph databases, which provides a lot of drilling features
and an easy to understand query language. We also use Cypher, the elastic query
language, for visualization of complex dependencies in an accessible way. The
results can be presented in graphical or tabular form. In the case of a graphical
form, this is not just a static image, but it is possible to move selected elements,
to click to view more information about the object (e.g., additional informa-
tion about the gene) or to open the object to drill down and search for further
dependencies (see Fig. 3).

Fig. 3. Relation between clusters, genes and other terms.

Monitoring of the course of the research and the data collection, processing,
and aggregation for further analytical purposes is handled by the BioTest appli-
cation being the backbone of the BioTest platform. It transfers data to lower-level
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calculations and analyses, where most likely set of key features is identified. The
application implements functionalities that allow searching of external biologi-
cal databases, mapping them to data structures on the platform. It finally takes
care of the proper transfer of subsets of data to the graph database, which is the
researcher’s multidimensional and multi-version analysis tool.

The results of clustering described in the previous chapters can be combined
in a simple way with data from biological databases or from systems that record
scientific articles. For example, starting from genes belonging to cluster No. 7,
the user can go to find points shared with another cluster, he can drill down
further to find articles describing connections or genes also located in the cluster
and unknown to the researcher. Clinical characteristics of real patients can be
discovered, which in the medical examination did not seem crucial. This example
is presented in Fig. 3.

4 Example Results

As an example, we show a way of processing a set of microarray data, which
originate from a biopsy taken from patients at the Maria Sklodowska-Curie
Institute - Oncology Centre, branch in Gliwice. The dataset includes 15 sam-
ples that represent two types of thyroid cancer FTC, MTC and control - healthy
cells. After copying the data to the BioTest system, the user can run a predefined
workflow in Galaxy. Here a workflow of supervised data analysis is performed. It
uses SPICY tools and contains e.g. normalization step or supervised data anal-
ysis step with a division of the input data into the training and testing data. A
successfully launched workflow in Galaxy server is presented in Fig. 4.

This analysis provides a table of standardized expression intensities, informa-
tion on which genes show significant differences in expression levels between the

Fig. 4. A process of launching a predefined workflow of the supervised analysis on
microarray data.
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individual sample types (FTC, MTC and normal) and results of the supervised
data analysis which provides information on how well can we predict the sample
type given the expression level data alone.

Fig. 5. Visualization of generated 5 clusters of GO terms in Neo4j graph database.

Fig. 6. Visualization of all GO terms enclosed within the Clusters No 1.

Genes that show the highest differences, in terms of expression levels, between
the analyzed samples were then used to identify Gene Ontology processes that
are likely to be associated with the intracellular differences. This was achieved
using a hypergeometric test which identifies processes in which differentially
expressed genes are overrepresented, compared to their expected numbers based
on random selection.
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Fig. 7. Visualization of relations between clusters by means of genes effecting the
clusters.

Fig. 8. Visualization of genes effecting the Cluster No 1 and signalling pathways con-
nected with those genes.

Such analysis usually results in a large number of GO processes, that are
difficult to interpret. In order to aid this process we use another step in which
GO terms are aggregated into clusters (see details in Sect. 2.2). As a result, we
achieve 5 clusters with GO terms, their visual representation is presented in
Fig. 5 already in a Neo4j framework.
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By means of linkage of data from different biomedical databases and dynam-
ical capabilities of Neo4j database we gain an enormous amount of possibilities
of finding relations between different GO clusters, GO terms, genes, signalling
pathways, etc. We reveal here only three of them. Visualization of all GO terms
enclosed within the Clusters No 1 visible in Fig. 6. Visualization of relations
between clusters by means of genes affecting the clusters is shown in Fig. 7.
Visualization of genes affecting the Cluster No 1 and signalling pathways con-
nected with those genes visible in Fig. 8.

5 Conclusion

The BioTest platform is capable of running pre-designed workflows with a con-
stant set of parameters and reference libraries for each sample provided, addi-
tionally monitoring any custom changes that can affect the final outcomes. This
feature is very important for clinical applications as it allows to control the
reproducibility of the studies. The system supports methods commonly used
in basic sciences to identify regulatory interactions and genomic alterations of
the malignant cells by utilizing high throughput measurement methods. How-
ever, the functionality offered by the system is also oriented on studying various
effects on a single molecule scale, important in the clinical applications.

Among many novelties of the developed system, one can point out at least
those most valuable:

– integration of biomedical data of different origin;
– possibility to study different aspects of the variability of the data (or meth-

ods);
– implementation of many new methods and possibility of making own data

workflows;
– interpretation of the results by means of visual and dynamic tool.

The BioTest platform is a promising tool for a wide range of analysis. It
has been already used several times in practical analysis, for example in iden-
tification of factors that affect reproducibility of mutation calling methods in
data originating from the next-generation sequencing [11]; or in thyroid cancer
proteome research [7].

Compared to the data presentation methods used by Gene Ontology most
popular website, the possibilities are significantly broader when it comes to con-
ducting research. Many limitations have been lifted, like restrictions for searching
information about one GO term, a graph is no more a static image, but a dynamic
one, the user can drill GO terms in the graph to show further dependencies. In
the graph view, all levels above/below a GO term are displayed - depending on
the user’s preferences. Users can read a list of genes and show the relationship
between genes and terms. Finally, one can perform queries to generate tabular
statements or present several GO terms on one graph.
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Abstract. The paper deals with the designing and implementation of
a computer-aided system capable to detect seizures by classification of
EEG records. The system is based on deep learning method using a recur-
rent long short-term memory neural network. The main purpose of the
system is to help neurologists in detecting seizures fast and reliably. The
research was carried out using real EEG recordings of epileptic patients
as well as healthy subjects prepared with the cooperation of the medi-
cal staff of the Clinical Ward of Neurology of the University Hospital of
Zielona Góra, Poland.

Keywords: EEG signals · Seizure detection · Deep learning ·
Long short-term memory · Classification

1 Introduction

Electroencephalography (EEG) is one of the most popular methods used to mea-
sure the activity of neurons on the surface of the cerebral cortex [9]. Analysis of
EEG records plays a very important role in the diagnosis of serious neurologi-
cal disorders such as epilepsy [3,4]. Approximately 1–2% of world’s population
has epilepsy, about 5% may have at least one seizure during their lifetime, and
about 25% of epileptic patients cannot be treated sufficiently by any available
therapy [3]. Epileptic seizures can be divided into partial, generalized, unilat-
eral and unclassified [16]. In turn EEG recordings of epileptic patients can be
classified into two categories: inter-ictal – abnormal activity recorded between
epileptic seizures, which has the form of occasional short-term transient waves,
and ictal – activity recorded during the seizure in the form of long-term poly-
morphic waves [16,18].

The most popular method of analysis of EEG recordings used by neurolo-
gists is a visual inspection. Unfortunately, this method is very time-consuming
method and it can be very inefficient. Moreover, there is a very high probabil-
ity of discrepancies in diagnoses posed by different experts which may result in
the assessment of the seizure detection accuracy. What is more, even diagnoses
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carried out by the same expert but in different periods of time may differ signif-
icantly. Therefore, the computer-aided system for automatic seizure detection is
of great worth.

So far, many different seizure detection systems have been proposed [2,4,
6,11]. Systems working in the time-domain can investigate statistic properties
of EEG signals as basic or regularity statistics [18], approximate entropy [4],
pattern match regularity statistics [13], and others. Unfortunately, a majority
of papers investigated long-term seizures. On the other hand a large number of
publications is devoted to the analysis of EEG recordings in the time-frequency
domain. Very popular methods used in this scope are discrete wavelet trans-
form (DWT) [7,14,17], matching pursuit (MP) [2,18] and recently a Stockwell
transform (ST) [10–12]. In the previous works of the authors time-frequency
approaches were successfully applied to short-term seizures detection obtain-
ing even 99.2% of recognition accuracy [11]. However, time-frequency methods
are time-consuming. Taking into account that, a method has to transform data
recorded at 16 channels the processing time is very long. For example, analysis
of entire EEG record lasting 15 min can last longer than the visual inspection.
That in the reason that in this work a method operating in the time-domain is
considered. A method is based on deep learning using a specific kind of recurrent
neural networks called a long short-term memory (LSTM). This structure was
proposed in order to cope with the vanishing gradient problem and it is well
suited to model dependencies between samples in time sequences. In the paper a
deep LSTM network is used to classify EEG sequences into two classes labelled
as “normal” and “epileptic”.

2 Seizure Database

In cooperation with the medical staff of the Clinical Ward of Neurology of Uni-
versity Hospital of Zielona Góra, Poland, a database of neurological disorders
was prepared. EEG data were recorded with 16-channel device using the 10/20
setting. The data was acquired from both epileptic patients and healthy subjects.
With the help of neurologists, 588 seizures from 104 patients (both females and
males, children and adults) were recorded and analyzed. Simultaneously, 588
sequences from 71 healthy subjects were derived. Eventually, the database con-
sisted of 1176 EEG recordings. An expert in clinical analysis of EEG signals
(a neurologist) inspected every record visually to score epileptic and normal
sequences. Each record consists of 16 signals. In Fig. 1 it is presented a section
of a EEG recording representing a seizure occurred at 835 s. We can see a sig-
nificant change of signal characteristics, especially in channels P3 O1, P4 O2,
T4 T6, T5 O1 and T6 O2. Unfortunately, not only epileptic seizures cause a
visible change in the EEG course. A body activity and/or influence of the equip-
ment can significantly complicate the visual inspection. Every additional activity
that is not of cerebral origin is called artifact, which is highly undesirable as it
can impede the final diagnosis of epilepsy.

Our objective is to detect the inter-ictal seizures pending less than 1 s. Due
to the fact that considered seizures are characterized by a short-time occurrence,



168 K. Patan and G. Rutkowski

830 831 832 833 834 835 836 837 838 839 840

FP1−F3

FP2−F4

F3−C3

F4−C4

C3−P3

C4−P4

P3−O1

P4−O2

FP1−F7

FP2−F8

F7−T3

F8−T4

T3−T5

T4−T6

T5−O1

T6−O2

Time [sec.]

Fig. 1. EEG recording with the beginning of the epileptic seizure marked with the line

the problem of seizure detection becomes non trivial problem to solve. Moreover,
after consultations with specialists in the field of neurology we found out that
the application should be developed is such a way as to minimize the time spent
by a specialist to analyze the record. In fact, in a hospital the EEG signals are
recorded by a technician first and then are analyzed by a neurologist.

For each EEG record a neurologist provided the information about classifica-
tion of the record to one of two classes: “epileptic patient” or “healthy subject”.
Additionally, for epileptic patients a neurologist marked the beginning time of
seizures occurrence. However, it should be pointed out that the duration time
of each seizure is not provided. As we deal with short-time seizures, with con-
sultation with experts we assumed that the duration time of short-time seizures
is less than one second. Then, in order to prepare data for classifier training, it
was required to label the output data. Therefore, we assumed that each seizure
marked by a neurologist lasts one second.

3 Statistical Analysis

One of possible methods for seizure detection in the time domain is the analysis
of the statistical parameters of the EEG signal. A popular method of EEG
analysis is checking the standard deviation of the recorded signal. The basic
idea relies on the calculation of the standard deviation of the signal using a
moving window. As our objective is to detect short-time seizures a window of
the length of one second was used. Using the sample frequency of 100 Hz it gives
sequences containing 100 samples. The standard deviation σ of the achieved in
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this way sequence x is calculated as follows:

σ =

√
√
√
√

1
100

100∑

i=1

(xi − x̄)2, (1)

where x̄ is the mean value of x. The standard deviation is calculated for each
channel of the EEG record. As a result, a matrix S ∈ R

16×n is obtained, where n
is the number of time sequences possible to cut off using the moving window. In
order to detect abrupt changes in a standard deviation course a simple thresh-
olding was applied. Let si be the i-th row of the matrix Si,j . A threshold for the
i-th channel can be calculated as:

Ti = tασi + s̄i (2)

where Ti is the threshold imposed on the i-th channel, σi is the standard devi-
ation of the signal si, s̄i stands for the mean value of si, and tα represents
a random value of the normal distribution assigned to the significance level α
according to:

α = P

(∣
∣
∣
∣

Si − s̄i

σi

∣
∣
∣
∣
> tα

)

, (3)

where P is the probability operator. A significance level α qualifies a probability
that the signal si exceeds the value of tα. Thresholds determined in this way are
applied to each sequence si, i = 1, . . . , 16.

In order to evaluate the seizure detection system a number of quality indexes
are applied. A sensitivity index or a true positive rate measures the proportion
of correctly detected seizures:

tpr =
ntp

np
100%, (4)

where ntp is the number of detected seizures, np is the total number of seizures
pointed out by the doctor. In the ideal case tpr = 100%. A specifity index
or a true negative rate measures the proportion of correctly identified healthy
sequences and it is defined as:

tnr =
ntn

nn
100%, (5)

where ntn is the number of sequences marked as normal ones, and nn it the total
number of healthy sequences. In the ideal case tnr = 100% An accuracy index
represents the overall accuracy of the system defined in the following way:

acc =
ntp + ntn

np + nn
100%. (6)

The index takes into account both the properly classified seizures and normal
conditions. In the ideal case acc = 100%.
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4 Long Short-Term Memory

A long short-term memory (LSTM) is a recurrent neural network proposed in
1997 by Hochreiter and Schmidhuber [5] as a solution for the problem of the
blowing-up or vanishing gradient that was frequently observed when training
the traditional recurrent models. The name long short-term relates to the fact
that LSTM is a model for the short-term memory that can last for a long time.
A common structure of LSTM consists of a memory cell, an input gate, an
output gate and a forget gate. The memory cell is responsible for storing data
for arbitrary time periods. In turn, gates control data flow through connections
of the whole model. The basic representation of the single LSTM unit is given
by the set of equations. The input gate is represented as:

i(k) = σs(W ix(k) + V ih(k − 1) + bi), (7)

where W i, V i are the weight matrices and bi is the bias vector of the input
gate, x(k) and h(k) are the input and the output of the LSTM unit, and σs is
the activation function. In a similar manner, the output and forget gates

o(k) = σs(W ox(k) + V oh(k − 1) + bo), (8)

f(k) = σs(W fx(k) + V fh(k − 1) + bf ) (9)

are described, where W o, V o and bo are parameters of the output gate and W f ,
V f and bf are parameters of the forget gate. Using (7), (8) and (9), the memory
cell is given by

c(k) = f ◦ c(k − 1) + i(k) ◦ σc(W cx(k) + V ch(k − 1) + bc) (10)

and the cell output:
h(k) = o(k) ◦ σh(c(k)), (11)

where W c, V c and bc are weight matrices and bias vector of the memory cell, σc

and σh stand for the activation functions, ◦ is the Hadamard product (element-
wise product), and the initial values are c(0) = 0 and h(0) = 0.

Either a memory cell or gate units can convey useful information about the
current state of the network. The memory cell stores the network state, for either
a long or a short period. This is achieved by means of the identity activation
function. The input gate controls the extent, to which a new value (or a state)
flows into the memory cell. The forget gate controls the extent, to which a value
remains in the memory cell; and finally the output gate controls the extent, to
which the value in the memory cell is used to compute the output of the memory
cell. A single LSTM unit is shown in Fig. 3. One can design larger networks using
the LSTM units. The topology of the entire network consists of one input layer,
one hidden layer and one output layer. The fully self-connected hidden layer
includes a number of memory cells and corresponding gate units. For structural
details the reader is referred to the work [5] (Fig. 2).

A block scheme of the proposed detection system is presented in Fig. 3. The
input sequences are processed to the LSTM layer, where LSTM can be used
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Fig. 2. A simplified structure of an LSTM node; ◦ stands for Hadamard product

to remember long-short term dependencies between samples in the input time-
sequence. This knowledge flows through a fully connected layer to a softmax
layer. The softmax layer is used to assign decimal probabilities to each class of
the considered problem. Then the layer has the same number of units as the
output layer. Furthermore, these decimal probabilities have to add up to 1. The
operation performed by this layer can be represented as follows:

P (y = j|x) =
exj

∑K
k=1 exk

, j = 1, . . . ,K (12)

where j is the class index, K is the number of classes, x is the softmax layer input.
Finally, a classification layer takes the values from the softmax layer and assigns
each input to one of the K mutually exclusive classes using the cross-entropy
function:

loss = −
N∑

i=1

K∑

j=1

tij ln(yij), (13)

where N stands for the number of samples, tij is the indicator that the i-th
sample belongs to the j-th class, and yij is the output of the softmax unit. In
order to increase the classification capabilities of the system instead of one LSTM
layer we can use more layers. However, this operation significantly increases the
number of adaptable parameters of the entire network and directly influences
the computational burden of the training.

Fig. 3. A block scheme of the classification system
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Currently, LSTM networks are widely used in the field of deep learning. Deep
learning is based on learning data representation contrary to the task specific
methods. In deep learning, each layer of a neural network is trained in order to
transform input data into a slightly more abstract and composite representation.
The very efficient algorithm for training deep neural networks is Adam (Adaptive
momentum estimation). Adam is based on a stochastic gradient descent method
and computes individual adaptive learning rates for different parameters using
first and second moments of the gradient. In fact, Adam is a fusion of two
methods: AdaGrad [1] and RMSProp [15]. The comprehensive description of the
algorithm is provided in [8]. The important issue is that the user should provide
the initial learning rate η, the gradient decay factor β1, the squared gradient
decay factor β2 and a mini-batch size.

5 Experiment

5.1 Statistical Analysis

Table 1 includes results of statistical analysis of EEG records carried out using
the algorithm presented in Sect. 3. Analyzing the true positive rate by (4) it
is obvious that in case of 24 subjects (which is about 23% of a total number
of patients) the method did not detect any epileptic seizure. In case of 49% of
patients the method detected at least a half of epileptic seizures pointed out
by the expert. All seizures were detected in case of 7 patients only. On the
other hand reviewing the results listed in Table 1 it is clear that true negative
rate (5) achieves high values (from 62.9% to 90.4%) for each considered case.
However, the ideal value of tnr is 100%. It means that there is a quite relevant
number of false seizures detection for each considered EEG record. The last
examined index is the overall classification quality represented by the accuracy
index (6). As one can see in Table 1 the acc index takes the similar values to
those of tnr. The easy explanation of this phenomenon is a relative small number
of time sequences representing seizure to the number of sequences representing
the normal work of the brain. For example, for an EEG record lasting 15 min

Fig. 4. Example of seizure detection using standard deviation statistic.
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Table 1. Seizure detection indexes

id tpr
(%)

tnr
(%)

acc
(%)

id tpr
(%)

tnr
(%)

acc
(%)

id tpr
(%)

tnr
(%)

acc
(%)

id tpr
(%)

tnr
(%)

acc
(%)

1 50 88.8 88.5 27 0 75.6 75.3 53 33.3 82.6 82.4 79 0 82 81.6

2 57 75.3 75.1 28 71.4 77.2 77.2 54 66.6 74.3 74.2 80 33.3 68.8 68.6

3 100 69.3 69.3 29 20 78.8 78.4 55 80 77.7 77.7 81 55.6 64.9 64.8

4 100 70 70.2 30 70 77.5 77.4 56 80 80.2 80.2 82 100 71.3 71.4

5 66.7 83.7 83.6 31 80 85.7 85.7 57 0 88.7 88.2 83 100 82.7 82.7

6 66.7 76.1 76.1 32 88.9 65.5 65.8 58 25 82.6 82.1 84 0 80.2 80.1

7 25 84.7 84.5 33 0 82.6 82.1 59 85.8 83.7 83.7 85 0 81.8 81

8 66.7 81.4 81.4 34 16.7 77.1 76.8 60 50 81.1 80.9 86 88.9 78.8 78.9

9 50 78.4 78.4 35 80 86.2 86.2 61 0 77.6 77.1 87 0 73.3 72.9

10 25 81.9 81.7 36 50 76.1 75.9 62 71.4 75.7 75.6 88 20 81.6 81.2

11 50 75.5 75.3 37 60 75.7 75.6 63 66.7 69 68.9 89 100 78 78.1

12 0 82.2 81.7 38 20 77.9 77.7 64 66.7 79.9 79.8 90 40 76 75.9

13 0 75 74.8 39 0 81.9 81.6 65 0 62.9 62.7 91 80 75.7 75.7

14 25 76.9 76.7 40 50 75.1 75 66 33.3 84.4 84.3 92 20 79.3 79

15 14.3 84.6 84.1 41 25 74 73.7 67 57.1 86.2 86 93 75 82 81.9

16 80 84.6 84.5 42 0 74 73.7 68 66.7 79.6 79.5 94 0 86.4 85.8

17 50 83.6 83.5 43 60 77.3 77.2 69 100 80.5 80.5 95 83.3 70 70.1

18 37.5 75.7 75.4 44 0 78.9 78.4 70 62.5 80.7 80.5 96 25 71.9 71.4

19 87.5 71.7 71.9 45 0 88.6 88 71 33.3 73.8 73.7 97 80 70.2 70.3

20 100 70.7 70.9 46 66.7 80.1 80 72 0 81.7 81.1 98 66.7 84.6 84.6

21 80 74.3 74.4 47 50 79.1 79.1 73 70.6 83.7 83.4 99 20 82.6 81.9

22 75 86.5 86.4 48 33.3 80.8 80.4 74 33.3 69.3 69.2 100 66.7 78 78

23 16.7 78.8 78.3 49 0 73.7 72.9 75 0 90.4 90.1 101 75 76.9 76.8

24 0 85.9 85.7 50 0 74.6 74.1 76 50 83.9 83.7 102 0 85.6 84.9

25 60 74.9 74.8 51 0 84.9 84.3 77 40 82.8 82.6 103 0 73.7 73.3

26 20 81.4 81.1 52 40 82.1 81.9 78 36.3 81.1 80.7 104 50 76.9 76.9

there are 900 time sequences of the length of 1 s. Among them the neurologist
indicated 7 representing the epileptic seizure. Then ntn � ntp as well as nn �
np. Consequently, in such cases acc ≈ tnr.

Figure 4 illustrates detection of seizures in one of channels using the standard
deviation. For the considered case, a neurologist diagnosed seizures at 835-th
and 853-th second. These two seizures were reliably detected. However, we can
observe a sudden change of standard deviation around 897-th second which was
not treated by a neurologist as a seizure. Summarizing, any artifact will be
signalled as a seizure obscuring proper work of the detection system.
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Table 2. Investigated network structures

Network
structure

Number of LSTM nodes Activation function

1st layer 2nd layer 3rd layer σc σs σh

net1 40 – – hyperbolic tangent sigmoid linear

net2 60 – – hyperbolic tangent sigmoid linear

net3 100 – – hyperbolic tangent sigmoid linear

net4 400 – – hyperbolic tangent sigmoid linear

net5 60 50 – hyperbolic tangent sigmoid linear

net6 100 70 – hyperbolic tangent sigmoid linear

net7 50 30 10 hyperbolic tangent sigmoid linear

net8 100 70 40 hyperbolic tangent sigmoid linear

5.2 Deep LSTM Classification

Data Preparation. In order to properly train LSTM network entire dataset was
divided into two separable sets: training and testing ones using the splitting ratio
equal to 0.5. It means that both sets includes the same number of sequences.
The input space (called also a feature space) contained time-sequences recorded
at each channel of the EEG equipment. In result, the number of inputs was
16. Taking into account that the seizure time is less than one second we used
training sequences of the length of 3 s. Each sample in the sequence needs to be
classified to one of the two classes: “normal” or “seizure”.

Network Structure Selection. The important problem when dealing with neural
systems is a proper selection of the topology in such a way as to guarantee
that the neural network is able to solve the problem. We used neural model
represented in Fig. 3 starting with one LSTM layer trying different number of
nodes. After that we investigated deep models with two and three LSTM layers
and with different number of nodes. The specification of investigated neural
models is presented in Table 2. The results of seizure detection using proposed
neural structures are presented in Table 3 and commented later on in this section
in the paragraph Result evaluation.

Network Training. The value of the initial learning rate is of a crucial impor-
tance. Too large value of η causes large problems with convergence of the train-
ing. Different values of η from the interval (0.0001 − 0.5) were tested and we
found out that η = 0.02 guarantees the stable and fast training of the neural
classifier. Also different sizes of the mini-batch were tested starting from 10 fin-
ishing on 128. The best training results were obtained using the mini-batch size
equal to 35. For decay parameters we used default values namely β1 = 0.9 and
β2 = 0.999.
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Table 3. Seizure detection results for LSTM

Network
topology

Recognized (%) Unrecognized tnr (%) tpr (%) acc (%)

train test train test train test train test train test

net1 51 52 19.9 28.8 81 81 49 49 70 70

net2 55 55 37.5 54.4 83 83 51 52 72 73

net3 54 55 33.2 43.6 83 83 52 54 73 73

net4 60 56 32.5 50.7 83 84 56 54 74 74

net5 73 74 13.5 18.5 81 82 66 67 76 77

net6 80 81 10.5 16.5 89 89 75 74 84 84

net7 76 75 9.2 13.8 77 77 68 68 74 74

net8 92 91 1.5 1.5 90 90 85 85 88 88

Fig. 5. Examples of seizure detection using LSTM.

Seizure Detection Results Evaluation. Table 3 includes results of EEG record-
ings classification using different network structures described in the paragraph
Network structure selection. The seizure is treated as surely recognized when
tpr is greater or equal to 50%. On the other hand the seizure is assumed to be
unrecognized when tpr is equal to zero. Each network was trained 10 times and
the network with the lowest value of the loss function was selected for further
evaluation. The first observation is that using one LSTM layer and increasing
the number of hidden units an increasing recognition of seizures can be achieved.
Unfortunately, the recognition accuracy is not so high (60% for the training set).
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Table 4. Epilepsy diagnosis vs patients

id Seizures
number

tpr
(%)

id Seizures
number

tpr
(%)

id Seizures
number

tpr
(%)

id Seizures
number

tpr
(%)

1 6 100 27 3 100 53 3 100 79 6 83.3

2 7 87.7 28 7 100 54 6 100 80 6 100

3 2 100 29 5 100 55 5 100 81 9 100

4 5 100 30 10 80 56 5 100 82 5 80

5 6 83.3 31 5 80 57 5 100 83 2 100

6 3 100 32 9 88.9 58 8 100 84 2 100

7 4 100 33 5 100 59 7 85.7 85 8 87.5

8 3 100 34 6 100 60 6 83.3 86 9 77.8

9 2 100 35 5 100 61 5 80 87 6 100

10 4 100 36 6 100 62 7 100 88 5 100

11 6 83.3 37 5 80 63 6 83.3 89 2 100

12 4 75 38 5 80 64 9 88.9 90 5 100

13 3 100 39 4 50 65 5 100 91 10 100

14 4 75 40 6 83.3 66 3 100 92 5 100

15 7 85.7 41 4 100 67 7 71.4 93 8 100

16 10 90 42 5 80 68 3 100 94 8 100

17 4 75 43 5 100 69 1 100 95 6 100

18 8 87.5 44 5 80 70 8 87.5 96 8 87.5

19 8 100 45 6 83.3 71 3 100 97 5 80

20 6 100 46 9 88.9 72 5 100 98 3 66.7

21 6 100 47 2 100 73 17 100 99 10 90

22 5 75 48 6 100 74 3 100 100 3 66.7

23 4 83.3 49 9 100 75 3 100 101 4 100

24 7 71.4 50 5 100 76 8 75 102 7 85.7

25 5 80 51 6 100 77 5 100 103 4 100

26 5 80 52 10 100 78 11 81.8 104 2 100

Other quality indexes: tpr, tnr, and acc are not so good as well. But the main
inconvenience is that in each case we observed a large number of unrecognized
seizures. Increasing the number of LSTM layers may improve the recognition
score. Indeed, the results achieved for network structures net5 and net6 clearly
show that values of all quality indexes were improved significantly. However,
only after using three LSTM layers with a number of hidden units large enough
we can obtain acceptable results of unrecognized seizures. For net8 there are
only 1 or 2 unrecognized sequences which can be treated as a pretty good result.
Seizure detection examples are illustrated in Fig. 5. It is assumed that each
seizure lasts one second. The desired decision is marked with the dashed blue line.
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The predicted classification provided by the LSTM network is marked with the
solid red line. Figure 5a presents the typical example of the properly detected
seizure. Both the predicted beginning and ending time of the seizure are very
close to those presupposed as true. However, not all detected seizures are rep-
resented in that way. In Fig. 5b it is portrayed a case when the LSTM network
pointed out that the seizure lasts 1.5 s which is longer that assumed seizure
duration. This is a very interesting case showing that the system is able to
provide the information not only about the beginning time of the seizure but
also about a seizure duration. In fact in real-life short-time seizures are not
exactly a second long. Yet another interesting examples comprise cases where
the classification system made a decision about a seizure later that neurologist
decision (Fig. 5c) or even earlier (Fig. 5d). This can be another valuable source
of information about a true seizure beginning time. A neurologist pointed out
the approximated time of seizure occurrence only. However, we do not know how
uncertain such a decision is.

Epilepsy Diagnosis. As presented in the previous paragraph the seizure is con-
sidered as detected when tpr value is greater or equal to 50%. However, for each
patient the neurologist pointed out a particular number of seizures as presented
in Table 4. In this work we assumed that the epilepsy is diagnosed when at least
a half of pointed out regions are detected as the epileptic seizures. The results
of epilepsy diagnosis vs patients are presented in Table 4. It is evident that in all
patients the epilepsy was diagnosed surely. Moreover, for 60 patients all seizures
were detected. Comparing the achieved results with those obtained for the stan-
dard deviation method (see Table 1) it is clear that LSTM network performs
pretty well and it is able to give much more accurate diagnosis.

6 Concluding Remarks

The paper presents the application of deep LSTM network to detect short-time
epileptic seizures. Analysing the achieved results we can conclude that the pro-
posed approach detects epileptic seizures with a pretty high quality comparing
to other methods defined in the time-domain. Moreover, the LSTM neural net-
works can provide a fast on-line decision making and can be perceived as an
alternative solution to time-frequency methods. Finally, the proposed system
may be a valuable source of information for a neurologist about the exact time
of seizure occurrence as well as the seizure duration. Our future research works
will be focused on the optimal structure selection of LSTM network as well as on
the analysis of the entire EEG records acquired not only from epileptic patients
but also from healthy subjects.
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Abstract. World statistics indicate that the breast cancer is the most
common worldwide type of cancer among women. The development of
computer-aided diagnosis techniques may contribute to a more effective
therapy against this type of cancer. In this work, we present preliminary
research regarding cell nuclei classification based on the Hausdorff dis-
tance. The obtained results indicate that using only Hausdorff distance
to the classification of individual cell nuclei allows us to achieve 75%
accuracy. Moreover, the speed of calculations and the possibility of using
additional features describing cell nuclei open new paths to computer-
aided diagnosis support systems development.

Keywords: Breast cancer · k-Nearest neighbour · Classification ·
Hausdorff distance · Computer-aided diagnosis

1 Introduction

The world statistics shows that the breast cancer has been the most common
type of cancer among women in 2018 [1]. Estimated statistics shows that more
than 2 million new cases of breast cancer were detected in 2018 [1]. Moreover,
the number of newly detected breast cancer cases increases each year. Therefore,
apart from training new medical staff, it is also worth focusing on the develop-
ment of computer-aided diagnostic methods.

Diagnosis of breast cancer very often is carried out in three stages. In the
beginning, a palpation examination is performed. If the tumor is suspected, then
the patient is referred for a mammography or ultrasound examination. When the
presence of the tumor is confirmed, it is necessary to verify the type of cancer.
To this end, a tumor sample is taken. Depending on the method of acquisition of
biological material, tissue fragments are examined (histopathology) or samples
of free cells are examined (cytopathology). This paper focuses on the issue of
automatic analysis of cytological samples, which were collected by fine-needle
biopsy. The cytological examination is less invasive thus more comfortable for
the patient but unfortunately, it is also less accurate.
c© Springer Nature Switzerland AG 2020
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The material taken from the tumor is placed on the glass slide and then fixed
and stained. Then the slide is scanned and stored in a computer database in the
form of an image. Pathologists can analyze the sample under a microscope or on
a computer screen after connecting via a computer network to an image reposi-
tory. The analysis of the cytological sample is very time-consuming and tedious
because pathologists have to inspect the whole sample, which can contain tens
of thousands of cells. In the beginning, pathologists look at the sample at a small
magnification and then some cell clusters analyze at higher magnification so that
they can see the precise shape, color, and texture of individual nuclei. Finally,
they decide whether the cells have the characteristics of a malignant or benign
tumor based on their features. Unfortunately, to properly discriminate the type
of cancer, pathologists have to practice very long to gain experience by watching
thousands of different preparations. We can help pathologists by providing tools
for automatic analysis of cellular structures. The first stage of such system is
detecting the cell nuclei in the image and then segment them. A lot of different
approaches have been already proposed for this problem [3,4,7,9,11,12,15,18–
21]. After nuclei detection/segmentation we are able to extract their features
and classify them [9]. We can generate an enormous number of different features
to describe cell nuclei. However, most of them will not contain the information
useful to determine if they represent benign or malignant tumor. Therefore, we
need to select the ones that are most informative [16]. Noninformative features
have to be rejected because they can interfere with the classification process.
The authors of scientific reports concerning the classification of cytological of
histopathological samples reports various classification accuracies, which ranges
from 75% [6] to 84,0% [14].

In this work, we are addressing the problem of breast cancer classification,
but without extracting the features from segmented cell nuclei. Instead, we have
used a Hausdorff measure to evaluate cell nuclei similarity based directly on
their silhouettes [8,10,13]. A number of cell nuclei were manually segmented and
classified either as benign or malignant by the pathologists from the University
Hospital of Zielona Góra, Poland. Next, these nuclei were used as a training
dataset to create the k-nearest neighbor (kNN) classifier. To classify a new cell
nucleus, it has to be segmented and then we need to find the k nearest cell
nuclei in the training dataset using Hausdorff distance. Thanks to the fact that
cell nuclei in the training dataset are of known type, we can finally determine
the class of the new nucleus.

Because in this work we do not deal with the problem of cell nuclei segmen-
tation then we have used for studies cell nuclei that were segmented manually.
The remainder of this paper is organized as follows. The materials used in the
experiments are described in Sect. 2. The details of the method are presented in
Sect. 3. Section 4 describes the experiment and results. Concluding remarks are
given in Sect. 5.
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2 Materials

The experiment was carried out using cytological samples, obtained as a result
of cooperation with the Department of Pathomorphology of the University Hos-
pital in Zielona Góra. Cytological images were based on samples collected from
50 patients (25 malignant and 25 benign cases). Then each of the images was
manually segmented. As a result of the manual segmentation, we get 6444 cell
nuclei. In order to reject wrongly segmented cell nuclei an outlier detection pro-
cedure was deployed. The procedure consist of two steps. In the first step, we
rejected all cell nuclei with area greater than 9,000 pixels. During the second
step, we rejected nuclei whose Roundness was less than 0.4 (this value was cho-
sen arbitrary based on the distribution of roundness in the training dataset).
Roundness is given by the following formulea:

Roundness =
4A

πM2
, (1)

where A - area, M - major axis length.
In the first step, 1 cell nucleus was rejected, which was significantly exceeding the
fixed threshold. In the second step, 119 cell nuclei with highly irregular shapes
were eliminated. Finally, there are 6324 nuclei left in the dataset (4366 benign
and 1958 malignant).

3 Methods

The manual segmentation of cell nuclei was carried out with the help of ImageJ
software. In practice, the task of manual segmentation boils down to precise
tracing of the edge of the nuclei objects. As a result, we get ROI selection,
which can be saved in the .roi file (multiple ROIs were saved in the .zip file).
In the next step, the obtained ROIs are transformed into silhouettes (binary
masks). Every nucleus is presented as a binary mask of the size 150 by 150
pixels (see Fig. 1). Before further processing, every nucleus was translated to
the center of the image. The set of cell nuclei masks was randomly divided four
times into a training and test dataset. The principle of selecting sets assumes

Fig. 1. Examples of binary masks of nuclei
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Fig. 2. Computing Hausdorff distance

that images from a single patient go exclusively to the training or test set. This
approach increases the credibility of the experiment. Given 4 different training
and test data collections, we have used a cross-validation technique in order to
increase the statistical significance of the experiment carried out. Moreover, we
also carried out the experiment using the reclassification method.

The prepared training sets were subjected to the clustering process. The
Hausdorff metric is used in the clustering of various objects [2] therefore, it can
also be used in the case of cell nuclei. In our approach, clustering was necessary
for several reasons. Firstly, we had to significantly reduce the number of cell
nuclei in the training data set in order to reduce the computational burden of
the proposed method. Secondly, we observed that the training data set contains
a lot of cell nuclei that are very similar so there was no reason to keep them
all in the atlas. So, we used agglomerative clustering to reduce the number of
cell nuclei in the training dataset and for balancing the benign and malignant
classes. Hierarchical clustering was realized with the linkage defined with the
help of Hausdorff distance (HD) [17]. After clustering the training dataset was
reduced to 1000 cell nuclei where 500 prototype cells represent benign cases and
500 prototypes represent malignant cases).

A single cell nucleus is a set of pixels: A = {a1, a2, a3, ..., am} in the image
space. The Euclidean distance between the individual elements of the set A and
the set B = {b1, b2, b3, ..., bn} in two-dimensional Euclidean plane, we can define
as:

dE(a, b) =
√

(xb − xa)2 + (yb − ya)2 (2)

Then we can define the distances between individual pixels to another set of
pixels:

d(a,B) = min
b∈B

dE(a, b); d(b, A) = min
a∈A

dE(b, a) (3)
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Finally, we can get Hausdorff distance as (see Fig. 2):

dH(A,B) = max{max
a∈A

d(a,B),max
b∈B

d(b, A)} (4)

However, Hausdorff distance during the binary nuclei masks processing is
reduced to examining the edges between masks. By using this approach, the
calculation of Hausdorff distance can be significantly accelerated.

The next step, after constructing the clusters, is to find their centers. Clus-
ter centers are objects whose sum of distances to the remaining objects in the
cluster is the smallest. The obtained cluster centers become a test set. Finally, a
classification is performed based on the obtained test set consisting of 1000 cell
nuclei. The kNN algorithm was used to perform the classification (Fig. 3).

4 Results

The Table 1 shows the results of the accuracy classification for individual vali-
dation methods. In the majority of prepared test sets, the highest classification
result was obtained for k = 17. Depending on the selected test and training set,
the classification accuracy result ranges from 0,62 to 0,82. The average value
of classification accuracy for 4 data sets was 0.67. The results indicate that the
selection of training and test sets has the greatest impact on the classification

Fig. 3. Hausdorff distance results for binary masks of nuclei
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Table 1. The results of accuracy of validation methods depending on k parameter

k 1 3 5 7 9 11 13 15 17 19 21

Cross-validation

1st set 0,7058 0,76760,79420,80040,81120,8115 0,81690,79420,82090,82010,8169

2nd set0,5959 0,62330,62270,63180,63430,63770,62220,62270,6312 0,62730,6258

3rd set 0,5856 0,60370,61270,61560,61500,6178 0,62120,61270,62410,61930,6193

4rd set 0,5822 0,60140,61050,61390,61330,6178 0,62070,61050,62240,61760,6181

Avg. 0,6174 0,64900,66010,66540,66840,6712 0,67030,66010,67460,67110,6700

Reclassification

All 0,75080,73010,73430,73730,74400,7472 0,74780,73430,7498 0,74730,7503

accuracy. At the bottom of the table, the results of validation of the classifica-
tion using the reclassification method are included. The reclassification method
consists in creating one set which is used for the training and testing of the
classifier. For this reason, the value of the classifier’s accuracy increased to 0.75.

As a result of the processing of the generated test sets, 50 independent results
of the percentage of malignant cell nuclei in the images were obtained (see Fig. 4).
The results indicate that the average number of cell nuclei classified as malignant
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Fig. 4. Percentage of malignant cell nuclei in the single image - Cross-validation
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Fig. 5. Percentage of malignant cell nuclei in the single image - Reclassification

is lower for benign images. Unfortunately, among malignant images there are
those cases in which the percentage of detected single malignant cell nuclei is
0%. There are also many cases of benign images with a high percentage of cell
nuclei classified as malignant.

Obviously, the results obtained for validation using reclassification are much
better (see Fig. 5). The majority of results for benign images oscillate around 0%
of nuclei classified as malignant. Unfortunately, also among malignant images
there are several cases in which the number of cell nuclei classified as malignant
was 0%.

The last figure (Fig. 6) shows the accuracy of classification depending on the
percentage of malignant nuclei. The maximum classification accuracy value for
simple cross-validation is 0.75 for 32% of objects classified as malignant nuclei
in the image. The results for classification after validation using reclassification,
shows that the maximum accuracy is 0.9. In addition, such a high result is stays
for low levels of malignant nuclei in the image. Unfortunately, even for validation
using reclassification, malignant images with zero content of malignant classified
nuclei occur.
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Fig. 6. Accuracy depending on the percentage of malignant nuclei in the image, left -
cross-validation, right - reclassification

5 Conclusions

The shape and size of malignant and benign cell nuclei are an important diagnos-
tic indicator. Unfortunately, the differences between individual malignant and
benign nuclei are extremely small. Therefore, unexplored factors determine the
medical diagnosis. Finding these factors may affect the acceleration and improve-
ment of the diagnostic process based on the cytological images.

In the presented experiment it was possible to prove that a group of mor-
phometric features (e.g.: area, perimeter, roundness etc.) can be supplemented
by one metric in classification process. Further work should focus on finding the
parameters which can replace a set of colorimetric and set of textural features.
These parameters should support the Hausdorff distance on classification pro-
cess. The weakness of Hausdorff distance is the fact that it is not an invariant
metric. In other words, the cell nucleus rotated by a few degrees can get a high
value of the Hausdorff distance relative to the same, not rotated nucleus. How-
ever, in literature are attempts to resolve the weakness of Hausdorff’s metric [5].

The presented experiment was performed on manually segmented nuclei. In
future work, the experiment should be repeated on the automatically segmented
nuclei.
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Abstract. Videoplethysmography (VPG) has been studied for more than a
decade and recently found useful as a tool for touchless measurement of the
human pulse. The principle of measurement lies in subtle changes of skin color
due to filling of subcutaneous capillary vessels with blood and emptying in the
rhythm of pulse. Most authors assume the measurement video footage is taken at
the face or forehead due to good perfusion, dense capillary network, most fragile
skin and good visibility in most humans. However, a setup requiring the subject
facing to the camera is impractical and we found interesting to explore how the
accuracy of the method degrades with moving the area of observation to other
uncovered parts of the body. In this paper we compared the VPG from three
simultaneously captured video tracks and the ECG-based reference beat recorder
as sources of the pulse information. The principal finding is that consistency
between VPG pulse measurements made at the forehead, cheek and interclav-
icular region is high (1.28 bpm), despite occasional high absolute error (up to
3.9 bpm). The reliability of the VPG measurement is the highest at the forehead
and drops in other regions without affecting the measurement accuracy.

Keywords: Videoplethysmography � Remote patient monitoring �
Heart rate detection � Video signal processing

1 Introduction

Among a variety of methods recently available for measurement of the heart rate in
human, the videoplethysmography (VPG) is particularly interesting for two reasons:
(1) it provides a touchless measurement with accurate results and (2) it uses simple
consumer-grade equipment such as worldwide spread webcams. Since a reliable
measurement is taken from the image of face and the face is commonly uncovered,
most algorithms start with face detection to ensure the displayed result is the value of
pulse and nothing else. We found it a serious limitation of the assumed setup (not the
VPG method itself) since many scenarios could be proposed where the face is either
not available (e.g. measurement in neonates [1] or in sleeping humans) or irregularly
illuminated (e.g. in drivers or computer operators). In such cases alternative mea-
surement regions (e.g. in the neck, the arm or the palm) could provide VPG signals of
sufficient reliability. In case the ambient light is not sufficient or not appropriate for
capturing the sequence, the VPG is supported by an artificial spotlight. Here again,
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illuminating the face is intrusive and alters the subject’s behavior, while illuminating
other parts of the body is tolerable and can be not even noticed.

2 Related Work

First steps towards contactless optical measurements of the human heart rate are
attributed to Verkruysse et al. [2], who applied a consumer-grade digital photo camera
(320 � 240 and 640 � 480, 24-bit RGB, 30 fps) to show that blood pulse signal can be
extracted from a series of frames with the human face acquired in ambient light. Next
milestone has been reached three years later [3, 4] with a method that compensates the
subject’s movements using a blind source separation. The authors applied an automated
face detection algorithm, what improved their results but implied limitations challenged
in the present paper. Finally, various color spaces have been studied for optimal video
taking: from a single green channel [2], through an ICA-derived combination of RGB
[3], infrared detection (in a range of 700 nm to 1000 nm) [5] to the extended color
space (ROGCB: red-orange-green-cyan-blue) and its subspaces with additional orange
and cyan sensors. The studies of various video recording equipment are summarized in
[6]. The research for optimal lighting also corresponds to the work by Krolak [7], who
applied the VPG to subjects with various skin tones. Recently Wang et al. [8] found
that extracting a continuous heart-rate measurement from three-dimensional RGB
signal may not eliminate more than two interference sources with a linear combination.
They proposed to mathematically increase the dimensionality of the data and showed
reliable measurement results even during fitness exercises.

3 Materials and Methods

3.1 Study Conditions

Two white men (of the age 18 and 27) were videotaped in a still sitting position from a
distance of two meters. A uniform green fabric was used as a background, conse-
quently the automatic white balance in the camera was similarly set in all cases. Three
lighting sources were used:

– Warm lighting (color temperature of 2700 K) with two incandescent bulbs of
320 lm,

– Neutral lighting (color temperature of 4000 K) with two semiconductor sources
(LED’s) of 570 lm,

– Cold lighting (color temperature of 6500 K) with natural sunlight of the order of
450 lm.

The video footage was taken with Sony SLT- A58 digital Single-Lens Reflex
camera with a resolution of 1440 � 1080 pixels and a speed of 25 frames per second.

In the presented study three body parts were investigated as possible VPG mea-
surement regions (Fig. 1):
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– The forehead (most frequently selected by other authors and thus producing a
reference for other VPG signals),

– The cheek,
– The central interclavicular region exposed above the neckline.

As the measurement was dependent on the external lighting, an extra region has
been defined in the background as a visual reference area.

Five trials were performed with each volunteer and each lighting source. Four 20 s
video footages (i.e. 500 frames each) were simultaneously taken from each body
part. In result 120 video strips were processed to get 90 time series containing the pulse
information.

The chest strap pulsometer based on two-leads recording of electrical heart activity
(Polar H10, ±1 ms heart beat detection accuracy) was used to provide a ground-truth
information about the pulse. This measurement was, however, processed by the
firmware and reported as the average value of four consecutive intervals between
adjacent R peaks.

3.2 Image and Signal Processing

Following the guidelines in [2] and considering findings reported in [7] we decided to
use a single green component of the RGB image series. The light intensity captured by
the lens with automatic aperture was transformed by the 20 megapixel CMOS sensor to
a Full HD 4:3 matrix (i.e. 1440 � 1080). Therefore, pixel values have been normalized
to the measurement range 0…255 and the G component is expressed as a discrete
dimensionless quantity and together with derived spectra will be reported as such
throughout this paper. Depending on the body part, the VPG sensing zone was of

Fig. 1. Three VPG measurement regions considered in the study: (A) the forehead, (B) the
cheek and (C) the interclavicular region.
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different size and thus the values of green component Gi,j (n) of all pixels have been
averaged:

G nð Þ ¼ 1
MN

XM

i¼1

XN

j¼1
Gij nð Þ ð1Þ

where G is the green component value separated from RGB attributes of each pixel,
M and N are region dimensions, and n is the frame number.

We used a rectangular region for the sake of simplicity, but the area shape may be
adjusted upon necessity. The average green component in the background Gbkg(n) has
been calculated for each n-th frame and subtracted from the result of body part under
test G(n) in order to compensate for lighting variations:

GC nð Þ ¼ G nð Þ � Gbkg nð Þ ð2Þ

where GC(n) is the green component value corrected with respect to the background
illumination. Green component signals recorded from the forehead, the cheek and the
interclavicular region from Person 1 at cold lighting are presented in Fig. 2.

Next processing step aimed at further reduction of influence from the lighting
changes and consisted in normalizing the time series GN(n):

GN nð Þ ¼ GC nð Þ � avg GCð Þ
std GCð Þ ð3Þ

Fig. 2. Example green component signals recorded from the forehead, the cheek and the
interclavicular region from Person 1 at cold lighting.
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and filtering them with a bandpass Butterworth filter to the spectrum range of 0.7–
4 Hz. The avg() and std() symbols stand for average and standard deviation values
respectively.

In next step the Welch approach was applied to calculate the Power Spectrum
Density (PSD). To this point the signal was split into a series of overlapping segments.
The segments were windowed and fed to the discrete Fourier transform:

Ĝk kð Þ ¼
XN�1

n¼0
gn nð Þ � e�2pi

N nk; k ¼ 0; . . .;N � 1 ð4Þ

Finally, spectra of the segments were averaged in order to reduce the variance of
the PSD estimation. The frequency corresponding to the maximum of the PSD is the
pulse value. Spectra calculated for VPG signals recorded from the forehead, the cheek
and the interclavicular region from Person 1 at cold lighting are presented in Fig. 3.

Fig. 3. Spectra calculated for VPG signals recorded from the forehead, the cheek and the
interclavicular region from Person 1 at cold lighting (trials corresponding to those in Fig. 2).
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The highest peak of the spectrum is expected to represent the frequency related to
the blood pulse. Since the blood wave propagates through flexible main arteries, the
velocity of wave front propagation is a widely recognized marker of arterial tissue
elasticity [9] and thus of the risk of coronary flow blockage. It is believed that the
velocity of the blood wave front could be estimated from the phase shift between VPG
curves (see Fig. 2) measured in two points of a known distance on the same artery. To
this point calculation of the cross-correlation between these curves was calculated and
the time shift between two best matching pulse waves was taken as representative for
blood propagation.

4 Results

Three questions were addressed during the experiments:

– What is the difference of the pulse value measured at the forehead, cheek and
interclavicular region?

– What is the reliability of the pulse measurement at these points (expressed by the
maximum value of the PSD)?

– What is the time shift between the pulse wave at these points (expressed by the time
shift value of the G(n) sequences cross-correlation peak)?

4.1 Results of Measurement Accuracy

The accuracy of VPG-based pulse measurement was evaluated by comparison to the
ground truth value from the pulsometer. The reference pulsometer readout is based on
electrical activity of the heart detected by two conductive rubber electrodes embedded
in the textile chest strap. The battery-operated H10 sensor (by Polar) detects the heart
beat peaks with a millisecond accuracy, averages four time intervals between adjacent
validated peaks and sends the value via Bluetooth Low Energy link accordingly to an
open communication protocol. Table 1 displays values of simultaneous VPG results
and pulsometer readout.

Table 1. Average pulse values [bpm] measured at the forehead, cheek and interclavicular region
(IcRe).

Subject Lighting Pulsometer Forehead VPG Cheek VPG IcRe VPG

Person 1 Warm 61 61.2 61.2 61.2
Neutral 67 64.3 64.3 63.1
Cold 58 56.8 56.8 56.8

Person 2 Warm 69 69.2 69.2 70.4
Neutral 66 62.5 62.5 62.5
Cold 65 64.3 64.3 64.3
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Maximum error of the pulse value was 3.9 beat per minute i.e. 6.18%. Average
error of the pulse value was 1.28 bpm i.e. 2.07%.

4.2 Results of Measurement Reliability

The VPG measurement of the pulse is based on the maximum of PSD function. Thus
the reliability of the result is expressed in the amplitude of this maximum. Thanks to
normalization of the green component time series, the values of their spectra can be
compared. Table 2 displays PSD maximum values of normalized green component
time series.

Average maximum of the VPG spectra at the forehead was 0.298 (taken as the
reference value), at the cheek was 0.109 (i.e. 36.6% of the reference value) and at the
interclavicular region was 0.0878 (i.e. 29.5% of the reference value).

4.3 Results of Pulse Wave Velocity

As the video frames were simultaneously taken at different parts of the body, the time
shift between best correlated green component time series represents the pulse wave
velocity (see Sect. 3.2). Table 3 displays results for the time shift of the pulse wave at
the cheek and at the interclavicular region related to the pulse wave at the forehand.

Table 3. Average time shift [ms] of the pulse wave at the cheek and interclavicular region
(IcRe) related to the pulse wave at the forehead.

Subject Lighting Cheek VPG/Forehead VPG IcRe VPG/Forehead VPG

Person 1 Warm −1920 1032
Neutral 112 −640
Cold 8 −24

Person 2 Warm 24 48
Neutral 24 144
Cold 56 80

Table 2. Average PSD maxima (dimensionless quantity) measured at the forehead, cheek and
interclavicular region (IcRe).

Subject Lighting Forehead VPG Cheek VPG IcRe VPG

Person 1 Warm 0.400 0.221 0.121
Neutral 0.386 0.018 0.169
Cold 0.449 0.232 0.097

Person 2 Warm 0.119 0.037 0.017
Neutral 0.288 0.047 0.077
Cold 0.146 0.100 0.046
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The results calculated for person 1 with warm lighting and in case of interclavicular
region also with neutral lighting cannot be considered as reliable. The values are
comparable to a double, single or a half of the heart cycle. In other cases the mea-
surements yield believable results, however the accuracy was not verified. On the other
hand, measurement of pulse wave velocity shows considerable granulation due to low
frequency of video frames.

5 Discussion

The experimental results show high degree of consistency between VPG pulse mea-
surements made at the forehead, cheek and interclavicular region (Fig. 1, Table 1).
However, the absolute accuracy of the method is only satisfactory with the average
result difference of 1.28 beats per minute (or 3.9 pbm in worst case) from the pul-
someter readout. Maximum difference between VPG and the pulsometer values occur
in neutral light (LED sources) regardless the region of measurement.

The reliability of the VPG measurement, expressed by the maximal PSD peak is the
highest at the forehead. In other regions it drops, but the measurement accuracy was
only marginally affected. This was expected due to the properties of the skin and
increasing depth of subcutaneous capillary vessels. In case of hairy skin on the chest or
calf in men further drop of the measurement reliability is expected, although these
locations are usually covered with clothing and were not considered in this study.
Nevertheless, properly illuminated the indicated alternative locations provide accept-
able quality of pulse information and extend the range of applicability of the VPG
method. Having simultaneous measurements at multiple body parts allows for constant
evaluation of lighting and dynamic selection of the optimal source in case of lighting
variation (e.g. in case of ambient light or illumination by a computer display).

Having two simultaneous measurements of the pulse is also necessary to estimate
the pulse wave velocity, which is a useful parameter for further examination of the
vascular system. In this case, the measurement of phase delay requires two distant VPG
signal sources which in turn cannot guarantee similar reliability of the signal. It is worth
to be noticed that the measurement quality in each studied body part depends on color
temperature of the lighting. The reliable measurement of pulse wave velocity has been
found affected by poor synchronization of two waves. In deficient lighting conditions
the dominance of pulse-related spectrum peak is questionable and the best correlation
between the pulse waves is found one or two heart cycles apart. Moreover, even in case
of correct synchronization, the accuracy of the reported time delay is limited by camera
frame rate, which is usually 25 or 30 fps. This finding suggests that either high speed
cameras or advanced mathematical tools (such as signal or spectrum modeling) should
be used to detect the subtle differences of pulse wave phase in the video sequences.

A serious limitation of our study was the number of participants. For this reason we
call it a pilot study. Results from just two people are not supporting general conclusions
based on the statistics. However, main achievement of the reported research is that
VPG pulse measurements made at the forehead, cheek and interclavicular region yield
highly consistent results. This statement challenges the common belief about the face as
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the unique VPG measurement point and encourages further research on other areas
such as palms or feet not always clothed.

This work paves the way for a more systematic study on the decrease of result
quality in various regions making the readout reliability predictable for each of these
regions. Such study, however, requires a large population of volunteers, perfect control
of the illumination and various degree of physical load applied. This is a point of
departure for inventing an automatic zone selecting algorithm that tracks several VPG
measurements in the same individual and optimizes the readout quality based on the
features of spectra. Such solution is also believed to meet expectances of real-time
surveillance, where the pulse rate from several people sharing a common area need to
be simultaneously and continuously captured by several video cameras of adjacent
visual fields [10].

The other way of possible further development is related to detailed study of
optimal illumination for each VPG recording zone. Most of currently performed VPG
recordings benefit from the ambient light thus the measurement is imperceptible.
Nevertheless, illuminating the skin with small spots of controlled spectral character-
istics makes the measurement noticeable, but still far from being invasive. Such
approach assume first selecting the measurement zones accordingly to the particular
medical purpose (e.g. on the same artery for distant measurement of pulse wave
velocity). Then optimal illumination intensity and color temperature is set based on the
dominance of the pulse-related peak of the spectrum. Finally, the motion of the
monitored individual is tracked and the positions of illuminating spots are adjusted
accordingly.
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Abstract. This review reveals and briefly discusses problems of capturing,
archiving and analyzing the human behavior in a natural dwelling environment.
Ambient assisted living systems are defined and justified with current social
needs. Sensing paradigms and various examples of sensors are presented with a
focus to their imperceptibility and data safety. Two paradigms of behavioral data
storage are presented and examples of behavior predictive methods conclude the
paper.
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Human behavior � Physiological measurements

1 Introduction

The continuous aging of developed societies and life-long health education of the
citizens called more attention to wide range of senior-related problems from social
insurance policies to assistive services in smart environments. The last category is the
area where tools for technical support of medicine meet surveillance techniques and
enter to everyday living of the growing population of the elderly. The assistive tech-
nologies are designed to support the human assistance with the pervasive and ubiq-
uitous service, but as independent living became one of the most appreciated values,
some seniors prefer a discrete digital assistant to a usually strained social worker.

Ambient Assisted Living (AAL) systems are similar to medical long-term diag-
nostics (e.g. ECG Holters) because they are based on physiological recordings such as
electrocardiography, blood pulse, motion and posture. One of the possible outcomes of
AAL systems are alerts to social or medical services or automated delivery of phar-
maceuticals. Another similarity is the longitudinal behavioral record which usually
inherits the structure from a patient health record. The AAL systems are also digital
surveillance systems, mainly due to the use of visual input and common image pro-
cessing and pattern recognition techniques. Although, while the goal of the surveillance
is to protect a given area or object and record their infringement by any alien agent, the
AAL is focused on a living subject and captures any activity including internal
physiological processes as well as interactions with the surrounding.

The necessity of AAL solutions is supported by three principal observations:

– Majority of accidents take place in households and concern senior adults so sub-
stantial social and economic costs can be saved due to prevention.

© Springer Nature Switzerland AG 2020
J. Korbicz et al. (Eds.): PCBEE 2019, AISC 1033, pp. 201–210, 2020.
https://doi.org/10.1007/978-3-030-29885-2_18

http://orcid.org/0000-0001-5986-3247
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29885-2_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29885-2_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29885-2_18&amp;domain=pdf
https://doi.org/10.1007/978-3-030-29885-2_18


– Each appliance in the household is engineered with specific assumptions about user
abilities and technical performance; both factors decrease with time narrowing the
safety margin.

– Functional impairment immediately follows subtle pathologic changes at the cell
level; performance drop precedes other measurable markers of several diseases.

Three elements (sometimes referred to as layers [1]) are commonly distinguished in
AAL systems:

– Sensor layer, physical wearable and infrastructure (IoT) sensors, the data collection
and management system, secure data transport.

– Behavioral record layer with preprocessing, storage and retrieval sub-systems,
– Inference and prediction machine, interface to alerting and intelligent home (en-

vironment) subsystems.

These layers will be further discussed in this paper with examples from the liter-
ature and author’s experience.

2 Sensors and Sensor Networks

2.1 Sensor Types and Characteristics

Sensors are the input of the surveillance system of any kind. While usually the accuracy
and stability are two key parameters of sensors, in case of behavioral studies the
unobtrusive or even imperceptible operation is the most welcome feature. In case of
continuous measurements in human, the unobtrusiveness corresponds to the lack of
influence of the act of measurement to the process of interest what is a fundamental rule
of metrology.

Main role of sensors is to collect the information, however capturing and collecting
functions rarely can be combined in a wearable and imperceptible device. What is more
important, the information collected from several sensors of various types cooperating
within a system is expected to be available without delay for a supervising device. For
this reason, sensors are usually equipped with a communication interface which secures
the acquired data transmission and receives management data.

In most cases the collected information has an electrical (and currently: digital)
form. Except for cases of voltage measurement, a transducer is an obligatory com-
ponent of the sensing device. Even if electrophysiological signals are concerned, the
voltages of few millivolts cannot be directly stored or transmitted and need a kind of
processing to get their final (e.g. digital) form. The on-site processing of the infor-
mation is usually adapted to the purpose and working conditions of the sensor and
hard-wired into sensor architecture. In some sensors, however, it can be programmed
via a bidirectional communication interface from the supervising device or self-
adaptive with regard to the previously collected data. This last category of measure-
ment devices we refer to as intelligent sensors.

Several physical principles of sensing were successfully applied in behavioral
studies including optical, visual (i.e. image-based), inertial, gravitational, pressure-
based, tensional, chemical, microwave- and radiation-based, acoustic and ultrasonic,
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finally: electrical. The choice is basically supported by the physical nature of the
recorded phenomena, but usually the physiological action at cells’, organs’ and
organisms’ levels manifests itself in several dimensions. The selected measurement
modalities may thus be principal (best representative for the phenomenon of interest)
and auxiliary (used to increase the reliability of the result).

Two types of sensing paradigms are used depending on the sensor’s reference [10]:

– infrastructure or embedded sensors, fixed in a specific location to monitor changes
in a given range of the space (environment),

– wearable sensors, fixed to the monitored individual and capturing changes in his or
her body or in the environment he or she interacts with.

The infrastructure sensors due to their static position are part of the intelligent
environment created for surveillance, active safety or commodity purposes. Their
operation area is limited and thus the freely moving individual may not be continuously
followed by the system. However, their fixed location is advantageous for unlimited
power supply and wired communication infrastructure of high security.

The wearable sensors are a seamless companion of the monitored moving indi-
vidual [11]. Their results are continuous and unambiguously related to the person of
interest. However, in order to preserve the natural behavior, they should be unobtrusive
(or even imperceptible). Their designs usually involve powering issues and the use of
wireless communication with particular measures of data security.

2.2 Intelligent Sensors

Intelligent sensors are equipped with a sensing part or transducer, a processing unit, and
a transmission and/or storage interface. Their operation can either be modified inter-
nally as a result of measurement history or externally according to the needs of
cooperation within a sensing system.

Two areas are currently explored by researchers of intelligent sensors:

– reducing the power consumption and size of the sensor with maintaining limited
programmability, and

– increasing the on-site processing power and agility without the significant growth of
size and energy consumption.

The pursuit for the smallest yet smart sensors for electrophysiological signals was
marked by milestones as the proposal of ultra-low power front-end amplifier by Tseng
et al. [2], who applied 0.18 lm CMOS technology to achieve the SNR value of over
54 dB at a supply voltage of 0.4 V (0.09 lW). The sensor consists of a chopper-
stabilized instrumental amplifier with common mode interference cancellation and a
programmable gain amplifier (0 to 30 dB in frequency bands 0.5 to 100 or 10 to
400 Hz). The option of miniature multi-purpose biosignal data sensor with 8 GB in-site
data storage was proposed by Bailey et al. [3]. The recorder has programmable sen-
sitivity and sampling frequency to adapt to various types of biosignals. Three versions
of ASIC-based conditioning modules for 64 brain penetrating array of 15 lm elec-
trodes integrated with a digitizer was proposed by Zoladz et al. [4]. The simultaneous
sampling frequency is 14 ks/s with the resolution of 12 bits and the total data stream is
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transmitted to the PC via USB. In a subsequent paper [5] the same research team
demonstrated how to improve the CMRR by more than 30 dB.

The other branch of development is focused on complex systems according to a
acquire-transform-archive working paradigm with the programmability added at all of
these three stages. In a prototype by Liu et al. [6] a four-channel 16-bit signal, such as
the EMG, ECG and outcome of accelerometer transducers, is acquired at 1 kHz. Next it
can either be saved in a microSD card or sent via ZigBee wireless interface (a range up
to 100 m). The device weights 102 g, requires 430 mW at full power (6 h with two
AAA batteries) and is designed for field measurements of human activity. Another
complete data logger [7] follows the Intelligent Electrode and Active Cable concept [8]
and includes a custom-designed digital controller to alternately support the network
management and biosignal measurements. A mixed-signal system-on-chip with analog
front-end (45–63 dB, 0.5–1000 Hz), 8-bit ADC and digital core was made in 0.18 lm
CMOS technology and consumes 20 lW from a 1.2 V supply. Digital communication
with external signal storage equipment is made wirelessly with a separate low-energy
Bluetooth chip. Also for high-density recordings of brain signals (up to 400 channels) a
configurable matrix system was proposed [9] consisting of an analog front-end, ADC
and digital signal processing unit and a wireless transmitter. The prototype was fab-
ricated in 0.65 lm CMOS technology and a single amplifier of 2.5 lV noise and
10 kHz bandwidth consumes 17.2 lW from a 1 V supply. The onboard signal pro-
cessing routines include EEG-specific feature extraction and data clustering.

2.3 Imperceptible Sensors

A pursuit for imperceptible sensors is driven by the need to capture an unbiased
behavioral record and is not intended for pervasive invigilation as some may suspect.
Similarly to medical records, the collected behavioral data are highly confidential and
as such need responsible processing and storage complying to the legal regulations for
sensitive data. Making the sensor imperceptible augments the comfort of daily living,
since the subject does not feel to be investigated all the time and does not see additional
devices (such as cameras or wristbands) in the living space.

Regular domestic appliances can be fitted with usage sensors for increasing the
security of independently living users and for identifying their habits and detection of
unexpected activity as a possible health setback [12]. The authors propose to modify an
electric kettle, a microwave oven, and a kitchen tap to screen their usage for correctness
and safety, but also to analyze the information about regularity of hot food and drink
intake. Despite of limited studies, significant inter-personal differences were detected,
and high repeatability of each subject’s action supports the assumption that activities
performed in an unusual way are discriminative markers in case of health setback or
operation difficulty.

An intelligent sensor of energy usage was proposed as an imperceptible single-
sensor behavior monitoring device [13]. Such devices are already widely applied for
profiling of energy consumption and are able to deduct the usage of electrically
powered domestic appliances from the detailed analysis of their dynamic electrical
characteristics [14]. Assuming that at least some devices in the household are directly
operated by the human, these maintenance-free, mains-powered and WiFi-enabled

204 P. Augustyniak



sensors provide information that in combination with the usage rules reveals important
facts about the operator’s functional health. In this proposal original equipment was
used without any modification, thus any appliance available on the marked may be
used as behavioral sensor. Unfortunately only electrically powered appliances may be
monitored and only directly operated ones provide information on operator’s activity.

An imperceptible sensor can also provide information on human blood pulse thanks
to videoplethysmographic technique. This method uses subtle rhythmic changes of the
skin color due to the blood flow in subcutaneous capillary vessels. It has been recently
proven that this measurement offers adequate accuracy in various lighting conditions
and can use inexpensive and widespread equipment such as webcams [15]. This
technique has been applied for human in motion [16] and is also recently studied for
possible detection of emotions in computer gamers.

Imperceptible sensors can also be integrated in smart garments. A working pro-
totype of the smart shirt equipped with a processor, wearable sensors, power supply
and telemedical interface was presented in [17]. The smart shirt collects accelerometer,
optical pulse, ambient light and body temperature sensors data, extracts behavioral data
features with the ARM-family processor and transmits them to the LAN with a
Bluetooth Low Energy interface. All elements are sewn on the shirt and arranged into a
wired Personal Area Network for the maximum measurement reliability and comfort to
the user.

2.4 Sensor Network

A sensor network provides organization, management, and data transmission between
the sensors (permanent and optional) and the supervising device, in a scenario requiring
immediate availability of the measurement result.

The organization includes sensor identification, authentication and broadcasting of
data encryption keys together with initialization of corresponding data collection
structures and processing threads. A general design assumes that sensors are connected,
initialized and deactivated, disconnected on the fly, what is frequently used in
behavioral recording in the case of optional sensors, low quality connection or when
the moving individual enters/exits the connection range.

The management of a sensor network includes occasional or time-based verification
of sensor status (e.g. battery status), update of the cryptographic keys and broadcasting
of the synchronizing time stamp. Management also includes programming commands
for intelligent sensors.

The data transmission is necessary for collecting the sensed data (raw or processed
in-site). This function is not present in the sensors with local data storage (e.g. an SD
card), however many sensors connected to the network of unknown reliability are also
accompanied by local buffers allowing for temporary data storage in case of discon-
nection. The data from the local backup are available to the supervising device with an
unpredictable delay and can be synchronized thanks to the time stamps included.

The network usually adopts the architecture of a star or a mesh. In the first case the
central node usually has supervisory functions and communicates directly with each
sensor node, but no alternative pathways can be routed in case of disconnection. In the
latter case data transmission pathways may be composed of multiple sections what
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slows down the transmission but enables alternative pathways routing and multiple
centers to take over management functions.

Taking into account the specificity of the sensor types, wearable sensors are most
suitable as nodes of star-shaped network due to the limited connection range and
limited power. This network is managed by a wearable server [18, 19], which in turn is
an optional node of the infrastructure sensor network. The infrastructure sensors are
organized either according to a star or to a mesh topology. The advantage of alternative
pathways routing is not particularly important in case of wired network infrastructure,
however in case of wireless connections the extension of the surveillance may be easier
with mesh-shaped network.

Other sensor network topology used in behavioral studies is a hierarchical star
where one of the regular nodes of the master network, besides of its measurement
function, also has a supervisory function in the slave sub-network.

2.5 Sensor Information Safety

Information safety is usually referred to in two aspects: immunity and confidentiality of
the data. Both of them are of primary importance in case of behavioral recordings since
recorded data are expected to support health-related decisions and to cary the infor-
mation related to the highest level of privacy.

The working example of security measures designed for low-energy transmission
within the BSN is based on AES-CCM encryption algorithm. The node pairing starts
with distribution of a short term key uniquely generated for this purpose [20]. A short
term key for the temporary channel is a string of 6 numeric digits and secures a
temporary point-to-point wireless transmission for just few milliseconds. Within this
time an exclusive long time key is passed to the sensor node. Since the BSN config-
uration is a randomly occurring short time process, the man-in-the-middle attacks have
little chance to success.

Wireless communication modules such as CC3100MOD Wi-Fi module (Texas
Instruments) [21] dedicated for Internet-of-Things applications include an on-board
network processor and a power management subsystem. The network processor pro-
vides TCP/IP stack and efficient cryptographic procedures (256-Bit AES) among other
features. The standby power consumption is 430 lW, increasing to 162 mW during
data reception and to 670 mW during the transmission. The transmission duty cycle has
thus a paramount impact on the overall power required.

3 Digital Behavioral Record

3.1 Natural Representation of Behavior

The storage of behavioral record usually inherits data structures specific to recorded
multimodal data. Proposing an adequate structure is usually not as straightforward as a
combination of the component data formats. In case of raw data storage, the difference
in sensor-specific data includes:
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– phenomena representation scales and units,
– permanent and optional sensors and data streams,
– continuous or event-related data,
– hierarchy of measurements in terms of importance and reliability,
– various data formats: images, signals, isolated values etc.
– delay of data availability.

In most systems the longitudinal record of the human behavior is organized on the
time line with all tracks synchronized by time stamps and sensor labels. Each track is
usually assigned to a specific sensor with given parameters (such as the amplitude
scale, the sampling frequency etc.) regardless of its permanent or optional operation.
Some complex data structures (e.g. occasional images) are referenced to by a pointer on
the time line. Event-related data containers are also used for archiving temporary (or
intermediate) results of the interpretation such as measurements of distance in images
or the heart rate in the ECG). In the structural aspect the behavioral record shows high
degree of similarity to a personal health record.

Several advantages of raw longitudinal record are commonly recognized: (1) per-
sistence - the self-explanatory data structure can be accessed with any software now
and in the future and (2) the scalability – records may be freely extended according to
new sensors added upon request to the system. Main drawback of this type of
behavioral data storage is the huge size of the record, e.g. collecting data from several
video cameras is often not relevant for increasing the accuracy of the measurement or
reliability of the final finding.

3.2 Symbolic Representation of Behavior

An alternative way of behavioral data storage is based on behavioral events auto-
matically detected by specialized software. The software usually transforms the
physical description of human activity into symbols necessary to represent the action
performed at a desired level of abstraction. A representative example is the approach by
Crossman et al. [22], who developed a High Level Symbolic Representation (HLSR)
for human behavior modeling. The proposal inherits components and processes com-
mon to precedent cognitive architectures (e.g. Soar or ACT-R) mimicking human-like
levels of knowledge and reasoning. The HLSR is in fact a high-level knowledge-based
programming language for defining behavior models and provides compilers for
translating these models into executable code for different cognitive architectures.

More recently Wei, Liu and Xing [23] proposed a symbolic representation of
human motion by behavior strings (BS). Each motion capture data interval (e.g. a
frame) is processed as high-dimensional discrete data point and transformed to clusters
based on the local distance between components. Next, each cluster in the frame is
represented by a symbol (e.g. a letter) thus in the time line, the continuous action
becomes a series of behavior strings (words). By analyzing the BS, the human motion
capture data is segmented into distinct behavior segments and the cycles of motion are
found. Besides compact representation, the method shows a high rate of repeatability,
the ability to finds the cycles of motion and eases extraction of motion clips repre-
senting a given behavior from a long original motion sequence.
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4 Identifying and Predicting Human Actions

Several approaches were studied for recognizing the activity of the human in his or her
residential space. The work by Kelly et al. [24] proposed the hidden Markov Models
(HMM) to distinguish daily living activities based on video sequences. Pirsiavash and
Ramanan [25] used a temporal pyramids model trained with images from head-
mounted camera. Other authors used Neural Networks and Support Vector Machine to
classify the behavioral data into a closed-choice set of activity. These early approaches,
however, used inference rules based on commonsense knowledge and did not allow for
considering of individual habits.

More recently Soran et al. [26] predicted the next probable action by learning the
relationship of actions of a specific individual with the HMM. Wang et al. [27]
decomposed video sequences into elementary segment units which composes actions
while Hassan et al. [28] applied a dynamic Bayesian network to classify daily living
activities based on acceleration data recorded with a smartphone. Bang applied a
human activity intention model based on recurrent neural network (RNN) trained with
the ADL records in a residential space to infer the human activity intentions in real-time
[29]. Although the status of RNN’s in current time point depends on the history of
precedent time points, the inertia is constant and does not adequately reflect behavioral
sequences of different length.

Augustyniak and Slusarczyk [30] proposed a graph-based decomposition of com-
pound activity into 7 elementary poses able to represent the unpredicted activity in a
very concise record. The representation of any action consists of 7 values of graph
nodes (the pose share) and 21 of edge flows (the pose change). Moreover, next
probable activity (i.e. intention) can be inferred from the flow in graph edges, and the
individual-related values of flow are memorized and used for prediction of future
action.

In [29] the authors proposed a behavioral record structure composed of data
aggregates called ‘percepts’. These containers collect identified actions, poses and
objects in the vicinity and predicted intentions. A three step algorithm was proposed to
recognition of activity intention. First, the present activity and activity intention
ontology are used to recognize the intention of a given percept sequence. Next, the
algorithm identifies the activity as complex intentions or as concurrent intentions and
decides whether to terminate the previous activity intention in favor of the newly
inferred activity intention. Finally, the percept sequence is corrected by an uncertainty
handling step which identifies and excludes unreliable intentions.
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Abstract. Teaching math to blind people is a significant challenge
for modern education, due to the structural information contained in
mathematical formulas. Computer methods through the effective use of
an alternative description of structural information, presented in sound
form, can help the blind person to become more independent in the pro-
cess of learning mathematics. Evaluation of the influence of the teaching
method on cognitive aspects in the process of mathematical education
among blind people was conducted based on a survey prepared by psy-
chologists. Three detailed sub-categories of the assessment of the cogni-
tive aspects were developed: knowledge operationalization, ability of self-
correction during the learning process and strategy for solving exercises
based on gradation. Two different teaching methods were compared: clas-
sic method and proposed alternative multimedia method. The proposed
alternative method in two of the three defined sub-categories achieved
a statistically significant improvement in results: knowledge operational-
ization, strategy for solving exercises based on gradation.
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1 Introduction

Teaching math to blind people is a significant challenge for modern education,
due to the structural information contained in mathematical formulas. Standard
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mathematical notation is not available to the blind [1,2]. Nowadays, an impor-
tant area being developed is the ambient assistant living (AAL), and in particular
computer support for teaching and accessibility of information by blind people.

Learning the basics of mathematics is a current issue in the literature. In
the world strongly based on science and technology, blind people without basic
mathematics skills limit their role in a society.

1.1 Methods and Tools Supporting the Access to Information
for the Blind

For basic computer use, people use screen reader programs that read information
chosen by a blind person from the computer screen using a speech synthesizer. In
the case of books, the DAISY standard (Digital Accessible Information System
standard ANSI/NISO Z39.86-2005 R2012 Specifications for the Digital Talking
Book) was developed [3,4], which facilitates the navigation via the book at var-
ious levels of detail: chapters, sub-chapters, paragraphs, sentences, words and
finally characters. Mathematical formulas contained in the book are saved using
MathML notation and can be read in the form of alternative descriptions pre-
pared by the DAISY book editor [5,6]. There are also known national variants of
Braille notation containing mathematical symbols. However, due to the volume
of materials translated using it, it is not widespread. Automatic math expression
reading system is another solution, called i-Math, operated with screen reader it
produces voice output on a computer, which can read math documents aloud [7].

In the literature, many other works can be found regarding the perception
and acquisition of information by blind people. A number of studies have focused
on the design of audio-based interfaces and evaluated their impact on learning
and cognition [8,9]. The results of the work [10] indicate that sound can be a
powerful interface to develop and enhance memory and skills in mathematics
among blind children. The authors of that work, however, mainly focused on the
assessment of cognitive aspects related to short-term memory.

The most commonly used method in the case of learning mathematics by
blind persons is the use of an assistant who participates in a math lesson together
with a blind person, writing the mathematical formulas used on his behalf.

1.2 Challenges of Teaching and Learning Mathematics by Visually
Impaired

The classical method of learning mathematics used by blind people with an
assistant has a number of limitations. Blind people are characterized by low
motivation and a number of emotional problems related to teaching mathemat-
ics and additional difficulties associated with reduced self-esteem [11–13]. Due
to the lack of visual perception, learning is much slower in relation to the people
without sight dysfunction. Frequent repetition of content is required. Generally,
this makes it difficult to create a positive atmosphere for learning and signifi-
cantly hinders social behaviors that are important in the teaching process.
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Moreover, several studies have evaluated different spatial abilities in blind
people to understand the role of vision in cognitive system [14–16].

The aim of the work is the assessing the influence of the teaching method on
cognitive aspects in the process of teaching and learning mathematics by blind
people.

2 Materials and Methods

Because of the many limitations discussed above, there is a public need in the
field of computer-aided teaching of mathematics by visually impaired students.
Computer methods through the effective use of an alternative description of
structural information, presented in sound form, can help the blind person to
become more independent in the process of learning mathematics.

2.1 Developed an Alternative Method of Teaching Mathematics

The developed alternative method of learning mathematics takes into account a
number of aspects that assume the possibility of learning by blind people [17].
While developing materials from a selected semantic mathematics area, a set of
concepts to be mastered was presented. It is presented in the form of a directed
graph ordering the assimilation of concepts, so as to minimize the blind students’
effort and limit their negative experience in this area. Each concept from the
graph has assigned math exercises that may only include concepts that appear
as predecessors in the graph. The knowledge of a particular user of the method
is represented in the form of a vector of knowledge containing information about
the mastery of selected concepts by the user. At the beginning of the learning
process, it is assumed that the user has not yet come up with any idea. Introduced
preliminary test allows this information to be verified and adjust the difficulty of
the proposed exercises to the current level of the student. In the teaching phase,
the knowledge vector as part of the student’s progress is updated, thus avoiding
excessive repetition of the material already developed.

Individual exercises are subject to the process of decomposition into an
orderly sequence of elementary steps. In each step there are contextual sub-
messages containing the theory necessary to master a given concept (Fig. 1).

In order to present effectively the structural information contained in the
math formulas, a set of rules was prepared to create alternative descriptions,
containing additional information not only about the symbols appearing in the
formula but also about its structure [18,19]. In order to facilitate the preparation
of tasks according to the developed method, an extended notation in the TEX
standard was prepared for the generation of the structure of the exercise with a
division for elementary steps and conditions for transitions between them. The
developed set of exercises from a given area is available in the form of an internet
portal, which a blind user can use to learn using a computer and an installed
screen reader program.
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2.2 Cognitive Aspects and Proposed Method of Their Evaluation

Cognitive science is an interdisciplinary field of science dealing with the study of
cognitive processes such as perception, consciousness, memory, understanding,
reasoning, linguistic abilities, problem solving, intelligence, cognitive represen-
tations and others.

Math Tutoring Platform
Fraction nominator x denominator 2 
end of fraction = fraction nominator x 
power 2 end of power + 2x + 2 
denominator 4x + 6 end of fraction.

Alternative Math Presentation

….
Chosen x = 1 or x = 2
Not chosen x = 1 or x = 2
Chosen x = 2 or x = 4
Not chosen x = 2 or x = 4
….

Simplify the equation and fill in the 
coefficients.
(Input field 1) x power 2 end of power +
(Input field 2) x - 2 = 0

Write the correct value in the text area.
….

Choose the correct value of the 
discriminant of the equation.
x power 2 end of power + x - 2 = 0

Chosen Delta = 9
Not chosen Delta = 9
Chosen Delta = 8
Not chosen Delta = 8
….

Fig. 1. Example of exercise with alternative math presentation

Cognitive science examines what is cognition, what is it for and how it works.
Its research areas include natural and artificial cognitive systems. This science,
among others significantly uses clinical neuropsychology, which indicates that
the functioning of the brain is shaped by complex factors, forming co-operating
consistent systems based on the operation of many mechanisms, including equiv-
alence, complementarity, specialization, neuroplasticity, integration at all levels
of brain functioning.
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After the literature research, it was decided to distinguish three sub-
categories:

1. Knowledge operationalization: The ability of an effective operationalization
of information reaching through other access channels and information about
a given phenomenon already possessed will be essential here. Operationaliza-
tion can be understood as a process of selecting information that corresponds
with the definitions of specific phenomena adopted in the course of concep-
tualization [20].

2. Ability of self-correction during the learning process: Neurocognitive science
emphasizes the important relationship between cognitive processes and the
functioning and structure of the brain, whose one of the basic tasks is proper
adaptation and auto- correction [21].

3. Strategy for solving exercises based on gradation: The involvement of the ner-
vous system can be observed in the regulation of all human life and functional
processes in this learning process as well as in the strategies used in it [22].

In order to assess cognitive aspects of learning mathematics by blind people,
brainstorming was conducted among a team of psychologists, during which the
following issues were highlighted:

– How do we acquire knowledge?
– How do we represent knowledge in the mind?
– How do we use knowledge in thinking and acting?
– How to improve the acquisition and use of knowledge?

Based on the discussed issues and the analysis of the literature on the subject,
a questionnaire was developed Table 1. Answers for all questions were possible
in nominate scale with grades form 1 to 5 with step size equals one. Then the
sum of points obtained by a particular participant was divided by the maximum
number of points possible to obtain and expressed in percent scale.

2.3 Research Group, Control Group and Conducted Experiments

The selected research group consisted of 30 students. Each person was blind or
visually impaired. The difficulty of math exercises was at the level of a high
school course or an academic beginner. People in the group did not have any
other disabilities. All blind or visually impaired persons participating in the
study had an acquired defect. The group consisted of 16 women and 14 men,
aged 19–24, middle-aged 20 and a standard deviation of 1.52. The following
inclusion criteria were adopted in the studies:

1. The group includes persons whose degree of visual impairment or blindness
was significant.

2. The vision defect was acquired.
3. The secondary school certificate classes and the first year of technical studies

in Silesia have been included in the group.
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Table 1. A research questionnaire of cognitive aspect.

Question number Question Subcategory

Q 1 I think about different ways
to solve a given problem.

Knowledge operationalization

Q 2 I try to combine new things I
learn with the things that
I’ve met before

Knowledge operationalization

Q 3 I try to make sure that what
I do is correct

Ability of self-correction
during the learning process

Q 4 I try to understand my
mistake in case I do
something wrong

Ability of self-correction
during the learning process

Q 5 When I study, I consider only
those problems that I have
previously done

Ability of self-correction
during the learning process

Q 6 When work is difficult, I only
solve the easier part

Strategy for solving exercises
based on gradation

Q 7 I only do the necessary
minimum

Strategy for solving exercises
based on gradation

4. Lack of co-occurring emotional disorders.

31 people were found to meet the inclusion criterion, all of which were invited
for testing. From among those invited, 30 people took part in the research.
According to the sample size calculation, the sample should be 29 - with confi-
dence level 95, fraction size 0.5 and maximum error 0.05.

Research – Stage 1. The group solved exercises without using the developed
platform for learning mathematics for the blind - the first experiment (E1).

Research – Stage 2. The group solved exercises using the developed platform
for learning mathematics for blind people - the second experiment (E2).

In the first experiment, the order of solved exercises follows the order of the
concepts in a directed graph from the easiest to the most difficult ones. The
participants did not solve identical exercises in the E1 and E2 experiments, they
treated them with the same level of difficulty (for each concept in the graph
the authors prepared a set of several exercises). In E1, the participants solved
the exercises of self-reliance, while the content of the exercise was read by the
teacher.

3 Results

The results obtained as part of the proposed sub-categories in the cognitive
aspects are presented in Table 2 and in the graph of Fig. 2.
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Table 2. Normalized numerical results (with standard deviation) in individual sub-
categories.

Cognitive aspects subcategory Experiment 1 Experiment 2

Knowledge operationalization 75 ± 16 85 ± 13

Ability of self-correction during the learning process 68 ± 9 76 ± 11

Strategy for solving exercises basedon gradation 30 ± 16 50 ± 17
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Fig. 2. Normalized results obtained during experiments in individual categories

Statistical analysis (Wilcoxon’s test of median equality) was carried out
after finding the normality of the distribution (Shapiro-Wilk test). The results
obtained are presented in Table 3.

Table 3. Statistical tests on equality of medians in experiments in individual categories
of cognitive aspects.

Cognitive aspects subcategory Calculated p-value between
experiments

Knowledge operationalization False (p-value = 0.0411)

Ability of self-correction during the learning
process

True (p-value = 0.1690)

Strategy for solving exercises based on
gradation

False (p-value = 0.0087)
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4 Discussion

The aim of the work was the assessment of the influence of the teaching method
on cognitive aspects in the process of mathematical education among blind peo-
ple. The conducted research confirmed the importance of choosing the teach-
ing method. Cooperation with psychologists has allowed to define three specific
subcategories: knowledge operationalization, ability of self-correction during the
learning process and strategy for solving exercises based on gradation.

The obtained results indicate a statistically significant improvement in results
in two of the three proposed subcategories: knowledge operationalization and
strategy for solving exercises based on gradation (Table 3). The greatest improve-
ment in results was obtained in the subcategory strategy for solving exercises
based on gradation (Table 2 and Fig. 1).

The research results show that thank to developing appropriate methods and
mechanisms for learning mathematics to blind people, it is possible to influence
positively on the improvement of some cognitive aspects of these people and,
thus, faster and better acquisition of knowledge. The designed system allows
students for more effective independent learning of mathematics areas. It was
developed according to the proposed method of exercise decomposition combined
with the method of evaluation of results and knowledge vector.

The obtained results have been confirmed by literature reports indicating the
significance of the sound descriptions in the process of teaching math’s by blind
people [8–10]. Through the methods proposed by the authors, the decomposi-
tion of exercises and alternative sound descriptions contain additional informa-
tion about the structure of the mathematical formula, the problem of cognitive
overload known from the theory of cognitive load has been limited [23,24].

Based on the experiments carried out and the obtained results, it can be
concluded that teaching and learning mathematics by visually impaired students
using the proposed method of decomposition of exercises in combination with
the method of evaluation of results based on the vector knowledge, contributes
to universal education through:

1. Increasing the availability of materials containing structured information
(mathematical formulas) for the blind. This has a large impact on the oper-
ationalization of knowledge, i.e. the choice of the representation method
adapted to the needs of the anticipated operations on the form of knowledge
[20]. Operationalization of knowledge for human needs is important especially
in interactive systems, including learning systems.

2. The possibility of self-study using the proposed Math Platform. In this case,
an improvement in the results in terms of ability of self-correction during the
learning process was also observed. However, the difference was not statisti-
cally significant, which may indicate that the teacher’s participation in the
learning process is very important. In addition, the obtained results indicate
that it is necessary to continue working on the developed method.
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3. Increasing the independence of the student from the teacher. Through the
application of the vector of knowledge and the automatic selection by the
developed platform of subsequent exercises, the student can increase his
knowledge through gradation. The obtained results confirm this thesis.
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Abstract. Pre- or post-operational chemo-radiotherapy have become
one of the standard adjuvant therapies in recent years. Though both
chemo- and radiotherapy protocols are standardized, the question about
the order in which they should be applied, or concurrency, remains an open
question. In thisworkwe attempt to answer itwithmathematicalmodeling
and optimization of two-dimensional control that represents therapy in a
control-theory based approach. In order to address this problem, two issues
are discussed. First, two different ways of modeling tumor growth under
therapy are compared. For each of them, the necessary conditions for opti-
mal control representing the therapy are presented and discussed. Then,
Kaplan-Meier survival curves are compared for standard therapy protocols
used in clinics and different approaches to model tumor growth. Finally, a
framework for analysis of treatment efficacy is presented, in which opti-
mization and survival analysis are used sequentially.

Keywords: Chemotherapy · Radiotherapy · Modeling · Optimization

1 Introduction

The use of optimal control theory in mathematical modeling of cancer therapies
has had more than five decades of history (see, e.g., [1,2] and references therein).
Practical application of such theoretical work, however, are scarce. Nevertheless,
recent progress in linking various biomolecular markers to the stage of the dis-
ease as well as biomedical imaging has provided methods of monitoring cancer
growth, studying cancer cell populations and that creates a new opening for
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mathematical modeling in this field and refining control theory methods so that
they might gain acknowledgment in clinics.

It should be noted that chemotherapy, as a systemic treatment, combined
with radiation, as a local therapy, are one of the most often used forms of com-
bined treatments in clinical practice. Despite that, and despite the fact that the
literature devoted to optimization of anticancer treatment is large, in general,
such combination has escaped attention of the researchers. There have been only
few efforts to model them and to compare concurrent versus sequential chemo-
radiotherapy (e.g. [3,4]). However, they were focused on testing specific proto-
cols, and no attempt to optimize therapy has been made there. On the other
hand, when treatment is dealt with as a control optimization problem, it is not
radio- and chemotherapy combined. Moreover, in optimization-oriented publica-
tions the models do not relate to survival curves which arguably constitute the
only point of interest that could gain the attention of clinicians.

The goal of this paper is to answer two questions, important from the point of
view of clinical relevance of modeling and optimization of anticancer treatment:
(i) how the necessary conditions derived for a control optimization problem,
representing the search for the best therapy protocol, depend on the model
structure? and (ii) is the choice of the cancer growth model important for survival
curves used to evaluate the ultimate outcome of the therapy?

In that respect, we analyze structural sensitivity of control models involving
therapy strategies with respect to different tumor growth terms and different
ways of modeling the therapies. Such analysis is not usually performed, as most
works dealing with sensitivity analysis of cancer growth models focus on param-
eter sensitivity (e.g. [5]).

In this work we combine two approaches that usually do not meet in math-
ematical modeling of anticancer treatment. First, after introducing the model
of cancer growth and treatment, optimal control problem is stated. Necessary
conditions are provided and analyzed in the context of their clinical relevance.
Then, Kaplan-Meier survival curves [6] for patients with cancer are shown for a
particular numerical example and the question of their dependence on a partic-
ular model form is discussed. Finally, a framework for solving optimal control
problems arising in anticancer therapies is proposed.

2 Modeling of Anticancer Treatment

2.1 The Simplest Case

Let us assume that the population of cancers cells, described by its size N , when
no treatment is administered, grows according to a Gompertz model, one of the
most frequently used in modeling population dynamics:

Ṅ = −ρGNln(N/K), (1)

with the initial condition N(0) = N0 > 0,where the parameter K repre-
sents the maximum tumor size that could be reached under specific conditions
(imposed by some environmental constraints, such as nutrients, space, angiogenic
support, etc.).
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Let us introduce two-dimensional control vector [u(t), d(t)]T , whose compo-
nents represent chemotherapy and radiotherapy, accordingly. The chemotherapy
usually is assumed to kill the tumor cells according to the log-kill hypothesis
[9], hence the kill rate is proportional to chemotherapeutic agent concentration
at time t. Radiotherapy effect is usually described in terms of the so called
liner-quadratic (LQ) model [10]. Then, the system with control is given by

Ṅ = −ρGNln(N/K) − γu(t)N − (
αd(t) + βd2(t)

)
N, (2)

where parameters γ, α and β correspond to the chemotherapy effect per unit
of effective drug concentration and two different radiotherapy effects, associated
often with single and double breaks in DNA, respectively.

The goal of a therapy may be mathematically formulated in the following
way: for a fixed therapy duration T , find measurable functions u and d that
minimize tumor volume at the end of treatment, subject to the following con-
straints:

0 ≤ u(t) ≤ umax

0 ≤ d(t) ≤ dmax∫ T

0
u(t)dt ≤ U∫ T

0
d(t)dt ≤ D

(3)

for some positive constants umax, vmax, U and D.
The optimization problem defined by (2)–(3) is a starting point for further

analysis.
If an oversimplified case is assumed, in which a chemotoxic drug instantly

affects cancer cells, following its administration (no pharmacokinetics consid-
ered) and no DNA repair is taken into account, after a change of variable
x(t) = logN(t)

N∞
application of the Pontryagin’s maximum principle leads to the

Hamiltonian in the form

H = −p1
(
ρGx + cu +

(
αd + βd2

))
+ p2u + p3d, (4)

where p1, p2 and p3 are co-state variables.
Then, the optimal control [7] takes the following form:

1. If Tumax > U , then

u(t) =

⎧
⎨

⎩

0 for t ∈
[
0, T − U

umax

]

umax for t ∈
[
T − U

umax
, T

] (5)

2. If Tumax < U , then u(t) = umax for all t ∈ [0;T ]
3. If Tdmax > D, then

d(t) =

⎧
⎨

⎩

0 for t ∈
[
0, T − D

dmax

]

dmax for t ∈
[
T − D

dmax
, T

] (6)

4. If Tdmax < D, then d(t) = dmax for all t ∈ [0;T ].
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This means that, somehow counterintuitively, both radiation and chemother-
apy should be applied after a delay. Moreover, they will always be applied simul-
taneously over a period

(
T − min

(
D

dmax
, U
umax

)
, T

)
.

However, the model introduced above ignores two treatment-related phenom-
ena: drug metabolism of chemotherapeutic agent and DNA repair of adjacent
strand breaks. As they may affect the structure of theoretically optimal treat-
ment protocols, we propose to incorporate their mathematical description into
the model.

2.2 Modeling Pharmacokinetics and DNA Repair

The simplest pharmacokinetics (PK) model is of the first order. If u(t) in (2)
represents the effective concentration of a drug, it may be described using the
following equation:

u̇ = −λu + c(t) (7)

where c(t) denotes the drug dose and the initial condition is given by u(0) = 0.
Including PK in the model does not require modification of the Eq. (2) - a

change in interpretation of u(t) is sufficient. However, it is not the case when
DNA repair should be taken into account. Assuming that the intracellular mech-
anisms repair double-strand breaks at rate μ, the Eq. (2) should be replaced by

Ṅ = −ρGNln(N/K) − γu(t)N − (αd(t) + βd(t)f(t)) N, (8)

where f(t) is the solution of the following equation:

ḟ = −μf + d(t) (9)

with f(0) = 0.
Similarly as in the case discussed in the preceding section, if Tumax < U ,

then u(t) = umax and if Tdmax < D, then d(t) = dmax, for all t ∈ [0;T ].
Otherwise the optimal control is given in the bang-bang form either with one
switch umax–0 or two switches 0–umax–0 [7]. If

log ρG − log λ

ρG − λ
< T (10)

and

exp (ρG(U/umax − T )) − exp (λ(U/umax − T ))
ρG − λ

<
exp(ρGT ) − exp(λT )

ρG − λ
, (11)

then

u(t) =

⎧
⎨

⎩

0 for t ∈ (0, t1)
umax for t ∈ (t1, t2)
0 for t ∈ (t2, T )

(12)
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where t1, t2 are determined by the relations p2(t1) = p2(t2) and t2−t1 = U/umax.
Otherwise

u(t) =

⎧
⎨

⎩

umax for t ∈
[
0, U

umax

]

0 for t ∈
[

U
umax

, T
] (13)

It has been proved that no singular arcs are part of control trajectories for
biologically relevant relations between parameters [7].

Optimal control d(t) is much harder to find but it has been shown in [7] that
it contains at most one switch and is given by

d(t) =
{

0 for t ∈ [0, t3]
dmax for t ∈ [t3, T ] (14)

where t3 can be found numerically.
An important finding here is that while the optimal protocol of radiotherapy

has been found to be the same regardless of incorporating or neglecting DNA
repair, the form of optimal chemotherapy is affected by including PK in the
system description. When PK is neglected, the optimal solution suggests waiting
with chemotherapy until the end of the treatment horizon. It should be noted,
however, that introducing PK into the problem had a significant effects on the
conclusions drawn from optimal control theory. When PK is explicitly included
in the model, the optimal solution suggests two possible strategies, where the
exact choice depends on model parameters. In one case, the optimal strategy is
completely opposite to the solution obtained without PK, i.e. it suggests applying
chemotherapy at the beginning of the treatment. In the other case, the optimal
strategy involves postponing chemotherapy administration, but not quite to the
very end of treatment horizon. This may be attributed to the fact that the
treatment effect persists even after drug administration due to PK.

The above finding gives rise to another question, about the implications of
assuming only one of possible descriptions of tumor growth.

3 Gompertz vs. Logistic Growth

As shown in the previous section, expanding mathematical description of the
system under investigation by incorporating additional processes may lead to
qualitatively different results, as far as optimal control is concerned. However,
some processes may be described in more than one way. Therefore, it is important
to check, if other form of describing the same processes may also lead to a qual-
itatively different control trajectory. Moreover, even when the optimal control
trajectory is found in the bang-bang form, the switching times depend on model
parameters. That means that they may be different for individual patients. To
check if the choice of growth model affects therapy outcome, instead of deriv-
ing necessary conditions for each case separately, in this section the analysis
is focused on therapy outcomes for an a priori assumed control trajectory and
different models of tumor growth.



228 A. Swierniak et al.

In addition to the Gompertz growth model, in this section a logistic one is
considered, which, when coupled with therapy modeling leads to the following
equation:

Ṅ = ρLN(1 − N/K) − γu(t)N − (αd(t) + βd2(t))N, (15)

The main difference between the Gompertz and the logistic models is that
the first one assumes an exponentially decreasing growth rate, while the second
one assumes linearly decreasing growth rate. One of the important implications
of this difference is that in the case of Gompertz model, a complete eradication of
the tumor is impossible. For a detailed description of the tumor growth models,
presented above, and their applications see, e.g., [11].

It should be noted that the parameters ρL and ρG in the models of logistic
and Gompertz growth have slightly different interpretation, though both are
related to the growth rate. Therefore, they should be estimated separately for
each type of these models [8].

The results from the previous section indicated that a bang-bang solution
is optimal for a given fixed terminal time. Moreover, current clinical protocols
involve multiple bang-bang controls that may be interpreted as subsequent cycles
of therapy, with optimal control applied in each cycle. Therefore, three different
multivariable control strategies are checked in this section: sequential chemo- and
radiotherapy (CRT), concurrent CRT and radiotherapy only. Realistic clinical
protocols ([3] and discussions with cooperating oncology clinicians) were tested,
with changes of c(t) and d(t) control variables shown in Fig. 1, where in each
case the therapy was started 14 days after tumor detection.

Fig. 1. Control c(t) and d(t) for three analyzed cases.

Recently, parameter values for the presented model (for Gompertz model of
tumor growth) were estimated, based on survival curves available in literature [3].
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Values of parameters used in this paper are given in Table 1. Additionally, we
applied the following assumptions:

– the patient dies when tumor reaches 13 [cm] in diameter (the death condition),
– there is a correlation between the tumor growth rate ρ and the radiosensitivity

parameter α (coefficient = 0.87, estimated based on in vitro experiments
[12]),

– the tumor control probability at the end of treatment is p = e(−Ncc), where
Ncc is the number of remaining cancer cells,

– the patient is cured after the treatment if random number generated from
uniform distribution [0, 1] is lower than probability p.

Table 1. Values of parameters used in simulations

Parameter Value

ρG, ρL 7.00 · 10−5 (mean), 7.23 · 10−3 (std dev.)

α 0.0398 (mean), 0.0168 (std dev.)

γ 0.0093

β α/10

Three treatment strategies were tested on a group of a thousand patients.
Each patient was characterized by different ρ and α parameter values, drawn
from bivariate normal distribution to reproduce high correlation between param-
eters. The initial tumor size, N0 = 6 [cm] in diameter, was the same for all
patients.

Table 2. Actual clinical therapy protocols analyzed in the paper

Case Therapy type Chemotherapy details Radiotherapy details

(a) Sequential CRT Vinblastine 5mg/m2,
weekly, first 5 weeks
cisplatin 100 mg/m2, days
1 & 29

(starting day 50)
63 Gy/7 weeks

(b) Concurrent CRT Vinblastine 5mg/m2,
weekly, first 5 weeks
cisplatin 100 mg/m2, days
1 & 29

(starting day 1)
63 Gy/7 weeks

(c) RT only None (starting day 1)
63 Gy/7 weeks
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Fig. 2. Kaplan Meier survival curves estimated for thousand patients based on Gom-
pertz and logistic growth models: (a) chemotherapy only; (b) radiotherapy only; (c)
concurrent CRT therapy and (d) sequential CRT therapy.

First, we compared results obtained for two growth models for a group of
thousand patients grouped by treatment strategy. Results are presented in the
form of Kaplan-Meier survival curves (Fig. 2).

Five-year survival was below 20% for both models in all cases. However,
except for the chemotherapy as the only treatment, in which case both Gompertz
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Fig. 3. Kaplan Meier survival cures as a result of different therapy strategies: sequential
chemo-radiotherapy, concurrent chemo-radiotherapy and only radiotherapy for (a) the
Gompertz model and (b) the logistic model.

and logistic models lead to very similar Kaplan-Meier curves (Fig. 2(a)), there
are significant differences between treatment outcomes, represented by survival
curves, for different types of the cancer growth model.

When only radiotherapy was applied (Fig. 2(b)) the higher overall survival
was predicted with the Gompertz growth model. However, when both radio- and
chemotherapy were applied, it was the logistic model that led to a longer overall
survival after first several months, both in the case of concurrent (Fig. 2(c))
and sequential (Fig. 2(d)) CRT therapy. The differences in Kaplan-Meier curves
were negligible in short time after the treatment, but they increased in time, in
particular between one and two and half years (Fig. 2c, d).

Secondly, we analyzed the effect of different treatment strategies on the sur-
vival for each model separately (Fig. 3). Concurrent CRT therapy gave the high-
est overall survival after 5 years for both models, where RT as the only treatment
gave the lowest one. Sequential and concurrent CRT applied for Gompertz model
gave the same treatment outcome, which suggests that this model is less sensi-
tive to control. Results obtained with the logistic model suggest that application
of sequential or concurrent CRT may have significant impact on overall survival
of patients (log-rank test, p-value < 0.01).

There are some differences between overall survival of patients obtained by
two different models. However, the shape of curves were similar and it may be
related to tumor growth rate parameter value. With appropriate estimation of
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parameter values, any of presented models could reproduce clinical data with
similar accuracy.

In all cases, the most effective treatment was concurrent chemo-radiotherapy.
The logistic model was more sensitive to changes of therapy protocols than the
Gompertz model.

4 Conclusions

Tumor growth and its treatment can be viewed and analyzed as an open-loop
control system. Thus, optimal treatment protocols can be found using formalisms
of optimization theory.

The particular form of optimal control in terms of the order in which chemo-
and radiotherapy should be applied depends on including or neglecting pharma-
cokinetics of chemotoxic drugs. However, in both cases the necessary conditions
suggest that both therapies should be applied concurrently, at least in some
period of time. Incorporating or neglecting DNA repair mechanisms do not have
the same impact on the form of necessary conditions of the theoretical optimal
treatment protocol (in both cases the solution is qualitatively the same).

Furthermore, survival analysis, in which the actual clinical protocols for
chemo- and radiotherapy were applied, confirms the above conclusion, show-
ing that concurrent therapies yield significantly better survival prospects. This
conclusion does not depend on the type of tumor growth that is used in the
model.

The analysis shown above indicates that the following procedure should be
used in an attempt to find best control strategies:

1. For a family of models, derive necessary conditions of optimal control in a
single therapy cycle and use them to find optimal control, assuming realistic
parameter values.

2. Compare control and state trajectories arising from each model. For those
that are similar, choose arbitrarily one representative model.

3. For each model that yields significantly different outcomes and control trajec-
tories found in the point 1., calculate survival curves, assuming a distribution
of parameter values with mean equal to the parameter values used in the
previous point.

4. Compare survival curves to those found in clinical data.
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Abstract. Mechanical ventilation of infants with congenital diaphragmatic
hernia (CDH) often is a challenge due to different elastic-resistive properties of
both lungs. The first step of therapy requires choosing between conventional
mechanical ventilation (CMV) and high frequency ventilation (HFV). This
study’s aim is to explore why CMV cannot always be applied in infants with
ventilation inhomogeneity. The authors hypothesized that lung inhomogeneity is
related to higher respiratory system impedance requiring higher respiratory
pressure and work of breathing to obtain assumed minute ventilation. Real-time
in vitro simulations using hybrid (numerical-physical) model of the respiratory
system and a ventilator revealed the risk factors connected with inhomogeneous
ventilation of lungs. The pressures and flows registered in the smaller, pinched
lung exhibiting decreased compliance can reach dangerously high values and
cause lung injury. Such effects were not observed with homogenous lungs as the
same minute ventilation has been received at significantly lower pressure
delivered to patient airway.

Keywords: Inhomogeneous ventilation of lungs �
Congenital diaphragmatic hernia � Conventional mechanical ventilation �
Hybrid respiratory simulator

1 Introduction

Small differences in elastic-resistive properties of lungs resulting from their natural
maturation, are frequently seen in newborns and infants, and do not constitute a
problem from a respiratory therapy point of view. In such cases, standard ventilation
therapy procedures are implemented, similar to those of patients with homogenous
lungs, based on general health condition and type of respiratory failure. However, if the
difference between lungs is significant as it is in infants with congenital diaphragmatic
hernia (CDH) [1], ventilation therapy requires more caution in choice of proper
technique and ventilation parameters to avoid adverse effects of ventilation therapy
such as risk of lung injury.
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CDH is a defect in diaphragm muscle seen in 1 per 2000–5000 live births [2], with
high mortality rate (20–50%) [3–5]. It is most frequently left side-localized (85%) and
is more often found in male neonates (60%) [1]. The defect results in relocation of the
digestive organs to the thoracic cage above the diaphragm and pressing against the
lungs and heart. This result in the lungs’ inability to develop normally, and the lung
exhibiting the most pressure remaining smaller and more hypoplastic (Fig. 1) [1, 6].
This is root cause of lung inhomogeneity, and makes effective and safe ventilation
therapy in CDH infants difficult [3, 7].

CDH severity is standardly assessed based on diaphragm defect position (left vs.
right), liver position (abdomen vs. thorax), lung to head ratio (LHR) or lung to thorax
transverse area ratio (LTR). For this purpose, roentgenography, computed tomography
or magnetic resonance imaging are used [6, 8].

Lung inhomogeneity in CDH infants can be assessed using lung clearance index or
moments calculated basing on the process of gas elution (N2, SF6, O2) from the lungs.
This can be measured using multiple-breath washout technique (MBW) [9–11], which
unfortunately is not yet in standard clinical use.

As a first approach to performing ventilation therapy on an infant with CDH,
conventional or high frequency ventilation is recommended [1]. Extracorporeal
membrane oxygenation (ECMO) is preferred for the most severe CDH cases when the
two above techniques are ineffective [1, 12].

We wondered why it is impossible to effectively ventilate some CDH infants using
conventional method. The study’s aim, therefore, was to examine the influence of lung
inhomogeneity on the work of breathing as well as on pressures and flows inside the
respiratory system. For that purpose, the infant hybrid (numerical-physical) respiratory
simulator was used.

2 Methods

2.1 Numeric Model of Lungs

The numerical part of the simulator is a lung model consisting of a central and
peripheral airway and a chest wall. The peripheral airway is divided into two com-
partments (two lungs). The central airway is described by resistance Rc and gas iner-
tance L, each of lungs - by compliance C1 or C2 and resistance R1 or R2, and the chest
wall - by compliance Cw. Physiological and electrical representations of the infant
respiratory system are shown in Fig. 1.
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Operation of the respiratory model can be described by the following equation
set 1:

FmðtÞ ¼ Pm
Zm

VðtÞ ¼ R
FmðtÞ dt

dV1ðtÞ
dt ðR1 þR1ÞþV1ðtÞ C1 þC2

C1�C2
¼ FmðtÞ � R2 þ VðtÞ

C2

V2ðtÞ ¼ VðtÞ � V1ðtÞ
F1ðtÞ ¼ dV1

dt
F2ðtÞ ¼ FmðtÞ � F1ðtÞ

PA1ðtÞ ¼ pmðtÞ � L dFm
dt � RcFm � R1

dV1
dt

PA2ðtÞ ¼ pmðtÞ � L dFm
dt � RcFm � R2

dV2
dt

PplðtÞ ¼ � VðtÞ
Cw

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

ð1Þ

where: V – lung volume above fractional residual capacity (FRC), V1, V2 – gas
volume, in the 1st and 2nd compartments, respectively.

Then, model impedance can be expressed by the equation set 2:

jZmj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þR2

p

X ¼ x � L� 1
x�Cw

� C1 þC2 þx2�ðR2
1�C2

1 �C1 þR2
2�C2

2 �C1Þ
x3ðR1�C1�C2 þR2�C2�C1Þ2 þx�ðC1 þC2Þ2

R ¼ RC þ R1�C2
1 þR2�C2

2 þx2�R1�C1�R2�C2�ðR1�C1�C2 þR2�C2�C1Þ
x2ðR1�C1�C2 þR2�C2�C1Þ2 þðC1 þC2Þ2

x ¼ 2p � f

8
>>>><

>>>>:

ð2Þ

where: Zmj j is the model impedance of infant respiratory system, X and R are
the imaginary and real part of impedance, respectively, x – angular breath frequency,
f – breath frequency.

Fig. 1. Physiological and electrical schemes of the infant respiratory system numerical model.
L, Rc – gas inertance and central airway resistance, Pm, Fm – pressure and flow at model inlet,
respectively, C1, C2 – lung compliance in the 1st and 2nd compartments, respectively, R1, R2 –

peripheral airway resistance in the 1st and 2nd compartments, respectively, PA1, PA2 – alveolar
pressure in the 1st and 2nd compartments, respectively, F1, F2 – flow in the 1st and 2nd

compartments, respectively.
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2.2 The Hybrid Simulator of Respiratory System and Setup

The setup used in this study is presented in Fig. 2. It is composed of a Puritan Bennett
8400 Ventilator (Covidien Co., USA), NICO monitor (Respironics Corp., Murrysville,
PA, USA) of respiratory parameters, tablet computer and a “Patient” represented by the
simulator of the infant respiratory system. The simulator of a hybrid structure consists
of numerical and physical parts. The work of both parts of the simulator and its
interaction with a ventilator is managed and coordinated by LabVIEW Professional
Development System 2013, with Real-Time Module (National Instruments Co., Austin,
TX, USA). The numerical part of the simulator is lung model (Fig. 1). The physical
part of the simulator is the impedance transformer (TR) of the piston-cylinder design
driven by a servo-mechanical unit. The TR converts, back and forth, digital signals of
pressure (Pm) and volume gas flow (Fm), obtained as the numerical solution of lung
model equation set (Eq. 1) into physical signals of pressure and flow (P, F) to be the
input signals to the simulator. The linear conversion, being a key property of TR,
determines the numerical lung model to be transformed without distortions.

The operational principle of TR can be described by the following equation set 3:

Z ¼ k � Zm k Zx
Z ¼ P

F
Zm ¼ Pm

Fm

8
<

:
ð3Þ

Fig. 2. Setup used in the study: ventilator, NICO monitor, tablet computer and “Patient” –

piston hybrid (numerical-physical) simulator of respiratory system. Physical part of the simulator
- impedance transformer (TR) with piston-cylinder construction driven by the servo-mechanical
unit. PXI – PC-based platform for measurement and control systems. Numerical part with lung
model: L, Rc – gas inertance and central airway resistance, Pm, Fm – pressure and flow at model
inlet, respectively, C1, C2 – lung compliance in the 1st and 2nd compartments, respectively, R1, R2

– peripheral airway resistance in the 1st and 2nd compartments, respectively, Cw – chest wall
compliance.
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where: k - a constant value, Z - the input impedance of the simulator, Zm - the numeric
model impedance, Zx - the impedance of pneumatic capacitor representing gas com-
pliance (Cx) in the piston chamber. Cx is a function of chamber volume (V ¼ A � x)
(Fig. 2), atmospheric pressure and polytropic index (n = 1.3 ± 0.5).

2.3 The Simulations

In the course of the study, ventilation of infants with homogeneous and inhomogeneous
lungs was simulated. The parameters of infant respiratory system model used in the
simulations are presented in Table 1.

During the tests, pressure-controlled ventilation (PCV) with inspiration to expira-
tion ratio I:E of 1:1.5, respiratory rate RR of: 30, 60 and 90 bpm, and positive end
expiratory pressure (PEEP) equal to 0.3 kPa were set to obtain minute ventilation MV
of 1.2 L. The signals of pressures and flows in “infant” respiratory system, including:
alveolar pressures (PA1 and PA2) and flows (F1 and F2) in both lungs were registered.
Besides, work of breathing (WOB) by ventilator and peak inspiratory pressure
(PIP) were measured using NICO 7300 monitor fitted with a main stream sensor,
neonatal flow adapter and a probe placed between the simulator and Y-piece of the
ventilation circuit (Fig. 2.)

3 Results

The results of the simulations were presented in Figs. 3, 4 and 5. In Fig. 3, the signals
of alveolar pressures in homogenous lungs (PA1 and PA2) and gas flows (Fm, F1, F2) in
“infant” respiratory system were presented. Similarly, in Fig. 4, the signals were pre-
sented for inhomogenous lungs.

As shown in Fig. 3, in the case of homogenous lungs, the amplitudes of alveolar
pressures PA1 and PA2 were equal to 0.4 kPa. The intrinsic PEEP was 0.2 kPa. The
pressure at inlet of patient airway (Pm), in reference to assumed minute ventilation (1.2 L)
was 1.1 kPa. Whereas, in the case of inhomogenous lungs (Fig. 4), the pressure
amplitude PA2 obtained from the lung of lowered compliance was several times higher
than the pressure amplitude PA1 from the lung of normal compliance (3.4 kPa vs.
0.7 kPa, respectively). Auto-positive end expiratory pressures (auto-PEEP) were equal
to 0.1 and 0.7 kPa, in the lungs of lowered and normal compliance, respectively. The
pressure at patient airway (Pm) of 3.5 kPa was needed to obtain a minute ventilation 1.2 L

Table 1. Parameters of numeric model of infant respiratory system.

Rc

kPa � s � l�1
R1

kPa � s � l�1
R2

kPa � s � l�1
C1

ml � kPa�1
C2

ml � kPa�1
Cw

ml � kPa�1
L
kPa � s2 � l�1

HL 6.8 3.4 3.4 20.5 20.5 124 0.002
IHL1 6.8 3.4 3.4 20.5 2.1 124 0.002
IHL2 6.8 34 3.4 20.5 2.1 124 0.002

HL - homogenous lungs: R1 = R2, C1 = C2; inhomogenous lungs: IHL1: R1 = R2,

C1 ¼ 10 � C2, IHL2: R1 ¼ 10 � R2; C1 ¼ 10 � C2.
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in the infant with inhomogenous lungs. Whereas, in the patient with homogenous lungs,
the pressure Pm of 1.1 kPa was sufficient.

Moreover, the gas flow values F1 and F2 received in the “patient” of homogenous
lungs (Fig. 3) and in the patient of inhomogenous lungs (Fig. 4) differ significantly. In
the last case, the gas flows F1 and F2 differ significantly in their peak inspiratory flow
(PIF) and peak expiratory flow (PEF) values, but also in their flow patterns, which is
more asymmetric in a shape (PEF >> PIF) with inhomogenous lungs (compare Figs. 3
and 4). Whereas, in the patient of homogenous lungs, the flows F1 and F2 have the
same PIF and PEF values and flow pattern (Fig. 3).

Next we examined the impedance of infant respiratory system and work of
breathing by ventilator obtained for “infant” of homogenous lungs and “infant” of
inhomogenous lungs compared at different ventilator respiratory rate (Fig. 5). As we
had previously noted, the same assumed minute ventilation (1.2 L) required a signif-
icantly higher pressure in the patient with inhomogenous lungs. The PIP values,

Fig. 3. Flow and pressure courses in infant respiratory system of homogenous lungs (R1 = R2,
C1 = C2). Pm, Fm – pressure and flow at infant airway, respectively; PA1, PA2 – alveolar pressure
in the 1st and 2nd lungs, respectively; F1, F2 – flow in 1st and 2nd lungs, respectively.
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at RR = 60 bpm, were: 3.8 kPa and 1.5 kPa, in the patients of inhomogenous and
homogenous lungs, respectively (compare peak value of Pm from Figs. 3 and 4). In the
case of the patient of inhomogenous lungs (R1 ¼ 10 � R2; C1 ¼ 10 � C2), the work of
breathing (WOB) was higher (2:83 J � l�1 at RR = 60 bpm) than in the patient with
homogenous lungs (1:1 J � l�1 for R1 = R2, C1 = C2) (Fig. 5). In both cases, the
impedances of infant respiratory system were: 35:3 kPa s l�1 and 9:9 kPa s l�1,
respectively (Fig. 5).

Fig. 4. Flow and pressure courses in CDH infant respiratory system with inhomogenous lungs
(R1 ¼ 10 � R2 ¼ ; C1 ¼ 10 � C2). Pm, Fm – pressure and flow at infant airway, respectively;
PA1, PA2 – alveolar pressure in the 1st and 2nd lungs, respectively; F1, F2 – flow in 1st and 2nd

lung, respectively.
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4 Discussion and Conclusions

The optimal initial management of CDH infants is still unknown. Practitioners often
have to decide between two ventilation techniques, conventional mechanical ventila-
tion (CMV) or high frequency ventilation (HFV), to best prepare the infants for surgical
hernia repair. Clinical studies are also unequivocal, and there are very few randomized
controlled trial (RCT) studies concerning the subject [1, 3, 7]. HFV is usually treated as
a rescue therapy, in the case of hypoxia or increase of ventilation pressures, during
CMV. It has also been shown that HFV can be used as initial therapy for preoperative
stabilization of infants with CDH [3]. To date, a significant difference between the
outcomes of the CMV and HFV techniques has not been noted. However, the inter-
national multicenter RCT study performed on 171 CDH infants [13] showed that in
spite of insignificant differences between CMV and HFV techniques, in the combined
outcomes of mortality and bronchopulmonary dysplasia (BPD) morbidity, in the CMV
group, the shorter therapy times and less frequent use of ECMO were observed.
According to the last statement of the CDH EURO Consortium [14] on postnatal
management of CDH infants in Europe, CMV was indicated as the optimal initial
ventilation strategy. However, it is not always possible to use CMV, and therefore other
ventilation techniques like HFO or ECMO are implemented. We asked why CMV
cannot be used to ventilate some patients with CDH. We hypothesized that CMV may
be ineffective in some CDH cases because of the high impedance of respiratory system
of inhomogenous lungs, requiring higher ventilation pressures to obtain assumed
minute ventilation and proper gas exchange levels. We also supposed that CMV using
high pressures delivered by ventilator to patient airway, when the lungs are very
different in their elastic-resistive properties, can lead to adverse effects, making ven-
tilation ineffective.

Fig. 5. Simulation results. Impedance of infant respiratory system and work of breathing during
pressure-controlled ventilation. From left: homogeneous lungs (R1 = R2, C1 = C2), inhomoge-
nous lungs with one lung severe restriction (R1 ¼ R2; C1 ¼ 10 � C2) and inhomogenous lungs
with severe obstruction (R1 ¼ 10 � R2) of one lung and severe restriction (C1 ¼ 10 � C2) of the
other.
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We perform real-time in vitro simulation of pressure-controlled ventilation of infant
with inhomogenous and homogenous lungs to compare the work of breathing and
mechanical parameters of ventilation. Seven-elements two-compartmental RLC
numerical model of respiratory system enabled us to simulate pressures and flows
inside of the respiratory system. The analysis of the study results indicated unfavorable
effects in both inhomogenous lungs.

First, peak pressures and pressure amplitudes in the respiratory system of inho-
mogenous lungs were very high, in regard to allowable pressures in CMV (Fig. 4). The
peak inspiratory pressure at patient airway (Pm) was 3.6 kPa, at set PEEP of 0.3 kPa
whereas peak alveolar pressure PA2 in the lung of lowered compliance was 3.3 kPa at
auto-PEEP of 0.2 kPa. Puligandla et al. [3] concluded based on review of several
clinical studies, that the indication to switch from CMV to HFV was a PIP higher than
2.5 kPa. When using HFV, a difference between PIP and PEEP of 3–5 kPa was per-
missible [12]. Boloker et al. [15] found that none of the CDH infants ventilated with
PIP exceeding 2.6 kPa survived. The last statement of the CDH EURO Consortium
[14] is consistent with the above conclusions. According to them, the CMV should be
changed to HFO if the PIP value is higher than 2.5 kPa. Therefore, in the considered
case of lung inhomogeneity (R1 ¼ 10 � R2; C1 ¼ 10 � C2) this level was surpassed, but
it was needed to reach the required minute ventilation.

Second, the high auto-PEEP value (0.8 kPa) was performed in the respiratory
system of inhomogenous lungs, in the lung of normal compliance. Auto-PEEP is an
adverse effect occurring in patients during mechanical ventilation. It is disadvanta-
geous, because it can lead to WOB increase, barotrauma, hemodynamic instability and
difficulty in ventilator triggering [16]. When auto-PEEP is created in lungs, the patient
is unable to totally exhale the ventilator-delivered tidal volume. If the situation is
repeated from breath to breath, air-trapping occurs, which can cause PIP to increase to a
level that results in barotrauma, volutrauma, hypotension, patient-ventilator asyn-
chrony, or even death [17]. Air-trapping was reported in 12 per 29 CDH infants by
Wright et al. [8].

The simulation revealed that in the case of homogenous lungs, the situation was
strikingly different – no pressure in respiratory system exceeded 1.5 kPa. The peak
inspiratory pressure at patient airway (Pm) was 1.5 kPa, including set PEEP of 0.3 kPa.
Both peak alveolar pressures (PA1 and PA2) were equal to 0.9 kPa, including auto-
PEEP of 0.2 kPa and external PEEP of 0.3 kPa.

It was also found, that CDH severity and lung inhomogeneity depth influence on
respiratory system impedance; for homogenous infant lungs it was about 10 kPa � s � l�1,
whereas for inhomogenous lungs - 15:2 kPa � s � l�1 (R1 ¼ R2; C1 ¼ 10 � C2) and
35:5 kPa � s � l�1 (R1 ¼ 10 � R2; C1 ¼ 10 � C2), at f = 60 bpm.

Moreover, CDH severity and lung inhomogeneity depth influence the work of
breathing - WOB at homogenous lungs was 1:1 J � l�1, and in inhomogenous lungs was
increased to 1:5 J � l�1ðR1 ¼ R2; C1 ¼ 10 � C2Þ and 2:8 J � l�1ðR1 ¼ 10 � R2; C1 ¼
10 � C2Þ, at f = 60 bpm. According to Mead et al. [18], the forces acting on lung tissue
can be up to 4.5 times higher in inhomogeneous ventilation of lungs. Inhomogeneity
therefore raises lung stresses and risk of ventilator-induced lung injury [10].
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We conclude that inhomogeneity of lungs results in respiratory system impedance
and increased work of breathing. Besides, a difference in elastic-resistive properties
between lungs can lead to significantly increased PIP and alveolar pressure in the more
hypoplastic lung, what can lead to lung injury, patient-ventilator asynchrony and other
adverse effects. High value auto-PEEP in the less hypoplastic lung can compound this
situation even more. In this context, a choice of HFO over CMV in these patients seems
appropriate.
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Abstract. The electromagnetic field (EMF) may have a direct influence on the
functions of human body, for example through the electrostimulation of the
nervous system or tissue heating. The spatial distribution and the level of such
influence, estimated by induced electric field strength (Ein) or specific energy
absorption rate (SAR), are different in body tissues close to a medical implant,
compared to the body without an implant during the same exposure. Numerical
models of EMF sources (loop antennas) with dimensions typical for magne-
totherapeutic applicators and high frequency radiofrequency identification (RFID
HF) readers, and the user of a hearing implant (Bonebridge type – HI-BB) were
worked out. The values of Ein and SAR were analyzed in the head of an HI-BB
user exposed to EMF in the worst case scenario – at the shortest distance of 2 cm
from EMF sources (at the side or at the edge in front of them). It was demon-
strated that the use of HI-BB significantly increases the level of direct exposure
effects caused by EMF – in low frequency EMF (Ein up to 3.4 times higher), and
in radiofrequency EMF (SAR (1 g) up to 4.5 times higher). The level of such
hazards depends on the dimensions of the EMF source and the location of the
head against the source (i.e. the field polarization). It was shown that low and
radiofrequency EMF is a direct environmental hazard for the hearing implant
users, but the analysis of the individual sensitivity of particular users still required
further studies involving more detailed models of implants and users’ bodies, as
well studies covering the indirect EMF influence on the electronic circuits of HI-
BB, recognized as electromagnetic compatibility (EMC).

Keywords: Biomedical engineering � Environmental engineering �
Induced electric field strength � Numerical simulations �
Occupational exposure � Public health � Specific energy absorption rate

1 Introduction

Hearing loss can be compensated for by various types of hearing implants, including a
partially implanted bone conduction prosthesis of the Bonebridge type (later referred
as: hearing implant – Bonebridge (HI-BB)) located behind the user’s ear. This is used
in cases when the outer or middle ear is damaged, and sounds are unable to reach the
inner ear effectively [1–3]. The internal (implanted) part of the HI-BB is a system that
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uses bone conduction to transmit sound waves through the skull bone directly to the
inner ear, where they are processed further as natural sound. The sound processor (the
external part of HI-BB, fixed directly over the internal part by magnets) is responsible
for processing the recorded signals and controlling the operation of the internal part.

The results of the influence of the electromagnetic field (EMF) include the induced
electric field and current or energy absorption in exposed electrically conductive
objects such as metals or living tissues. In the bodies of HI-BB users, a different
distribution of the exposure effects compared to people without HI-BB should be
considered. It was already identified that because of it, hearing implant users may
experience: (i) heating malfunctions or even damage to tissue or electrical stimulation
in the vicinity of the conductive elements of implants (caused by the direct EMF
influence on tissue), (ii) problems with sound quality or (iii) damage to the implant’s
circuitry (caused by indirect EMF influence to the metal structure of the device and
recognized as a problem with electromagnetic compatibility (EMC)), which reduces
comfort or even safety, especially in the work environment [2, 3]. These effects depend
on the frequencies of the environmental EMF, its level, polarization and distribution in
time and space.

Legislation and guidelines regarding the safety of medical implants users include the
requirements to individually evaluate hazards caused to them by EMF exposure [4–7].
Environmental EMF exposure and possible discomfort or hazards should also be con-
sidered when choosing what type of device will be implanted to a particular patient – by,
among other things, analyzing his job and its environmental conditions.

Previous studies were focused on: (i) evaluating the direct effects of exposure to
low frequency EMF in users of HI-BB and Bone Anchored Hearing Aid (BAHA) type
implants in single exposure scenario with single numerical model of implant user, and
(ii) inter-person variability of hazards to users of BAHA implants (with models of users
of various dimensions and structure of head). They showed significantly higher elec-
tromagnetic hazards for hearing implant users compared to a person without an implant
during the same exposure [8, 9].

The aim of this study was to evaluate the direct electromagnetic hazards for HI-BB
users present near sources emitting low frequency (100 Hz) or radiofrequency
(13.56 MHz) EMF. The study discussed in this paper extends the EMF frequency
range and variability of EMF polarization in comparison to what was reported
before [8, 9].

2 Material and Methods

2.1 Numerical Model of HI-BB

Simulations were carried out using developed numerical models imitating the con-
struction of the HI-BB and its location in a simplified body model. The model of the
HI-BB was developed based on technical data provided by the manufacturer of typical
implants, MED-EL (Fig. 1) [1]. The HI-BB model takes into account the dimensions,
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shape and materials they are made from – of both the external and the internal parts,
including the following structures (Table 1):

• external part: coil (transmitter), magnet fixing the external part over the internal
part, sound processor, housing

• internal part (implanted): coil (receiver), magnet fixing the external part over the
internal part, demodulator, the Bone Conduction – Floating Mass Transducer (BC-
FMT) causing the vibration of skull bones, cover of all elements except BC-FMT.

2.2 Numerical Model of an HI-BB User

The most important part of the HI-BB, which is responsible for transmitting sound
waves directly to the inner ear, is fixed by screws to the temporal bone. The investi-
gated user numerical model was limited to a phantom of the head, in which all the
components of the implant were inserted. The HI-BB user head was modelled as a
multi-layered ellipsoid with external dimensions corresponding to the head of a 50th
percentile adult male of the Polish population: 24 cm along the long axis of the head

Fig. 1. Numerical model of HI-BB - with geometrical dimensions based on MED-EL data [1]

Table 1. Dielectric parameters of elements of the HI-BB model

Element of the
implant model

Implant part
including an element

Material Relative
permittivity

Conductivity,
S/m

Transmission coils External and internal Copper 1.0 6.0 � 107

Magnet External and internal Steel 1.0 1.4 � 106

Housing External PET-
polyester

3.5 1.0 � 10-15

Demodulator Internal Copper 1.0 6.0 � 107

BC-FMT Internal Titanium
alloy

1.0 5.6 � 105

Cover Internal Silicone 12 2.5 � 10-4

PET – Polyethylene terephthalate, BC-FMT – Bone Conduction-Floating Mass Transducer
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(HL); 16 cm along the head transverse (side to side) axis, and 19 cm along the sagittal
axis of the head (HS) [10]. This model contains four layers of dimensions and dielectric
parameters corresponding to the skin, subcutaneous layer of fat tissue, bone tissue
(skull) and an internal part corresponding to the brain tissue (the average value of the
white and grey matter) [9, 11]. The thicknesses of particular tissue layers: 4 mm for
skin, 2 mm for fat and 9 mm for skull bone, referred to typical values in people being
implanted with hearing prostheses reported in the literature. The values of the tissues’
dielectric parameters (conductivity and relative permittivity) are varied by EMF fre-
quency. Table 2 shows tissue parameters adopted in reported studies regarding expo-
sure to EMF at 100 Hz and 13.56 MHz frequency [12].

2.3 Models of EMF Sources

The analysis of the EMF exposure effects in the HI-BB user concerned the low fre-
quency (100 Hz) EMF emitted by models of magnetotherapy applicators. Such
applicators are used in magnetic field-based therapeutic procedures (physiotherapy).
The source of the magnetic field are usually coaxial coils (a volume set of coils) with
various diameters, supplied by a regulated current ensuring the emission of the mag-
netic field at a magnetic flux density of 0–20 mT. The most typical cylindrical mag-
netotherapy applicators with diameters of 25 cm and 60 cm and a width of 20 cm were
modelled [8, 9]. It was shown previously that results of modelling at frequency 100 Hz
sufficiently represents the studied problem over a frequency range up to 40 kHz [13].

The analysis of the EMF exposure effects from radiofrequency EMF (13.56 MHz)
in the HI-BB concerned the model of high frequency radio identification (RFID HF)
reader. RFID HF readers are widely used (among other things) to protect tagged objects
against its unauthorized movement (e.g. in shops or libraries), as access control to
buildings or rooms, contactless payment cards, public transport cards, and so on. The
source of EMF are planar loop (coil) antennas of various shape and dimensions. The
main parameter of the RFID HF reader is reading range (up to 1.5 m when a device is
compliant with ISO/IEC 15693-1:2018) – i.e. the distance from which it is possible to
read the tag. This study concerned RFID HF desktop readers typically used in shops
and libraries with a rectangular shape and dimensions 25 � 35 cm.

Table 2. Dielectric parameters (conductivity and relative permittivity at 100 Hz and 13.56 MHz
frequency) of tissues in head model of HI-BB user [12]

Tissue Thickness Conductivity, S/m Relative permittivity
100 Hz 13.56 MHz 100 Hz 13.56 MHz

Brain Internal part 0.07 0.25 2.8 � 106 208
Skin 4 mm 0.0004 0.38 4.5 � 104 177
Fat 2 mm 0.02 0.03 4.6 � 105 12
Bone 9 mm 0.02 0.13 5.9 � 103 59
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Both EMF sources have similar dimensions. Numerical models of EMF sources
were validated by measurements of magnetic field distribution near real magne-
totherapy applicators and RFID HF readers carried out using Narda (Narda Safety Test
Solutions, Germany) meters (ELT 400 and NBM-550) with probes dedicated for the
investigated frequencies.

2.4 Characteristic of Exposure to EMF

A physiotherapist operating a magnetotherapy device is responsible for laying the
patient inside an applicator fixed to the bed or the table, and setting the parameters of the
EMF exposure (shape of variability in time, frequency, level and exposure duration –

depending on the appropriate treatment), and starts its generation using the control panel
of the generator. Sometimes it is necessary to approach the patient and to monitor the
treatment procedure. Doing so, the physiotherapist may lay down by the active appli-
cator. Similarly, the patient may move the upper part of the body into the applicator, e.g.
looking for treatment staff. Both movements may expose their head to a strong,
heterogeneous EMF near the applicator cover.

The popular radiofrequency identification of an object with the attached RFID tag is
made by using planar loop (coil) antennas of various dimensions, typically supplied by
a current of 13.56 MHz frequency (RFID HF readers). Readers may be fixed to fur-
niture, walls or a special frame (gate), or may be manually movable. The head of
employees (e.g. at a shop or library) or their customers may be exposed to strong
heterogeneous EMF near RFID HF reader at various locations.

All the investigated exposure scenarios refer to the worst cases of exposure. In all
exposure scenarios, the surface of the HI-BB user’s head model and source were
spaced at a distance of 2 cm, to be exposed to the highest and the most heterogeneous
EMF. In the AR-HL (Fig. 2a), and AR-HS exposure scenarios, the head model was
located to the side of the source, along its radius (AR line), while in the AE-HL and
AE-HS exposure scenarios it was located in front of the source, at its edge, along the
axis (AE line). Furthermore, in the AR-HL and AE-HL exposure scenarios (Fig. 2a)

a) b) AE line near 
the EMF source

AR line near 
the EMF source

EMF sources
sagittal axis of the 

head (HS)
long axis of the 

head (HL)

Fig. 2. The scheme of investigated exposure scenarios (a) AR-HL and (b) AE-HS
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the long axis (from top to bottom) of the head model (HL) was perpendicular to the AR
or AE lines respectively, while in AR-HS and AE-HS exposure scenarios (Fig. 2b), the
sagittal axis (from face to back) of the head model (HS) was perpendicular to them.

2.5 Numerical Simulations

The complexity of the virtual models was 10-18 million voxels, with a resolution of
approx. (0.25–0.50) mm in the vicinity of the HI-BB model. Specialized software to
analyze the EMF problems – CST STUDIO SUITE 2016 – was used.

The standard uncertainty of the results of the numerical simulations was estimated
at approximately ±30%, covering: discretization of the model, field source model, the
calculation method used, and the values of dielectric parameters of particular elements
of the numerical model (compliant with EN 50413:2008).

2.6 Criteria for Assessing Electromagnetic Hazards

In the investigated exposure scenarios, the level of EMF exposure was evaluated
against reference levels (RL) limits provided for the general public (GP) or occupa-
tional exposure (OE) [5, 6]. The direct exposure results (characterized by the induced
electric field strength, Ein, in volts per metre (V/m) or specific energy absorption rate,
SAR, in watts per kilogram (W/kg)) in the head of the HI-BB user were analyzed in the
context of basic restrictions (BR). The analysis omitted BR limits related to Ein in the
central nervous system in the head, because HI-BB elements are not in contact with the
brain tissues.

3 Results

Figure 3 compares the spatial distribution of the magnetic field evaluated by numerical
simulations along AR and AE lines (Fig. 2), as the normalized values in relation to
point values evaluated in the centre of each loop antenna (applicators or RFID HF
reader).

The magnetic field level (evaluated by point calculated values) at a distance of 2–
20 cm from the cover of the applicator (where the head locations were defined in the
analyzed exposure scenario) decreases more slowly with distance from an applicator of
60 cm-diameter (5-times) than compared to the field distribution near an applicator of
25 cm-diameter (7-times) and near an RFID HF reader of 25 � 35 cm dimensions (36-
times) (Fig. 3).
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According to Appendix A of EN 50527-1:2010, active implantable medical devices
manufactured for use in the European Union should be resistant to electromagnetic
interferences up to the exposure level equal to the general public limits provided by the
Council of the European Union Recommendation, 1999/519/EC [6, 14]. This limit for
a magnetic field of 100 Hz frequency is equal to 40 A/m, i.e. 4-times lower than
ICNIRP’s general public RL, while for a magnetic field of 13.56 MHz both limits are
equal to 0.073 A/m. The range of distances from the investigated EMF sources where
exposure exceeds 1999/519/EC and ICNIRP’s general public RL limit depends on the
intensity of the magnetic field set at the magnetotherapy device control panel, or the
reading range of RFID HF readers. When the maximum settings in a typical magne-
totherapy device are applied (5 mT in a 60 cm-applicator, or 20 mT in a 25 cm-
applicator) the limit of 40 A/m is exceeded at distances of approximately 80 cm and
60 cm, respectively. At maximum settings, the ICNIRP’s general public RLs are
exceeded at distances of approximately 40 cm and 30 cm respectively, while occu-
pational RLs are exceeded only near the smaller applicator at a distance of approxi-
mately 10 cm.

In the case of RFID HF readers, the limit of 0.073 A/m is exceeded at distances of
approximately 40 cm, 65 cm and 135 cm for 30, 50, 100 cm reading ranges respec-
tively. These distances are approximately 35% higher than the reading ranges. Occu-
pational RLs are exceeded at distances equal to the reading ranges of readers.
Additionally, according to EN 60601-1-2:2015 on EMC, in EMF at a frequency from
80 MHz to 2.7 GHz, medical equipment (including medical implants) should be
manufactured to be resistant to electromagnetic interference from an electric field up to
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Fig. 3. Magnetic field spatial distribution (results of simulations), along the axial direction at the
edge (AE) or along radius (AR) of an RFID HF reader with dimensions of 25x35 cm and
magnetotherapy applicators with a diameter of 25 cm or 60 cm (reference value – magnetic field
value in the centre of particular sources)
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3 or 10 V/m. It can be assumed that for lower frequencies the relevant limit may be
similar. The EMC requirements for the implant manufacturer are more restrictive than
the requirements from EN 50527-1:2010 [2].

Tables 3 and 4 show the calculation results of the induced electric field strength
(Ein) and localized specific energy absorption rate (SAR(1 g)) averaged over any 1 g
of tissues inside the HI-BB user’s head model (1 g averaging of tissue was chosen
because of the small dimensions of analyzed parts of the implant), normalized to the
values obtained in the same head model but without the implant at the same exposure
(reference model - RM).

Table 3. The strength of electric field (Ein) induced inside the head model of HI-BB user by
EMF near magnetotherapy applicators (100 Hz)

Tissue The ratio: Ein (HI-BB)/Ein (RM), value ± uncertainty of simulations

Exposure scenarios near the applicator of 25 cm (60 cm) diameter
AR-HL AR-HS AE-HL AE-HS

Skin 3.4 ± 1.4
(3.2 ± 1.3)

2.6 ± 1.1
(2.7 ± 1.1)

2.6 ± 1.1
(2.0 ± 0.8)

2.0 ± 0.8
(1.8 ± 0.8)

Fat 1.9 ± 0.8
(2.4 ± 1.0)

2.0 ± 0.8
(2.5 ± 1.0)

1.3 ± 0.5
(1.2 ± 0.5)

1.3 ± 0.5
(1.2 ± 0.5)

Bone 1.6 ± 0.7
(2.3 ± 1.0)

2.7 ± 1.1
(2.8 ± 1.2)

2.0 ± 0.8
(1.1 ± 0.5)

1.9 ± 0.8
(1.3 ± 0.5)

Ein (HI-BB) – strength of electric field induced in the head model of HI-BB user
Ein (RM) – strength of electric field induced in the head model without HI-BB (reference model)
AR-HL – long axis of the head model (HL) perpendicular to AR line
AR-HS – sagittal axis of the head model (HS) perpendicular to AR line
AE-HL – long axis of the head model (HL) perpendicular to AE line
AR-HS – sagittal axis of the head model (HS) perpendicular to AE line

Table 4. Specific energy absorption rate (SAR) inside the head model of HI-BB user by EMF
near RFID HF readers (13.56 MHz)

Tissue The ratio: SAR (1 g) (HI-BB)/SAR (1 g)
(RM), value±uncertainty of simulations

Exposure scenarios near RFID HF reader of
25 � 35 cm dimensions
AR-HL AR-HS AE-HL AE-HS

Skin 2.8 ± 1.2 2.0 ± 0.8 1.5 ± 0.6 1.4 ± 0.6
Fat 2.7 ± 1.1 1.9 ± 0.8 1.7 ± 0.7 1.5 ± 0.6
Bone 3.0 ± 1.3 2.3 ± 1.0 4.5 ± 1.9 1.8 ± 0.8

SAR (1 g) (HI-BB) – localized specific energy
absorption rate averaged in any 1 g of contiguous
tissue in the head model of HI-BB user
SAR (1 g) (RM) – localized specific energy absorption
rate averaged in any 1 g of contiguous tissue in the
head model without HI-BB (reference model)
Other abbreviations as in Table 3
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HI-BB elements are electrically insulated from head tissues with a silicon coat –
except the BC-FMT in which the conductive metal structure is in contact with the
tissues – skin, fat and bone. The values of Ein and SAR (1 g) in the brain tissue are not
modified by the presence of the HI-BB because its elements are not in contact with it.
In an evaluation of the hazards associated with the effects of interaction between EMF
and an HI-BB user, the results of numerical simulations of Ein in skin and subcuta-
neous fat tissue may be evaluated against BR limits, because they contain receptors and
nerves of the peripheral nervous system (PNS).

The EMF influence on an HI-BB user may be a factor increasing a health hazard in
the workplace in comparison to the sensitivity to EMF exposure of other workers [3].
The conclusions from conducted studies are useful for implementing European
directive 2013/35/EU concerning electromagnetic hazards in the workplace, which
indicates the need to individually consider these hazards with respect to EMF exposure
of “workers at particular risk” – in an evaluation of hazards, planning protection
measures, workers training and health surveillance [7].

The Ein and SAR values depend on the geometric dimensions of the human body.
The presented results concern a head with the dimensions of a 50th percentile male.
The results of other studies indicate 10–60% differences in Ein values in the head for
models with different geometrical dimensions [9, 15]. This requires further study.

The unequivocal assessment of whether the use of an implant HI-BB may be a
contraindication to the employment of a particular employee requires individual studies
using more detailed models of implants and users (anatomical models), as well as
studies involving volunteers. The conclusions of these studies may be helpful in the
analysis of the effects of exposure to EMF from other sources that cause exposure of a
similar profile to that analyzed in this study.

4 Conclusions

It was found that the EMF should not cause a malfunction in an HI-BB at a distance
longer than 80 cm from the magnetotherapy applicators, and approximately 35%
longer than RFID HF readers reading range.

It was demonstrated that the use of HI-BB significantly increase the level of direct
exposure effects caused by low frequency and radiofrequency EMF (Ein up to 3.4 times
and SAR (1 g) up to 4.5 times, respectively). The level of such hazards is a function of
the dimensions of field source and location of the head against the source (i.e. the field
polarization).

It was shown that low and radiofrequency EMF is an environmental direct hazard
for the hearing implant users, but the analysis of the individual sensitivity of particular
users requires further studies involving more detailed models of implants and users’
bodies, as well as studies covering the indirect influence on the function of implants,
recognized as electromagnetic compatibility (EMC), involving volunteers or phantoms
in laboratory tests.
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Abstract. The paper is focused on the problem of liver characteriza-
tion. The dynamic properties include very important information about
behavior of tissue under impact loading. The work presents the method-
ology for testing the dynamic properties of the liver and parameter iden-
tification of Mooney-Rivlin hyperelastic material model. A measuring
tip was hammered into the perfused liver with different deformation
rates. The displacements of the liver surface were recorded using the
ARAMIS system and the results were analyzed in GOM Correlate soft-
ware. The experimental test was modeled and simulated using a finite
element method (FEM). The obtained experimental data was used to
validation a numerical model. Both experiments shows similar results
for the same load and boundary conditions, what suggested that the
numerical model was correct assumed.

Keywords: Biomechanics · Liver tissues · Finite element method ·
Mooney-Rivlin · Material model · Model identification

1 Introduction

Blunt abdominal injury in result of impact loading is one of an important factors
causing the dead [1]. Studies show that due to car accidents, the liver, spleen
and kidneys suffer the most serious injuries right after the brain. The liver is
partially surrounded by the chest skeleton, but despite its relatively safety and
protected position, it often suffers injuries as a result of a blunt injury. Under
impact loading the liver is subjected to blast wave, which can cause the its
damage [2]. The high deformation rate contribute to the disintegration of the
liver parenchyma, vascular damage and intraperitoneal hemorrhage [3–5].

The surgical techniques allow to reduce the mortality associated with a liver
damage, but injury prevention remains the challenge. The automotive industry
require the knowledge about passenger safety, and in consequences, the informa-
tion about influence of impact generated by the vehicles acting on the human
body is needed to understand the critical loads and to predict the range of
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injury. Usually the special dummies are used to assess the risk of injury, but
they are not adopted to represent injuries for individual abdominal organs [3,4].
Understanding behavior of the liver under deformities for different strain rates is
useful to develop a vehicle safety measures. Possibilities of a virtual simulators,
that will predict abdominal injuries during accidents are developed, however it
is depend on the predictive models used to representing a mechanical properties
of tissues. Finite element models (FEM) are therefore an integral tool to model-
ing the relations between the load, deformation and tissue damages [4,6–9]. The
liver is highly vascularized and one of its main functions is a blood reservoir.
It usually contains about 10% of the total body’s blood volume, an average of
about 450 ml, but it can expand to stay up to 1 l. The pressure generated by
the blood is of great importance for liver mechanical response tests. Perfused
organs exhibit similar properties to in vivo conditions [10]. Due to the limited
availability of human organs, often the tests are carried out on an animal organs.

In this investigation the pork liver has been acting by the measuring tip with
diameter equal 4 mm. The liver was perfused by the fluid with temperature and
pressure similar to in vivo conditions. The port liver is recognized as similar to
human, but some differences should be highlighted. The pig’s liver is divided into
5 lobes, it is thinner than human and has more pronounced divisions. Therefore,
it is expected that the pig’s liver will be stiffer than the human one [10,11].

2 Materials and Methods

The liver was loaded by the measuring tip in one axis. The measurement station
(Fig. 1) was built based on the testing machine Zwick and consists the beaker with
force sensor (1) onwhich the liver samplewas laid,measuring tip (2).The reservoirs
(3) and (4) are used to set the suitable pressures in two fluid circuits, respectively:
h1 = 97 5 mmHg to the hepatic artery and h2 = 8 2 mmHg to the portal vein.

Fig. 1. Measurement station: (1) - force sensor, (2) - piston with measuring tip, (3)
reservoir for the hepatic artery circuit, (4) - reservoir for the portal vein circuit, (5) -
pump with the heater.
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The pump with heater (5) stabilized the fluid temperature and pumped the
fluid to the containers (3) and (4). From container (3) the fluid gravitationally
was flowed to the hepatic artery (a) and from (4) the fluid gravitationally was
flowed to the portal vein.

The fluid was prepared as simulate body fluid (SBF). The force sensor mea-
sure the reaction force generated after acting the measurement tip on the liver.
The sample liver was placed on the beaker plate attached to the force sensor
of the testing machine. The measuring tip was mounted in upper jaw of test-
ing machine. During tests the liver was perfused with constant fluid pressure at
the temperature equal 300 K. The fluid getting out from the liver returned to
the pump container and was heated again. The connection with the liver was
made by inserting wires into appropriate vessels. The pressure inside the hepatic
artery was equivalent to the hydrostatic pressure for height about 1.2 m and for
the portal vein the hydrostatic pressure was equivalent to about 12 cm.

Fig. 2. The liver on the measurement station (a), the measurement trip and marker
localizations (b).

The deformations were measured based on the markers placed on the liver
surface, recognized by the Aramis system (http://www.gom.com). The Aramis
system was calibrated and placed in front of the testing machine with cameras
directed to the surface with markers (Fig. 2b). For correct measurement process,
the marker positions are important. They must be visible in the field of view
of both cameras, before and after deformation. In result, it is ensured that the
object is located in the measuring area of the system.

Before test, the perfusion process was made to reach a physiological tempera-
ture. It lasted about 20 min. In result the liver shape was changed and the tissue
height was increased. Throughout the test, the surface of the liver was flowed to
maintain suitable humidity. The results of reaction force measurements indicate
that the speed increases.

3 Results

Tests was carried out by the testing machine, in which the measuring tip recess
was repeated three times for speeds of 5 mm/min, 20 mm/min, 50 mm/min,
100 mm/min and 500 mm/min, respectively. The test was repeated in two places

http://www.gom.com
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distant about 3 cm from each other. The results are similar to previous studies
which indicate that for higher deformation rate the organ is stiffer [10,11].

The Fig. 3 presents the relationship between force reaction and deformation
rate. For slow deformation the reaction force is in range from 1 to 1.2 N. For
faster deformations the reaction force is increased asymptotically to 3.68 N.

Fig. 3. The force reaction in relation to deformation rate.

The GOM Correlate software was used to the deformation measurements.
Three selected markers were used in each measurement series. A special coordi-
nate system was established, which passed through the central point, being the
reference point of the displacements of the remaining markers along the Z axis
placed perpendicular to the liver surface defined by the markers shown on Fig. 5.

Fig. 4. Deflections for different deformation rates.
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Fig. 5. Selected matrices on the liver surface

The deformation measured by the markers are not entirely reliable because
the fluid flowed on the liver surface are distorted in cameras. The markers are
shifted slightly but the Aramis system not recognized any errors. The Fig. 4
presents the deflection of the surface markers for different deformation rates.
For the rate of 5 mm/min the deformations are higher than for each other rates.
The displacements are differ significantly from the rest which are similar to each
other. These results indicate on the creep process inside the liver. For higher
deformation rates, the displacements around the acting point decreases what
suggesting a higher deformation resistance of the tissue.

The experimental results was used to material model identification. The
numerical model of the liver was prepared as the solid body based on the sphere
shape with the radius calculated based on the marker positions getting before
deformation experiment.

4 Model Identifiaction

To perform a numerical analyzes, a real-size measuring tip and the liver solid
geometry were prepared using SOLIDWORKS application. For the liver the
surface radius was appointed as 150 mm and a height of the liver was equal
75 mm. The radius of the sphere was approximated as the radius of the circles
designated for each three points selected and recognized in the Aramis system
markers. The analyze was carried out in the GOM Correlate software. The solid
geometry was introduced into the ANSYS Workbench software. The contact
between liver surface and measuring tip was established as frictionless. The lower
section of the liver was supported as fixed (Fig. 6).
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Fig. 6. FEM model of the liver and measuring tip.

Table 1. Material properties assumed for liver.

No. Material type Parameters Ref.

1 Linear isotropic model Density = 1170 kg/m3 [4]

Young modulus = 160MPa

Poisson ratio 0.49

2 Mooney-Rivlin material model Density = 1170 kg/m3 [4]

C10= 22,2 kPa

C01= 21,4 kPa

C20= 21,245 kPa

C11= 26,01 kPa

C02= 26,72 kPa

D1 = 1.0 Pa-1

Shear modulus = 600 Pa

3 Mooney-Rivlin C10= 11,1 kPa -

C01= 10,5 kPa

C20= 10,6 kPa

C11= 13 kPa

C02= 13,3 kPa

4 Money-Rivlin C10= 44,4 kPa -

C01= 42 kPa

C20= 42,5 kPa

C11= 52 kPa

C02= 52 kPa

The load was defined as the tip displacements along its axis by 8 mm. Ana-
lyzes were carried out for two basic material models: linear and hiperelastic
Mooney-Rivlin model. The material properties are shown in Tables 1 and 2.
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Table 2. Markers position.

Marker number Displacement [mm] Distance from the contact point [mm]

1 0.5–0.95 17.5

2 0.4–1.42 16.5

3 0.75–1.2 18.5

Table 3. Results for experiment and numerical model.

Number of
material
Property

Displacement range in
the numerical model
[mm]

Displacement range in
the experiment
[mm]

2 0.5–1.7 0.1–1.4

3 1.25–1.6 0.1–1.4

4 2.3–3.3 0.1–1.4

The loads were simulated for different materials defined in Table 1. The
changes of the Mooney-Rivlin model parameters were made based on the
assumption that the stiffness of the liver is depends on the state of the tissues.
Frozen or after long time from preparation, the liver tissues are changed and the
mechanical properties can be different. The changes of the model parameters in
positions 4 and 5 of Table 1 is used to determining a material sensitivity of the.
The linear model using to an analysis suggests that the displacement distribution
is concentrated to 15 mm around the load point (Fig. 7). Marker distances from
the center point of the measuring tip is placed from 15 to 25 mm. Marker move-
ments range from approx. 0.1 mm to approx.1.4 mm. Displacements in suitable
distances in the numerical model for all series are mixed in the range of about
0.64–1.59 mm. The simulation results obtained for linear isotropic material model
is similar to the experimental ones.
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Fig. 7. The deformations for three cases of Mooney-Rivlin models: – basic model, B -
flexible liver material, C - stiffer liver material.

The results for different types of Mooney-Rivlin model was simulated for the
same boundary conditions. The distribution of the displacements for the basic
model for which the parameters were chosen according to Umale et al. [4]. The
deformations along path from the contact center for selected material parameters
of Mooney-Rivlin model are shown in Fig. 7. The Table 3 presents the range of
displacements for the distances similar to experiments.

The results obtained for the basic model (Table 1, position 2) reach the
upper limit of the experimental values. The twice stiffer liver material (Table 1,
position 4) is beyond of range getting from the experiment. The more flexible
liver material model (Table 1, position 3) allowed to obtain the values closest to
experimental conditions. The displacements obtained from simulations for both
models are close to the maximum experimental values. The displacement distri-
bution obtained for hyperelastic material parameters better defined real condi-
tions. The stiffness reduction allowed to obtain the values closest to experimental
results. The numerical model with Mooney-Rivlin material model shown that
the displacements include wider area and passes more smoothly than the linear
isotropic material model.

5 Conclusion

The paper presents a method for numerical model identification based on the
measuring of liver dynamic properties. The test results shown that the mechan-
ical response of the organ is depend on the deformation rate. If the deformation
rate increased, the values of reaction forces increased too. At the same time the
liver tissues on the surface are less deformed. For the rate 5 mm/min, the marker
displacements were significantly larger than for higher speeds. It indicates the
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creep phenomena inside material. The experimental results were used to match-
ing the numerical model in which the liver material is defined as Mooney-Rivlin
model. Comparison with experimental results indicate that the selected material
generate similar reactions. The presented method allows to the preparation of a
numerical model, which giving correct mechanical response of the tissues.
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Abstract. Coronary dysfunction is one of the most common coronary diseases
in people living in highly developed regions of the world, where heart infarction
and sudden cardiac death often result from stenosis. Besides symptomatic
treatment of ischaemic heart diseases, invasive methods are also used. An
effective form of aid in the case of ischaemic heart diseases resulting from
coronary stenosis and/or heart infarction is mechanical heart assistance provided
by an intra-aortic balloon pump (IABP). Therefore, the main goal of this paper
was to elaborate a sophisticated computer model of the coronary circulation
(CCM) to enable coronary system pathological states modeling such as coronary
stenosis. This coronary model must be executed in the real-time and be suitable
to be used in the hybrid (hydraulic-numerical) cardiovascular simulator. CCM
consists of 4 main coronary arteries modeled by series of resistance-inertance-
compliance compartments: left main artery (LCA), right main artery including
intraventricular hind branch, left main circumflex artery, left anterior descending
artery. The peripheral coronary circulation was modeled by an intramyocardial
pump model. An innovative feature introduced in CCM is a physiological model
between the coronary circulation and the end systolic pressure volume rela-
tionship function of the ventricles. CCM was integrated with the whole, closed-
loop model of the cardiovascular system. Exemplary simulation results at rest
and myocardial hyperemia conditions as well as for LCA stenosis are consistent
with the physiology and literature. As a part of the hybrid cardiovascular sim-
ulator CCM can be exploited in simulation scenarios of IABP assistance by real,
physical balloon.
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1 Introduction

The role of the coronary system is the distribution of oxidized blood and nutritive
products to the heart muscle, and removing metabolic waste from the heart. A man at
rest typically has a coronary flow of 220–250 ml/min, which makes up about 5% of
cardiac output (CO).

Coronary vessels undergo different kinds of pathological states, one of them is
coronary stenosis i.e. established ischaemic heart disease, caused by a substantial
reduction of the coronary arteries cross sectional area. Coronary stenosis causes a
temporary or permanent unbalance between the heart muscle’s oxygen demand and
supply. Coronary dysfunction is one of the most common coronary diseases in people
living in highly developed regions of the world, where heart infarction and sudden
cardiac death often result from stenosis.

Besides symptomatic treatment of ischaemic heart diseases, invasive methods are
also used. One such method, percutaneous coronary intervention, is used to unblock
occluded coronary blood vessels. Percutaneous coronary intervention is completed
with stents as well as a heart bypass. An effective form of aid in the case of ischaemic
heart diseases resulting from coronary stenosis and/or heart infarction is mechanical
heart assistance provided by an intra-aortic balloon pump (IABP) which functions on
the principle of counterpulsation. This type of therapy aims to improve heart muscle
perfusion through diastolic augmentation, resulting in substantial coronary flow
increase. Independently of the above mentioned ways of treatment, the ischaemic heart
disease and other cardiovascular heart diseases connected with oxygen balance caused
the new studies on the coronary system modeling to be undertaken.

The main goal of this paper was to elaborate a novel, sophisticated computer model
of the coronary circulation to enable coronary system pathological states modeling such
as coronary stenosis. The main problem we faced was the choice of an appropriate
mathematical model to enable pressure-flow data analysis - it is made conditional on
specific terms and at least three requirements:

• Description of a coronary elastic behavior with accuracy that makes the estimated
value of a pericardial compliance to be near to a real value.

• The results from different experiments estimated by the model should be consistent
and resistant to external noise as well as to random and systemic noise.

• A model should be relatively simple and the results should be obtained as soon as
possible – it is very important when applied in hybrid simulator of a total circulatory
system working in the real-time.

The last requirement is important due to the fact that the developed coronary system
model will be implemented in a hybrid (hydraulic-numerical) simulator of the car-
diovascular system [1] developed jointly by the Nalecz Institute of Biocybernetics and
Biomedical Engineering of the Polish Academy of Sciences and the Institute of Clinical
Physiology of the Italian National Council of Research.
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2 Materials and Methods

2.1 The Model of the Coronary System

The developed model of the coronary circulation consists of four main parts: an
“anatomic” model of four main coronary arteries, a peripheral coronary systemic cir-
culation model, a model of a coronary vessel with advanced stenosis and a physio-
logical model between the left ventricular muscles and coronary perfusion.

“Anatomic” Model of the Coronary Vessels
It considers four sections of the main coronary vessels (Fig. 1):

• Left main artery (LCA).
• Right main artery (RCA) including intraventricular hind branch.
• Left main circumflex (LCX).
• Left anterior descending (LAD).

Two main sections (LCA, RCA) are connected to the aorta – their input value is
aortic pressure (Pas). Three sections (LCX, LAD, RCA) are ended with peripheral
modules LCXp, LADp, RCAp, respectively, representing arterial distal branches, small
and large veins, directly connected to the model of the right atrium.

This model schematic was chosen for the following reasons:

• proper simulation of the anatomy of the human coronary arterial system;
• the four sections of the main coronary vessels chosen to represent coronary cir-

culation are easily visible during coronarography and therefore carefully

Fig. 1. “Anatomic” model of the coronary system. Pas – aortic pressure, Pra – right atrial
pressure
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investigated. This model can be easily verified and personalized due to the large
amounts of clinical data available on the subject;

• this model allows for coronary stenosis modeling as well as the observation and
verification of stenotic changes in ventricular hemodynamics and energetics in the
real-time;

• the simplicity of this model makes it working in the real-time regime and allows it
to include hybrid (hydro-numerical) modelling of the circulatory system.

Model of a Coronary Vessel Segment
A coronary artery is modeled as a concatenation of n RLC compartments representing
the resistive (R), inertial (L) and capacitive (C) properties of its segment (Fig. 2). The
Rn and Ln values are calculated from the Navier-Stokes equations. They can be also
directly calculated from the Hagen-Poiseuille law (R) and from the Second Newton’s
law (L) [2]. The Cn values are calculated from the Law of Laplace [2]. In order to use
these formulas, some assumptions such as blood behaving like a Newtonian fluid and
blood flow being laminar were made:

R ¼ 128 � l
p � D4 l ð1Þ

L ¼ 4 � q
p � D2 l ð2Þ

C ¼ 3 � p � D3

16 � E � h l ð3Þ

where l, q are blood dynamic viscosity (4 � 10�3kg �m�1 � s�1) and density
(103kg �m�3), D is a vessel’s diameter, E is a vessel’s Young’s modulus (13 MPa), h is
a vessel’s wall thickness (0,1 mm) and l is a length of the vessel modeled by one
compartment.

A coronary artery stenosis can be simulated by increasing the resistance for the
particular compartments. If the simulated vessel consists of more compartments, then
the stenosis can be simulated more realistic, including different resistance values for
different compartments – i.e. ununiform narrowing of the blood vessel.

Fig. 2. Model of a segment of a coronary arterial vessel. Pp – proximal pressure, Pd – distal
pressure, Po – intrapericardial pressure (assumed to be equal to an intrathoracic pressure)
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Model of the Peripheral Coronary Circulation
Model of a whole peripheral coronary circulation (Fig. 3) is based on the model of the
intramyocardial pump [3–5]. Due to the degree of its complexity and difficulties
associated with clinical verification, a single layer version was used.

In the model Ra and Ca represent small arteries resistance and compliance respec-
tively, Rm1/Rm2 and Cm represent the resistive and compliant properties of the myo-
cardium and Rv and Cv simulate the resistance and compliance of all coronary veins. An
intramyocardial pressure (Pim) is proportional to the pressure in the left/right ventricle.

Model of the Physiological Feedback Between the Left Ventricular Muscles
and the Coronary Perfusion
When developing a physiological feedback model between the ventricular muscle
represented by end systolic pressure-volume relationship (ESPVR), described by end-
systolic elastance Emax and unstressed volume V0 parameters, and coronary circulation
(Qcor) represented by peripheral flow throw Rm1 resistance (see Fig. 3), it was assumed
that this relation can be described by the following formulas:

V 0
0 ¼ V0ð ÞBASE þ V0ð ÞMAX� V0ð ÞBASE

� �
� 1� Qcorð Þ0

Qcorð ÞBASE
 !

ð4Þ

E0
max ¼ Emaxð ÞBASE� Emaxð ÞBASE� Emaxð ÞMIN

� �
� 1� Qcorð Þ0

Qcorð ÞBASE
 !

ð5Þ

Fig. 3. Model of the peripheral coronary circulation; (a) symbol, (b) general outline: Ra, Rv and
Rm1/Rm2 – coronary arterial, venous and capillary resistance; coronary arterial (Ca), venous (Cv)
and capillary (Cm) compliance, coronary arterial (Pa), venous (Pv) and capillary (Pm) pressure,
Part – distal pressure for LAD, LCX or RCA, Pra – right atrial pressure
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where (V0)
BASE and (Emax)

BASE are default ESPVR parameters for physiological con-
dition of the ventricle, while (Qcor)

BASE is default peripheral coronary flow for the same
condition. (V0)

MAX and (Emax)
MIN are connected with diastolic pressure-volume rela-

tionship (DPVR) of the ventricle. V 0
0 and E

0
max are current ESPVR parameters for current

ðQcorÞ0 caused by coronary stenosis. In the model it was assumed that LCA supplies the
left ventricular myocardium and RCA supplies the right ventricular one.

If the above equations are adapted to the left ventricle, then Qcor is the sum of
peripheral flows of LADp and LCXp compartments. LCA stenosis in the model results
in decreased LAD and LCX circulation and then ischemic left ventricular disease is
simulated by changing its ESPVR parameters (V0l and Emaxl). Note, that the V0 and Emax

parameters (with apostrophe and without) in the Eqs. 4 and 5 can be applied for both
left and right ventricle, therefore when related to the left ventricle, they are indicated by
l-index (V0l; Emaxl; V 0

0l;E
0
maxl). If the Eqs. 4 and 5 are adapted to the right ventricle,

then Qcor corresponds to the peripheral flow of RCAp.

2.2 The Coronary Model Parametrization

To evaluate the lengths and diameters of the main coronary arteries (LCA, RCA, LCX,
LAD) and their parameters R, L and C (Eqs. 1–3), data (Table 1) was taken from
literature [6, 7]. According to this data, the total resistance of the four main coronary
vessels was approximately 2:04mmHg � s/ml.

To assess the values of the peripheral resistance of coronary vessels (LCXp, LADp,
RCAp moduls) an information on this subject was estimated that flow, used for
coronary perfusion makes up about 5% of the total cardiac output in the blood cir-
culatory system of a man at rest. Assuming that in a healthy patient the mean pressure
in the aorta is Pas = 100 mmHg and cardiac output is CO = 5, 5 l/min, the total mean
peripheral coronary resistance (Rc) is about 22 mmHs/ml/s, if we neglect venous
coronary pressure.

Basing on the model from paper [8], the percentage Rc division for LCXp, LADp,
RCAp modules was determined to be 40%; 40% and 20%, respectively. Next,
according to the paper [5], the following resistance distribution for coronary arteries,
veins and capillars was assumed: 25%, 7%, 68% respectively. Using the determined Rc

value and all above information, the all resistance parameters values were calculated.
Making use of paper [5], we analogically determined the value of total coronary

compliance Cc = 0.27 ml/mmHg (assuming that the left ventricular tissue’s mass is
200 g). For this Cc value, the contributions of arteries, veins and capillars were
determined to be 2%, 33% and 65% [5], respectively. This gives the following values
for coronary arterial (Ca), venous (Cv) and capillary compliance (Cm): 0.0054; 0.0891
and 0.1755 ml/mmHg. According to the model in [8] the compliance distribution for
the LCXp, LADp and RCAp modules was calculated to be 40%, 40%, 20% respectively.
All of this data was next applied to a coronary peripheral model.
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Values of parameters of the peripheral coronary circulation are presented in
Table 2.

To simulate the myocardial hyperemia, the all resistance values for LCXp, LADp,
RCAp were changed. According to the literature data [5] the resistance distribution for
coronary arteries, veins and capillaries is 42%, 31%, 27% respectively. Comparing this
distribution with the one for the rest condition, it was approximated that the arterial,
venous and capillary resistance must by decreased by about 65%, 0%, 95% respec-
tively. The calculated values are presented in Table 3. The resistances of main arteries
were not changed for hyperemia.

In Table 4 the parameters for the physiological feedback model (necessary for
Eqs. 4 and 5) were presented.

Table 2. The default parameters of the coronary peripheral vessels, resistance (R) values are
expressed in mmHg/ml/s, compliance (C) values are expressed in ml/mmHg

Ra Rm1 Rm2 Rv Ca � 10−3 Cm � 10−3 Cv � 10−3

LCXp 13.35 18.7 18.7 3.85 1.5 70.2 35.6
LADp 13.35 18.7 18.7 3.85 1.5 70.2 35.6
RCAp 26.7 37.4 37.4 7.7 0.77 31.5 17.8

Table 3. The parameters of the coronary peripheral vessels for hyperemia, resistance (R) values
are expressed in mmHg/ml/s, compliance (C) values are expressed in ml/mmHg

Ra Rm1 Rm2 Rv Ca � 10−3 Cm � 10−3 Cv � 10−3

LCXp 4.05 1.87 1.87 3.85 1.5 70.2 35.6
LADp 4.05 1.87 1.87 3.85 1.5 70.2 35.6
RCAp 8.11 3.74 3.74 7.7 0.77 31.5 17.8

Table 1. The default parameters of the main coronary arteries

Diameter
[mm]

Length
[mm]

R
[mmHg/ml/s]

L
[mmHg/ml/s2]

C
[ml/mmHg] � 10−3

LCA 8.7 17.7 0.038 0.0022 0.7
RCX 3.6 130 0.94 0.095 0.3
LAD 3.6 140 1.02 0.1 0.4
RCA 3 92 1.39 0.097 0.15
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2.3 The Coronary Model Implantation in the Whole Numerical
Cardiovascular Model

The developed numerical model of the coronary system was integrated with the closed-
loop model of the cardiovascular system. This model consists of 6 functional modules:
left heart, systemic arterial circulation, venous systemic circulation, right heart, pul-
monary arterial circulation, pulmonary venous circulation. Each circulation module is
simulated by one compartment, 4-element Windkessel model. A Windkessel model
reproduces resistive, inertial and elastic properties of the simulated vessels. The atriums
are simulated by passive, linear compliances. The heart ventricles systole is described
by means of the time-varying elastance model by Suga and Sagawa. Ventricular feeling
phase is simulated by the sum of exponentials. The coronary circulation model was
added as a next, 7th module. LCA was modeled by one RLC compartment (see Fig. 2),
while LCX, LAD and RCA were modeled by 10 RLC compartments. The whole
numerical cardiovascular model was executed and successfully tested in the hard real-
time regime and is ready to be part of the hybrid cardiovascular simulator. More details
about the used numerical circulatory model as well as about the hybrid simulator were
described in [1, 9].

3 Results and Discussion

In the first step, a simulation for default coronary model parameters (presented in
Tables 1 and 2) as well as for default parameters of the whole cardiovascular model
was performed. It simulated a physiological condition of the circulatory system at rest.
Simulation results were presented in Fig. 4.

Simulation results present coronary arterial flow decreasing during systole and
increasing during diastole, what is consistent with physiology. Moreover, a small
negative left coronary artery flow (Qlca) is visible during systolic phase and a coronary
venous flow (Qcv) is in counterphase in relation to the coronary arterial flow. Both
effects are well observed in clinical practice [4]. A peak Qlca about 6 ml/s and mean
total coronary flow about 250 ml/min (4.4% of the simulated CO = i) as well as Qlca
and Qrca flow patterns are also consistent with the physiology. Thus, the coronary flow
shapes reproduction by the presented coronary model is correct from physiological
point of view.

Table 4. The parameters of the physiological feedback model, l – index connected with the left
ventricle

Parameter Value Unit

(V0l)
BASE 5 ml

(V0l)
MAX 180 ml

(Emaxl)
BASE 3.5 mmHg/ml

(Emaxl)
MIN 2.625 mmHg/ml
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In the second step the hyperemia of the myocardium was simulated, like in case of
a physical activity condition. To simulate this condition, the peripheral coronary
resistances were reduced (Table 3) to increase the coronary flow. The simulation
results were presented in Fig. 5.

Fig. 4. Simulation results for physiological condition at rest, Plv – left ventricular pressure, Pas
– arterial pressure, Qlca – left coronary artery flow, Qrca – right coronary artery flow, Qcv –

venous coronary flow

Fig. 5. Simulation results for the hyperemia of the myocardium, Plv – left ventricular pressure,
Pas – arterial pressure, Qlca – left coronary artery flow, Qrca – right coronary artery flow, Qcv –
venous coronary flow
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A mean total coronary flow was about 0.99 l/min, what is about 17% of the
simulated CO = 5.82 l/min, thus in comparison to the situation in Fig. 4, the coronary
flow was increased four times. It is known from the physiology that during the physical
activity, the coronary flow can be increased 3–4 times. The simulations are agreed with
it then.

In the last step the physiological feedback between the ESPVR and coronary per-
fusion was introduced. During the simulation LCA resistance was increasing and the
left ventricular ESPVR displacement was recorded. The results are presented in Fig. 6.

Increasing LCA resistance limits LCX and LAD coronary peripheral flows, what
effects on the left ventricular ESPVR by its automatically shifting towards right and
decreasing the slope (according to the Eqs. 1 and 2). The pressure-volume loop of the
left ventricle is smaller and smaller as a result of reduced flow in the myocardium
supplied by LCA, smaller oxygen supply and muscle ischaemia. The simulation results
are in agreement with the study presented by Sunagawa [10] and Little [11].

This study has several limitations. The presented coronary model is still linear,
especially the submodel of the peripheral coronary circulation. There is also a lack of
collateral circulation in the model. Moreover, only one layer of the myocardium is
considered. The last limitation is that ESPVR is assumed to be a linear function also in
pathological heart’s condition.

Fig. 6. Pressure-volume loops for the left ventricle for the selected LCA stenosis levels
(expressed in %), ESPVR – end systolic pressure-volume relationship, DPVR – diastolic pressure-
volume relationship
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4 Conclusions

The described coronary model is much more advanced than popular coronary models
[3, 4, 12] like Waterfall, pure intramyocardial pump or models basing on time-varying
elastance concept. It is designed to simulate the coronary stenosis diseases and cardiac
muscle ischaemia/infraction with affecting on the contraction of the ventricles what is
the novel feature. The model can be personalized by e.g. coronarography data. It is
suitable to be used in the hybrid simulator of the cardiovascular system (working in the
real-time) to simulate the assistance scenarios by means of real IABP, what is the main
goal of this coronary model exploitation.
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Abstract. The aim of the work was a characteristic of anisotropic
mechanical properties of a pig’s aorta. The isolated ascending, descend-
ing and thoracic aortas were taken. The longitudinal and transversal ori-
entations of specimens taken were considered. Tissue strips were cut in the
longitudinal orientation and in the transversal orientation as rings. Part of
the rings was cut and indicated as the transversal strip samples, the second
part in the form of rings was indicated as the transversal ring samples. The
prepared samples were tested in an uniaxial tensile test. The values of the
maximal force, the elongation, the ultimate tensile strength and strain at
the UTS, Young’s moduli and energy of destruction were estimated. The
influence of orientation of samples taking was estimated. The highest val-
ues of the maximal force and the UTS were determined for the transversal
ring samples and the lowest for the longitudinal strip samples.

Keywords: Porcine aorta · Anisotropy · Tensile test

1 Introduction

The clinical and literature data show that the mechanical properties of the arter-
ies depend on physical and chemical parameters of the physiological environment,
such as temperature, osmotic pressure, pH, partial pressure of oxygen and car-
bon dioxide, and ion concentration [1]. In order to perform the basic mechanical
characteristics, the aorta is treated as an inflated, thin-walled tubular structure.
Arterial blood pressure is transferred as a biaxial mechanical stress. Structural
components of the aortic wall are specifically oriented which indicates the local
anisotropy of the wall. This causes peripheral and axial stresses in the aorta
while maintaining other stiffness values for these directions. Although the arter-
ies contain an intracellular and extracellular substance that has the ability to
flow both within and outside the vessel (as a result of pressure), they cannot
be considered incompressible, because they experience isochoric movements, i.e.
they do not change their volume, even under different load conditions. In addi-
tion, the arteries are not homogeneous, their properties change with location,
which is also confirmed by their layered structure. Very often, for the purpose
of research, homogeneity of mechanical properties is assumed within one wall
c© Springer Nature Switzerland AG 2020
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layer, but this results in its non-linear, global behavior. Therefore, it is neces-
sary to assess the influence of both local and global aortic wall heterogeneity
with respect to mechanical parameters [2,3]. The aorta, like most soft tissues,
exhibits viscoelastic behavior. During cyclic loading, hysteresis, as well as stress
relaxation in conditions of constant elongation and creep under the influence of
constant load can be observed. Repetitive reaction to subsequent loading cycles
after initial conditioning has also been shown. Detailed tests should also take into
account the presence of residual stresses and voltage even in the absence of exter-
nal loads. However, their measurements are only possible for ex vivo cut tissues
and intended for analysis in vivo [2,4]. In this study, a porcine aorta was tested
under uniaxial tensile load with respect to the orientation of specimens taken.
The main goal was an estimation of differences between specimens cut as rings
in the transversal orientation and then divided into two groups: the transver-
sal strip samples and the transversal ring samples. Additionally, the influence
of sample measurement length for the longitudinal orientation on mechanical
parameters was estimated.

2 Materials and Methods

For this study, samples of a porcine ascending, descending and thoracic aortas
were isolated as a food waste from a local abattoir. Polish large white pigs, 5
males and 4 females, weighting ca. 116± 7 kg were used. Before the test tis-
sue specimens were frozen for 12 days in −18 ◦C degrees in polypropylene boxes
without immersion liquid. Next, the specimens were heated to the room tem-
perature directly before tests. The tensile tests were conducted with the rate of
5 mm/min until broken of specimens, in the room temperature, without medium.
The tensile machines: Instron 4465 with load cell 5 kN and MTS Insight 50 with
1kN load cell were used. The biological material was divided into four groups of
specimens. Tissue strips were cut in the longitudinal orientation (short and long
samples) and in the transversal orientation as rings. Part of the rings was cut
and indicated as the transversal strip samples, and the second part in the form
of rings was indicated as the transversal ring samples. Two different lengths of
specimens were considered with 10:1 and 3:1 coefficient of length in relation to
the width of specimens (Table 1). The examples of samples used in tests were
shown in Fig. 1. Registered force (F) - elongation (Δl) curves were recalculated
into stress (σ) - strain (ε) curves with the use of equations (1–2) and the aver-
age experimental curves were determined for a pig aorta. The ultimate tensile
strength (UTS), strain at the UTS and the energy of deformation (W) as the area
under elongation curve were calculated. The Young’s modulus values (E) were
calculated according to the formula (3) for three different ranges: physiological,
hypertensive and maximal [8].

σ =
Fmax

A
(1)

ε =
Δl

l0
(2)
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E =
∂σ

∂ε
(3)

where: ∂σ- increase of stress, ∂ε- increase of strain.

a) b)

c) d)

Fig. 1. The example of aorta samples: (a) the transversal ring and strips samples, (b)
the longitudinal strip samples, (c) the strip samples in strength machine grips, (d) the
transversal ring samples in strength machine grips
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Table 1. Groups of samples used in tests (X± SD mm)

Orientation Group Location Thickness [mm] Width [mm] A [mm2] l0 [mm]

Transversal

(strips)

GI A& DA 2,37 ± 0,28 12,65 ± 0,82 30,01 ± 4,61 30,00 ± 0,10

Longitudinal

(short)

GII A&DA 1,88 ± 0,21 13,07 ± 1,30 24,83 ± 5,41 30,00 ± 0,10

Transversal

(rings)

GIII T&abA 1,58 ± 0.02 10,01 ± 0,02 31,50 ± 4,38 45,03 ± 4,61

Longitudinal

(long)

GIV T&abA 1,15 ± 0,06 9,95 ± 0,19 11,48 ± 0,61 86,68 ± 9,44

A&DA- Ascending and descending aorta T& abA-Thoracic and abdomen aorta, GI&GII(6

m–th, n = 9), GIII&GIV(9–12 m–th, n = 6)

3 Results

The results showed the influence of samples taking orientations on the mechani-
cal parameters of pig’s aorta. In order to compare individual groups of samples,
averaged tensile curves were determined. Examples of tensile curves registered
during the tests and the averaged curve for one group of samples were shown in
Fig. 2. The averaged force-elongation and stress-strain curves for all four groups
were shown in Figs. 3 and 4. The significant differences between stress-strain
curve of the transversal ring samples and the longitudinal strip samples of aorta
can be seen. Also specimens cut in the transversal orientation, but distinguished
as rings or strips of tissue had different character of the tensile curves. These
differences can be compared quantitatively based on the parameters listed in the
Table 2. In case of the transversal ring samples, the highest values of Young’s
modulus and ultimate tensile strength compared to the longitudinal orienta-
tion were obtained. These values were also higher than for the transversal strip
samples. The material’s ability to deform in the transversal orientation was the
highest for the transversal strip samples. When considering the length of the lon-
gitudinal strip samples, differences in mechanical parameters can be seen. Sig-
nificantly higher values of tensile strength and Young’s modulus were obtained
for long specimens. This indicates a significant influence of the research method-
ology on the obtained results. It is also connected with limitations related to the
dimensions of isolated animal samples taken for the examination. To character-
ize the physiologic and hypertensive moduli of tested specimens, pressure ranges
were adopted according to [8,9]. In Fig. 5, the comparison of average stress-strain
curves of aorta samples with marked ranges of pressure included in the moduli
values calculation were shown. The values of elastic modulus calculated for phys-
iologic (PYM) and hypertensive (HYM) range, as well as the maximum elastic
modulus (MYM) were compared in Fig. 6 and Table 2.
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a) b)

Fig. 2. The example of registered tensile curves and the averaged curve for GIV: (a)
load-elongation curves, (b) stress-strain curves

a) b)

Fig. 3. The comparison of characteristic (a) force-elongation curves, (b) stress-strain
curves for the transversal strip samples and the longitudinal (short) strip samples

a) b)

Fig. 4. The comparison of characteristic: (a) force-elongation curves, (b) stress-strain
curves for the transversal ring samples and the longitudinal (long) strip samples
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Table 2. The tensile test results (X± SD mm)

Orientation Fmax [N] lmax
[mm]

UTS
[MPa]

Strain at
UTS [–]

W [J] PYM
[MPa]

HYM
[MPa]

MYM
[MPa]

Transversal
(strips)

34,79±
5,96

32,62±
6,58

1,16 ±
0,17

1,08±
0,22

0,33±
0,13

0,66±
0,10

0,95±
0,18

2,4±
1,02

Longitudinal
(short)

15,43±
4,90

21,04±
1,84

0,62±
0,18

0,70±
0,06

0,10±
0,03

0,93±
0,25

1,35±
0,35

1,67±
0,63

Transversal
(rings)

57,71±
20,11

12,93±
2,31

1,78±
0,45

0,29±
0,04

0,13±
0,03

3,31±
0,44

3,75±
0,66

13,27±
1,54

Longitudinal

(long)

18,88 ±
3,51

31,37±
2,23

1,66±
0,35

0,36±
0,02

0,16±
0,04

2,09±
0,28

4,53±
1,25

10,05±
1,04

PYM/HYM/MYM physiological/hypertensive/maximal Young modulus

Fig. 5. The comparison of stress-strain curves for GI–GIV with marked ranges of phys-
iological (PYM), hypertensive (HYM) and maximal (MYM) pressure

The elastic moduli in the physiological range was considerably higher in the
transversal ring samples than in the transversal and longitudinal strip samples,
whereas smaller differences were found for the elastic moduli in the hypertensive
range between the transversal and longitudinal strip samples.



Mechanical Properties 285

Fig. 6. The comparison of Young modulus in range of physiological (PYM), hyperten-
sive (HYM) and maximal (MYM) range of pressure

4 Discussion

It is common practice to study arteries mechanical behavior paying particular
attention to species, age, state of health and location along the vascular tree. Fur-
thermore, a significant factor that affects the mechanical properties considered
is orientation of samples taken. Also the elastic moduli is one of a key factors in
assessing changes in elasticity of the aortic wall when designing of aortic endo-
grafts. Deficiency in human test materials causes, that most investigations on the
mechanical properties of coronary arteries have been done on animals [3,4]. Higher
values of mechanical parameters of aorta obtained in this study for the transver-
sal orientation are consistent with the biomechanical function of the vessel, which
in physiological conditions is subjected to a much greater forces and circumferen-
tial strains [1,2]. The values of mechanical parameters for porcine aorta are in the
range given by Bartkowiak-Jowsa et al. [5] for samples of porcine coronary arter-
ies for the longitudinal and transverse direction. Gzik-Zorska et al. [6] reported the
value of maximum force equal to 15,6 N (±3,55 N) for porcine left anterior descend-
ing artery, tested as a whole fragment in the longitudinal direction. It is in good
compliance with our results for the longitudinal samples. Hence animal arteries
differ from human ones, e.g. there is no process of growth of intimal layer of arteri-
als throughout life of an animal, the axial prestretch is much less for aged human
arteries than for animal arteries, from the mechanical point of view some similar-
ities can be found. For the strip samples from adventitia, media and intima of the
human artery, the ultimate tensile strength was equal to 1,43/0,44/0,39 MPa in
circumferential direction and 1,30/0,41/0,39 MPa in the longitudinal direction [3].
These results are comparable with those obtained from this study. The investiga-
tion of Jankowska et al. [7] reported the value of the UTS for longitudinal human
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artery strip samples equal to 2,14 MPa, higher than in our results. Experiment
conducted by Karimi et al. [4] for human arteries (tested non separated arteries)
showed the value of E = 1,55± 0,26 MPa, UTS = 1,44± 0,87 MPa and strain equal
to 0,54± 0,25. If we compare these results with the longitudinal porcine strips
samples, we can observe compliance only for modulus of elasticity for the longi-
tudinal short samples. The analysis of the elastic moduli for the physiological and
hypertensive range of pressure showed good agreement with results obtained for
the human artery strips by Khanafer et al. [8], but only for two groups of samples:
the transversal rings and the longitudinal strips (the longer one). For the transver-
sal orientation, the value of elastic moduli in the physiological pressure range was
reported between 2,61 and 3,07 MPa, and for the longitudinal orientation, it was
2,35 to 3,72 MPa. In the hypertensive range of pressure, the value of moduli was
3,37 to 4,21 MPa and 2,83 to 4,33 MPa, respectively for the transversal and longi-
tudinal orientation [8]. The values obtained in our measurement are close to these
values. The value of maximum moduli reported in [8] for human artery was consid-
erably different form our results for pig’s artery. When comparing only strip sam-
ples, we observed much lower values of elastic moduli. An important point to be
noted is that presented investigations on the mechanical properties of arteries had
different methodological approaches (strips of tissue or fragment of the artery),
different spices, age and type of the artery.

The presented study showed problems occurring during this type of research
and the directions of future methodological modifications. One of the issues asso-
ciated with in vitro characterization of biomechanical behavior of soft tissue is
the absence of the internal pressure of the vessel. The second of limitation in
vitro tissue-testing is the simplification of the forces being applied to the tis-
sue in uniaxial direction, what is not appropriate to reproduce the physiological
condition of stress, and to catch the anisotropic behavior of biological tissue.
However, due to the simplicity of execution, uniaxial tensile tests still repre-
sent a testing method widely used by researchers. Next issue, is the effect of
the strain rate on the tensile properties of tissues. In this study, strain rate was
5 mm/min and the majority of experimental investigations on vessels mechanics
used non-physiological strain rates (i.e. 10 mm/min) in a tensile tests. For better
assessment of the mechanical properties, tensile test machines should be able to
operate with strain rate corresponding to the physiology of aortic wall deforma-
tion. Tensile testing techniques should be revised in order to minimize slippage
of the tissue and supplemented by visual detection such as digital image corre-
lation (DIC) to measure full-field displacement. Another problem in the present
study, was the storage of tissue samples before the test and the need of frozen
them to collect sufficient number of specimens. Comparison of results with the
consideration of sex or age of individual animal was impossible to carry out. In
order to achieve statistically significant results, it was necessary to put together
data from different animals within the same group.
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5 Conclusions

Particular attention was paid to the examination of the overall response of an
aorta walls to loading in the longitudinal and transversal directions. The stress-
strain characteristics were identified on the base of experimental data obtained
from uniaxial tensile tests. Diversification of research results depending on the
anisotropy and methodological approaches with consideration of strips or ring
samples in the transversal orientation, as well as different measurement lengths
of the longitudinal samples showed that it is still necessary to improve method-
ology of experimental research of the arteries. In the next step, a constitutive
modeling approach will be applied to predict the response of aorta under load.
Such constitutive relations provide a basis for the formulation of boundary value
problems and possible further theoretical analysis or computer simulations of
the tissue behavior under loading.
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Abstract. The aim of the work was an analysis of the seven hyperelas-
tic material models ability to capture tendon (from a sheep and domestic
pig) response during quasi-static tensile loading. In the first step, ani-
mal tendons were tested under tensile loading; then the neo-Hookean,
Mooney-Rivlin, Ogden, Humprey, Martins, Veronda-Wenstmann and
Yeoh material models were fitted to tendons tensile data. Three dif-
ferent approaches to a modeling procedure were used: (1) models were
fitted to tensile data for all tested specimens and coefficients of models
were averaged, (2) on the base on registered tensile curves, one average
stress-stretch curve was determined and then models were fitted, and (3)
for two above described variants, the tensile data were limited to the first
and second phase of elongation during fitting procedure and extrapolated
to the third phase. Models sensitivity to limitation of experimental data
and possibility of predicting tensile behavior in full range of elongation
were analyzed. The range of experimental data used to fit the model was
crucial factor for the predictive ability of each model.

Keywords: Fitting hyperelastic material model · Animal tendon ·
Tensile test

1 Introduction

Tendons form an integral part of a musculoskeletal unit. Their primary function
is to transmit force between muscles and the skeleton but their elastic defor-
mation allows them to store potential energy [1,2]. Tendons are composed of
collagen and elastin fibers, organized at different length scales. Such structure
influences on mechanical behavior of tendons. A number of recent studies have
characterized a non-linear, anisotropic, inhomogeneous and viscoelastic proper-
ties of tendons for different species and for different anatomical locations [1,3,4].
An analysis of the mechanical behavior of tendons under tensile loads deliv-
ers the primary information for the understanding the injury mechanism and
the healing potential of tendons, and can provide necessary data for developing
appropriate model formulations. The constitutive modeling of tendon behavior
under different loading conditions can function as complementary modules to
c© Springer Nature Switzerland AG 2020
J. Korbicz et al. (Eds.): PCBEE 2019, AISC 1033, pp. 288–297, 2020.
https://doi.org/10.1007/978-3-030-29885-2_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29885-2_26&domain=pdf
https://doi.org/10.1007/978-3-030-29885-2_26


Experimental and Constitutive Approaches of Animal Tendons 289

evaluate its mechanical properties under normal function, predicts the mech-
anism of injury and healing, and delivers data for finite element analyses of
tissues and joints [5–7]. On the tissue scale, mathematical models of tendon
mechanics have been widely used [8–12]. These phenomenological approaches
use mathematical formulation that can closely match the mechanical response
of tendon but the parameters of the models often have no clear physical formu-
lation (e.g. the neo-Hookean model). Soft tissues, due to their complex hierar-
chical structure, exhibit the properties of orthotropic heterogeneous materials,
but for the purposes of mathematical descriptions, simplification as assumption
of their anisotropy or isotropy are made. The analysis of the modeling results
presented in the literature indicates that the scope of application of described
material models should be carefully determined, due to the possibility of obtain-
ing divergent results depending on the data range used. Especially, when it is
difficult to clearly define the boundaries of small and large deformation ranges
for the examined tissues and the elastic limit of the biological material. In mod-
eling approaches, the boundary conditions and the limits of the applicability of
hyperelastic constitutive material models should be strictly defined [13,14]. The
objective of the work was an analysis of the hyperelastic material models ability
to capture tendon (from a sheep and domestic pig) response during quasi-static
tensile loading. We hypothesize that experimental data limited to the first and
second phase of uniaxial loading can be used to accurately predict the full stress-
stretch response of tendons. For comparison, calculations for the full range of
experimental data were also performed. Seven hyperelastic material models: neo-
Hookean (n-H), Mooney-Rivlin (M-R), Ogden (O), Humprey (H), Martins (M),
Veronda-Wenstmann (V-W) and Yeoh (Y) were used. Additionally, the modeling
procedure was conducted twice: for the average experimental stress-stretch curve
and also for all experimental curves; then the results of fitting were averaged.

2 Materials and Methods

Tendons taken from legs of a domestic pig and a sheep obtained from a local
abattoir were used in this investigation. Both species were male, pigs weighted
ca. 110–130 kg and were 8–10 months old. Sheep weighted ca. 25–30 kg and were
12 months old. Eight samples from a sheep and six samples from a pig were
taken. Until the time of examination (no longer than 24 h), samples were stored
in 0.9% saline solution at 4 ◦C. The average cross-section area was 20 mm2 for pig
tendons and 29 mm2 for sheep tendons. The uniaxial tensile tests were conducted
on the MTS Insight 50 tensile machine at a constant rate of 10 mm/min. The
length of the measurement base (l0) was 30 mm for each species. Registered force
(F)-elongation (Δl) curves were recalculated into stress (σ)-stretch (λ=1+Δl/l0)
curves. In the next step, the average experimental curves were determined based
on experimental tensile curves and the values of Young’s modulus were calcu-
lated. Obtained stress-stretch characteristics were used for constitutive modeling
with the use of several hyperelastic material models. The process of fitting the
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tensile experimental data was made with the use of the Origin Pro 7.5 software.
The fitting procedure was conducted in three variants:

1. models were fitted to experimental data registered for all tested specimens
and the values of models coefficients were averaged;

2. the experimental data were averaged and one stress-stretch curve was deter-
mined for each group of tendons, then models were fitted to the average
curve;

3. for two above described cases, the experimental data were limited to the first
and second phase (I and II) of elongation and during the fitting procedure
prediction of tensile behavior in the third (III) phase was made.

A hyperelastic material model is characterized by the definition of the strain
energy density function which formulation depends on the material. If the mate-
rial is isotropic, the strain energy density function (W) depends upon three
invariants of the Cauchy-Green tensor I1, I2, I3 (2):

Wisotropic = W (I1, I2, I3) (1)

I1 = λ2
1 + λ2

2 + λ2
3, I2 = λ2

1λ
2
2 + λ2

2λ
2
3 + λ2

3λ
2
1, I3 = λ2

1λ
2
2λ

2
3 (2)

where λ1, λ2, λ3 are the principal stretches.
If the material is also incompressible (I3=0), the expression of the invariants

of the stretch tensor of deformation becomes simplified and can be written as
the principal stretch (3):

λ1 = λ, λ2 = λ3 =
1√
λ

(3)

Seven hyperelastic constitutive models described in the literature were used to
determine the stress-stretch relationship for tested tendons. Chosen models differ
in type and number of quantities (principal stretches or Cauchy-Green tensor)
they depend on. The distribution of density function for these models was pre-
sented in Table 1.

Table 1. The distribution of density function [7,8]

Model Density function

neo-Hookean W = C1(I1 − 3)

Mooney-Rivlin W = C1(I1 − 3) + C2(I2 − 3)

Humphrey W = C1(e
C2(I1−3) − 1)

Martins W = C1(e
C2(I1−3) − 1) + C3(e

C4(λ−3) − 1)

Veronda-Westmann W = C1(e
C2(I1−3) − 1) − C1C2

2
(I2 − 3)

Yeoh W = C1(I1 − 3) + C2(I1 − 3)2 + C3(I1 − 3)3

Ogden W = 2C1
C22 (λC2 + λ−C2

2 − 3)
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To analyze result of fitting, the coefficient of determination (R2) and the
reduced chi-square χ2

red were calculated. The coefficient of determination R2 is
defined by the formula (4):

R2 =
∑n

n=1(ŷi − ȳ)2
∑n

n=1(yi − ȳ)2
(4)

where: yi is the actual variable value, ŷi is the theoretical variable value obtained
from modeling, ȳ is the arithmetic mean value of the experimental variable value.
The reduced chi-square χ2

red was calculated according to (5):

χ2
red =

χ2

d
(5)

where: χ2
red is chi-square and d is the number of degrees of freedom.

3 Results

On the basis of the tensile test, force-elongation curves for both pig and sheep
tendons were obtained (Fig. 1). For each group, the average curve was determined
and an analysis of result was performed. In Fig. 2, the average stress-stretch
curves for pig and sheep tendons were shown. The typical for soft tissues shape
of these curves with three characteristic phases can been seen [14,15]. In the first
part (I), the stress increases exponentially with increasing strain. In the second
part (II), the relationship is fairly linear. In the third part (III), the relationship is
nonlinear and ends with break. The “toe” region (I) is usually the physiological
range in which the tissue normally functions. The Young’s modulus value for
pig tendon was 77± 22 MPa and 156± 57 MPa for sheep tendon. The Young’s
modulus value is twice as high for sheep’s tendons in comparison to the swine
ones. The average ultimate stress for pig tendon was 8.4 ± 3.4 MPa at stretch of

a) b)

Fig. 1. Comparison between all experimental curves and the average curve obtained
from uniaxial tensile tests for sheep tendon (a) and pig tendon (b)
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1.2 and 17.5 ± 7.4MPa at stretch of 1.2 for sheep tendon. Each obtained stress-
stretch curves and the average curve were used for constitutive modeling with the
use of models presented above. Additionally, both for pig and sheep tendons, the
range of experimental data used for obtaining fitting curves was limited to phases
I and II of stress-stretch curves (Fig. 2), but fitting curves were extrapolated to
the third phase of elongation (III). Stress-stretch curves obtained after procedure
of fitting to experimental data were presented in Fig. 3a for sheep tendons and
in Fig. 3b for pig tendons. In order to estimate model curves for whole range of
stretch, the exploration of models to stretch value at 1.2 was made (for sheep
Fig. 4a and b, for pig: Fig. 5a and b). In this way, the extrapolation of models
solutions in the third phase (III) was performed. Two from seven models, the
Yeoh and the Martins fitted the data well for the full range of experimental data
with average R2 = 0.99 for sheep tendon (Fig. 3a) and R2 = 0.99 for pig tendon
(Fig. 3b). For sheep tendon, in case of experimental data limited to stretch level
of 1.12, six from seven models closely fitted the experimental data (R2 = 0,99)
(Fig. 4a). Above this stretch level, a highly accurate fit between two models
(Yeoh, Martins) and experimental data can be seen (Fig. 4b). For sheep tendon,
the average experimental stress value was 17.5 MPa at stretch of 1.2, whereas
this value calculated with the use of Martins model was 13.6 MPa at stretch
of 1.14. For Yeoh model it was 15 MPa at stretch of 1.16. Similar tendency was
observed for pig tendon for the stretch level below 1.12 (Fig. 5a). Broadening the
scope of analysis to stretch level of 1.2, caused good ability of stress prediction
only for Yeoh model (Fig. 5b). The maximum theoretical value of the stress was
5 MPa at stretch of 1.17. In experimental studies this value was 8 MPa at stretch
of 1.20 (Tables 2 and 3).

Fig. 2. The average experimental stress-stretch curves for tested tendons with distin-
guished three phases
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a) b)

Fig. 3. Fitting curves in the full range of stretch (experimental data from phases (I–
III)): (a) for sheep tendon, (b) for pig tendon

a) b)

Fig. 4. Fitting curves for sheep tendons: (a) the range of stretch in phases (I–II), (b)
the extrapolation of fitting curves to third phase (III)

a) b)

Fig. 5. Fitting curves for pig tendons: (a) the range of stretch in phases (I–II), (b) the
extrapolation of fitting curves to third phase (III)
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a) b)

Fig. 6. The coefficient of correlation (R2) and the reduced chi-squared (χ2
red)

Table 2. The values of model coefficients for sheep tendons calculated for all experi-
mental curves and given as mean value and for the average curve (Mean-mean value,
Average-Value for average curve)

Ci sheep (I)(II) sheep (I)(II)(III)

Mean ± SD Average ± error
of fitting

Mean ± SD Average ± error
of fitting

n-H C1 16,23± 3,22 14,36± 0,18 18,94± 3,04 15,59± 0,10

M-R C1 136,59±33,35 97,79± 0,51 60,86± 40,04 33,09± 2,49

C2 −95,53± 95,68 −91,09± 0,56 −48,25± 44,22 −20,08± 2,86

H C1 0,93± 0,41 0,93± 0,04 9,83± 11,39 13,00± 2,78

C2 14,79± 4,56 11,40± 0,34 3,18± 1,54 1,11± 0,22

M C1 66,43± 15,91 54,03± 17,36 33,83± 10,05 20,95± 8,28

C2 −0,63± 0,37 −0,03± 0,07 −3,37± 2,479 −0,15± 0,38

C3 160,02± 48,65 65,92± 16,74 83,69± 27,10 22,45± 10,05

C4 0,95± 0,37 0,50± 0,01 4,57± 3,44 2,00± 0,09

V-W C1 2,32± 0,86 3,04± 0,12 32,47± 28,53 29,89± 3,57

C2 10,52± 2,24 7,19± 0,21 1,97± 1,07 1,05± 0,12

Y C1 9,03± 2,21 8,58± 0,03 9,95± 3,29 10,21± 0,11

C2 238,45± 106,44 166,95± 1,51 177,46± 51,14 104,18± 2,05

C3 −2420,22± 2641,68 −1191,35± 20,79 −1153,13± 518,53 −547,89± 11,26

O C1 19,86± 5,14 2,60± 0,06 31,71± 6,97 29,26± 0,61

C2 19,00± 2,37 14,35± 0,20 7,61± 3,34 5,99± 0,34
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a) b)

Fig. 7. The influence of upper limit of the elastic strain on models matching results:
(a) the coefficient of correlation (R2), (b) the reduced chi-squared (χ2

red)

Table 3. The values of model coefficients for pig tendons calculated for all experimental
curves and given as mean value and for the average curve (Mean-mean value, Average-
Value for average curve)

Ci pig (I)(II) pig (I)(II)(III)

Mean ± SD Average ± error
of fitting

Mean ± SD Average ± error
of fitting

n-H C1 5,40± 0,82 5,33± 0,11 17,24± 22,85 6,60± 0,06

M-R C1 66,19± 21,82 56,17± 0,31 22,41± 27,10 28,44± 1,12

C2 −66,28± 24,26 −55,56± 0,34 −21,78± 25,64 −25,09± 1,29

H C1 0,19± 0,18 0,17± 0,01 3,04± 3,29 1,60± 0,17

C2 24,56± 10,07 18,64± 0,60 3,78± 2,01 3,29± 0,28

M C1 97,84± 26,49 81,04± 1,23 5,98± 3,41 3,91± 2,34

C2 −0,31± 0,32 −0,23± 0,01 −28,61± 14,25 −30,47± 14,56

C3 257,96± 72,51 211,99± 3,41 12,29± 8,82 7,38± 5,95

C4 0,37± 0,38 0,29± 0,01 46,13± 22,73 47,80± 32,81

V-W C1 0,59± 0,60 0,53± 0,03 7,25± 6,73 4,77± 0,44

C2 17,36± 8,04 12,12± 0,38 2,69± 1,29 2,33± 0,16

Y C1 1,80± 1,72 1,93± 0,01 2,67± 2,72 2,68± 0,05

C2 101,14± 39,88 90,79± 0,65 69,94± 42,58 62,68± 0,92

C3 −776,35± 859,85 −559,55± 8,75 −381,16± 280,72 −283,04± 4,99

O C1 5,04± 3,06 5,13± 0,08 11,54± 2,82 9,76± 0,26

C2 24,85± 7,25 22,16± 0,29 7,50± 4,65 9,71± 0,34
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4 Discussion

The hyperelastic material models are commonly used to describe behavior of soft
tissues in an uniaxial load conditions [7,8,10]. A wide variety of models has been
proposed to describe tendon tissue behavior from both viscoelastic [10,14,16]
and hyperelastic point of view [10,16]. In this paper, we evaluated the ability
of hyperelastic models to predict stress-strain behavior of animal tendons. The
predictive ability of each model was evaluated for two ranges of experimental
data (full and limited range of stretch). These analysis showed that prediction
of mechanical behavior of tendons in the first and second phase of elongation is
possible with the use of several hyperelastic material models but the best results
were obtained for the Yeoh and the Martins models. In the case of the third
phase prediction, only two models were appropriate (the Yoeh and Martins).
Previous studies evaluating the usefulness of hyperelastic models for predicting
tendon behavior showed good fitting for different models. Money-Rivlin model
showed good correlation between the experimental data and the fitted curve for
human ACL at strain of 0.1 [16]. De Frate et al. [5] used Money-Rivlin model
to fit experimental data of ACL in different strain levels. It showed quite good
prediction ability, especially as the strain level used to fit the model increased.
In literature, it is clearly shown that tendons cannot be regarded as a homoge-
nous structure [14]. It has to be taken into account when creating a numerical
model of the tendon. To better known behavior of tendons a three-dimensional
constitutive framework is necessary. For accurate stress predictions, the trans-
verse isotropy must be considered to describe tendon material symmetry. The
physical interpretation of transversely isotropic symmetry is that of a matrix
reinforced with a single fiber group. The material behavior results from matrix
properties as well as fiber-matrix and fiber-fiber interactions. In aim to precise
represent tendons mechanics, an uniaxial tensile tests should be supplemented
by the multi-axial quasi-static and viscoelastic examinations [4,11,12].

5 Conclusions

The constitutive modeling conducted in this study was based on polynomial forms
of the strain energy functions because of their simplicity, and therefore calcula-
tion efficiency. Hyperelastic approach in modeling tendon behavior under uniaxial
tensile loading showed that several models provide good correlation between the
experimental and predicted stress-strain curves for animal tendons. Among the
number of used models, Yeoh and Martins models were found to be the most suit-
able choice. In addition, this analysis revealed a number of aspects related to the
sensitivity of models to experimental data. The range of experimental data used to
fit the model was crucial factor for the predictive ability of each model. The most of
used hyperelastic models closely fitted the experimental data at low strain levels.
The extension of analyzed strain level revealed poor prediction ability for the most
of them, reducing the number of good fitted models to two (Yeoh and Martins).
It should be considered that the material parameters are computed by fitting the
experimental data to the model and, thus, can vary greatly, depending not only
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on the specimens and the experimental conditions but also on the so-called fitting
parameter. The comparison of modeling on the base on the average stress-stretch
curve and all stress stretch curves showed similar results, thus using average exper-
imental data is sufficient.
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Abstract. The aim of this study was to compute and analyze the workspace of
a tibiofemoral joint. To facilitate this research, an established, planar multibody
model the joint was used. The model was composed of two rigid bodies cor-
responding to the tibia/fibula complex and the femur. These bodies were con-
nected by a system of four nonlinear cables representing the ligaments and two
Hertzian contact pairs, which modeled the cartilage of the knee. The workspace
was computed by iteratively modifying the location of the tibia/fibula segment,
specified by two linear coordinates and one angular coordinate. At each location,
custom software prepared in Python iterated over the six elements of the joint
and computed the loads that they generated. These loads were then compared to
the maximal safe loads taken from published experimental studies. The obtained
workspace of the tibiofemoral joint was moon-shaped with varying thickness.
The largest workspace area was observed for a partially bent knee at 40.00°.
Furthermore, significant reductions in the workspace were noted for hyperex-
tension and deep flexion.

Keywords: Multibody System Method � Ligament � Bone contact �
Nonlinear system � Knee

1 Introduction

The knee joint is one of the most important structures in the human body. It consists of
two subjoints: tibiofemoral (TF) and patellofemoral (PF). The TF joint is responsible
for defining the relative motion of the bones, while the PF mostly transfers the forces
from the extensor muscles to the bones and is sometimes considered as the drive part of
the knee. The TF joint contains the femur and the tibia/fibula, which are connected by a
layer cartilage and a set of four ligaments: Anterior Cruciate Ligament (AC), Posterior
Cruciate Ligament (PC), Medial Collateral Ligament (MC), Lateral Collateral Liga-
ment (LC). The cartilage in the knee transfers mostly compressive loads, while the
ligaments are active only when elongated.

Most elements of body joints exhibit nonlinear material behavior, which makes the
problem of modeling them is a very complex one. Currently the main methods used for
this purpose are:

• Finite Element Method (FEM) with examples including: [1–7],
• Multibody System Method (MBS) with examples including [8–14].
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The FEM models have been mainly used for accurate analysis of the stress-strain
state within the elements of the joint. On the other hand, the MBS models, due to their
low numerical complexity, can be used effectively to study the joints over their full
range of motion as in gait analysis [15, 16]. In the MBS approach each element of the
joint (i.e. ligament, bone, cartilage) is replaced with its mechanical counterpart, such as
a rigid body, a cable or a damper. This makes the structure of the model simple.
Furthermore, the results are also easier to interpret and draw conclusions from.

Many MBS models of the knee have been proposed in the literature. These models
differ in structure and can be divided into three major groups. The first group contains
simplified representations of the joint - the knee replaced with a revolute or spherical
kinematic pair [15, 17, 18]. In the second group the models are based on more complex
parallel platform mechanisms with rigid links [9, 12, 19]. In the last group the models
are again similar to parallel robots, nevertheless some of their links are modeled as
flexible [8, 20–26]. The referenced models have been applied in various types of
simulations including muscle force estimation, analysis of the knee’s passive motion,
knee’s dynamic responses and more. Nevertheless, to the best of our knowledge, a
problem of knee workspace has never been considered before. The results of such
analysis could be employed in systems for minimally-invasive knee surgery [1, 27].

The aim of this research was to compute and analyze the workspace of the knee in
the sagittal plane using a planar MBS model of the TF joint. Our main contributions to
the existing research were in proposing a method for iteratively computing the
workspace for the TF joint and analyzing the workspace for the assumed joint model.
The problem was solved using a custom iterative algorithm prepared in Python. The
methodology and the results were included in the following paragraphs.

2 Method

2.1 The Model of the TF Joint

In order to obtain the workspace of the TF joint a planar model of the TF joint
presented in [8] was used. Based on [8], the following assumptions were employed:

• the model contained two rigid bodies: the first rigid body represented the tibia and
the fibula, while the second one substituted the femur,

• the tibia and the fibula experienced no relative displacements - the ligaments and the
cartilage, which connected these bones were not modeled,

• two reference frames were established - the tibia/fibula reference frame and the
femur reference frame,

• the femur reference frame was assumed to be stationary, while the tibia/fibula
reference frame could be displaced with regards to the tibia reference frame,

• four ligaments connected the bones - AC, PC, MC, LC,
• the ligaments were substituted with nonlinear, quadratic cables,
• the condyles of the tibia were idealized as spheres,
• the condyles of the femur were idealized as planes,
• the contact of the condyles was modeled with Hertz contact mechanics [28].
• the meniscus was not included in the model.
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The geometrical data for the model was obtained mainly from a 3D scan of the knee
[1]. The material parameters for the bone contact and the ligaments were assumed after
[8]. Furthermore, the free lengths of the ligaments were obtained in the neutral location
of the joint, which was set in accordance to [8]. The model in its neutral location was
presented in Fig. 1.

In this state, the model allowed for a fairly accurate prediction of the ligament loads
and simplified estimation of the stress state in the bone-contact area of the TF joint.

To specify the location of the tibia/fibula in the tibia reference frame three variables
were used:

• two linear coordinates px and py, which constituted the translation vector p between
the reference frames of the femur and the tibia/fibula,

• one angular coordinate a, which defined the rotation matrix R between the frames;
for the joint in full extension a = 0.00°; in hyperextension a > 0.00°; normal
flexion occurred between −120.00° < a < 0.00°, while deep flexion corresponded
to a < −120.00° [29].

Fig. 1. The assumed model of the TF joint.
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2.2 The Workspace

The workspace of the joint was defined as a set of locations of the tibia/fibula with
regard to the femur specified by p and a, in which all the elements of the TF joint (the
ligaments and the cartilage) were loaded below their maximal safe loads. In other
words, the workspace contained the locations, which the tibia/fibula could safely
achieve. The safe loads for the ligaments were assumed after [8], while the load for the
cartilage was estimated based on a body weight of an adult male.

In order to compute the workspace, custom software was prepared in Python with
Numpy [30] and Matplotlib. The software iterated over multiple locations of the
tibia/fibula. At each location, the load was computed for every element in the joint. The
obtained load was then compared to the maximal allowed load for the element. If the
obtained load was smaller than the allowed one in all of the elements, the location was
added to the list of safe locations. Finally, the list was visualized with Matplotlib.

To compute the force generated by a nonlinear cable at the location of the joint
defined by p and a, the following procedure was employed. In the first step, the
tibial/fibial attachment of the cable bi was transformed to the femur reference frame:

bi ¼ R að Þbti þ p; ð1Þ

where: R - the rotation matrix, bi (b
t
i) - the position vector of the tibial/fibial attachment

of the cable i with regards to the tibia/fibula (femur) reference frame.
Then, the deformation Dli of the nonlinear cable was computed:

Dli ¼ bi � aij j � lfree;i, ð2Þ

where: R - the rotation matrix, ai - the position vector of the femoral attachment of the
cable i with regards to the femur reference frame, lfree,i - the free length of the cable i,
computed based on the joint’s neutral position.

If the deformation Dli was larger than 0, the value of the force generated by the
cable Fi was obtained, as per [8]:

Fi ¼ k Dlið Þ2, ð3Þ

where: k - the stiffness coefficient of the cable i.
To compute the force generated by the Hertzian contact pair the line bl1bl2 repre-

senting the cartilage was transformed to the femur reference frame. Then the distance
between the center of the circle ac and the line bl1bl2 was obtained. Based on this
distance the relative penetration d of the contact elements was computed:

d ¼ ll1l2�c � r, ð4Þ

where: ll1l2−c - the distance between the center of the circle ac and the line bl1bl2, r - the
radius of the circle ac representing the femoral condyle.
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The obtained penetration d was used to compute the contact force value:

Fc;i ¼ 2E
ffiffi
r

p
3ð1� m2Þ d

3=2, ð5Þ

where: E, m - the Young’s modulus/Poisson’s ratio of the elements in contact
Based on the contact force, the contact stress was computed, as per [31]:
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π ν
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−
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3 Results and Discussion

3.1 Testing the Procedure: A One-Ligament and a Contact-Only Model

In order to verify the proposed software, the initial tests were carried out on two
simplified models: a single-ligament model and then a contact-only model. In both
cases a was fixed to 30.00°, while px and py were modified - see Fig. 2.

The workspace for these simplified models can be obtained analytically. For the
first model, the analytical workspace has a circular shape - the obtained numerical
result was correct, see Fig. 2a. For the contact-only model with plane-sphere Hertzian
pairs, the analytical workspace is a half plane. Again, the proposed algorithm for
iterative workspace computation returned correct results - Fig. 2b.

Fig. 2. The workspace for: (a) a single-ligament model, (b) a contact-only model, units: [m].
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3.2 Simulations for the Complete TF Model

After the verification of the model’s components, the workspace simulations were
performed using the complete 6-element TF model and over the full range of the joint
angle a = −150.00° : 20.00° with a step of 10.00°. The step the for the linear coor-
dinates was set to 0.36 mm. In total 720000 locations of the tibia/fibula were checked
to compute the workspace.

Selected snapshots from the simulations at different joint angles were presented in
Figs. 3 and 4. The workspace in these cases resembled a disc with a flattened side
towards the femur. The femur side was determined by the Hertzian contact pairs as
seen in the previous test for the bone-contact only model - Fig. 2b. The shape of the
rounded side - towards the tibia/fibula - reflected the relative geometry of the nonlinear
cables representing the ligaments.

It is worth noting that while the model allowed for hyperextension of 20.00°, the
workspace in the hyperextension phase, for a > 0.00°, was significantly reduced when
compared to the normal flexion range for a in (−120.00°; 0.00°), see Figs. 3 and 4. The
reduced workspace in the hyperextension was more pronounced when considering the
workspace area at different angles - see Fig. 5. After the hyperextension, a nonlinear
increase of the workspace was observed for a in range of (−40.00°; 0.00°). The peak
workspace area of 24.22 mm2 was noted for a = −40.00°. Further flexion of the joint
resulted in a nearly linear decrease of the workspace area.

As seen in Fig. 5, the performed simulations also covered the deep flexion phase -
a < −120.00°. In this range a linear decrease of the workspace area was noted.

Fig. 3. The workspace for the TF model at a equal to: (a) 10.00°, (b) −30.00°, units: [m].
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The complete workspace, for all the considered values of the angle a, was moon-
shaped - see Fig. 6. Its femur-side was a perfect circle due to the assumed contact pairs,
while the tibia/fibula side was of varying thickness. The smallest thickness was
observed in hyperextension and deep flexion.

The results obtained using the assumed planar model of the knee should be further
discussed. Probably the most important simplification in the model was it not covering
the change in the shape of the condyles in the deep flexion phase - this could potentially
increase the somewhat limited workspace in this part. Including other soft-tissue ele-
ments, such as the meniscus, in the model would modify the contact geometry of the
cartilage and allow it to transfer loads of higher magnitudes. Furthermore, the actual
knee is a complex three-dimensional structure. If the assumed planar model was
replaced by a spatial one, the workspaces of its elements would be spatial as well (for

Fig. 4. The workspace for the TF model at a equal to: (a) −70.00°, (b) −110.00°, units: [m].

Fig. 5. The workspace area [mm2] versus the joint angle a [deg].
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ligaments - spheres). This would allow us to study the workspace out of the sagittal
plane of the knee. Finally, substituting the ligaments with quadratic cables is simple
and provides good results. Nevertheless, to obtain more accurate results, the ligaments
would have to as having multiple attachments to the bones. We suspect that their
resulting workspaces in this case would resemble ellipsoidal shapes.

Despite the simplifications assumed in the study, the proposed methodology and
the obtained results presented new insights regarding the behavior of the knee and
could be applied in planning novel surgical procedures for the joint.

4 Conclusion

In the paper, a method for computing the workspace of the TF joint was presented and
analyzed. The proposed algorithm was implemented in Python and tested using an
established, planar TF joint model with custom geometrical data. The main conclusions
obtained from the results were as follows:

• the obtained workspace of the tibiofemoral joint was moon-shaped with varying
thickness,

• the femur-side of the workspace was a perfect circle determined by the assumed
Hertzian contact pairs,

• the thickness of the tibia/fibula side reflected the relative geometry of the nonlinear
cables representing the ligaments,

• the largest workspace area was observed for a partially bent knee with a = 40.00°,
• significantly reduced workspace was noted for hyperextension and deep flexion.

Further studies should include a more accurate description of the bone contact in
the deep flexion phase. The meniscus should also be incorporated into the model.

Fig. 6. The workspace for the TF model at all the considered angles, units: [m].
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Abstract. The paper is focused on the problem of brain protection
for the soldiers exposed to the effects of improvised explosive devices
explosion under military vehicles. The soldier uniform predict the helmet
whose main function is ballistic protection. In this article, the paddings
mechanical properties were analyzed used in the helmet in context to
brain protection against impact head inside the vehicle. As the paddings
material the polyurethane foams with different density and mechanical
properties were used. For finite element method analysis, a head with
helmet model was created. The results suggest strong correlation between
paddings characteristic and protection efficiency.

Keywords: Biomechanics of brain tissues · Finite element method ·
Head protection systems

1 Introduction

Brain injuries are a serious problem among soldiers participating in armed con-
flicts. The main cause of brain tissue damage is an effect of violent forces during
the explosion of explosives, as well as gunshots. It should be noted that in recent
years there has been a significant increase in the incidence of head injuries among
soldiers. In the years 2001–2005, during the war in Iraq and Afghanistan, 21% of
all injuries among American soldiers were focused on a head, face and a neck. In
addition, until 2005, 35% of the victims in Iraq and Afghanistan died as a result
of traumatic brain injury [1]. Nevertheless, it should be emphasized that the size
of soldiers injuries is of a benign type and appears in the form of neurological
symptoms some time after the injury. This is due to the fact that structures
are deformed, as a result of mechanical overloads, which activates the cascade
of neurochemical reactions at the cellular level. These changes may imply brain
disorders. The result of these injuries may include cerebrovascular damage, neu-
ronal deformation, hypoxia, cerebral edema, or elevated intracranial pressure.
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Destructive changes of a brain tissue, resulted from mechanical overload, are the
cause of serious neurological and neurobehavioral disorders.

Mechanical degradation of the brain soft tissues follows the overload, which is
depend on properties of the individual components of the brain microstructures.
They represent a variety of materials and interact between components. One of
the ways to protect these biological structures is the helmet. The main task of the
helmet is to separate the soldier’s head from elements that can cause injury, and
take away the energy of the impact. The hard shell of the helmet is made of mod-
ern composites, such as carbon, and protects against abrasions, cuts of the skin,
and small objects. Nevertheless, it should be emphasized that current solutions
of head protection systems do not allow full protection of craniocerebral tissues,
in particular, soft elements. Helmets are usually a good protection against skull
fractures. The main parts of the helmet are an outer shell and an inner lining.
The outer part is usually made of Kevlar. The inner layer is usually made of
polyurethanes. To reduce the risk of brain injuries, helmets are equipped with
a crumple zone, made of mostly foam, extend the duration of the deformation,
thereby lowering the energy of load impulse [2]. The role of the outer layer of the
helmet is protection against the head penetration, before it is wounded and bro-
ken. Another task of the shell is to distribute the energy on a larger helmet area,
which is more beneficial than the action of the concentrated loads [3]. However,
the rigid outer layer is not able to provide adequate protection for the brain
itself. The inertia force, generated when the brain is moved, can cause injuries
to the delicate brain tissues. The difference between brain and skull velocities
can lead to their multiply collisions [4]. The basic principle of head protection
is to limit the force value of the force that could damage it by absorbing some
of the kinetic energy due to deformation or destruction of the helmet shell and
padding [5]. Full protection of the soldiers, especially their heads, requires the
use of appropriate absorbers or energy rejection systems in the opposite direc-
tion to the overload impact, the task of which will be to suppress the shock wave
acting on the head.

Biomechanical investigations of the brain tissues brought the knowledge on
the mechanism of injury and a description of structures damaged as a result of
mechanical loads. The contemporary research methods in which physical models
are used (head impactors), as well as preparations of human and animal tissues,
do not provide a full insight into the response of brain tissues resulting from
excessive loads. Therefore, currently, one of the best ways to identify and describe
the effort of these structures is computational analysis. One of the convincing
approaches to the modelling of tissue destruction with nonlinear characteristics
is the finite element method (FEM). This method can be used for the models
with irregular geometry, composite materials and models taking into account
complex loads and boundary conditions, and, hence, it is the preferred method of
research effort of the tissue [6]. Therefore, it seems necessary to develop numerical
models that will serve, among other things, as a more effective alternative to the
currently used physical models. It should be noted, however, that in literature,
there are not many numerical models of human head used for dynamic studies
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in combat conditions, although the head numerical models are still developed
[7]. More difficult is the modelling the head in the context of improving the
construction of its protection, in particular Polish soldiers participating in armed
conflicts outside the country. The statistical data suggested that not using the
helmet correlates with a higher number of fractures and admissions in the ICU,
TBI severity and with a higher GCS value [8]. Many brain injury mechanisms
are still unknown, therefore, a further research is needed that can improve the
safety of combat helmet users and further validate models.

The aim of the paper is analyze an influence of the mechanical material prop-
erties of the helmet padding on the biomechanical response of the craniocerebral
tissues. The protection system was developed to better dissipation energy cre-
ated from the impact as result of a head impact on the vehicle structure during
IED explosion under the military vehicle. The initial conditions were prepared
based on the data from other investigations [9,10].

2 Materials and Methods

Head tissue geometry was obtained on the basis of DICOM images obtained from
micro computed tomography CT. Using the segmentation software, a simplified
3D geometry of the skull and the brain was created. The model was imported
into CAx class programs, where additional geometry of structures, such as cere-
brospinal fluid, was created. Based on the helmet construction descriptions and
its digital geometry, a helmet model was created. The helmet consists of two
layers: the outer layer and the inner layer. In next step, the helmet’ construction
was put on the head.

(a) (b)

Fig. 1. Head numerical model: (a) skull (b) cross-section view: brain, cerebrospinal
fluid, bridging veins.

The entire model was imported into the Ansys software, in which individual
sections in the model were separated and material properties as well as boundary
conditions were assigned and bridging veins were defined as a cable element.
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Bridging veins design was based on anatomical descriptions Kedzia [11], Oka [12]
and Kleiven [13]. In the numerical model, the bridging veins were distinguished
between the frontal, parietal and occipital parts. The bridging veins in the frontal
region are 16–17 mm long and go into the superior sagittal sinus at an angle of
about 110◦. The first bridging veins in the frontal region is approximately 15 mm
from the length of the superior sagittal sinus. Bridging veins in the occipital
region are the longest (over 20 mm) and go into the superior sagittal sinus at
an acute angle. The geometry of the model is shown in Fig. 1. The schematic
of creating a human head numerical model is shown in Fig. 2. The material
properties for the head structures, such as the skull, cerebrospinal fluid, brain
and bridging veins, used in the model, are summarized in Table 1. Bridging veins
were modeled according to Monea descriptions [14].

Fig. 2. Diagram of creating a human head numerical model

Table 1. Mechanical properties for head tissues used in the numerical model [7].

Element Young’s modulus [MPa] Density [kg/m3] Poisson ratio

Skull 15000 2000 0.22

Cerebrospinal fluid K∗ = 2200 1000 0.49

Brain Mooney-Rivlin hyperelastic model. G = 2C10 + C01,
where C10 = 62 Pa and C01 = 69 Pa
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2.1 Mechanical Properties of Materials Used for the Interior Lining
of the Helmet

The work analyzed energy absorption properties for materials, with different
stiffness, used for the lining of military helmets. The material used in this inves-
tigation is three different forms of polyurethane (PU) foams. The study verified
the effect of various mechanical properties of polyurethane foams and assessed
the damage to the brain tissues. This padding creates an inner layer of the hel-
met and can significantly affect the energy absorption coming from the impact.
The study analyzed the foams modeled as a linear elastic material.

The PU foams are widely used as core materials in the sandwich construc-
tions as isolating materials in cooling and freezing systems etc. The rigid foams is
characterized by a low heat conduction coefficient, low density, low water absorp-
tion, and also by a relatively good mechanical strength [15]. The PU foams are
applied as a core material of sandwich structures with a steel plates, and its
density influences the mechanical stability. These PU foams features indicate
good properties needed in the impact energy dissipation.

Table 2. Mechanical properties of the tested polyurethane foams.

Material symbol Young’s modulus [MPa] Density [kg/m3] Poisson ratio Ref.

mat1 20 800 0.45 [16]

mat2 8.4 63 0.3 [17,18]

mat3 0.8 61 0.3 [17,18]

Table 2 includes the mechanical properties of three selected types of PU
foams. For the foams called mat2 and mat3, the Poisson ratio was determined
based on the work [18]. The material with similar density and Poisson ratio
measurements was selected.

3 Research Results

The paper investigates the effect of different stiffness of PU materials on the
brain biomechanical response. Two types of simulations at the speed of 0.7 m/s
and 6 m/s were carried out in the study. The results of studies on the influence of
foam different stiffness at the speed of 0.7 m/s on the response of the intracranial
pressure are presented in Fig. 3. The results for the speed of 6 m/s are shown
in Fig. 4. The results presented on both the graphs suggest that the material
called mat3 better dissipated energy than other for the high load velocity. The
pressure for this material (Fig. 4) increased slowly and reached a lower maximal
value. The maximal pressure for materials mat1 and mat2 was reached after
3 ms, however, for material mat3 after 11 ms. As a result, the brain tissues on
the outside space are deformed in the shorter time so the energy including to
these structures are less and the safety of the brain is increased.
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Fig. 3. Intracranial pressure - velocity 0.7 m/s

Fig. 4. Intracranial pressure - velocity 6 m/s

4 Summary and Discussion

The helmet lining significantly influences the energy absorption resulting from
the impact. The paper analyzes various types of padding with PU foams. The
studies have shown that the foam with the lowest stiffness (0.8 MPa) best pro-
tects the brain tissue. This effect is partly related to the fact that this foam
is subjected to the greatest displacement during the impact. Table 3 lists brain
damage thresholds for intracranial pressure. The research shows that at the
higher velocity with the placement of materials mat1 and mat2 (with higher
stiffness), brain damage could have occurred.

Table 3. Thresholds of brain damage for intracranial pressure.

Damage threshold Ref.

<235 kPa - injury [19]

<173 kPa - very mild injury/no injury [19]

≥300 kPa - mild brain injury [20]

66–114 kPa - injury [8]

44–78 kPa - no injury [8]
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Nevertheless, it should be noted that the values given in the literature as
acceptable are approximate values calculated on the basis of statistics and exam-
inations during autopsy. Brain injuries can occur below, sometimes above these
values. The tests showed that the material used for the inner layer of the helmet
should be designed in such a way that it deforms stably under the impact. Foam
with too low density will not absorb the right amount of energy, while the foam
with too high density will not start to deform under impact, therefore, too much
energy will reach head. However, it should be emphasized that while the cur-
rently used materials do not protect the soldier against brain injuries, the risk
of serious injury is much greater for the unprotected head.
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Abstract. Magnetic nanoparticles have many applications in biomedicine and
other technical areas. Despite their huge economic impact, there are no stan-
dardised procedures available to measure their basic magnetic properties. The
International Organization for Standardization isworking on a series of documents
on the definition of characteristics of magnetic nanomaterials.We review previous
and ongoing European research projects on characteristics of magnetic nanopar-
ticles and present results of an online survey among European researchers.

Keywords: Magnetic nanoparticles � Standardisation � European research

1 Introduction

Liquid suspensions of magnetic nanoparticles (MNPs) are used in many technical areas
like loudspeakers, mobile phones, vacuum sealings, metal separation and water
remediation. In biomedical applications, MNPs play a very important role in in-vitro
diagnostics for the separation of cells, bacteria, viruses, protein, nucleic acids and other
compartments from blood and body liquids. MNPs are used as contrast agents in
Magnetic Resonance Imaging, as well as tracers in Magnetic Particle Imaging and
sentinel lymph node detection, as well as in MNP based therapies, where they act as
heating agents in magnetic field hyperthermia or as drug carriers in magnetic drug
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targeting and magnetic gene therapies [1]. The economic impact of MNP based
biomedical products of European companies alone amounts so far to more than 2
billion € per year [2]. The largest part of this economic impact is generated by in-vitro
diagnostics applications. Another large application field is the use of nanostructured
iron oxide in pigments for cosmetics, structural engineering, and many other purposes.
The annual production of those pigments alone in the European Union is more than
100,000 tons per year [3]. Obviously, this creates a demand for international standards
on the main characteristics of MNPs and the respective measurement procedures.

The International Organization for Standardization (ISO) currently prepares doc-
ument standards on magnetic nanomaterials to provide harmonised definitions for
commercial trade, application development, regulation and science in the MNP sector.
Current activities focus on magnetic nanosuspensions (ISO 19807-1) [4] and magnetic
beads for DNA extraction (ISO 19807-2) [5].

In a new field such as nanotechnology, the foremost interest is the definition of
terms and characteristics. These terms can then be used by MNP manufacturers for
labelling their products and designing technical data sheets, or by scientists exchanging
information on MNPs. While the definitions for chemical composition and mechanical
fluid properties could be taken from existing standard documents, many of the mag-
netic properties of MNP suspensions needed a new definition.

The selection of important MNP characteristics should be based on reviews of the
scientific work on MNPs and of economically relevant MNP based applications.
Outstanding in this field have been two pre-normative European projects: the EU FP7
project NanoMag, devoted to metrological groundwork on MNP standardisation and
the EU COST Action RADIOMAG, that dealt with the standardisation of the mea-
surement of MNP hyperthermia performance. Both projects will be briefly summarised
in this paper. Furthermore, this paper is a result of the co-normative EURAMET project
MagNaStand, which is supporting the ISO standardisation of MNPs. In the framework
of MagNaStand, we have evaluated the European CORDIS database for previous and
running EU-projects concerned with MNPs. In addition to the pure database work, we
have also performed a survey of researchers involved with MNPs.

2 Pre- and Co-normative EU Projects on Magnetic
Nanoparticles

2.1 The Pre-normative EU NanoMag Project

The NanoMag project was funded by the EU FP7 research program in the years 2013–
2017 and had a budget of about 11 M€. The NanoMag project objectives were to
standardise and harmonise ways to measure and analyse the data for MNP systems.
NanoMag brought together leading experts in: synthesis of magnetic single- and multi-
core nanoparticles, characterisation of magnetic nanoparticles, and national metrology
institutes. The project defined standard measurements and techniques which are nec-
essary for defining a magnetic nanostructure and quality control [6]. NanoMag was
focused on biomedical applications, for instance bio-sensing (detection of different
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biomarkers), contrast substance in tomography methods (Magnetic Resonance Imaging
and Magnetic Particle Imaging) and magnetic hyperthermia (for cancer therapy).

Initially, NanoMag was designed as a pre-normative project for the preparation of
measurement standards. When the International Organization for Standardization
started a normative activity for material properties of MNP suspensions, NanoMag
members entered the ISO committee TC 229 “Nanotechnologies” as technical experts
and made substantial contributions to ongoing ISO standardisation work in the field of
MNP systems.

The knowledge of the NanoMag experts has been summarised in four electronic-
learning modules that can be accessed via the internet [7]. To support MNP stan-
dardisation the NanoMag project has:

• developed a clearer nomenclature to describe the structure and magnetic properties
of MNPs and MNP ensembles (see Fig. 1);

• performed surveys of measurement methods for MNPs and their pros and cons,
classification of these methods including also classification of different types of
MNPs (single-core, multicore, nanoflowers);

• used Monte-Carlo simulations to explain the experimental results, which have led to
improved modelling of MNP magnetic properties, especially the dynamic magnetic
behaviour; and

• performed initial round robin measurements (using the same analysis methods on
the same MNP samples but in different laboratories utilising the developed standard
operating procedures (SOPs)) using different types of MNP systems.

Fig. 1. Important parameters of liquid MNP suspensions that can be standardised.

318 P. Schier et al.



A standardisation roadmap developed during the NanoMag project forecasted the
development of measurement standards for MNPs to start in the year 2021. Many
results of the NanoMag project were summarised in a review paper in [8].

2.2 EU Transdomain COST Action RADIOMAG

The EU COST Action RADIOMAG was a network of over 140 scientists in the field of
tumour therapy and it was dedicated to research on multifunctional nanoparticles for
Magnetic Field Hyperthermia and Indirect Radiation Therapy. The RADIOMAG
project duration was from 2014–2018. An important task of RADIOMAG was the
harmonisation and standardisation of the assessment of heat generation by MNPs in an
alternating magnetic field, since this is the basic principle in Magnetic Field Hyper-
thermia [9].

Magnetic Field Hyperthermia, especially in combination with radiotherapy, has
been demonstrated as an effective tool to slow down or stop tumour growth and to
support anti-cancer therapy in difficult tumour cases like glioblastoma. Pilot studies in
humans are underway in a number of clinics in Europe. In April 2019 a new magnetic
field hyperthermia treatment centre for brain tumours has been opened at the Inde-
pendent Public Clinical Hospital No. 4 (SPSK 4) in Lublin, Poland [10].

These continuous developments have also created a niche market for several small
and medium-sized enterprises for manufacturing magnetic field hyperthermia test
devices. These devices are mainly used by academics testing in-vitro and ex-vivo the
efficiency of MNP suspensions to deliver heat. The relevant physical quantity is the
Specific Loss Power (SLP). For calorimetric determinations, the SLP is deduced from
temperature versus time curves T(t), measured with the SLP test device.

The RADIOMAG activities concerning the standardised characterisation of MNPs
for magnetic field hyperthermia focused on SLP measurements:

1. Survey amongst RADIOMAG members on available SLP test devices/setups and
their field/frequency combinations;

2. Development of a standard operating procedure for the calorimetric SLP determi-
nation, i.e. from T(t) measurements;

3. A comparative SLP determination on water-based ferrofluids between 21 partici-
pating laboratories (SLP ring test) and evaluation of SLP calculation methods;

4. Study of the field dependence, i.e. SLP(H); and
5. Design of a possible calibration sample for SLP test devices.

The results showed that a large majority of groups determine the SLP from
calorimetric measurements with non-adiabatic setups, also commercially available on
the market. In contrast, only a few producers exist for non-calorimetric devices using
AC hysteresis and a single laboratory used a “home-made” nearly adiabatic setup.

The RADIOMAG work demonstrated that there are no common procedures
available for carrying out T(t) measurements in magnetic field hyperthermia setups.
Typically, different laboratories use their own individual best-practice protocols, or
follow instructions given in the SLP test device manual, in case of commercial setups.
RADIOMAG has therefore developed a SOP for measurements, including a ques-
tionnaire for instrument specific parameters.

European Research on Magnetic Nanoparticles 319



Furthermore, RADIOMAG performed a ring test on the determination of SLP
values, where the same MNP formulation was investigated by 21 different laboratories.
The results showed a significant variation of quantitative SLP values, even for an
identical MNP suspension. Further analysis of these results is still ongoing, and the
publication of detailed results is expected in 2019/2020.

2.3 The EURAMET Project MagNaStand

The EURAMET organisation has established the co-normative project MagNaStand,
running from 2017–2020. The objective of MagNaStand is to collect the available
knowledge on standardised measurements of MNPs, to create it where it is not readily
available, to make this knowledge available for the standardisation of MNPs at ISO
level, and to involve stakeholders from industry and academia.

Specifically, this includes the preparation of standard operating procedures for
static and dynamic magnetisation measurements and for specific loss power assessment
in magnetic hyperthermia. The MagNaStand project works on the definition of long-
term stability of MNP suspensions and of SLP in magnetic hyperthermia in a metro-
logically sound and traceable way.

Another objective of the MagNaStand project is the preparation of future mea-
surement standards for MNPs by summarising the existing metrological knowledge in a
structured form for static magnetic susceptibility, dynamic magnetic susceptibility and
specific loss power in magnetic hyperthermia.

The MagNaStand projects enables the continuous participation of European experts
in the standardisation work at ISO/TC229. Thus, the scientific results of the pre-
normative EU projects “NanoMag” and “RADIOMAG” can be introduced into the
international standardisation process. This includes the definition of terms for magnetic
quantities and the compartments of magnetic nanoparticles, actual versions of SOPs for
magnetic measurements, and surveys of industrial requirements on standardisation of
magnetic nanoparticles. MagNaStand experts are co-leaders of the development of
ISO/TS 19807-2 “Magnetic beads for DNA extraction”, together with experts from
China.

3 Search of the EU CORDIS Database for Research Projects
that are relevant for MNP Standardisation

In this section we present the evaluation of the Community Research and Development
Information Service (CORDIS) database on research projects funded by the EU. The
aim of this activity was to provide a short summary of the most important EU FP7 and
H2020 projects on MNPs. The search terms are explained in Table 1.

3.1 Results of the Search of the CORDIS Database

The search of the CORDIS website was conducted using all search terms of Table 1 in
quotation marks and connected by Boolean OR operators (i.e. “*magnetic *particle”
OR “*magnetic *bead*” OR etc.).
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Afterwards the result was filtered by the homepage’s “Refine by:” option. Only
results of the “Content Type: Project” which were part of “Programme: Horizon 2020”
or “Programme: FP7” were downloaded in tabular form as CSV-files and - for the full
description of the project objectives – as PDF-booklets. The search resulted in a total of
108 EU research projects with summarised project budgets of roughly € 267 million. In
comparison, a search in the Research Portfolio Online Reporting Tools (RePORT) of
the U.S. Department of Health & Human Services using the same search terms from
Table 1 resulted in 214 projects with a total budget volume of $ 67 million. A close
inspection of the search results revealed that despite the wide range of the search terms,
a number of relevant EU projects concerned with MNPs that were already known to the
authors were not captured. They were later added manually to the final list of relevant
EU projects concerned with MNPs. The final total number of EU projects concerned
with MNPs was 118 with a total budget of € 348 million.

4 An Online Survey of Researchers Involved in MNP
Projects

We compiled a list of contact addresses of the leaders of the identified EU MNP
projects, enhanced by contacts from the NanoMag and RADIOMAG networks.
Altogether, over 100 European researchers were asked to participate in an online
survey on MNP standardisation. We have received 32 responses, of which the most
relevant results are summarised in this chapter in a question-answer scheme.

4.1 Survey Results

Q. 01: Which of the following were your application areas of MNPs? A. 01: 32
biomedical applications, 14 MNP synthesis, 6 environmental applications, 9 pharma-
ceutical applications, 6 other.

Q. 02: What was the Technology Readiness Level (TRL) of your MNP project? A.
02: 22% TRL1 – basic principles observed and reported, 19% TRL2 – technology

Table 1. Search terms in the CORDIS database for identification of relevant EU projects for
MNP standardisation.

Search term Description

*magnetic
*particle*

Since the standardisation of magnetic nanoparticle characteristics is
our main goal, it is only natural to find all projects containing any
variant form of “*magnetic *particle*” (e.g. “superparamagnetic
nanoparticles”)

*magnetic *bead* Some research groups use the notation “bead” instead of “particle”.
Otherwise, the reason to use this search term is the same as “*magnetic
*particle*”

iron oxide
nanoparticle

Iron oxide nanoparticles are by far the most commonly used magnetic
nanoparticles

superparamagnetic* A salient feature of MNPs is their superparamagnetic behaviour
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concept and/or application formulated, 30% TRL3 – characteristic proof-of-concept,
23% TRL4 – component validation in lab environment, 2% TRL5 – component val-
idation in relevant environment, 2% TRL6 – prototype demonstration in relevant
environment, 1% TRL7 – prototype demonstration in application environment, and 0 in
TRL8 – complete system in test and demonstration and TRL 9 – complete system in
successful operation.

Q. 03: What kinds of materials for MNPs were used during the project? Please
specify core- and coating material. A free-text answer was possible. A. 03: Magnetite
(13) and maghemite (9) were the most common core materials, other ferrites (Barium-
Ferrite, Nickel-Ferrite, Nickel-Cobalt-Ferrite, etc.) (10) played also a role. The coating
material came from these material groups:

• Polymer/Organic which included plastics, polysaccharides and organic acids (53)
• Metal/Alloy which included metals, metalloids and alloys (10)
• Biofunctionalized which included bacteria and proteins (7)
• No coating for uncoated MNPs (1)

Q. 04: In which environment(s) were the MNPs used? A. 04: 42% laboratory, 33%
in-vitro (cell cultures), 25% in-vivo.

Q. 05: Properties of the applied magnetic field: specify field strength and frequency
during your MNP application. A 05.: see Fig. 2.

Q. 06: Did you use a static magnetic field or an alternating magnetic field? A.06: 25
alternating magnetic field, 18 static magnetic field.

Q. 07: What are the sources of the MNP characteristics that you used, please rank.
A. 07: Summary rank: 1. own measurements, 2. literature values 3. technical data sheet,
4. custom measurement (see Fig. 3).

Q. 08: Please rate the importance of proposed characteristics for your project
(1 = low, 5 = high). A. 08: see Fig. 3.

Fig. 2. Magnetic field strength and frequency during the MNP application.
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Q. 09: Please enter the approximate value range of the characteristics. A. 09: see
Fig. 4.

Q. 10: Did you encounter any serious problems during the measurement process of
important characteristic properties? A. 10: 64% no, 21% unclear measurement proce-
dure, 15% measurements were not reproducible.

Q. 11: Are you aware of reference laboratories, where you could check or cross-
validate your own measurement results? A. 11: 50% yes, 37% no, 13% no answer.

Q. 12: Please rank the most important measurement technique to characterise
MNPs. A. 12: 1. transmission electron microscopy (TEM), 2. magnetorelaxometry
(MRX), 3. Hysteresis loops (DC magnetometry), 4. ZFC/FC curves (temperature
dependent DC magnetometry) and 5. X-ray powder diffraction (XRD).

Q. 13: What are the most important characteristics? A. 13: 36 particle size, 27
saturation magnetisation, 13 hydrodynamic size, 9 specific absorption rate, 8 stability of
suspension, 8 chemical composition, 6 biological properties, 5 dispersity, all other <5.

Fig. 3. Sources of different MNP parameters sorted by importance rating.

Fig. 4. Mean value ranges for several MNP parameters (minimum, typical and maximum).
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Q. 14: Did you use a standardised measurement protocol or were there any other
standardisation aspects in your project? A. 14: 50% no, 25% yes, 25% no answer.

Q. 15: Did you encounter any problems with the used MNPs due to
erroneous/unspecified characteristics? If yes, please elaborate. A. 15: People were
dissatisfied with numerous things involving erroneous or unspecified characteristics of
MNPs. Most of the complaints can be summarised by stating that the information
provided by manufacturers was incomplete. Complaints involved missing expiration
dates, wrong or missing concentration values, wrong or missing magnetite/maghemite
indications, unknown surface compositions, stability change over time and recom-
mended storage conditions. Several participants also described problems reproducing
previously obtained or published results.

Q. 16: How would you rate the current state of standardisation of MNPs? (1 = low,
4 = high). A. 16: see Fig. 5.

4.2 Discussion of the Survey Results

The survey, although it is still based on a limited data base, shows clearly the wide
range of applications and parameters that have to be considered when the standardis-
ation of MNPs is intended. It reveals that EU funded MNP research so far is restricted
to very early or early Technology Readiness Levels. This might be one reason that the
need for standardisation has been underestimated so far. On the other hand, the survey
demonstrates that even in early research in scientific labs people often encounter
problems with non-standardised parameters and procedures and non-reproducible
measurement results. The need for further standardisation is clearly demonstrated. The
survey gives valuable hints, which measurement methods and parameters are most
important and would most benefit from standardised procedures.

5 Summary

Despite the huge economic importance of magnetic nanoparticles, there exists no
standardised description and measurement of their basic magnetic properties. This is
especially surprising with respect to the 118 research projects and the budget of € 348
million that the European Union has invested into MNP related projects since the FP7

Fig. 5. Rating of current standardisation of different aspects of MNP handling.
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program. The pre- and co-normative EU projects NanoMag, RADIOMAG and
MagNaStand have made decisive steps to change this situation. Currently, Europe is an
important contributor to the standardisation of magnetic nanomaterials that is per-
formed in the ISO/TC229 “Nanotechnologies” committee. The efforts for harmonisa-
tion are based on surveys and other interactions with academic and industrial
stakeholders.

We have presented the detailed content of such a survey in order to stimulate a
discussion on the most urgent needs in MNP metrology. In addition to the basic
description that is currently developed at ISO, standard operating procedures for
magnetic measurements, calibrated measurement devices and certified reference
materials for magnetic MNP properties are desirable outcomes of future research.

Acknowledgments. This work was supported by the EMPIR program co-financed by the
Participating States and from the European Union’s Horizon 2020 research and innovation
program, grant no. 16NRM04 “MagNaStand”.
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Abstract. The aim of this study was to investigate the effect of changing
processing variables on the impulse electrostatic droplet formation, being the
first and crucial step during manufacture of novel particles and capsules inten-
ded for drug delivery. A factorial design was performed to assess the conse-
quences of altering selected parameters: liquid dynamic viscosity, nozzle inner
diameter, liquid flow rate and electric voltage. Pure glycerol and glycerol
aqueous solution (c = 85 %wt) were used as model substances and the process
of droplet formation was analyzed. The results of this study can be applied to
controlled formulation of droplets during impulse electrostatic atomization.

Keywords: Electrostatic droplet formation � Factorial design �
Biomedical product engineering

1 Introduction

A detailed understanding of the elementary processes that occur during electrostatic
atomization is crucial to control the size of obtained droplets. The capability to predict
the characteristics of pharmaceutical products allows for the optimal design of medical
formulations, the key issue in the discussion about cost-effective and time-saving
manufacture of therapeutic materials (Hamad et al. 2010). A growing need for such
research was the reason for dedicating this study to the investigation of the influence of
several processing variables on the size of droplets which are generated by electrostatic
impulse method and which are the first step product during manufacture of particles
and capsules, intended for various biomedical applications.

It should be underlined, that among many application fields for bioencapsulation
(e.g. biotechnology, food industry, pharmacy), the stringent requirements concerning
capsule size should be met in particular in microencapsulated cell transplantation
(Hunkeler et al. 2001). Obtaining desired size and the uniformity of capsules are
particularly important for example to avoid the effects of incorporation of encapsulated
cells into the capsule membrane or protrusion out of the beads. These effects cause the
direct activation of the immunological system of the host and microencapsulated graft
rejection (Chang and Prakash 1999). That is way, the droplet formation process, used in
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this application, must ensure the manufacture of beads with adequate and fully con-
trollable size distribution parameters.

One of the techniques, successfully employed for the microencapsulation of living
cells, is the electrostatic method with impulse mode (Lewińska et al. 2004, 2012).
Droplet formation in this method takes advantage of electrohydrodynamic phenomena
occurring in flowing conductive liquids after introduction of an electric field to the
system. During the process a flowing liquid is subjected to a high electrical potential
difference (at least several kV) in impulse mode, normally applied between the source
of the flow (i.e. the nozzle or needle) and an earthed or oppositely charged substrate.
Provided the liquid is electrically conductive, this results in the dripping or micro-
dripping mode of the formation of droplets, which have decreased sizes as compared to
free flow without the electrostatic field.

There are numerous evidences that altering process conditions influences signifi-
cantly the physical characteristics of the final product, i.e. droplet size. The key
parameters are supposed to be the chemical composition and physical properties of the
processed solution, its flow rate, the nozzle diameter, the distance over which the
potential difference is applied and the magnitude of potential difference (Ahmad et al.
2008; Kim et al. 2014). It should be stressed, that the whole process is of a complex
character and the great number of possibly influencing factors complicates considerably
the effective control of the product properties.

Because of that, although the effect of physical parameters during the electrostatic
droplet formation has an undeniable role in manipulation of produced droplet size,
there is still lack of extensive research on this topic, covering possibly broad range of
the process aspects. Several studies concentrate mostly on individual variables, as for
example the liquid viscosity, being one of prominent physicochemical parameters, was
studied by Ku and Kim (2002). The authors compared diameters of produced droplets
with existing scaling laws (Ganan-Calvo 1997) and demonstrated an evident discrep-
ancy in the droplet size due to high viscosity of dispersed liquid. In fact there are still
too few works describing in details the phenomenology of the process of electrostatic
droplet formation in the dripping or micro-dripping modes, as the majority of existing
theoretical studies are focused on the cone-jet mode in which the liquid emerges from
the nozzle in the form of a regular, symmetric cone with a thin jest at its apex (Roine
et al. 2017). An interesting experimental study, related to micro-dripping mode, is
presented in work by Lee et al. (2013), but it discusses only liquids with relatively low
viscosities (in the range 0.31–1.54 mPas). As a result it cannot be directly applied to the
atomization of polymers or encapsulation of biomaterials.

Consequently, in this study, the factorial design, being a well-established technique
to identify the most significant information concerning the influence of factors on a
specific problem, was employed, as it allows for analyzing complex systems (Costa
et al. 2007). Experimental design allows to obtain product or process with desirable
characteristics in an efficient way. This means it gives the possibility to: (i) understand
the effects of the analyzed factors and/or (ii) model the relationship between the output
and input variables, with a minimum of experiments. In the discussed case, the results
of factorial experiments enable to outline the conditions for the production of droplets
with desired sizes.
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2 Materials and Methods

2.1 Materials

Pure glycerol was purchased from Sigma Aldrich. Water used for dilution purposes
was purified by reverse osmosis (Puricom, USA).

2.2 Experimental System

A detailed description of the experimental setup (the electrostatic droplet generator
with impulse voltage of own construction) can be found in works by Lewińska et al.
(2004, 2012). In this study tested liquid was forced by a syringe pump Alaris Asena
(GH) to flow through a stainless steel nozzle with a given diameter. Droplets were
formed at the nozzle tip and detached to the droplet collector bellow. The nozzle was
connected to the positive end of a high voltage supply, coupled to a frequency mod-
ulator, whereas the collector was grounded. The setup enabled to apply pulsed electric
voltages to the nozzle and, thus to charge flowing liquid in a controlled manner.
Regulated electric parameters included: the applied voltage value U (in the range
0–21 kV, stepwise), duration time of the voltage impulse s (in the range 1–9 ms,
stepwise) and frequency of impulse application f (in the range 1–100 Hz, stepwise).
The distance between the tip of the nozzle and the droplet generator was set at 5 cm in
all cases. The droplet generator was accompanied by a camera mtv-1361CA (Mintron
Enterprise Co., Taiwan) and DVD recorder, coupled to a video monitor, in order to
record the process of droplet formation at the tip of the nozzle. The ambient temper-
ature was equal to 25 °C and relative humidity was ca. 60% during all the experiments.
The droplet diameter was derived from measured time of a single droplet formation.
The calculations were done according to the assumption that the droplet is spherical at
the moment of detachment from the nozzle tip. All the measurements were done in
triplicate. Standard deviation (SD) and coefficient of variation (CV) were determined.

2.3 Application of the Factorial Design Method in Discussed Case

The aim of this work was to assess the influence of selected process parameters of
electrostatic droplet formation on the droplet diameter. In order to reach this goal it was
necessary both to determine the direct influence of the experimental variables as well as
their possible interaction effects. For this, two-level factorial design is the appropriate
tool. The method is widely used in the analysis of various technological problems, also
related to biomedicine and bioengineering (Costa et al. 2007; Kramek-Romanowska
et al. 2011). In this work, the impact of four process variables on the electrostatic
droplet formation was investigated, i.e. the effect of solution dynamic viscosity, nozzle
inner diameter, solution flow rate and electric voltage. In order to conduct a full
factorial design, high and low levels of mentioned parameters were selected. The
respective values are presented in Table 1.

High level of the solution viscosity is the viscosity of pure glycerol at T = 25 °C
and low level of the parameter, which is one order of magnitude smaller than the value
for pure glycerol, is the viscosity of glycerol solution in water with concentration
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c = 85 %wt (Hodgman 1959). The values of D are in the range of nozzles inner
diameters already applied in earlier authors’ works (for example Lewińska et al. 2004,
2012). High level of the solution flow rate was the biggest attainable value with the use
of applied syringe pump for the investigated liquid. Low level of the parameter was
chosen so as the time of droplet formation would not exceed ca. t = 10 s. The selected
value of duration time of the voltage impulse, s, represents the centre of the range
available in the experimental system. In addition, it was observed in earlier works
(Lewińska et al. 2004) that application of this value ensured no satellite droplets
formation. The chosen value of frequency of impulse application, f, was the biggest
value, which allowed to obtain electrostatic dripping regime for given U and s values
and selected substances. Finally, the high level of electric voltage was selected as the
centre of the range available in the experimental system. All the values are in the range
applied in abovementioned studies by Lewińska et al.

3 Results and Discussion

3.1 Experimental Results

All the experimental variants are summarized in Table 2. In Table 3 the results of
conducted measurements of mean time of droplet formation, as well as mean frequency
of droplet formation with corresponding standard deviation and variation coefficient
values are listed.

As one may notice analyzing Table 3, the range of obtained values of mean time of
droplet formation covers almost two orders of magnitude. This means that the process
is indeed highly dependent on the variables selected in the discussed investigation.
Besides, during conducted experiments, stabile droplet formation was achieved for
majority of investigated variants. However, in cases of high liquid viscosity and with
applied electric voltage some additional effects were sometimes observed, such as
bedewed nozzle or droplet oscillations before detaching from the nozzle tip. Therefore,
the time of droplet formation for these variants elongated (see exp. no. 13 and 15 in
Table 3).

Table 1. Process variables and experimental domain used in the factorial study.

Parameter [Unit] Low level (−1) High level (+1)

Liquid dynamic viscosity (M) [mPas] 81.5 945
Nozzle inner diameter (D) [mm] 0.445 0.680
Liquid flow rate (Q) [ml/s] 0.00139 0.00417
Electric voltage (U) [kV] 0 11
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Table 2. Experimental variants for a 24 factorial design.

No. Glycerol
concentration
[%wt]

Liquid dynamic
viscosity [mPas]

Type
of
nozzle

Nozzle inner
diameter
[mm]

Liquid
flow
[ml/s]

U
[kV]

s
[ms]

f
[Hz]

1 85 81.5 7 0.445 0.00139 11 4 5
2 85 81.5 7 0.445 0.00139 0 0 0
3 85 81.5 7 0.445 0.00417 11 4 5
4 85 81.5 7 0.445 0.00417 0 0 0
5 85 81.5 10 0.680 0.00139 11 4 5
6 85 81.5 10 0.680 0.00139 0 0 0
7 85 81.5 10 0.680 0.00417 11 4 5
8 85 81.5 10 0.680 0.00417 0 0 0
9 100 945 7 0.445 0.00139 11 4 5
10 100 945 7 0.445 0.00139 0 0 0
11 100 945 7 0.445 0.00417 11 4 5
12 100 945 7 0.445 0.00417 0 0 0
13 100 945 10 0.680 0.00139 11 4 5
14 100 945 10 0.680 0.00139 0 0 0
15 100 945 10 0.680 0.00417 11 4 5
16 100 945 10 0.680 0.00417 0 0 0

Table 3. Mean values of time of droplet formation and frequency of droplet formation.

No. Mean time of
droplet
formation [s]

Standard
deviation
[s]

Variation
coefficient
[%]

Mean frequency of
droplet formation
[1/s]

Standard
deviation
[1/s]

Variation
coefficient
[%]

1 85 81.5 7 0.445 0.00139 11
2 85 81.5 7 0.445 0.00139 0
3 85 81.5 7 0.445 0.00417 11
4 85 81.5 7 0.445 0.00417 0
5 85 81.5 10 0.680 0.00139 11
6 85 81.5 10 0.680 0.00139 0
7 85 81.5 10 0.680 0.00417 11
8 85 81.5 10 0.680 0.00417 0
9 100 945 7 0.445 0.00139 11
10 100 945 7 0.445 0.00139 0
11 100 945 7 0.445 0.00417 11
12 100 945 7 0.445 0.00417 0
13 100 945 10 0.680 0.00139 11
14 100 945 10 0.680 0.00139 0
15 100 945 10 0.680 0.00417 11
16 100 945 10 0.680 0.00417 0
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3.2 Response Surface Model

Presented above experimental results enabled to obtain equations describing relation-
ships between the droplet diameter and four investigated process variables (M, D, Q, U)
These dependences, being response surface models, are in the form of Eq. (1):

y ¼b0 þ
X4

i¼1

bi � xi þ
X4

i¼1

X4

j¼1

bij � xi � xj þ
X4

i¼1

X4

j¼1

X4

k¼1

bijk � xi � xj � xk þ

b1234 � x1 � x2 � x3 � x4
ð1Þ

where: b0-b1234 – the model coefficients; x1-x4 – the process parameters (M, D, Q, U,
respectively); y – the investigated response (droplet diameter). After solving Eq. (1) by
least square method the model coefficients for the droplet diameter were obtained. The
values are listed in Table 4.

According to Table 4, apart from the constant term, b0, the most significant
influence on the analyzed parameters was the electric voltage (U). The relationship was
inversely proportional as the corresponding coefficient, bU, was negative. The greater
the electric voltage, the more energy was supplied for breaking up the liquid into
smaller droplets. Regarding the influence of M, D and Q on the droplet diameter, d, the
impact of these process variables was considerably weaker as compared to the electric
voltage. For all the parameters the effect was positive and of a similar magnitude.
Whereas this was commonly observed (Jain et al. 2011; Lewińska et al. 2012; Faraji
et al. 2017), the importance of the processing variables’ interactions is not that obvious.
Analyzing Table 4, it can be observed that out of all interaction terms for droplet
diameter, d, there were only two – bMU and bMDU considerably stronger than the rest
interaction terms and comparable to single parameter ones by value. This indicates that
the significance of these interactions cannot be omitted in the discussion.

Obtained response surface model can be used to plot three-dimensional graphs.
Figures 1, 2, 3 and 4 show a comparison of 3D plots for different combinations of
variables. Colours used in the surface plots emphasize the way the values of droplet
diameter changed with processing parameters – the lighter the colour, the bigger the
diameter value.

Table 4. Coefficients of response surface models for droplet diameter, d [mm] (M – liquid
dynamic viscosity, D – nozzle inner diameter, Q – liquid flow rate, U – electric voltage).

Model coefficient Value Model coefficient Value

b0 2.064 bDQ −0.051
bM 0.206 bDU 0.047
bD 0.119 bQU 0.054
bQ 0.122 bMDQ −0.048
bU −0.7 bMDU 0.123
bMD 0.042 bMQU −0.027
bMQ 0.027 bDQU 0.016
bMU 0.186 bMDQU 0.014
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Grid plots were also graphical representations of the surface model but presented in
a different way to make the three-dimensional graphs more legible. Analyzing Fig. 1, it
can be noticed, that generally the impact of changing inner nozzle diameter, while
M remained constant, on the shape of the graphs was rather weak and increased only a
bit for the higher value of the liquid dynamic viscosity. Similar observation can be

Fig. 1. Response surface plots showing the effects of processing parameters on the droplet
diameter. d1, d3 – colour maps; d2, d4 – grids. Liquid dynamic viscosity (M) and nozzle inner
diameter (D) were kept at the following levels: d1 (M = –1, D = –1), d2 (M = –1, D = +1), d3
(M = +1, D = –1), d4 M = +1, D = +1). Q, liquid flow rate; U, electric voltage; +1, high level of
the parameter; –1, low level of the parameter.

Fig. 2. Response surface plots showing the effects of processing parameters on the droplet
diameter. d1, d3 – colour maps; d2, d4 – grids. Liquid dynamic viscosity (M) and nozzle inner
diameter (D) were kept at the following levels: d1 (M = –1, D = –1), d2 (M = +1, D = –1), d3
(M = –1, D = +1), d4 M = +1, D = +1). Q, liquid flow rate; U, electric voltage; +1, high level of
the parameter; –1, low level of the parameter.
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made in case of the effect of changing liquid viscosity, while D remained constant
(Fig. 2).

For all parameter combinations minimum droplet diameter was obtained for the
high value of U and low value of Q, regardless the actual values of M and D. As it
could be expected, the electric voltage had the most significant effect out of all dis-
cussed process parameters. The confirmation of this statement can be seen in graphs

Fig. 3. Response surface plots showing the effects of processing parameters on the droplet
diameter. d1, d3 – colour maps; d2, d4 – grids. Liquid flow rate (Q) and electric voltage (U) were
kept at the following levels: d1 (Q = –1, U = –1), d2 (Q = –1, U = +1), d3 (Q = +1, U = –1), d4
Q = +1, U = +1). M, liquid dynamic viscosity; D, nozzle inner diameter; +1, high level of the
parameter; –1, low level of the parameter.

Fig. 4. Response surface plots showing the effects of processing parameters on the droplet
diameter. d1, d3 – colour maps; d2, d4 – grids. Liquid flow rate (Q) and electric voltage (U) were
kept at the following levels: d1 (Q = –1, U = –1), d2 (Q = +1, U = –1), d3 (Q = –1, U = +1), d4
Q = +1, U = +1). M, liquid dynamic viscosity; D, nozzle inner diameter; +1, high level of the
parameter; –1, low level of the parameter.
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presented in Figs. 3 and 4, where the influence of high and low levels of Q and U is
depicted. Plots shown in Fig. 3 indicate, that enhancement of the electric voltage, U,
made the d(M, D) dependency stronger. For all the parameter combinations, minimum
value of the droplet diameter was obtained for the high level of U and low levels of
M and D. The impact of changes in the liquid flow rate, Q, was hardly noticeable and
variations in the electric voltage indeed predominated all other parameters.

However, still some additional valuable information can be achieved from Fig. 4,
presenting the influence of Q while U is constant. In case of the low level of electric
voltage, the liquid flow rate influenced the shape of the plot to great extent, though the
combination of parameters resulting in the minimum d value remained unchanged.
Similarly to Fig. 3, the enhancement of Q made the d(M, D) dependency more
significant.

4 Conclusions

The effect of four variables (liquid dynamic viscosity, nozzle inner diameter, liquid
flow rate and electric voltage) on the droplet diameter produced by impulse electrostatic
droplet generator was evaluated by 24 factorial design. The greatest influence on the
discussed parameter was observed for electric voltage. The greater the electric voltage,
the more energy was supplied for breaking up the liquid into smaller droplets, resulting
also in shorter time of droplet formation. Regarding the influence of other process
variables on the droplet diameter, the impact of M, D and Q was considerably weaker,
as compared to the electric voltage. For all the parameters the effect was positive and of
a similar magnitude. In addition, the significance of interactions between process
variables were noticed and consequently they cannot be a priori omitted in the process
analysis. The ideas presented in this paper certainly require further development in
terms of solutions with different physicochemical properties and other process
parameters, such as nozzle length or distance between the nozzle tip and the droplet
collector. This work demonstrates that, when electrostatic droplet formation is involved
in the manufacture and development of capsules for biomedical purposes, the process
conditions should be carefully studied as they impact significantly product properties,
which are crucial for the effectiveness of medical applications.
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