
Chapter 3
Cauchy Type Problems

We now analyze Cauchy type problems of differential equations of fractional order
with Hilfer and Hilfer-Prabhakar derivative operators. The existence and uniqueness
theorems for n-term nonlinear fractional differential equations with Hilfer fractional
derivatives of arbitrary orders and types will be proved. Cauchy type problems
for integro-differential equations of Volterra type with generalized Mittag-Leffler
function in the kernel will be considered as well. Using the operational method of
Mikusinski, the solution of a Cauchy type problem for a linear n-term fractional
differential equations with Hilfer fractional derivatives will be obtained. We will
show utility of operational method to solve Cauchy type problems of a wide class
of integro-differential equations with variable coefficients, involving Prabhakar
integral operator and Laguerre derivatives. For this purpose, following some recent
works, we choose the examples which, by means of fractional derivatives, generalize
the well-known ordinary differential equations and partial differential equations,
related to time fractional heat equations, free electronic laser equation, some
evolution and boundary value problems, and finally some Cauchy type problems
for the generalized fractional Poisson process.

3.1 Ordinary Fractional Differential Equations:
Existence and Uniqueness Theorems

An important issue in the theory of ordinary fractional differential equations
is related to the existence and uniqueness of solutions of fractional differential
equations. Several authors have considered a “model” of nonlinear fractional
differential equation with R-L fractional derivative

(
D

μ
a+y

)
(x) of order � (μ) > 0

on a finite interval [a, b] of the real axis R :
(
D

μ
a+y

)
(x) = f [x, y (x)] (� (μ) > 0; x > a) , (3.1)
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with initial values
(
D

μ−k
a+ y

)
(a+) = bk, bk ∈ C (k = 1, 2, . . . , n) , (3.2)

where n = � (μ) + 1 for μ /∈ N and μ = n for μ ∈ N. When 0 < � (μ) < 1, the
problem takes the form

(
D

μ
a+y

)
(x) = f [x, y (x)] ,

(
I

1−μ
a+ y

)
(a+) = b (b ∈ C) (3.3)

and can be rewritten as the weighted Cauchy type problem

(
D

μ
a+y

)
(x) = f [x, y (x)] , lim

x→a+ (x − a)1−μ y (x) = b (b ∈ C) . (3.4)

In this chapter we investigate the above-mentioned problems based on reducing
problem of nonlinear Volterra integral equation of the second kind [39]:

y (x) =
n∑

j=1

bj

Γ (μ − j + 1)
(x − a)μ−j + 1

Γ (μ)

x∫

a

f [t, y (t)]

(x − t)1−μ
dt (x > a) .

(3.5)

Pitcher and Sewell [30] in 1938 first considered the nonlinear fractional differential
equation with 0 < μ < 1, provided that f (x, y) is bounded in a special region G

lying in R × R and satisfies the Lipschitz condition with respect to y:

|f (x, y1) − f (x, y2)| ≤ A |y1 − y2| , (3.6)

where constant A does not depend on x. They proved the existence of the continuous
solution y (x) for the corresponding nonlinear integral equation of the form (3.5)
with 0 < μ < 1, n = 1 and b1 = 0. The work of Pitcher and Sewel [30] did
contain the idea of reducing the solution of the fractional differential equation to
that of a Volterra integral equation. The existence and uniqueness results without
proof are formulated by Al-Bassam [1] for more general Cauchy type problems for
a real μ > 0:

(
D

μ
a+y

)
(x) = f [x, y (x)] (n − 1 < μ ≤ n; n ∈ N) , (3.7)

(
D

μ−k
a+ y

)
(a+) = bk, bk ∈ R (k = 1, 2, . . . , n) . (3.8)

In this regard, see the survey paper by Kilbas and Trujillo [19], Sections 4
and 5. Kilbas and Marzan [18] considered the Cauchy type problem for nonlinear
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fractional differential equations with μ ∈ C (� (μ) > 0):

(
D

μ
a+y

)
(x) = f

[
x, y (x) ,

(
D

μ1
a+y

)
(x) ,

(
D

μ2
a+y

)
(x) , . . . ,

(
D

μm−1
a+ y

)
(x)
]
,

(3.9)

where 0 < � (μ1) < � (μ2) < · · · < � (μm−1) < � (μ) and m ≥ 2.
In what follows a general nonlinear model with composite fractional derivative

[39]:

(
D

μ,ν
a+ y

)
(x) = f [x, y (x)] (n − 1 < μ ≤ n; n ∈ N, 0 ≤ ν ≤ 1) (3.10)

lim
x→a+

dk

dxk

(
I

(n−μ)(1−ν)
a+ y

)
(x) = ck, ck ∈ R (k = 0, 1, 2, . . . , n − 1) ,

(3.11)

and particular case of nonlinear model given by:

(
D

μ,ν
a+ y

)
(x) = f [x, y (x)] (0 < μ ≤ 1; 0 ≤ ν ≤ 1) (3.12)

lim
x→a+

(
I

(1−μ)(1−ν)
a+ y

)
(x) = c, c ∈ R, (3.13)

will be considered.

3.2 Equivalence of Cauchy Type Problem and the Volterra
Integral Equation

Proposition 3.1 ([39]) Let y ∈ L (a, b), n − 1 < μ ≤ n, n ∈ N, 0 ≤ ν ≤ 1,
I

(n−μ)(1−ν)
a+ y ∈ ACk [a, b]. Then the R-L fractional integral Iμ

a+ and the generalized
fractional derivative D

μ,ν
a+ are connected by the relation:

(
I

μ
a+D

μ,ν
a+ y

)
(x) = y (x) − yμ,ν (x) , x > 0, (3.14)

where

yμ,ν (x) =
n−1∑

k=0

(x − a)k−(n−μ)(1−ν)

Γ (k − (n − μ) (1 − ν) + 1)
lim

x→a+
dk

dxk

(
I

(n−μ)(1−ν)
a+ y

)
(x) .

(3.15)
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Proof Using the composition properties of the Hilfer derivative one gets

(
I

μ
a+D

μ,ν
a+ y

)
(x) =

(
I

μ
a+I

ν(n−μ)
a+ D

μ+νn−μν
a+ y

)
(x) =

(
I

μ+ν(n−μ)
a+ D

μ+ν(n−μ)
a+ y

)
(x)

= y (x) −
n−1∑

k=0

(x − a)k−(n−μ)(1−ν)

Γ (k − (n − μ) (1 − ν) + 1)

× lim
x→a+

dk

dxk

(
I

(n−μ)(1−ν)
a+ y

)
(x) . (3.16)

Proposition 3.2 ([39]) Let G be an open set in R and let f : [a, b] × G → R be
a function such that f (x, y) ∈ L (a, b). If y ∈ L (a, b), n − 1 < μ ≤ n, n ∈ N,
0 ≤ ν ≤ 1, I

(n−μ)(1−ν)
a+ y ∈ ACk [a, b], 0 ≤ k ≤ n − 1, then y (x) satisfies a.e. the

relations (3.10) and (3.11) if and only if y (x) satisfies a.e. the integral equation

y (x) =
n−1∑

k=0

ck
(x − a)k−(n−μ)(1−ν)

Γ (k − (n − μ) (1 − ν) + 1)
+ 1

Γ (μ)

x∫

a+

f [t, y (t)]

(x − t)1−μ
dt. (3.17)

In particular, if 0 < μ < 1, then y (x) satisfies a.e. these relations if and only if
y (x) satisfies a.e. the integral equation

y (x) = c
(x − a)(μ−1)(1−ν)

Γ (μ + ν − μν)
+ 1

Γ (μ)

x∫

a+

f [t, y (t)]

(x − t)1−μ
dt. (3.18)

Proof (Necessity) Let y (x) ∈ L (a, b) satisfy a.e. the relations (3.10) and (3.11).
Since f (x, y) ∈ L (a, b), by (3.10) it follows that there exists a.e. on [a, b]
the fractional derivative

(
D

μ,ν
a+ y

)
(x) ∈ L (a, b). By Lemma 2.1 the integral

I
μ
a+f [t, y (t)] ∈ L (a, b) exists a.e. on [a, b]. Applying the integral operator I

μ
a+

to both sides of (3.10) and using the relation (3.16) Eq. (3.17) is obtained, and hence
the necessity is proved. Now we prove the sufficiency. Let y (x) ∈ L (a, b) satisfy
a.e. Eq. (3.17). Using the relation

[
D

μ,ν
a+ (t − a)k−(n−μ)(1−ν)

]
(x) = 0

for 0 ≤ k ≤ n−1, and applying the operator D
μ,ν
a+ to both side of (3.17), one obtains

(
D

μ,ν
a+ y

)
(x) =

n−1∑

k=0

ck

[
D

μ,ν
a+ (t − a)k−(n−μ)(1−ν)

]
(x)

Γ (k − (n − μ) (1 − ν) + 1)
+ (Dμ,ν

a+ I
μ
a+f [t, y (t)]

)
(x)

= f (x, y (x)) . (3.19)
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Next we show that relation (3.11) also holds. By applying the operator I
(n−μ)(1−ν)
a+

to both sides of (3.17), one obtains:

(
I

(n−μ)(1−ν)
a+ y

)
(x) =

n−1∑

k=0

ck

[
I

(n−μ)(1−ν)
a+ (t − a)k−(n−μ)(1−ν)

]
(x)

Γ (k − (n − μ) (1 − ν) + 1)

+
(
I

(n−μ)(1−ν)
a+ I

μ
a+f [t, y (t)]

)
(x) =

n−1∑

k=0

cj

j ! (x − a)j

+
(
I

n−nν+μν
a+ f [t, y (t)]

)
(x) . (3.20)

If 0 ≤ k ≤ n − 1, then

dk

dxk

(
I

(n−μ)(1−ν)
a+ y

)
(x) =

n−1∑

j=k

cj

(j − k)! (x − a)j−k

+ dk

dxk

(
I

n−nν+μν
a+ f [t, y (t)]

)
(x)

=
n−1∑

j=k

cj

(j − k)! (x − a)j−k +
(
I

n−nν+μν−k
a+ f [t, y (t)]

)
(x)

=
n−1∑

j=k

cj

(j − k)! (x − a)j−k

+ 1

Γ (n − nν + μν − k)

x∫

a+

f [t, y (t)]

(x − t)1−n+nν−μν+k
dt.

(3.21)

Taking in (3.21) a limit x → a+ a.e., the relations in (3.11) are obtained. Thus the
sufficiency is proved, which completes the proof of theorem.

Theorem 3.1 ([39]) Let G be an open set in R and let f : [a, b] × G → R be
a function such that f (x, y) ∈ L (a, b) for any y ∈ G and the Lipschitzian-type
condition (3.6) is satisfied. If n − 1 < μ ≤ n, n ∈ N, 0 ≤ ν ≤ 1, I

(n−μ)(1−ν)
a+ y ∈

ACk [a, b] , 0 ≤ k ≤ n − 1, then there exists a unique solution y (x) to the Cauchy
type problem (3.10)–(3.11) in the space L

μ,ν
a+ (a, b). In particular, if 0 < μ < 1,

then there exists a unique solution y (x) to the Cauchy type problem (3.12)–(3.13)
in the space L

μ,ν
a+ (a, b).

Proof In order to prove the existence of the unique solution y (x) ∈ L (a, b),
according to Proposition 3.2, it is sufficient to prove the existence of the unique
solution y (x) ∈ L (a, b) of the nonlinear Volterra integral equation (3.17). From
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the known method for nonlinear Volterra integral equations, the first one proves the
result on a part of the interval [a, b]. Equation (3.17) makes sense in any interval
[a, x1] ⊂ [a, b] (a < x1 < b). Choose x1 such that the inequality

A
(x1 − a)μ

Γ (μ + 1)
< 1 (3.22)

holds, and then prove the existence of a unique solution y (x) ∈ L (a, x1) to
Eq. (3.17) on the interval [a, x1]. The integral equation (3.17) can be rewritten in
the form y (x) = (T y) (x), where

(T y) (x) = y0 (x) + 1

Γ (μ)

x∫

a+

f [t, y (t)]

(x − t)1−μ
dt (3.23)

y0 (x) =
n−1∑

k=0

ck
(x − a)k−(n−μ)(1−ν)

Γ (k − (n − μ) (1 − ν) + 1)
(3.24)

and then one applies the Banach fixed point theorem for the complete metric space
L (a, x1). First, one has to prove the following:

(i) If y (x) ∈ L (a, x1), then (T y) (x) ∈ L (a, x1).
(ii) (∀y1, y2 ∈ L (a, x1)) the following inequality holds:

‖Ty1 − Ty2‖1 ≤ ω ‖y1 − y2‖ , ω = A
(x1 − a)μ

Γ (μ + 1)
. (3.25)

Indeed, since y0 (x) ∈ L (a, x1), f (x, y) ∈ L (a, x1), the integral in the right-hand
side of (3.23) also belongs to L (a, x1) and hence (T y) (x) ∈ L (a, x1). Now, we
prove the estimate (3.25). Therefore, one obtains

‖Ty1 − Ty2‖L(a,x1)
= ∥∥Iμ

a+f [t, y1 (t)] − I
μ
a+f [t, y2 (t)]

∥
∥

L(a,x1)

= ∥∥Iμ
a+ {f [t, y1 (t)] − f [t, y2 (t)]}∥∥

L(a,x1)

≤ A
∥∥Iμ

a+ [y1 (t) − y2 (t)]
∥∥

L(a,x1)

≤ A
(x1 − a)μ

Γ (μ + 1)
‖y1 (x) − y2 (x)‖L(a,x1)

. (3.26)

In accordance with 0 < ω < 1 there exist an unique solution y∗ (x) ∈ L (a, x1)

to Eq. (3.17) on the interval [a, x1]. The solution y∗ (x) is obtained as a limit of
convergent sequence

(
T my∗

0

)
(x):

lim
m→∞

∥∥T my∗
0 − y∗∥∥

L(a,x1)
= 0, (3.27)
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where y∗
0 (x) ∈ L (a, b). If at least one ck �= 0 in the initial values (3.11), we can

take y∗
0 (x) = y0 (x) with y0 (x) defined by (3.24). By (3.23) we define a recursion

formula:

(
T my∗

0

)
(x) = y0 (x) + 1

Γ (μ)

x∫

a+

f
[
t,
(
T m−1y∗

0

)
(t)
]

(x − t)1−μ
dt (m = 1, 2, 3, . . . )

(3.28)

If we denote ym (x) = (T my∗
0

)
(x), then the last equation takes the following form:

ym (x) = y0 (x) + 1

Γ (μ)

x∫

a+

f [t, ym−1 (t)]

(x − t)1−μ
dt (m = 1, 2, 3, . . . ) (3.29)

and hence (3.27) can be rewritten as follows:

lim
m→∞

∥∥ym − y∗∥∥
L(a,x1)

= 0. (3.30)

This means that the method of successive approximations is applied to find a unique
solution y∗ (x) to the integral equation (3.17) on [a, x1]. Next we consider the
interval [x1, x2], where x2 = x1 + h1, h1 > 0 are such that x2 < ∞. Rewrite
Eq. (3.17) in the form

y (x) = y0 (x) + 1

Γ (μ)

x1∫

a+

f [t, y (t)]

(x − t)1−μ
dt + 1

Γ (μ)

x∫

x1

f [t, y (t)]

(x − t)1−μ
dt. (3.31)

Since the function y (t) is uniquely defined on the interval [a, x1], the last integral
can be considered as a known function, and then

y (x) = y01 (x) + 1

Γ (μ)

x∫

x1

f [t, y (t)]

(x − t)1−μ
dt, (3.32)

where

y01 (x) = y0 (x) + 1

Γ (μ)

x∫

a+

f [t, y (t)]

(x − t)1−μ
dt (3.33)

is the known function. Using the same arguments as above, it follows that there
exists a unique solution y∗ (x) ∈ L (x1, x2) of Eq. (3.17) on the interval [x1, x2].
Taking the next interval [x2, x3], where x3 = x2 + h2, h2 > 0, x3 < ∞, and
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replacing the process, one concludes that there exists a unique solution y∗ (x) ∈
L (a, b) for (3.17). Thus, there exists a unique solution y (x) = y∗ (x) ∈ L (a, b)

to the Volterra integral equation (3.17) and hence to the Cauchy type problem. To
complete the proof of theorem one must show that such unique solution y (x) ∈
L (a, b) belongs to the space L

μ,ν
a+ (a, b). It is sufficient to prove that

(
D

μ,ν
a+ y

)
(x) ∈

L (a, b). By the above proof, the solution y (x) ∈ L (a, b) is a limit of the sequence
ym (x) ∈ L (a, b):

lim
m→∞ ‖ym − y‖L(a,x1)

= 0, (3.34)

with the choice of certain ym on each [a, x1], [x1, x2], . . . , [xL−1, b]. Since

∥∥Dμ,ν
a+ ym − D

μ,ν
a+ y

∥∥
1 = ‖f (x, ym) − f (x, y)‖1 ≤ A ‖ym − y‖1 , (3.35)

by (3.34), one obtains

lim
m→∞

∥∥Dμ,ν
a+ ym − D

μ,ν
a+ y

∥∥
1 = 0, (3.36)

and hence
(
D

μ,ν
a+ y

)
(x) ∈ L (a, b). This completes the proof of theorem.

3.3 Generalized Cauchy Type Problems

Here we study a Cauchy type problem for general n-term nonlinear fractional
differential equations with generalized fractional derivatives of arbitrary orders and
types [39]:

(
D

μ,ν
a+ y

)
(x) = f

[
x, y (x) ,

(
D

μ1,ν1
a+ y

)
(x) ,

(
D

μ2,ν2
a+ y

)
(x) , . . . ,

(
D

μm−1,νn−1
a+ y

)
(x)
]
,

(3.37)

with n-initial values:

lim
x→a+

dk

dxk

(
I

(n−μ)(1−ν)
a+ y

)
(x) = ck, ck ∈ R (k = 0, 1, 2, . . . , n − 1) .

(3.38)

As special case, we consider fractional differential equation with initial value

lim
x→a+

(
I

(n−μ)(1−ν)
a+ y

)
(x) = c, c ∈ R. (3.39)

Proposition 3.3 ([39]) Let 0 ≤ ν ≤ 1, 0 ≤ νi ≤ 1 and μ,μi ∈ R, n − 1 <

μ ≤ n, n ∈ N, n − 1 < μi ≤ n, i = 1, 2, . . . , n − 1 be such that 0 < μ1 <

μ2 < · · · < μn−1 < μ, n ≥ 2. Then let G be an open set in Rn and let f :
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(a, b] × G → R be a function such that f (x, y, y1, y2, . . . , yn−1) ∈ L (a, b) for
any (y, y1, y2, . . . , yn−1) ∈ G. If y (x) ∈ L (a, b), I

(n−μ)(1−ν)
a+ y ∈ ACk [a, b],

0 ≤ k ≤ n − 1, then y (x) satisfies a.e. the relations (3.37) and (3.38) if and only if,
y (x) satisfies a.e. the integral equation

y (x) =
n−1∑

k=0

ck
(x − a)k−(n−μ)(1−ν)

Γ (k − (n − μ) (1 − ν) + 1)
+ 1

Γ (μ)

×
x∫

a+

f
[
t, y (t) ,

(
D

μ1,ν1
a+ y

)
(t) ,

(
D

μ2,ν2
a+ y

)
(t) , . . . ,

(
D

μm−1,νn−1
a+ y

)
(t)
]

(x − t)1−μ
dt,

(3.40)

x > a. In particular, if 0 < μ < 1, then y (x) satisfies a.e. the relations (3.39) and
(3.40) if and only if y (x) satisfies a.e. the integral equation

y (x) = c
(x − a)(μ−1)(1−ν)

Γ (μ + ν − μν)
+ 1

Γ (μ)

×
x∫

a+

f
[
t, y (t) ,

(
D

μ1,ν1
a+ y

)
(t) ,

(
D

μ2,ν2
a+ y

)
(t) , . . . ,

(
D

μm−1,νn−1
a+ y

)
(t)
]

(x − t)1−μ
dt,

(3.41)

x > a.

Theorem 3.2 ([39]) Let the conditions of previous theorem be valid, and let
function f

(
x, y, y1, y2,...,yn−1

)
satisfy the Lipschitzian type condition:

|f (x, y, y1, y2, . . . , yn−1) − f (x, Y, Y1, Y2, . . . , Yn−1)| ≤ A

n∑

j=0

∣∣yj − Yj

∣∣

(3.42)

for all x ∈ (a, b] and (y, y1, y2, . . . , yn−1) , (Y, Y1, Y2, . . . , Yn−1) ∈ G, where A >

0 does not depend on x ∈ (a, b]. Then let

lim
x→a+

dki

dxki

(
I

(n−μi)(1−νi )
a+ y

)
(x) = bki

, (i = 1, 2, . . . , ni) , (3.43)

be fixed numbers, where ni = [μi] + 1 for μi /∈ N and ni = μi for μi ∈ R. Then
there exists a unique solution y (x) to the Cauchy type problem (3.37)–(3.38) in the
space L

μ,ν
a+ (a, b). In particular, if 0 < μ < 1 and

lim
x→a+

(
I

(n−μi)(1−νi )
a+ y

)
(x) = bi, i = 1, 2, . . . , n − 1,
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are fixed numbers, then there exists a unique solution y (x) ∈ L
μ,ν
a+ (a, b) to the

Cauchy type problem (3.37)–(3.39).

Proof This theorem can be proved in a way similar to the proof of Theorem 3.1.
By Proposition 3.3 it is sufficient to establish the existence of a unique solution
y (x) ∈ L (a, b) to the integral equation (3.40). We choose x1 ∈ (a, b) such that the
condition

A

n∑

j=0

[
(x1 − a)μ−μj

Γ
(
μ − μj + 1

)

]

< 1 (3.44)

holds and apply the Banach fixed point theorem to prove the existence of a unique
solution y (x) = y∗ (x) ∈ L (a, x1). We use the space L (a, b) and rewrite Eq. (3.40)
in the form y (x) = (T y) (x), where

(T y) (x) = y0 (x) + 1

Γ (μ)

×
x∫

a+

f
[
t, y (t) ,

(
D

μ1,ν1
a+ y

)
(t) ,

(
D

μ2,ν2
a+ y

)
(t) , . . . ,

(
D

μm−1,νn−1
a+ y

)
(t)
]

(x − t)1−μ
dt,

(3.45)

and

y0 (x) =
n−1∑

k=0

ck
(x − a)k−(n−μ)(1−ν)

Γ (k − (n − μ) (1 − ν) + 1)
(3.46)

By Lipschitzian condition (3.42), we obtain

∣∣{Iμ
a+
[
f
(
x, y1,D

μ1,ν1
a+ y1, . . . , D

μn−1,νn−1
a+ y1

)

−f
(
x, y2,D

μ1,ν1
a+ y2, . . . , D

μn−1,νn−1
a+ y2

)]}
(x)
∣∣

≤ [Iμ
a+
∣∣f
(
x, y1,D

μ1,ν1
a+ y1, . . . , D

μn−1,νn−1
a+ y1

)

−f
(
x, y2,D

μ1,ν1
a+ y2, . . . , D

μn−1,νn−1
a+ y2

)∣∣] (x)

≤ A

⎛

⎝I
μ
a+

∣∣∣∣
∣∣

n−1∑

j=1

D
μj ,νj

a+ (y1 − y2)

∣∣∣∣
∣∣

⎞

⎠ (x)

≤ A

n−1∑

j=1

(
I

μ−μj

a+
∣∣∣I

μj

a+D
μj ,νj

a+ (y1 − y2)

∣∣∣
)

(x)
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≤ A

n−1∑

j=1

⎛

⎜
⎝I

μ−μj

a+

∣∣∣∣∣∣
∣
(y1 − y2) (t) −

nj −1∑

kj =1

d
kj

dx
kj

(
I
(1−νj )(n−μj )
a+ (y1 − y2)

)
(a+)

Γ
(
kj − (1 − νj

) (
n − μj

)+ 1
)

× (t − a)kj −(1−νj )(n−μj )

∣∣∣∣∣∣

⎞

⎠ (x) (3.47)

By the theorem,

dkj

dxkj

(
I
(1−νj )(n−μj )
a+ (y1)

)
(a+) = dkj

dxkj

(
I
(1−νj )(n−μj )
a+ (y2)

)
(a+) ,

and hence, for any x ∈ [a, b],

∣∣{Iμ
a+
[
f
(
x, y1,D

μ1,ν1
a+ y1, . . . , D

μn−1,νn−1
a+ y1

)

−f
(
x, y2,D

μ1,ν1
a+ y2, . . . , D

μn−1,νn−1
a+ y2

)]}
(x)
∣∣

≤ A

n−1∑

j=1

(
I

μ−μj

a+ |y1 − y2|
)

(x) . (3.48)

Using this relation with x = x1 and applying Lemma 2.1 with b = x1, we derive
the estimate:

‖(T y1) (x) − (T y2) (x)‖L(a,x1)
≤ ω ‖y1 − y2‖ , (3.49)

ω = A

n−1∑

j=1

[
(x1 − a)μ−μj

Γ
(
μ − μj + 1

)

]

,

which yields the existence of a unique solution y∗ (x) to Eq. (3.40) in L (a, x1). This
solution is obtained as a limit of the convergent sequence

(
T my∗

0

)
(x) = ym (x), for

which the relations

lim
m→∞

∥
∥T my∗

0 − y∗∥∥
L(a,x1)

= 0, (3.50)

and

lim
m→∞

∥∥ym − y∗∥∥
L(a,x1)

= 0 (3.51)

hold. We can show also that there exists a unique solution y (x) ∈ L (a, b) to the
integral equation (3.40), i.e., to the Cauchy type problem (3.37)–(3.38) such that
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(
D

μ,ν
a+ y

)
(x) ∈ L (a, b). Namely,

∥
∥Dμ,ν

a+ ym − D
μ,ν
a+ y∗∥∥

1 = ∥∥f (x, ym,D
μ1,ν1
a+ ym, . . . ,D

μn−1,νn−1
a+ ym

)

−f
(
x, y∗,Dμ1,ν1

a+ y∗, . . . , Dμn−1,νn−1
a+ y∗)∥∥

1

≤ ω
∥
∥ym − y∗∥∥

1 → 0, m → ∞. (3.52)

In particular, if 0 < μ < 1, then there exists a unique solution y (x) ∈ L
μ,ν
a+ (a, b)

to the Cauchy type problem (3.37)–(3.39).

3.4 Equations of Volterra Type

Many authors have applied methods of fractional integro-differentiation to construct
solutions of ordinary differential equations of fractional order, to investigate integro-
differential equations, and to obtain a unified theory of special functions. The
methods and results in these fields are presented by Samko et al. [33], Kiryakova
[21], Kilbas et al. [20], etc. We mention here also the paper by Tuan and Al-Saqabi
[41], where using an operational method they solved a fractional integro-differential
equation of Volterra type of the form

(
Dα

0+f
)
(x) + a

Γ (ν)

x∫

0

(x − t)ν−1 f (t) dt = g (x) , (3.53)

� (α) > 0, � (ν) > 0, a ∈ C, g ∈ L [0, b].
Kilbas et al. [20] established an explicit solution of the Cauchy type problem for

the equation

(
Dα

a+y
)
(x) = λ

(
E

ω;γ,1
0+;ρ,α

y
)

(x) + f (x) , (3.54)

(0 < x ≤ b, α ∈ C,� (α) > 0, λ, γ, ρ, ω ∈ C)

under the initial values
(
Dα−k

a+ y
)

(a+) = bk, bk ∈ C (k = 1, 2, . . . , n) , (3.55)

where n = � (α) + 1 for α /∈ N and α = n for α ∈ N in terms of the generalized
Mittag-Leffler functions. The homogeneous equation corresponding to the case with
(f (x) = 0) is a generalization of the equation which describes the unsaturated
behavior of the free electron laser. In Ref. [37] Srivastava and Tomovski by using
the Laplace transform method gave an explicit solution in the space L (0, b] of the
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following Cauchy type problem with a = 0 and ϕ (x) = 1, x ∈ (0, b]

(
D

μ,ν
0+ y

)
(x) = λ

(
E

ω;γ,k
0+;α,β

1
)

(x) + f (x) (0 < x ≤ b) (3.56)

(α, β, γ, ω ∈ C,� (α) > max {0,� (k) − 1} , min {� (β) ,� (γ ) ,� (k)} > 0)

under the initial values
(
I

(1−μ)(1−α)
0+ y

)
(0+) = c. (3.57)

Here, by using the method of successive approximation (and later by Laplace
transform method), we shall give an explicit solution, in the space L (0, b], of a more
general (nonlinear Cauchy problem) fractional differential equation than (3.56)
which contain the composite fractional derivative operator (2.14). This problem was
proposed as an open problem by Srivastava and Tomovski in Ref. [37].

Theorem 3.3 ([39]) The following fractional integro-differential equation

(
D

μ,ν
0+ y

)
(x) = λ

(
E

ω;γ,k
0+;α,β

y
)

(x) + f (x) (0 < x ≤ b) (3.58)

α, β, γ, ω ∈ C, � (α) > max {0,� (k) − 1}, min {� (β) ,� (γ ) ,� (k)} > 0, f ∈
L [0, b] with the initial values (3.11) with a = 0, and n − 1 < μ ≤ n, n ∈ N,
0 ≤ ν ≤ 1 has its solution in the space L (0, b] given by

y (x) =
∞∑

m=1

λm

⎛

⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

m−1

E
ω;γ,k
0+;α,β+2μ

f

⎞

⎟
⎠ (x)

+
∞∑

m=1

λm
n−1∑

k=0

ck {E ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

m−1

[
xβ+μ−(n−μ)(1−ν)+k

×E
γ,k
α,β+μ−(n−μ)(1−ν)+k+1

(
ωxα

)]}

+ (Iμ
0+f

)
(x) +

n−1∑

k=0

ck

Γ (k − (n − μ) (1 − ν) + 1)
xk−(n−μ)(1−ν),

(3.59)

|λ| < 1/M, where M is a positive constant given by (2.113) with a = 0. In
particular, if 0 < μ < 1 under the initial values (3.57), Eq. (3.58) has its solution
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in the space L (0, b] given by

y (x) =
∞∑

m=1

λm

⎛

⎜
⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

m−1

E
ω;γ,k
0+;α,β+2μ

f

⎞

⎟
⎟
⎠ (x)

+ c

Γ (μ + ν − μν)

∞∑

m=1

λm

⎧
⎪⎪⎨

⎪⎪⎩
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

m−1

x(μ−1)(1−ν)

⎫
⎪⎪⎬

⎪⎪⎭

+ (Iμ
0+f

)
(x) + c

x(μ−1)(1−ν)

Γ (μ + ν − μν)
, (|λ| < 1/M) . (3.60)

where c is an arbitrary constant.

Proof To prove this theorem we apply Proposition 3.2, that a solution of the Cauchy
type problem (3.58)–(3.11) with a = 0 is equivalent to a solution of Volterra integral
equation of the second kind. By Proposition 3.1, we get:

y (x) = λ
(
ε
ω;γ,k
0+;α,β+μ

y
)

(x) + (Iμ
0+f

)
(x)

+
n−1∑

i=0

ci

Γ (i − (n − μ) (1 − ν) + 1)
xi−(n−μ)(1−ν). (3.61)

By the theory of Volterra integral equations of the second kind, such an integral
equation has a unique solution y (x) ∈ L (0, b]. To find the exact solution we apply
the method of successive approximation. We consider the sequence {ym (x)}∞m=0
defined by

y0 (x) =
n−1∑

i=0

ci

Γ (i − (n − μ) (1 − ν) + 1)
xi−(n−μ)(1−ν), (3.62)

ym (x) = y0 (x) + λ
(
E

ω;γ,k
0+;α,β+μ

ym−1

)
(x) + (Iμ

0+f
)
(x) (m = 1, 2, 3, . . . )

(3.63)

For m = 1,

y1 (x) = y0 (x) + λ
(
E

ω;γ,k
0+;α,β+μ

y0

)
(x) + (Iμ

0+f
)
(x) . (3.64)

Here y2 (x) is

y2 (x) = y0 (x) + λ
(
E

ω;γ,k
0+;α,β+μ

y1

)
(x) + (Iμ

0+f
)
(x) , (3.65)



3.4 Equations of Volterra Type 75

and

y2 (x) = y0 (x) + (Iμ
0+f

)
(x) + λ

(

E
ω;γ,k
0+;α,β+μ

n−1∑

k=0

ckx
k−(n−μ)(1−ν)

Γ (k − (n − μ) (1 − ν) + 1)

)

+ λ
(
E

ω;γ,k
0+;α,β+μ

) (
λE

ω;γ,k
0+;α,β+μ

y0

)
(x) + λ

(
E

ω;γ,k
0+;α,β+μ

I
μ
0+f

)
(x)

= y0 (x) + (Iμ
0+f

)
(x) + λ

n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ

D
(n−μ)(1−ν)
0+ xk

)

+ λ2
n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

D
(n−μ)(1−ν)
0+ xk

)
(x) + λ

(
E

ω;γ,k
0+;α,β+2μ

f
)

(x)

= y0 (x) + (Iμ
0+f

)
(x) + λ

n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk
)

+ λ
(
E

ω;γ,k
0+;α,β+2μ

f
)

(x) + λ2
n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk
)

.

(3.66)

Similarly, for m = 3, we have

y3 (x) = y0 (x) + λ
(
E

ω;γ,k
0+;α,β+μ

y2

)
(x) + (Iμ

0+f
)
(x)

= y0 (x) + (Iμ
0+f

)
(x) + λ

n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ

D
(n−μ)(1−ν)
0+ xk

)

+ λ
(
E

ω;γ,k
0+;α,β+μ

I
μ
0+f

)
(x)

+ λ2
n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk
)

(x)

+ λ2
(
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+2μ

f
)

(x)

+ λ3
n−1∑

k=0

ck

k!

⎛

⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

2

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk

⎞

⎟
⎠ (x)

= y0 (x) + (Iμ
0+f

)
(x) + λ

n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk
)

+ λ
(
E

ω;γ,k
0+;α,β+2μ

f
)

(x)
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+ λ2
n−1∑

k=0

ck

k!
(
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk
)

+ λ2
(
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+2μ

f
)

(x)

+ λ3
n−1∑

k=0

ck

k!

⎛

⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

2

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk

⎞

⎟
⎠ (x) .

(3.67)

Continuing this process, we obtain

ym (x) = y0 (x) + (Iμ
0+f

)
(x)

+
m−1∑

j=1

λj

⎛

⎜
⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+2μ

f

⎞

⎟
⎟
⎠ (x) +

m∑

j=1

λj

×
n−1∑

k=0

ck

k!

⎛

⎜⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk

⎞

⎟⎟
⎠ ,

(3.68)

for all m ∈ N.
The series

∞∑

j=1

λj

⎛

⎜⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+2μ

f

⎞

⎟⎟
⎠ (x)

for all x ∈ (0, b] and|λ| < 1/M is convergent, which can be verified as follows.
From

∥
∥∥∥∥∥∥
∥

E
ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+2μ

f

∥
∥∥∥∥∥∥
∥

1

≤ M

∥∥∥∥∥
∥∥∥

E
ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−2

E
ω;γ,k
0+;α,β+2μ

f

∥∥∥∥∥
∥∥∥

1
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≤ M2

∥∥∥∥∥∥
∥∥

E
ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−3

E
ω;γ,k
0+;α,β+2μ

f

∥∥∥∥∥∥
∥∥

1

≤ . . .

≤ Mj−1
∥∥∥E ω;γ,k

0+;α,β+2μ
f

∥∥∥
1

≤ Mj ‖f ‖1 . (3.69)

By applying the Weierstrass M-test we obtain that the series

∞∑

j=1

λj

⎛

⎜⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+2μ

f

⎞

⎟⎟
⎠ (x)

converges uniformly for all x ∈ (a, b] and |λ| < 1
M , where M is a constant given by

series (2.113). Analogously, we can verify that the series

∞∑

j=1

λj
n−1∑

k=0

ck

k!

⎛

⎜
⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk

⎞

⎟
⎟
⎠

also converges uniformly for all x ∈ (a, b], since the numerical series

∞∑

j=1

(λM)j
n−1∑

k=0

ck

k! ‖x‖k
1

is convergent for all |λ| < 1
M . Letting m → ∞ in (3.68) and applying the formula

[37, p. 203, Eq. (2.22)]

E
ω;γ,k
0+;α,β+μ−(n−μ)(1−ν)

xk

=
x∫

0

(x − t)β+μ−(n−μ)(1−ν)−1 tkE
γ,k
α,β+μ−(n−μ)(1−ν)

(
ω (x − t)α

)
dt

= Γ (k + 1) xβ+μ−(n−μ)(1−ν)+k E
γ,k
α,β+μ−(n−μ)(1−ν)+k+1

(
ωxα

)
(3.70)

we obtain the following representation for the solution y (x):

y (x) = y0 (x) + (Iμ
0+f

)
(x)

+
∞∑

j=1

λj

⎛

⎜⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+2μ

f

⎞

⎟⎟
⎠ (x)
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+
∞∑

j=1

λj
n−1∑

k=0

ck

×

⎧
⎪⎪⎨

⎪⎪⎩
E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

×
[
xβ+μ−(n−μ)(1−ν)+kE

γ,k
α,β+μ−(n−μ)(1−ν)+k+1

(
ωxα

)]}
. (3.71)

In particular, if 0 < μ < 1 one has

y (x) = λ
(
E

ω;γ,k
0+;α,β+μ

y
)

(x) + (Iμ
0+f

)
(x) + c

x(μ−1)(1−ν)

Γ (μ + ν − μν)
. (3.72)

We consider sequence ym (x):

ym (x) = y0 (x) + λ
(
E

ω;γ,k
0+;α,β+μ

ym−1

)
(x) + (Iμ

0+f
)
(x) , (m = 1, 2, 3, . . . )

(3.73)

where

y0 (x) = c
x(μ−1)(1−ν)

Γ (μ + ν − μν)
.

Following the above process of successive approximations, we obtain:

ym (x) = y0 (x) + (Iμ
0+f

)
(x)

+
m−1∑

j=1

λj

⎛

⎜⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j−1

E
ω;γ,k
0+;α,β+2μ

f

⎞

⎟⎟
⎠ (x)

+ c

Γ (μ + ν − μν)

×
m∑

j=1

λj

⎛

⎜⎜
⎝E

ω;γ,k
0+;α,β+μ

E
ω;γ,k
0+;α,β+μ

. . .E
ω;γ,k
0+;α,β+μ︸ ︷︷ ︸

j

x(μ−1)(1−ν)

⎞

⎟⎟
⎠ (3.74)

Letting m → ∞ in the last sequence, we obtain the solution (3.60), which completes
the proof of the theorem.
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By applying the integral formula (2.109) we obtain the following theorem (case
k=1):

Theorem 3.4 ([39]) The following fractional integro-differential equation

(
D

μ,ν
0+ y

)
(x) = λ

(
E

ω;γ
0+;α,β

y
)

(x) + f (x) , (0 < x ≤ b) (3.75)

α, β, γ, ω, λ ∈ C, � (α) ,� (β) > 0 with the initial values (3.11) and n − 1 < μ ≤
n, n ∈ N, 0 ≤ ν ≤ 1 has its solution in the space L (0, b] given by

y (x) =
∞∑

m=1

λm
(
E

ω;γm

0+;α,(β+μ)m+μ
f
)

(x) +
∞∑

m=1

λm
n−1∑

k=0

ck

×
{
E

ω;γ (m−1)

0+;α,(β+μ)(m−1)

[
xβ+μ−(n−μ)(1−ν)+kE

γ

α,β+μ−(n−μ)(1−ν)+k+1

(
ωxα

)]}

+ (Iμ
0+f

)
(x) +

n−1∑

k=0

ck

Γ (k − (n − μ) (1 − ν) + 1)
xk−(n−μ)(1−ν),

(3.76)

i.e.,

y (x) =
∞∑

m=1

λm
(
E

ω;γm

0+;α,(β+μ)m+μ
f
)

(x)

+
∞∑

m=1

λm
n−1∑

k=0

ck

[
x(β+μ)m−(n−μ)(1−ν)+kE

γm

α,(β+μ)m−(n−μ)(1−ν)+k+1

(
ωxα

)]

+ (Iμ
0+f

)
(x) +

n−1∑

k=0

ck

Γ (k − (n − μ) (1 − ν) + 1)
xk−(n−μ)(1−ν),

(|λ| < 1/M′) . (3.77)

In particular, if 0 < μ < 1 under the initial value (3.57), Eq. (3.75) has its solution
in the space L (0, b] given by

y (x) =
∞∑

m=1

λm
(
E

ω;γm

0+;α,(β+μ)m+μ
f
)

(x)

+ c

∞∑

m=1

λmx(β+μ)m−(1−μ)(1−ν)E
γm

α,(β+μ)m−(1−μ)(1−ν)+1

(
ωxα

)

+ (Iμ
0+f

)
(x) + c

x(μ−1)(1−ν)

Γ (μ + ν − μν)
,
(|λ| < 1/M′) , (3.78)
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where c is an arbitrary constant and M′ is a positive constant given by

M′ = b�(β)

∞∑

n=0

∣∣(γ )n
∣∣

{� (α) n + � (β)} |Γ (αn + β)|
∣∣ωb�(α)

∣∣n

n! . (3.79)

If we put f (t) = tε−1Eσ
α,ε (ωtα) in (3.75) and apply the formula (2.109), we get the

following particular case of the solutions (3.77) and (3.78).

Corollary 3.1 ([39]) The following fractional integro-differential equation

(
D

μ,ν
0+ y

)
(x) = λ

(
E

ω;γ
0+;α,β

y
)

(x) + xε−1Eσ
α,ε

(
ωxα

)
(0 < x ≤ b) (3.80)

α, β, γ, ε, σ, ω, λ ∈ C, � (α) ,� (β) ,� (ε) > 0 with the initial values (3.11) and
n − 1 < μ ≤ n, n ∈ N, 0 ≤ ν ≤ 1 has its solution in the space L (0, b] given by

y (x) =
∞∑

m=1

λmx(β+μ)m+μ+ε−1E
γm+σ

α,(β+μ)m+μ+ε

(
ωxα

)

+
∞∑

m=1

λm

n−1∑

k=0

ck

[
x(β+μ)m−(n−μ)(1−ν)+kE

γm

α,(β+μ)m−(n−μ)(1−ν)+k+1

(
ωxα

)]

+ (Iμ
0+f

)
(x) +

n−1∑

k=0

ck

Γ (k − (n − μ) (1 − ν) + 1)
xk−(n−μ)(1−ν),

(|λ| < 1/M′) . (3.81)

In particular, if 0 < μ < 1 under the initial value (3.57), Eq. (3.80) has its solution
in the space L (0, b] given by

y (x) =
∞∑

m=1

λmx(β+μ)m+μ+ε−1E
γm+σ

α,(β+μ)m+μ+ε

(
ωxα

)

+ c

∞∑

m=1

λmx(β+μ)m−(1−μ)(1−ν)E
γm

α,(β+μ)m−(1−μ)(1−ν)+1

(
ωxα

)

+ (Iμ
0+f

)
(x) + c

x(μ−1)(1−ν)

Γ (μ + ν − μν)
,
(|λ| < 1/M′) , (3.82)

where c is an arbitrary constant and M′ is a positive constant given by (3.79).

If we put f (t) = tε−1 in (3.75) and apply the formula (2.110), we get the
following particular case of the solution (3.77) and (3.78).



3.5 Operational Method for Solving Fractional Differential Equations 81

Corollary 3.2 ([39]) The following fractional integro-differential equation

(
D

μ,ν
0+ y

)
(x) = λ

(
E

ω;γ
0+;α,β

y
)

(x) + xε−1 (0 < x ≤ b) (3.83)

α, β, γ, ε, σ, ω, λ ∈ C, � (α) ,� (β) ,� (ε) > 0 with the initial values (3.11) and
n − 1 < μ ≤ n, n ∈ N, 0 ≤ ν ≤ 1 has its solution in the space L (0, b] given by

y (x) = Γ (ε)

∞∑

m=1

λmx(β+μ)m+μ+εE
γm

α,(β+μ)m+μ+ε+1

(
ωxα

)

+
∞∑

m=1

λm
n−1∑

k=0

ck

[
x(β+μ)m−(n−μ)(1−ν)+kE

γm

α,(β+μ)m−(n−μ)(1−ν)+k+1

(
ωxα

)]

+ (Iμ
0+f

)
(x) +

n−1∑

k=0

ck

Γ (k − (n − μ) (1 − ν) + 1)
xk−(n−μ)(1−ν),

(|λ| < 1/M′) . (3.84)

In particular, if 0 < μ < 1 under the initial value (3.57), Eq. (3.83) has its solution
in the space L (0, b] given by

y (x) = Γ (ε)

∞∑

m=1

λmx(β+μ)m+μ+εE
γm

α,(β+μ)m+μ+ε+1

(
ωxα

)

+ c

∞∑

m=1

λmx(β+μ)m−(1−μ)(1−ν)E
γm

α,(β+μ)m−(1−μ)(1−ν)+1

(
ωxα

)

+ (Iμ
0+f

)
(x) + c

x(μ−1)(1−ν)

Γ (μ + ν − μν)
xk−(n−μ)(1−ν),

(|λ| < 1/M′) ,

(3.85)

where c is an arbitrary constant and M′ is a positive constant given by (3.79).

3.5 Operational Method for Solving Fractional Differential
Equations

In the 1950s, Jan Mikusiński proposed a new approach to develop an operational
calculus for the operator of differentiation [28]. This algebraic approach was based
on the interpretation of the Laplace convolution as a multiplication in the ring
of the continuous functions on the real half-axis. The Mikusiński operational
calculus was successfully used in ordinary differential equations, integral equations,
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partial differential equations and in the theory of the special functions. It is worth
mentioning that the Mikusiński scheme was extended by several mathematicians
to develop operational calculi for differential operators with variable coefficients
[7, 8, 27]. These operators are all particular cases of the so-called hyper-Bessel
differential operator

(B y)(x) = x−β
n∏

i=1

(
γi + 1

β
x

d

dx

)
y(x). (3.86)

An operational calculus for the operator (3.86) was constructed in [6]. New results
in the field of operational calculus have been presented by Luchko et al. in Refs. [13,
23, 24], where the operational calculi for the R-L, Caputo and for the more general
multiple Erdélyi-Kober fractional derivatives have been constructed and applied for
solution of the fractional differential equations and integral equations of the Abel
type.

3.5.1 Properties of the Generalized Fractional Derivative
with Types

The R-L, Caputo, and the composite fractional derivatives are defined as certain
compositions of the R-L fractional integral and ordinary derivatives. It is clear that
these operators play an important role in the development of the corresponding
operational calculi and there should be some coinciding elements in the operational
calculi for all three fractional derivatives.

We begin by defining the function space Cγ , γ ∈ R, which was introduced for the
first time in Ref. [6] devoted to the operational calculus for hyper-Bessel differential
operator.

Definition 3.1 A real or complex-valued function y is said to belong to the space
Cγ , γ ∈ R, if there exists a real number p, p > γ , such that

y(t) = tpy1(t), t > 0

with a function y1 ∈ C[0,∞).

Clearly, Cγ is a vector space and the set of spaces Cγ is ordered by inclusion
according to

Cγ ⊂ Cδ ⇔ γ ≥ δ. (3.87)
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Theorem 3.5 ([25]) The R-L fractional integral Iα
0+, α ≥ 0, is a linear map of the

space Cγ , γ ≥ −1, into itself, that is,

Iα
0+ : Cγ → Cα+γ ⊂ Cγ .

For the proof of the theorem, see Ref. [25].
It is well known that the operator Iα

0+, α > 0 has a convolution representation in
the space Cγ , γ ≥ −1:

(Iα
0+y)(x) = (hα ◦ y)(x), hα(x) = xα−1/Γ (α), y ∈ Cγ . (3.88)

Here

(g ◦ f )(x) =
∫ x

0
g(x − t)f (t) dt, x > 0

is the Laplace convolution. From the semi-group property (2.3) it follows

(Iα
0+ . . . I α

0+︸ ︷︷ ︸
n

y)(x) = (Inα
0+y)(x), y ∈ Cγ , γ ≥ −1, α ≥ 0, n ∈ N. (3.89)

The composite fractional derivative D
α,β
0+ is not defined on the whole space Cγ . Here

let us introduce a subspace of Cγ , which is suitable for dealing with D
α,β
0+ .

Definition 3.2 ([17]) A function y ∈ C−1 is said to be in the space Ω
μ
−1, μ ≥ 0 if

D
α,β
0+ y ∈ C−1 for all 0 ≤ α ≤ μ, 0 ≤ β ≤ 1.

For β = 0, i.e. for the R-L fractional derivative, the space Ω
μ
−1 coincides with

the function space introduced in Ref. [25].
Obviously, Ω

μ
−1 is a vector space and Ω0

−1 ≡ C−1. The space Ω
μ
−1 contains in

particular all functions z that can be represented in the form z(x) = xγ y(x) with
γ ≥ μ and y being an analytical function on the real half-axis.

The following result plays a very important role for the applications of the
operational calculus for Dα,β to solution of differential equations with these
generalized derivatives.

Theorem 3.6 ([17]) Let y ∈ Ωα
−1, n − 1 < α ≤ n ∈ N . Then the R-L fractional

integral and the generalized composite fractional derivative are connected by the
relation

(Iα
0+D

α,β
0+ y)(x) = y(x) − yα,β(x), x > 0, (3.90)
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where

yα,β(x) :=
n−1∑

k=0

xk−n+α−βα+βn

Γ (k − n + α − βα + βn + 1)
lim

x→0+
dk

dxk
(I

(1−β)(n−α)
0+ y)(x), x > 0.

(3.91)

Proof For n − 1 < α ≤ n ∈ N and 0 ≤ β ≤ 1, the generalized derivative can be
represented as a composition of the R-L fractional integral and the R-L fractional
derivative (2.17), therefore

(D
α,β
0+ y)(x) =

(
I

β(n−α)
0+

dn

dxn
(I

(1−β)(n−α)
0+ y)

)
(x) = (I

β(n−α)
0+ RLD

α+βn−αβ
0+ y)(x).

(3.92)

Using the formula (2.3) one obtains

(Iα
0+D

α,β
0+ y)(x) = (Iα

0+I
β(n−α)
0+ RLD

α+βn−αβ
0+ y)(x) = (I

α+βn−αβ
0+ RLD

α+βn−αβ
0+ y)(x).

The formula (3.90) follows now from the known formula for the composition
of the Riemann-Liouville fractional integral and the Riemann-Liouville fractional
derivative (see the formula from Proposition 3.1 with a = 0).

3.5.2 Operational Calculus for Fractional Derivatives
with Types

The formula (3.90) shows that the generalized derivative of order α and type β

always corresponds to the R-L fractional integral of order α. The type β influences
the form of the initial values that should appear while formulating the initial-value
problems for the differential equations. That is why the main part of the operational
calculus for D

α,β
0+ follows the lines of the construction of the operational calculus for

the Riemann-Liouville or for the Liouville-Caputo fractional derivatives presented
in Ref. [13].

As in the case of the Mikusiński type operational calculus for the Riemann-
Liouville or for the Liouville-Caputo fractional derivatives, we have the following
theorem:

Theorem 3.7 ([17]) The space C−1 with the operations of the Laplace convolution
◦ and ordinary addition becomes a commutative ring (C−1, ◦,+) without divisors
of zero.

This ring can be extended to the field M−1 of convolution quotients by following
the lines of the classical Mikusiński operational calculus [28]:

M−1 := C−1 × (C−1 \ {0})/ ∼,
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where the equivalence relation (∼) is defined, as usual, by

(f, g) ∼ (f1, g1) ⇔ (f ◦ g1)(t) = (g ◦ f1)(t).

For the sake of convenience, the elements of the field M−1 can be formally con-
sidered as convolution quotients f/g. The operations of addition and multiplication
are then defined in M−1 as usual:

f

g
+ f1

g1
:= f ◦ g1 + g ◦ f1

g ◦ g1
(3.93)

and

f

g
· f1

g1
:= f ◦ f1

g ◦ g1
. (3.94)

Theorem 3.8 ([17]) The space M−1 with the operations of addition (3.93) and
multiplication (3.94) becomes a commutative field (M−1, ·,+).

The ring C−1 can be embedded into the field M−1 by the map (α > 0):

f �→ hα ◦ f

hα

,

with, by (3.88), hα(x) = xα−1/Γ (α).
In the field M−1, the operation of multiplication with a scalar λ from the field

R (or C) can be defined by the relation λ
f
g

:= λf
g

,
f
g

∈ M−1. Because the space
C−1 is a vector space, the space M−1 can be shown to be a vector space, too. Since
the constant function f (x) ≡ λ, x > 0 belongs to the space C−1, we have to
distinguish the operation of multiplication with a scalar in the vector space M−1
and the operation of multiplication with a constant function in the field M−1. In this
last case we get

{λ} · f

g
= λhα+1

hα

· f

g
= {1} · λf

g
. (3.95)

Whereas the space C−1 consists of the conventional functions, the majority of
the elements of the field M−1 are not reduced to the functions from the ring C−1
and, consequently, can be considered to be the generalized functions or the so-called
hyper-functions. In particular, let us consider the element I = hα

hα
of the field M−1

that is the identity of this field with respect to the operation of multiplication:

I · f

g
= hα ◦ f

hα ◦ g
= f

g
.
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The last formula shows that the identity element I of the field M−1 plays the role
of the Dirac δ-function in the conventional theory of the generalized functions.

Another hyper-function, i.e. an element of the field M−1 that cannot be repre-
sented as a conventional function from the space C−1 that will play an important
role in the applications of the operational calculus for the generalized fractional
derivative is given by

Definition 3.3 ([23]) The algebraic inverse of the R-L fractional integral Iα
0+ is said

to be the element α of the field M−1, which is reciprocal to the element hα in the
field M−1, that is,

Sα = I

hα

≡ hα

hα ◦ hα

≡ hα

h2α

, (3.96)

where (and in what follows) I = hα

hα
denotes the identity element of the field M−1

with respect to the operation of multiplication.

The R-L fractional integral Iα
0+ can be represented as a multiplication (convo-

lution) in the ring C−1 (with the function hα , see (3.88)). Since the ring C−1 is
embedded into the field M−1 of convolution quotients, this fact can be rewritten as
follows:

(Iα
0+y)(x) = I

Sα

· y. (3.97)

As to the generalized fractional derivative Dα,β , there exists no convolution
representation in the ring C−1 for it, but it is reduced to the operator of multiplication
in the field M−1.

Theorem 3.9 ([17]) Let a function y be from the space Ωα
−1, n − 1 < α ≤

n, n ∈ N . Then the generalized fractional derivative D
α,β
0+ y can be represented

as multiplication in the field M−1 of convolution quotients:

(D
α,β
0+ y)(x) = Sα · y − Sα · yα,β, (3.98)

yα,β(x) =
n−1∑

k=0

xk−n+α−βα+βn

Γ (k − n + α − βα + βn + 1)

× lim
x→0+

dk

dxk
(I

(1−β)(n−α)
0+ y)(x), x > 0. (3.99)

Proof To prove the formula (3.98), we just use the embedding of the ring C−1 into
the field M−1 and then multiply the relation (3.90) with the algebraic inverse of
the Riemann-Liouville fractional integral operator—the element Sα . The obtained
relation is exactly the formula (3.98).
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The formula (3.89) means that for α > 0, n ∈ N

hn
α(x) := hα ◦ . . . ◦ hα︸ ︷︷ ︸

n

= hnα(x).

This relation can be extended to an arbitrary positive real power exponent:

hλ
α(x) = hλα(x), λ > 0. (3.100)

For any λ > 0, the inclusion hλ
α ∈ C−1 holds true and the following relations can

be easily proved (β > 0, γ > 0):

hβ
α ◦ hγ

α = hαβ ◦ hαγ = h(β+γ )α = hβ+γ
α , (3.101)

hβ
α1

= hγ
α2

⇔ α1β = α2γ. (3.102)

The above relations motivate the following definition of a power function of the
element Sα with an arbitrary real power exponent λ:

Sλ
α =

⎧
⎪⎨

⎪⎩

h−λ
α , λ < 0,

I, λ = 0,
I
hλ

α
, λ > 0.

(3.103)

For any α, β ∈ R, it follows from this definition and the relations (3.101) and
(3.102) that

Sβ
α · Sγ

α = Sβ+γ
α , (3.104)

Sβ
α1

= Sγ
α2

⇔ α1β = α2γ. (3.105)

For the application of the operational calculus to solution of the differential
equations with composite fractional derivatives it is important to identify the
hyper-functions from the field M−1, which can be represented as the conventional
functions, i.e. as the elements of the ring C−1.

One useful class of such representations is given by the following theorem (see,
e.g., Refs. [23, 24]):

Theorem 3.10 ([23, 24]) Let the multiple power series

∞∑

i1,...,in=0

ai1,...,inz
i1
1 × · · · × zin

n , z1, . . . , zn ∈ C, ai1,...,in ∈ C
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be convergent at a point z0 = (z10, . . . , zn0) with all zk0 �= 0, k = 1, . . . , n. Then
the hyper-function

z(Sα) := S−β
α

∞∑

i1,...,in=0

ai1,...,in (S
−α1
α )i1 × · · · × (S−αn

α )in

with β > 0, αi > 0, i = 1, . . . , n can be represented as an element of the ring
C−1:

z(Sα) =
∞∑

i1,...,in=0

ai1,...,inh(β+α1i1+···+αnin)α(x),

where hα(x) is given by (3.88).

This theorem is the source of a number of the important operational relations,
which will be used in the further discussions (for more operational relations, we
refer to Refs. [13, 25]):

I

Sα − ρ
= xα−1Eα,α(ρxα), (3.106)

where ρ ∈ R (or ρ ∈ C) and Eα,β(z) is the two parameter M-L function, as can
formally be obtained as a geometric series:

I

Sα − ρ
= I

I
hα

− ρ
= hα

I − ρhα

=
∞∑

k=0

ρkhk+1
α

=
∞∑

k=0

ρkx(k+1)α−1

Γ (αk + α)
= xα−1Eα,α(ρxα).

The m-fold convolution of the right-hand side of the relation (3.106) gives the
following operational relation:

I

(Sα − ρ)m
= xαm−1Em

α,mα(ρxα), m ∈ N, (3.107)

where Eδ
α,β(z) is the three parameter M-L function.

Let β > 0, αi > 0, i = 1, . . . , n. Then

S
−β
α

I −∑n
i=1 λiS

−αi
α

= xβα−1E(α1α,...,αnα),βα(λ1x
α1α, . . . , λnx

αnα) (3.108)

with the multinomial M-L function.
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3.5.3 Fractional Differential Equations with Types

Here, the presented operational calculus is applied for solving linear fractional
differential equations with generalized derivatives and constant coefficients.

First, some simple fractional differential equations are considered. We begin with
the initial value problem (n − 1 < α ≤ n, n ∈ N, 0 ≤ β ≤ 1, λ ∈ R) [17]

(D
α,β
0+ y)(x) − λy(x) = g(x),

lim
x→0+

dk

dxk
(I

(1−β)(n−α)
0+ y)(x) = ck ∈ R, k = 0, . . . , n − 1. (3.109)

The function g is assumed to lie in C−1 and the unknown function y is to be
determined in the space Ωα

−1.
Making use of the relation (3.98), the initial value problem (3.109) can be

reduced to the following algebraic equation in the field M−1 of convolution
quotients:

Sα · y − λy = Sα · yα,β + g,

yα,β(x) =
n−1∑

k=0

ck

xk−n+α−βα+βn

Γ (k − n + α − βα + βn + 1)
.

This linear equation can be easily solved in the field M−1:

y = yg + yh = I

Sα − λ
· g + Sα

Sα − λ
· yα,β .

The right-hand side of this relation can be interpreted as a function from the space
Ωα

−1, that is, as a classical solution of the initial value problem (3.109).
It follows from the operational relation (3.106) and the embedding of the ring

C−1 into the field M−1, that the first term of this relation, yg (solution of the
inhomogeneous fractional differential equation (3.109) with zero initial values), can
be represented in the form

yg(x) =
∫ x

0
(x − t)α−1Eα,α(λ(x − t)α)g(t) dt =

(
E1

α,α,λ,0+g
)

(x). (3.110)

As to the second term, yh, it is a solution of the homogeneous fractional differential
equation (3.109) with the given initial values and we have

yh(x) =
n−1∑

k=0

ckuk(x), uk(x) = Sα

Sα − λ
·
{

xk−n+α−βα+βn

Γ (k − n + α − βα + βn + 1)

}
.

(3.111)
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Making use of the relation

xk−n+α−βα+βn

Γ (k − n + α − βα + βn + 1)
= hk−n+α−βα+βn+1(x) = hα

(k−n+α−βα+βn+1)/α(x)

= I

S
(k−n+α−βα+βn+1)/α
α

, (3.112)

the formula (3.104), and the operational relation (3.108), we get the representation
of the functions uk(x), k = 0, . . . , n − 1 in terms of the two parameter M-L
function:

uk(x) = Sα

Sα − λ
·
{

xk−n+α−βα+βn

Γ (k − n + α − βα + βn + 1)

}

= S
−(k−n+α−βα+βn+1)/α
α

I − λS−1
α

= xk−(1−β)(n−α)Eα,k+1−(1−β)(n−α)(λxα).

Putting now the two parts of the solution together, we get the final form of the
solution of the initial-value problem (3.109):

y(x) = yg(x) + yh(x)

=
∫ x

0
(x − t)α−1Eα,α(λ(x − t)α)g(t) dt

+
n−1∑

k=0

ckx
k−(1−β)(n−α)Eα,k+1−(1−β)(n−α)(λxα). (3.113)

The proof of the fact that the solution y belongs to the space Ωα
−1 is straightforward

follows the lines of the proof from Ref. [24] and we omit it here.
Whereas the solution of the inhomogeneous fractional differential equa-

tion (3.109) with zero initial values—the function yg—only depends on the order
α of the derivative, the solution of the homogeneous equation—the function yh—
looks different for different values of the type β of the derivative. In particular, the
part yh of the solution takes the form

yh(x) =
n−1∑

k=0

ckuk(x), uk(x) = xk Eα,k+1(λxα)

and

yh(x) =
n−1∑

k=0

ckuk(x), uk(x) = xk−n+α Eα,k+1−n+α(λxα)
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for the Liouville-Caputo fractional derivative (β = 1) and for the R-L fractional
derivative (β = 0), respectively.

Next, we consider the linear differential equation [17]

n∑

i=1

λi

(
D

αi,βi

0+ y
)

(x) − λy (x) = g (x) (3.114)

with initial values

lim
x→0+

dk

dxk
(I

(1−βi)(n−αi)
0+ y)(x) = ck ∈ R (3.115)

where i = 1, 2, . . . , n; k = 0, . . . , n − 1, n − 1 < αi ≤ n, n ∈ N, 0 ≤ βi ≤
1, λ, λi ∈ R and the ordering α1 > α2 > · · · > αn > 0 is assumed without loss of
generality. Then the following algebraic equation in the field M−1 of convolution
quotients is obtained

n∑

i=1

λi

(
Sαi y − Sαi yαi ,βi

)− λy = g. (3.116)

This linear equation can be easily solved in the field M−1:

y = yg + Y = I
n∑

i=1
λiSαi − λ

g +

n∑

j=1
λjS

αj yαj ,βj

n∑

i=1
λiSαi − λ

= I
n∑

i=1
λiSαi − λ

g

+
n∑

j=1

λj

Sαj

n∑

i=1
λiSαi − λ

[
n−1∑

k=0

ck

xk−n+αj −βj αj +βj n

Γ (k − n + αj − βjαj + βjn + 1)

]

.

On the other hand, one gets

I
n∑

i=1
λiSαi − λ

= S−α1

λ1 +
n∑

i=2
λiSαi−α1 − λS−α1

= 1

λ1

S−α1

I −
n∑

i=2

(
− λi

λ1

)
Sαi−α1 − λ

λ1
S−α1



92 3 Cauchy Type Problems

= 1

λ1
xα1−1E(α1−α2,α1−α3,...,α1−αn,α1),α1

(
−λ2

λ1
xα1−α2 , . . . ,

−λn

λ1
xα1−αn,− λ

λn

xα1

)
.

Hence,

yg = 1

λ1

x∫

0

(x − t)α1−1 E(α1−α2,α1−α3,...,α1−αn,α1),α1

(
−λ2

λ1
(x − t)α1−α2 , . . . ,

−λn

λ1
(x − t)α1−αn ,−λn

λ
(x − t)α1

)
g(t) dt.

Applying the relations (3.108) and (3.112) we get

Y =
n∑

j=1

λj

Sαj

n∑

i=1
λiSαi − λ

[
n−1∑

k=0

ck

xk−n+αj −βj αj +βj n

Γ (k − n + αj − βjαj + βjn + 1)

]

=
n∑

j=1

λj

Sαj

n∑

i=1
λiSαi − λ

(
n−1∑

k=0

ckS
−(k−n+αj −βj αj +βj n+1)

)

=
n∑

j=1

n−1∑

k=0

λj ck

S−(k−n−βj αj +βj n+1)

n∑

i=1
λiSαi − λ

= 1

λ1

n∑

j=1

n−1∑

k=0

λj ck

S−(k−n−βj αj +α1+βj n+1)

I −
n∑

i=2

(
− λi

λ1

)
Sαi−α1 − λ

λ1
S−α1

= 1

λ1

n∑

j=1

n−1∑

k=0

λj ckx
k−n−βj αj +α1+βj n

× E(α1−α2,α1−α3,...,α1−αn,α1),(k−n−βj αj +α1+βj n+1)

(
−λ2

λ1
xα1−α2 , . . . ,

−λn

λ1
xα1−αn,− λ

λ1
xα1

)
.

If βj = 0, j = 1, 2, . . . , n the solution coincides with the solution of the linear
n-term differential equation with the R-L fractional derivatives

y = yg + Y0
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where

Y0 = 1

λ1

n∑

j=1

n−1∑

k=0

λj ckx
k−n+α1

× E(α1−α2,α1−α3,...,α1−αn,α1),(k−n+α1+1)

(
−λ2

λ1
xα1−α2 , . . . ,

−λn

λ1
xα1−αn,− λ

λ1
xα1

)
.

If βj = 1, j = 1, 2, . . . , n the solution coincides with the solution of the linear
n-term differential equation with the Caputo fractional derivatives

y = yg + Y1

where

Y1 = 1

λ1

n∑

j=1

n−1∑

k=0

λj ckx
k+α1−αj

× E(α1−α2,α1−α3,...,α1−αn,α1),(k+α1−αj +1)

(
−λ2

λ1
xα1−α2 , . . . ,

−λn

λ1
xα1−αn,− λ

λ1
xα1

)
.

(i) If αi = α, i = 1, 2, . . . , n, we consider the following special case of the above
linear n-term differential equation with the generalized fractional derivatives:

n∑

i=1

λi

(
D

α,βi

0+ y
)

(x) − λy (x) = g (x) (3.117)

lim
x→0+

dk

dxk
(I

(1−βi)(n−α)
0+ y)(x) = ck ∈ R, i = 1, 2, . . . , n k = 0, . . . , n − 1;

(

0 < α < 1, 0 ≤ βi ≤ 1, λ, λi ∈ R, i = 1, 2, . . . , n, Λ =
n∑

i=1

λi �= 0

)

.

(3.118)

Hence we get the following algebraic equation in the field M−1 of convolu-
tion quotients:

n∑

i=1

λi

(
Sαy − Sαyα,βi

)− λy = g.
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This linear equation can be easily solved in the field M−1:

y = y∗
g + Y ∗ = I

ΛSα − λ
g + Sα

ΛSα − λ

n∑

j=1

λjyα,βj
.

Since

I

ΛSα − λ
= 1

Λ
xα−1Eα,α

(
λ

Λ
xα

)
,

one gets

y∗
g = 1

Λ

x∫

0

(x − t)α−1Eα,α

(
λ

Λ
(x − t)α

)
g (t) dt.

On the other hand,

Y ∗ = Sα

ΛSα − λ

n∑

i=1

n−1∑

k=0

λick

xk−n+α−βiα+βin

Γ (k − n + α − βiα + βin + 1)

=
n∑

i=1

n−1∑

k=0

λick

S−(k−n−βiα+βin+1)

ΛSα − λ

=
n∑

i=1

n−1∑

k=0

λi

Λ
ck

S−(k−n−βiα+βin+α+1)

I − λ
Λ

S−α

= 1

Λ

n∑

i=1

n−1∑

k=0

λickx
k−n−βiα+βin+αEα,k−n−βiα+βin+α+1

(
λ

Λ
xα

)
.

(ii) Let αi = (n − i) α, i = 1, 2, . . . , n where 0 < α < 1. Then the solution can be
represented in terms of the three parameter M-L function

yg = I
n∑

i=1
λiS

n−i
α − λ

g =
⎡

⎣
p∑

j=1

nj∑

m=1

cjm(
Sα − γj

)m

⎤

⎦ g,

n1 + n2 + · · · + np = n.

Operational relation (3.107) gives us the representation

yg =
t∫

0

uδ (τ ) g (t − τ) dτ,
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where

uδ (t) =
p∑

j=1

nj∑

m=1

cjmtαm−1Em
α,αm

(
γj t

α
)
.

3.6 Fractional Equations Involving Laguerre Derivatives

In this section we show the utility of operational methods to solve a wide class
of integro-differential equations involving Prabhakar operators, also with variable
coefficients.

We start from the analysis of the following equation [40]

∂

∂t
t

∂

∂t
f (x, t) =

(
E

ω;γ
0+;α,β

)

x
f (x, t), (3.119)

where
(
E

ω;γ,1
0+;α,β

)

x
=
(
E

ω;γ
0+;α,β

)

x

stands for the Prabhakar integral with respect to x-variable, with ω, α, β, γ ∈ R+.
The operator

DLt = d

dt
t

d

dt

is also named in literature as Laguerre derivative. It is well known that the
eigenfunction of the Laguerre derivative is given by the function

C0(t) =
∞∑

k=0

tk

(k!)2 , (3.120)

i.e., the zeroth order of the Tricomi functions. This means that

d

dt
t

d

dt
C0(λt) = λC0(λt).

We now apply this result to the fractional integro-differential equations with variable
coefficients (3.119).

Theorem 3.11 ([40]) Consider the following initial value problem

⎧
⎨

⎩

∂
∂t

t ∂
∂t

f (x, t) =
(
E

ω;γ
0+;α,β

)

x
f (x, t),

f (x, 0) = g(x),
(3.121)
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in the half plane x > 0, with analytic initial value g(x). The operational solution of
Eq. (3.121) is given by:

f (x, t) = C0

(
t
(
E

ω;γ
0+;α,β

)

x

)
g(x) =

∞∑

k=0

tk

(k!)2

(
E

ω;kγ

0+;α,kβ

)

x
g(x). (3.122)

The operational solution (3.122) becomes an effective solution when the series
converges, and this depends on the actual form of the initial value g(x). We remark
that this operational approach cannot be applied to the more general operator
E

ω;γ,κ

0+;α,β
. The reason is due to the fact that the proof of the validity of the semigroup

property for this operator is an open problem, as it was discussed above. On the
other hand, for E ω;γ

0+;α,β
, we have

(
E

ω;γ
0+;α,β

)k = E
ω;γ
0+;α,β

· E ω;γ
0+;α,β

. . .E
ω;γ
0+;α,β︸ ︷︷ ︸

k×

= E
ω;kγ

0+;α,kβ
. (3.123)

Then we have that

C0

(
t
(
E

ω;γ
0+;α,β

)

x

)
g(x) =

∞∑

k=0

tk

(k!)2

(
E

ω;γ
0+;α,β

)k

x
g(x)

=
∞∑

k=0

tk

(k!)2

(
E

ω;kγ

0+;α,kβ

)

x
g(x), (3.124)

as claimed.

Example 3.1 As a first concrete example we consider the following initial value
problem [40]

⎧
⎨

⎩

∂
∂t

t ∂
∂t

f (x, t) =
(
E

ω;γ
0+;α,β

)

x
f (x, t)

f (x, 0) = g(x) = xδ−1, δ > 0,�(α),�(β) > 0.
(3.125)

By application of relation (2.110), i.e.,

E
ω;γ
0+;α,β

xδ−1 = Γ (δ)xβ+δ−1E
γ
α,β+δ(ωxα),

one has
(
E

ω;kγ

0+;α,kβ

)

x
g(x) =

(
E

ω;kγ

0+;α,kβ

)

x
xδ−1 = Γ (δ)xkβ+δ−1E

kγ

α,kβ+δ(ωxα),
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whose solution is given by

f (x, t) = Γ (δ)

∞∑

k=0

tk

(k!)2 xkβ+δ−1E
kγ

α,kβ+δ(ωxα). (3.126)

We observe that boundary value problems for equations involving Laguerre
spatial derivatives can be studied by operational methods in a similar way, as we
are going to show with the following example.

Example 3.2 Consider the following boundary value problem [40]

⎧
⎨

⎩

∂
∂x

x ∂
∂x

f (x, t) =
(
E

ω;γ
0+;α,β

)

t
f (x, t)

f (0, t) = tδ−1Eσ
α,δ(ωtα), δ > 1,�(σ ),�(α) > 0,

in the half plane x ≥ 0. Here we use relation (2.109), i.e.,

E
ω;γ
0+;β,α

tδ−1Eσ
β,δ(ωtβ) = tα+δ−1E

γ+σ
β,α+δ(ωtβ).

Then, the solution is given by

f (x, t) = Γ (δ)

∞∑

k=0

xk

(k!)2 tkα+δ−1E
kγ+σ

β,kα+δ(ωtβ).

By using similar reasoning, we can also treat in a simple way integro-differential
equations involving both Laguerre derivatives, i.e., with variable coefficients, and
R-L integrals. Indeed, it is well known that R-L integrals satisfy the semigroup
property.

Theorem 3.12 ([40]) Consider the following initial value problem

{
∂
∂t

t ∂
∂t

f (x, t) = (Iα
0+
)
x
f (x, t), α > 0,

f (x, 0) = g(x),
(3.127)

in the half plane x > 0, with analytic initial value g(x). The operational solution of
Eq. (3.127) is given by:

f (x, t) = C0
(
t
(
Iα

0+
)
x

)
g(x) =

∞∑

k=0

tk

(k!)2

(
I kα

0+
)

x
g(x). (3.128)

Example 3.3 Consider the following initial value problem

{
∂
∂t

t ∂
∂t

f (x, t) = (Iα
0+
)
x
f (x, t),

f (x, 0) = xγ , γ > 0, α > 0,
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by applying the previous theorem, its solution is given by

f (x, t) =
∞∑

k=0

tk
(
I kα

0+
)
x

(k!)2 xγ = Γ (γ + 1)xγ
∞∑

k=0

(xαt)k

(k!)2Γ (αk + γ + 1)

= Γ (γ + 1)xγ
0Ψ3

[ −;
(1, 1) , (1, 1) , (γ + 1, α) ;xαt

]

where we used relation (2.4).

Theorem 3.13 ([40]) Let Ωx be a linear differential operator with respect to x and
ψ(x) an eigenfunction of Ω , such that

Ωxψ(λx) = λψ(λx), ψ(0) = 1, (3.129)

then the evolution problem

⎧
⎨

⎩
Ωxf (x, t) =

(
E

ω;γ
0+;α,β

)

t
f (x, t), t > 0,

f (0, t) = g(t),
(3.130)

with an analytic function g(t) as boundary condition, admits an operational solution

f (x, t) = ψ
(
x
(
E

ω;γ
0+;α,β

)

t

)
g(t). (3.131)

This theorem highlights the utility of operational methods to solve, in a simple
way, linear integro-differential equations involving Prabhakar integral operators.

Example 3.4 Let us consider the following boundary value problem [40]

⎧
⎨

⎩

∂
∂x

f (x, t) =
(
E

ω;γ
0+;α,β

)

t
f (x, t),

f (0, t) = g(t) = tδ−1, δ > 0,

its analytic solution is given by

f (x, t) = Γ (δ)

∞∑

k=0

xk

k! tkβ+δ−1E
kγ

α,kβ+δ(ωtα). (3.132)

We observe that the convergence of the series (3.126) was proved by Sandev et al.
in [34].
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3.7 Applications of Hilfer-Prabhakar Derivatives

In what follows we give some applications of Hilfer-Prabhakar derivatives in
mathematical physics and probability.

First we consider a generalization of the time fractional heat equation by Hilfer-
Prabhakar derivatives, involving the non-regularized operator Dγ,μ,ν

ρ,ω,0+.

Theorem 3.14 ([11]) The solution to the Cauchy problem

⎧
⎪⎪⎨

⎪⎪⎩

D
γ,μ,ν

ρ,ω,0+u(x, t) = K ∂2

∂x2 u(x, t), t > 0, x ∈ R,(
E−γ (1−ν)

ρ,(1−ν)(1−μ),ω,0+u(x, t)
)

t=0+ = g(x),

limx→±∞ u(x, t) = 0,

(3.133)

with μ ∈ (0, 1), ν ∈ [0, 1], ω ∈ R, K, ρ > 0, γ ≥ 0, is given by

u(x, t) =
∫ +∞

−∞
e−ıkx ĝ(k)

1

2π

∞∑

n=0

(−K)n tμ(n+1)−ν(μ−1)−1

×E
γ(n+1−ν)

ρ,μ(n+1)−ν(μ−1)(ωtρ)k2n dk. (3.134)

Proof By Fourier-Laplace transform of (3.133), where we use û(x, s) =
L [u(x, s)] and ũ(k, t) = F [u(k, t)], and by using formula (2.60), one has

sμ(1 − ωs−ρ)γ ˜̂u(k, s) − sν(μ−1)(1 − ωs−ρ)γ ν g̃(k) = −Kk2 ˜̂u(k, s), (3.135)

so that

˜̂u(k, s) = sν(μ−1)(1 − ωs−ρ)γ ν g̃(k)

sμ(1 − ωs−ρ)γ + Kk2

= s−μ+ν(μ−1)(1 − ωs−ρ)−γ (1−ν)g̃(k)

(
1 + Kk2

sμ(1 − ωs−ρ)γ

)−1

=
∞∑

n=0

(
−Kk2

)n

s−μ(n+1)+ν(μ−1)(1 − ωs−ρ)−γ (n+1−ν)g̃(k), (3.136)

for
∣∣∣ Kk2

sμ(1−ωs−ρ)γ

∣∣∣ < 1. The inverse Laplace transform yields

ũ(k, t) =
∞∑

n=0

(−K)n tμ(n+1)−ν(μ−1)−1E
γ(n+1−ν)

ρ,μ(n+1)−ν(μ−1)(ωtρ)k2nĝ(k). (3.137)
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Note that, for each k, the inversion term by term of the Laplace transform is always
possible in view of Theorem 30.1 in Ref. [9] provided to choose a sufficiently
large abscissa (dependent of k) for the inverse integral and by recalling that
the generalized M-L function is defined as an absolutely convergent series. The
convergence of (3.137) and in general of series of the same form (see below) can be
proved by using the same technique as in Appendix C of Ref. [34]. Next, by applying
the inverse Fourier transform to (3.137) one finishes the proof of the theorem.

Theorem 3.15 ([11]) The solution to the Cauchy problem

⎧
⎪⎪⎨

⎪⎪⎩

CD
γ,μ

ρ,ω,0+u(x, t) = K ∂2

∂x2 u(x, t), t > 0, x ∈ R,

u(x, 0+) = g(x),

limx→±∞ u(x, t) = 0,

(3.138)

with μ ∈ (0, 1), ω ∈ R, K, ρ > 0, γ ≥ 0, is given by

u(x, t) =
∫ +∞

−∞
e−ıkx g̃(k)

1

2π

∞∑

n=0

(−Ktμ
)n

E
γn

ρ,μn+1

(
ωtρ
)
k2n dk. (3.139)

Proof Taking the Fourier–Laplace transform of (3.138), by formula (2.64), we have
that

sμ(1 − ωs−ρ)γ ˜̂u(k, s) − sμ−1(1 − ωs−ρ)γ g̃(k) = −Kk2 ˜̂u(k, s), (3.140)

so that

˜̂u(k, s) = sμ−1(1 − ωs−ρ)γ g̃(k)

sμ(1 − ωs−ρ)γ + Kk2
= s−1g̃(k)

(
1 + Kk2

sμ(1 − ωs−ρ)γ

)−1

=
∞∑

n=0

(
−Kk2

)n

s−μn−1(1 − ωs−ρ)−γ ng̃(k), (3.141)

for
∣∣∣ Kk2

sμ(1−ωs−ρ)γ

∣∣∣ < 1. The inverse Laplace transform yields

ũ(k, t) =
∞∑

n=0

(−Ktμ
)n

E
γn

ρ,μn+1(ωtρ)k2nĝ(k). (3.142)

By applying the inverse Fourier transform the proof of the theorem is finished.
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As an additional example we consider the free electron laser integro-differential
equation for the complex amplitude y(x), which is given by Dattoli et al. [5]

{
dy(x)
dx

= −ıπg
∫ x

0 (x − t)eıη(x−t)y(t)dt, g, η ∈ R, x ∈ (0, 1],
y(0) = 1.

(3.143)

Here g is the gain coefficient, and η is the detuning parameter. This equation has
been generalized to a fractional free electron laser equation in Ref. [20]. Here
we give an analysis of the free electron laser equation involving Hilfer-Prabhakar
derivative [11]

⎧
⎨

⎩

D
γ,μ,ν

ρ,ω,0+y(x) = λE�
ρ,μ,ω,0+y(x) + f (x), x ∈ (0,∞), f (x) ∈ L1[0,∞),(

E−γ (1−ν)

ρ,(1−ν)(1−μ),ω,0+y(x)
)

x=0+ = κ, κ ≥ 0,

(3.144)

where μ ∈ (0, 1), ν ∈ [0, 1], ω, λ ∈ C, ρ > 0, γ,� ≥ 0. This generalizes the
problem studied in Ref. [20], corresponding to ν = γ = 0. Here f (x) is a given
function. The original FEL equation is then retrieved for γ = 0, ν = 0, μ → 1,
f ≡ 0, λ = −iπg, ω = iη, ρ = � = κ = 1.

Theorem 3.16 ([11]) The solution to the Cauchy problem (3.144) is given by

y(x) = κ

∞∑

k=0

λkxν(1−μ)+μ+2μk−1E
γ+k(�+γ )−γ ν

ρ,ν(1−μ)+μ+2kμ(ωxρ)

+
∞∑

k=0

λkEγ+k(�+γ )

ρ,μ(2k+1),ω,0+f (x). (3.145)

Proof By Laplace transform of (3.144) (see (2.60)) one gets

sμ(1 − ωs−ρ)γL [y(x)](s) − κs−ν(1−μ)(1 − ωs−ρ)γ ν

= λL [xμ−1E�
ρ,μ(ωxρ)](s) · L [y(x)](s) + L [f (x)](s), (3.146)

from where

L [y(x)](s) = κs−ν(1−μ)−μ(1 − ωs−ρ)γ ν−γ

1 − λs−2μ(1 − ωs−ρ)−�−γ

+ s−μ(1 − ωs−ρ)−γ

1 − λs−2μ(1 − ωs−ρ)−�−γ
L [f (x)](s)
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= κ

∞∑

k=0

λks−ν(1−μ)−μ−2μk(1 − ωs−ρ)γ ν−γ−k(�+γ )

+
∞∑

k=0

λks−μ(2k+1)(1 − ωs−ρ)−γ−k(�+γ )L [f (x)](s). (3.147)

By inverse Laplace transform and by using the convolution theorem of the Laplace
transform, follows the claimed result.

Example 3.5 ([11]) Let us consider the Cauchy problem (3.144) with κ = 0,
f (x) = xm−1. By using relation (2.110) one has

Eγ+k(�+γ )

ρ,μ(2k+1),ω,0+xm−1 = Γ (m) xμ(2k+1)+m−1E
γ+k(�+γ )

ρ,μ(2k+1)+m(ωxρ), (3.148)

and, therefore, the solution of the Cauchy problem is given by

y(x) = Γ (m) xμ+m−1
∞∑

k=0

(λx2μ)kE
γ+k(�+γ )

ρ,μ(2k+1)+m(ωxρ). (3.149)

Example 3.6 ([11]) Let us consider the Cauchy problem (3.144) with κ = 0,
f (x) = xm−1Eσ

ρ,m(ωxρ). From relation (2.110), one has

Eγ+k(�+γ )

ρ,μ(2k+1),ω,0+xm−1Eσ
ρ,m(ωxρ) = xμ(2k+1)+m−1E

γ+k(�+γ )+σ

ρ,μ(2k+1)+m (ωxρ),

(3.150)

thus, the solution is given by

y(x) = xμ+m−1
∞∑

k=0

(λx2μ)kE
γ+k(�+γ )+σ

ρ,μ(2k+1)+m (ωxρ). (3.151)

3.7.1 Fractional Poisson Processes

Here we present a generalization of the homogeneous Poisson process for which the
governing equations contain the regularized Hilfer–Prabhakar differential operator
in time [11]. The considered model generalizes the time-fractional Poisson process.
The state probabilities of the classical Poisson process and its time-fractional
generalization can be found by solving an infinite system of difference-differential
equations. As the zero state probability of a renewal process coincides with
the residual time probability, the process can be characterized by the waiting
distribution. The M-L function appeared as residual waiting time between events
in renewal processes with properly scaled thinning out the sequence of events
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in a power law renewal process [4, 12, 26, 29, 32, 36, 42]. Such a process is a
fractional Poisson process. Gnedenko and Kovalenko did their analysis only in
the Laplace domain, and Balakrishnan [2] also found this Laplace transform as
highly relevant for analysis of time fractional diffusion processes. Later, Hilfer and
Anton [16] were the first who explicitly introduced the M-L waiting-time density
fμ(t) = − d

dt
Eμ(−tμ) = tμ−1Eμ,μ(−tμ), 0 < μ < 1, into the continuous time

random walk theory. They showed that the waiting time probability density function
that gives the time fractional diffusion equation for the probability density function
has the M-L form. In the next section we will pay special attention of the importance
of M-L functions in the continuous time random walk theory.

In what follows we will demonstrate the importance of the M-L functions related
to the fractional Poisson processes. We consider the following Cauchy problem
involving the regularized operator CD

γ,μ

ρ,ω,0+ .

Definition 3.4 (Cauchy Problem for the Generalized Fractional Poisson Process
[11])

⎧
⎪⎪⎨

⎪⎪⎩

CD
γ,μ

ρ,−φ,0+pk(t) = −λpk(t) + λpk−1(t), k ≥ 0, t > 0, λ > 0,

pk(0) =
{

1, k = 0,

0, k ≥ 1,

(3.152)

where φ > 0, γ ≥ 0, 0 < ρ ≤ 1, 0 < μ ≤ 1. We also have 0 < μ�γ �/γ − rρ < 1,
∀ r = 0, . . . , �γ �, if γ �= 0.

These ranges for the parameters are needed to ensure non-negativity of the solution.
Multiplying both the terms of (3.152) by vk and adding over all k, we obtain the
fractional Cauchy problem for the probability generating function

G(v, t) =
∞∑

k=0

vkpk(t)

of the counting number N(t), t ≥ 0,

{
CD

γ,μ

ρ,−φ,0+G(v, t) = −λ(1 − v)G(v, t), |v| ≤ 1,

G(v, 0) = 1.
(3.153)

Theorem 3.17 ([11]) The solution of Eq. (3.153) is given by

G(v, t) =
∞∑

k=0

(−λtμ)k(1 − v)kE
γk

ρ,μk+1(−φtρ), |v| ≤ 1. (3.154)
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Proof In view of Lemma 2.5, we have

sμ[1 + φs−ρ]γL [G](v, s) − sμ−1[1 + φs−ρ]γ = −λ(1 − v)L [G](v, s),

(3.155)

so that

L [G](v, s) = sμ−1[1 + φs−ρ]γ
sμ[1 + φs−ρ]γ + λ(1 − v)

= 1

s

(
1 + λ(1 − v)

sμ[1 + φs−ρ]γ
)−1

= 1

s

∞∑

k=0

[
− λ(1 − v)

sμ[1 + φs−ρ]γ
]k

=
∞∑

k=0

(−λ(1 − v))ks−μk−1[1 + φs−ρ]−kγ , (3.156)

where |λ(1 − v)/[sμ(1 + φs−ρ)γ ]| < 1. By using (2.61) we can invert the Laplace
transform (3.156) obtaining the claimed result.

Remark 3.1 Observe that for γ = 0, we retrieve the classical result obtained, for
example, in [22]. Indeed, from the fact that, see Eq. (1.15),

E0
ρ,μk+1(−φtρ) =

∞∑

r=0

(−φtρ)rΓ (r)

r!Γ (ρr + μk + 1)Γ (0)
= 1

Γ (μk + 1)
, (3.157)

Eq. (3.154) becomes

G(v, t) =
∞∑

k=0

(−λtμ)k(1 − v)k

Γ (μk + 1)
= E1

μ,1(−λ(1 − v)tμ)

= Eμ(−λ(1 − v)tμ), (3.158)

that coincides with equation (23) in Ref. [22].

From the probability generating function (3.154), we are now able to find the
probability distribution at fixed time t of N(t), t ≥ 0, governed by (3.152). Indeed,
a simple binomial expansion leads to

G(v, t) =
∞∑

k=0

vk
∞∑

r=k

(−1)r−k

(
r

k

)
(λtμ)rE

γ r

ρ,μr+1(−φtρ). (3.159)

Therefore,

pk(t) =
∞∑

r=k

(−1)r−k

(
r

k

)
(λtμ)rE

γ r

ρ,μr+1(−φtρ), k ≥ 0, t ≥ 0. (3.160)
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We observe that, for γ = 0,

pk(t) =
∞∑

r=k

(−1)r−k

(
r

k

)
(λtμ)r

Γ (μr + 1)
= (λtμ)kEk+1

μ,μk+1(−λtμ)

= (λtμ)k

k! E
(k)
μ,1(−λtμ), k ≥ 0, t ≥ 0, (3.161)

The first expression of (3.161) coincides with equation (1.4) in Ref. [3]. The third
one is a convenient representation involving the kth derivative of the two parameter
M-L function evaluated at −λtμ. It is immediate to note, from (3.154), by inserting
v = 1, that

∑∞
k=0 pk(t) = 1. From (3.152), one can evaluate the mean value of

N(t) by differentiation of Eq. (3.153) with respect to v and to take v = 1. That is,

{
CD

γ,μ

ρ,−φ,0+〈N(t)〉 = λ, t > 0,

〈N(t)〉∣∣
t=0 = 0,

(3.162)

whose solution is given by

〈N(t)〉 = λtμE
γ

ρ,1+μ(−φtρ), t ≥ 0. (3.163)

3.7.1.1 Subordination Representation

An alternative representation for the fractional Poisson process N(t), t ≥ 0 [11] can
be given as follows. Let us consider the Cauchy problem

{
CD

γ,μ

ρ,−φ,0+h(x, t) = − ∂
∂x

h(x, t), t > 0, x ≥ 0,

h(x, 0+) = δ(x).
(3.164)

The Laplace–Laplace transform of h(x, t) is given by

˜̃
h(z, s) = sμ−1(1 + φs−ρ)γ

sμ(1 + φs−ρ)γ + z
, s > 0, z > 0. (3.165)

Therefore one has

sμ(1 + φs−ρ)γ
˜̃
h(z, s) − sμ−1(1 + φs−ρ)γ = −z

˜̃
h(z, s), (3.166)

which immediately leads to (3.165). Consider now the stochastic process, given as
a finite sum of subordinated independent subordinators

Vt =
�γ �∑

r=0

rV
μ

�γ �
γ

−rρ

Φ(t) , t ≥ 0, (3.167)
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where �γ � represents the ceiling of γ . Furthermore, we considered a sum of �γ �
independent stable subordinators of different indices and the random time change
here is defined by

Φ(t) =
(�γ �

r

)
V

γ
�γ �

t , t ≥ 0, (3.168)

where V

γ
�γ �

t is a further stable subordinator, independent of the others. Note that in
order the above process Vt , t ≥ 0, to be well-defined, the constraint 0 < μ�γ �/γ −
rρ < 1 holds for each r = 0, 1, . . . , �γ �. The next step is to define its hitting time.
This can be done as

Et = inf{s ≥ 0 : Vs > t}, t ≥ 0. (3.169)

Theorem 2.2 of Ref. [10] ensures us that the law Pr{Et ∈ dx}/dx is the solution
to the Cauchy problem (3.164) and therefore that its Laplace–Laplace transform is
exactly that in (3.165).

Theorem 3.18 ([11]) Let Et , t ≥ 0, be the hitting-time process presented in
formula (3.169). Furthermore let N (t), t ≥ 0, be a homogeneous Poisson process
of parameter λ > 0, independent of Et . The equality

N(t) = N (Et ), t ≥ 0, (3.170)

holds in distribution.

Proof The result can be proved by writing the probability generating function
related to the time changed process N (Et ) as

∞∑

k=0

vk Pr(N (Et ) = k) =
∫ ∞

0
e−λ(1−v)y Pr(Et ∈ dy). (3.171)

Therefore, by taking the Laplace transform with respect to time one obtains

∫ ∞

0

∫ ∞

0
e−λ(1−v)y−st Pr(Et ∈ dy) dt = sμ−1(1 + φs−ρ)γ

sμ(1 + φs−ρ)γ + λ(1 − v)
. (3.172)

By inverse Laplace transform one finds

∞∑

k=0

vk Pr(N (Et ) = k) =
∞∑

k=0

(−λ(1 − v))ktμkE
kγ

ρ,kμ+1(−φtρ), (3.173)

which coincides with Eq. (3.154).
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3.7.1.2 Renewal Process

The generalized fractional Poisson process N(t), t ≥ 0, can be constructed as a
renewal process with specific waiting times [11]. Let us consider k i.i.d. random
variables Tj , j = 1, . . . , k, representing the inter-event waiting times and having
probability density function

fTj
(tj ) = λt

μ−1
j

∞∑

r=0

(−λt
μ
j )rE

γ r+γ
ρ,μr+μ(−φt

ρ
j ), t ≥ 0, μ ∈ (0, 1), (3.174)

and Laplace transform

〈e−sTj 〉 = λ

∞∑

r=0

(−λ)rs−μr−μ(1 + φs−ρ)−γ r−γ

= λs−μ(1 + φs−ρ)−γ

1 + λs−μ(1 + φs−ρ)−γ
,

∣∣−λs−μ(1 + φs−ρ)−γ
∣∣ < 1

= λ

sμ(1 + φs−ρ)γ + λ
. (3.175)

Let Tm = T1 +T2 +· · ·+Tm denote the waiting time of the mth renewal event. The
probability distribution Pr(N(t) = k) can be written making the renewal structure
explicit. By Laplace transform of Eq. (3.160) one finds

L [pk](s) =
∞∑

r=k

(−1)r−k

(
r

k

)
λrs−μr−1(1 + φs−ρ)−γ r

= s−1
∞∑

r=0

(−1)r
(

r + k

k

)(
λ

sμ(1 + φs−ρ)γ

)r+k

= s−1λks−μk(1 + φs−ρ)−γ k
∞∑

r=0

(−k − 1

r

)(
λ

sμ(1 + φs−ρ)γ

)r

= s−1λks−μk(1 + φs−ρ)−γ k

(
1 + λ

sμ(1 + φs−ρ)γ

)−k−1

= λksμ−1(1 + φs−ρ)γ

[sμ(1 + φs−ρ)γ + λ]k+1
. (3.176)
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On the other hand, one has [11]

L [pk](s) =
∫ ∞

0
e−st (Pr(Tk < t) − Pr(Tk+1 < t)) dt

=
∫ ∞

0
e−st

[∫ t

0
Pr(Tk ∈ dy) −

∫ t

0
Pr(Tk+1 ∈ dy)

]
dt

=
∫ ∞

0
Pr(Tk ∈ dy)

∫ ∞

y

e−st dt −
∫ ∞

0
Pr(Tk+1 ∈ dy)

∫ ∞

y

e−st dt

= s−1
[∫ ∞

0
e−sy Pr(Tk ∈ dy) −

∫ ∞

0
e−sy Pr(Tk+1 ∈ dy)

]

= s−1

[(
λ

sμ(1 + φs−ρ)γ + λ

)k

−
(

λ

sμ(1 + φs−ρ)γ + λ

)k+1
]

= s−1
[
λk[sμ(1 + φs−ρ)γ + λ] − λk+1

[sμ(1 + φs−ρ)γ + λ]k+1

]

= λksμ−1(1 + φs−ρ)γ

[sμ(1 + φs−ρ)γ + λ]k+1
, (3.177)

which coincides with (3.176). Therefore, considering the renewal structure of the
process, one can find the probability of the residual waiting time as [11]

P(T1 > t) = p0(t) =
∞∑

r=0

(−λtμ)rE
γ r

ρ,μr+1(−φtρ). (3.178)

In order to prove the non-negativity of the probability density function (3.174)
(and therefore of pk(t)) one can use the properties of the completely monotone and
Bernstein functions. Let us consider the case γ �= 0 (the case γ = 0 is studied in
Ref. [22]). From the Bernstein theorem (see e.g. Ref. [35], Theorem 1.4), in order
to show the non-negativity of the probability density function, it is sufficient to find
when its Laplace transform is a completely monotone function (3.175). The function
z → 1/(z + λ) is completely monotone for any positive λ and that 1/(g(z) + λ) is
completely monotone if g(z) is a Bernstein function. Thus, one should prove that
the function

sμ(1 + φs−ρ)γ = (sμ/γ + φsμ/γ−ρ
)γ

(3.179)
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is a Bernstein function. We have

(
sμ/γ + φsμ/γ−ρ

)γ =
[(

sμ/γ + φsμ/γ−ρ
)�γ �]γ /�γ �

=
⎛

⎝
�γ �∑

r=0

(�γ �
r

)
φrsμ�γ �/γ−ρr

⎞

⎠

γ /�γ �
. (3.180)

Since the space of Bernstein functions is closed under composition and linear
combinations [35], it follows that (3.180) is a Bernstein function for 0 < μ�γ �/γ −
rρ < 1, ∀ r = 0, . . . , �γ �, which coincide with the constraints derived in
Sect. 3.7.1.1. The same restrictions will be obtained in the next section, within the
continuous time random walk theory.

3.7.1.3 Fractional Poisson Process Involving Three Parameter M-L
Function

At the end of this chapter we consider a fractional Poisson process introducing a
discrete probability distribution in terms of the three parameter M-L function [31].
The telegraph’s process, which represents a finite-velocity one dimensional random
motion, has been generalized to fractional one. The fractional extensions of the
telegraph process {Tα(t) : t ≥ 0}, whose changes of direction are related to the
fractional Poisson process {Nα(t) : t ≥ 0} having distribution [3]

P(Nα(t) = k) = λk

Eα(λtα)

tαk

Γ (αk + 1)
, k ∈ N0 := N ∪ {0}, t ≥ 0.

The fractional Poisson process resulting in {Nα,β(t) : t ≥ 0} defined with two
parameter M-L function Eα,β(λtα) was studied in [15]. Therefore, the related
distribution is

P(Nα,β(t) = k) = λk

Eα,β(λtα)

tαk

Γ (αk + β)
, k ∈ N0, t ≥ 0,

for which the related raw moments are obtained in terms of the Bell polynomials
[15].

As a generalization of the previous ones, the more general fractional Poisson
process {N γ

α,β(t) : t ≥ 0} defined by the three parameter M-L function E
γ
α,β(λtα)

has distribution [31]

P(N
γ

α,β(t) = k) = λk

E
γ
α,β(λtα)

(γ )k tαk

k! Γ (αk + β)
, k ∈ N0, t ≥ 0. (3.181)
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From here one can conclude that there is a correspondence between the non-
homogeneous Poisson process {N (t) : t ≥ 0} with intensity function λαtα−1,

P(N (t) = k) = e−λtα (λtα)k

Γ (k + 1)
, λ, α > 0, k ∈ N0,

and the fractional Poisson process {N γ
α,β(t) : t ≥ 0}.

Proposition 3.4 ([31]) Let min{α, β, γ, λ} > 0 and t ≥ 0. Then

P(N
γ

α,β(t) = k) =
(γ )k

Γ (αk + β)
P(N (t) = k)

∑

n≥0

(γ )n
Γ (αn+β)

P(N (t) = n)
, k ∈ N0,

where N (t) is a non-homogeneous Poisson process with intensity function λαtα−1.

Proof Rewriting (3.181) as

P(N
γ

α,β(t) = k) =
(γ )k

Γ (αk + β)

(λtα)k

k! e−λtα

∑

n≥0

(γ )n

Γ (αn + β)

(λtα)n

n! e−λtα
,

one obtains the result in this Proposition.

In what follows for simplicity one gets λ = 1. For a non-negative random
variable X on a standard probability space (Ω,F ,P) having a fractional Poisson-
type distribution

P
γ
α,β(k) = P(X = k) = 1

E
γ
α,β(tα)

(γ )k tαk

k! Γ (αk + β)
, k ∈ N0, t ≥ 0,

with min{α, β, γ } > 0, and for
∑

k≥0 P
γ
α,β(k) = 1, the random variable X is well

defined. This correspondence we quote in the sequel X ∼ ML(α, β, γ ).
The factorial moment of the random variable X of order s ∈ N is given by

Φs = 〈X(X − 1) · · · (X − s + 1)〉 = (−1)s 〈(−X)s〉 = ds

dt s
〈tX〉

∣
∣∣
t=1

,

provided the moment generating function MX(t) = 〈tX〉 there exists in some
neighborhood of t = 1 together with all its derivatives up to the order s. By virtue
of the Viète-Girard formulae for expanding X(X − 1) · · · (X − s + 1) one obtains

Φs =
s∑

r=1

(−1)s−r er 〈Xr 〉
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where er is an elementary symmetric polynomials:

er = er (�1, · · · , �r ) =
∑

1≤�1<···<�r≤s−1

�1 · · · �r , r = 0, s − 1.

Theorem 3.19 ([31]) For all min{α, β, γ } > 0 the s-th raw moment of the random
variable X ∼ ML(α, β, γ ) is given by

〈Xs〉 = 1

E
γ
α,β(tα)

s∑

j=0

(γ )j

{
s

j

}
tαj E

γ+j

α,αj+β(tα), s ∈ N0, t ≥ 0. (3.182)

Moreover, the s-th factorial moment is given by

Φs = 1

E
γ
α,β(tα)

s∑

r=1

(−1)r er

r∑

j=0

(γ )j

{
r

j

}
tαj E

γ+j

α,αj+β(tα), (3.183)

where the curly braces denote the Stirling numbers of the second kind.

Proof From the connection between the raw and the factorial moments of a random
variable:

〈Xs〉 =
s∑

j=0

(−1)j
{
s

j

}
〈(−X)j 〉,

{
s

j

}
= 1

j !
j∑

m=0

(−1)j−m

(
j

m

)
ms,

one finds

〈Xs〉 =
s∑

j=0

(−1)j
{
s

j

}
〈(−X)j 〉 =

s∑

j=0

(−1)j
{
s

j

}∑

k≥0

(−k)j P
γ
α,β(k)

= 1

E
γ
α,β(tα)

s∑

j=0

(−1)j
{
s

j

}∑

k≥0

(−k)j (γ )k tαk

k! Γ (αk + β)

= 1

E
γ
α,β(tα) Γ (γ )

s∑

j=0

{
s

j

}
tαj
∑

k≥j

Γ (γ + (k − j) + j) tα(k−j)

(k − j)! Γ (α(k − j) + αj + β)

= 1

E
γ
α,β(tα)

s∑

j=0

Γ (γ + j)

Γ (γ )

{
s

j

}
tαj
∑

k≥0

(γ + j)k tαk

k! Γ (αk + αj + β)
,

which is the statement (3.182). The derivation of (3.183) is now straightforward.
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In order to obtain the fractional order moments one needs the so-called extended
Hurwitz-Lerch Zeta (HLZ) function Φ

(ρ,σ,κ)

λ,μ;ν (z, s, a) introduced in Refs. [14, 38] as

Φ
(ρ,σ,κ)

λ,μ;ν (z, s, a) =
∑

n≥0

(λ)ρn (μ)σn

n! (ν)κn

zn

(n + a)s
, (3.184)

where λ,μ ∈ C, a, ν ∈ C \ Z
−
0 , ρ, σ, κ > 0, κ − ρ − σ + 1 > 0 when s, z ∈ C,

κ − ρ − σ = −1 and s ∈ C when |z| < δ = ρ−ρσ−σ κκ , while κ − ρ − σ = −1
and �(s + ν − λ − μ) > 1 when |z| = δ. By setting σ → 0 in (3.184) one obtains
the generalized HLZ function

Φ
(ρ,0,κ)

λ,μ;ν (z, s, a) ≡ Φ
(ρ,κ)

λ;ν (z, s, a).

Theorem 3.20 ([31]) Let X ∼ ML(α, β, γ ). For all min{α, β, γ } > 0 and for all
s ≥ 0 one gets

〈Xs〉 = γ tα

E
γ
α,β(tα) Γ (α + β)

Φ
(1,α)
γ+1;α+β

(tα, 1 − s, 1). (3.185)

Proof By definition, for all s > 0 it follows

〈Xs〉 = 1

E
γ
α,β(tα)

∑

n≥1

ns (γ )n tαn

n! Γ (αn + β)
,

since the zeroth term vanishes. Therefore,

〈Xs〉 = 1

E
γ
α,β(tα)

∑

n≥1

ns−1(γ )n tαn

(n − 1)! Γ (αn + β)

= γ tα

E
γ
α,β(tα)

∑

n≥0

(γ + 1)n tαn

n! Γ (αn + α + β) (n + 1)1−s

= γ tα

E
γ
α,β(tα) Γ (α + β)

Φ
(1,α)
γ+1;α+β

(tα, 1 − s, 1).

Being λ = γ + 1, ν = α + β, z = tα; s �→ 1 − s, ρ = 1, κ = α and a = 1, by
applying the convergence constraints for Φ

(ρ,κ)

λ;ν (z, s, a) in (3.184), one finishes the
proof.

Remark 3.2 For the raw integer order moments for the two parameter M-L dis-
tributed random variable in [15] has been found

〈Yn〉 = 1

Eα,β(t)

(
t

d

dt

)n

Eα,β(t), n ∈ N0.
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This case corresponds to Y ∼ ML(α, β, 1) distribution. Indeed, taking s = 1, γ =
1; t �→ t

1
α in (3.182) we have

〈X〉 = t
E2

α,α+β(t)

Eα,β(t)
.

On the other hand, since

(
Eα,β(t)

)′ =
∑

n≥1

n tn−1

Γ (αn + β)
=
∑

n≥1

(2)n−1t
n−1

(n − 1)! Γ (α(n − 1) + α + β)
= E2

α,α+β(t),

one concludes that 〈X〉 ≡ 〈Y 〉. By setting s = 1, γ = 1, t �→ t
1
α , relation (3.185)

becomes

〈X〉 = t
Φ

(1,α)
2;α+β

(t, 0, 1)

Eα,β(t) Γ (α + β)
= t

Eα,β(t) Γ (α + β)

∑

n≥0

(2)nt
n

n! (α + β)αn

.

Corollary 3.3 ([31]) For all min{α, β, γ } > 0 and for all s ∈ N0 we have

Φ
(1,α)
γ+1;α+β

(tα, 1 − s, 1) = Γ (α + β)

γ tα

s∑

j=0

(γ )j

{
s

j

}
tαj E

γ+j

α,αj+β(tα), t > 0.
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