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Abstract. In reality, many complex network systems can be abstracted
to community detection in multi-layer networks, such as social rela-
tionships networks across multiple platforms. The composite commu-
nity structure in multi-layer networks should be able to comprehensively
reflect and describe the community structure of all layers. At present,
most community detection algorithms mainly focus on the single layer
networks, while those in multi-layer networks are still at the initial stage.
In order to detect community structures in multi-layer networks, a new
multi-objective evolution model is proposed in this paper. This model
introduces the concept of modularity in different decision domains and
the method of local search to iteratively optimize each layer of a net-
work. Taking NSGA-ITI as the benchmark algorithm, the proposed multi-
objective evolution model is applied to optimize the genetic operation
and optimal solution selection strategies. The new algorithm is denoted
as MulNSGA-II. The MulNSGA-IT algorithm adopts the locus-based
representation strategy, and integrates the genetic operation and local
search. In addition, different optimal solution selection strategies are used
to determine the optimal composite community structure. Experiments
are carried out in real and synthetic networks, and results demonstrate
the performance and effectiveness of the proposed model in multi-layer
networks.

Keywords: Community detection - Multi-layer networks -
Multi-objective optimization + Evolutionary algorithm

1 Introduction

Complex networks are a simple and effective formalism in representing the fun-
damental structure among interacting units of real-world systems (e.g., social
networks [1], biological networks [2], traffic networks [3]). Nodes and edges
of a network represent objects in systems and relationships between objects,
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respectively. Community structure is an important feature of networks, which
reflects some important properties, such as the network topology [4], the law of
network existence [5].

At present, lots of algorithms have been proposed for community detection in
single layer networks [6]. However, the same entity in a real complex system often
presents multi-dimensional characteristics. For example, in social networks, peo-
ple often communicate through different social platforms, e.g., microblog, QQ,
and email. Multi-layer networks can more accurately describe the relationship
between different systems and reflect the different properties of the same entity,
which have gradually become one of the newest research trend in the field of
complex networks [7-10].

A multi-layer network consists of a collection of different layers in which
connections between nodes are mutually independent. Each layer of a network
represents a relationship between entities and reflects an attribute of entities.
Different interpretations of multi-layer networks have been proposed, such as
multidimensional networks [11], multi-relational networks [12] and multiplex
networks [13]. Community detection in multi-layer networks has not yet been
defined uniformly, which faces more challenges compared with single-layer net-
works. Each layer of multi-layer networks has its own community structure, but
it cannot reflect the overall structures accurately.

In order to explore the integrated communities in multi-layer networks,
according to the concept of community detection (i.e., nodes within the commu-
nity are closely connected and connections between communities are sparse [14]),
community detection is naturally defined as a multi-objective optimization prob-
lem [15]. In this paper, in order to solve multi-objective optimization problems in
multi-layer networks, a multi-objective evolutionary computing model for com-
munity detection in multi-layer networks is introduced. This model finds the
community structure of each layer by iteratively optimizing the modularity of
each layer of the network, which adopts the locus-based representation strategy,
to integrate genetic operation and multilevel local search. Meanwhile, different
optimal solution selection strategies are used to solve the compound community
structure in multi-layer networks.

The rest of this paper is organized as follows. The problem definition is given
in Sect. 2. Section 3 presents a multi-objective evolution model for community
detection in multi-layer networks, and then proposes the MulNSGA-IT algorithm
based on the multi-objective model. Comprehensive experiments are performed
to show the effectiveness of MulNSGA-II algorithm in various networks in Sect. 4.
Finally, basic concluding remarks are discussed in Sect. 5.

2 Problem Definition

A multi-layer network can be modeled as a graph N = ({G1,...Gy, }, R), where
G, = (Vi, E}) represents the networks at m layer with V; node and E; intra-
layer links. And R = {E;; C V; xVj,i,j € 1,..m,i # j} denotes the connections
between the nodes of layer GG; and layer G;. The elements of R are called the
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interlayer or crossed layers links. That is, a multi-layer network contains m
subnetworks and there are connections among these m networks. Multi-layer
networks have different network types according to the node sets of each layer and
inter-layer relationships [16], as shown in Fig. 1. This paper mainly studies multi-
layer networks with the same set of nodes in each layer, as shown in Fig. 1(a).
Therefore, multi-layer networks can be formalized as follows.

(a) Multiplex networks (b) Interdependent networks

Fig. 1. An example of multi-layer networks with different types of nodes. (a) The
multiplex networks which have the same nodes at all layers, and (b) the interdependent
networks which have different sets of nodes at different network layers.

N=Gs, §¢€ {1,...,m} (1)
Gs=(ViuBE) lell,..m)

Suppose 2 = {51, ..., Sk} is a set of feasible partitions in a multiplex network
G and F = {Fy, Fy,...,Fy} is a set of objective functions. A many-objective
community detection problem in a multi-layer network can be defined as follows:

{min F/{SZ'-} = min(F1(S;), ... Fm(S;)); @)
st., S, € (2

Each Fj: 2 — R evaluates the objective function only in the layer Gs. Since
F is a set of competing for objective functions that must be simultaneously
optimized, it shows that the obtained non-dominated solutions of the Pareto
front may be the best modularity of each layer.

Simplified composite modularity function is adopted here as the optimization
function, so F5(P) = —Qs(P). Given a multi-layer network and community
index, the community index can be maximized under non-overlapping conditions
(i.e, each node can only be assigned to one community). Simplified composite
modularity Q; is calculated in Eq. (3).

n

’ 1 ’ dide
' 2M

)8(Xi, X;) (3)
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M is the total number of communication connection. n represents the num-
ber of communication layers or dimensions of a network. The average difference
between the true fraction and the expected fraction of edges belonged to the
composite community structure is calculated by a simplified multilevel modular-
ity in a multi-layer network. The larger the value of Q/e is, the higher the quality
of the composite community structure is. A simplified composite modularity Q/e
instead of the multiplex modularity is used to evaluate the quality of integrated
community structure in a multi-layer network, which ignores coupling factors
(i.e., the second term 6(X;, X;) in Eq. (3)).

3 Proposed Method

This paper transforms the multi-layer community detection problem into a multi-
objective optimization and presents a new multi-objective evolutionary comput-
ing model for community detection in multi-layer networks. This section will
describe the multi-objective evolution model in detail from the aspects of encod-
ing mode, genetic operation, local search, and optimal solution selection strategy.

3.1 Encoding Scheme

The encoding scheme of the solution is a key step to the success of an algorithm.
The label-based and locus-based representation schemes are the two main encod-
ing methods for community partition. However, the label-based representation
is redundant, because if there are p labels in the diagram, then p! different chro-
mosomes may correspond to the same partition [17]. For example, the vector [1,
1,3,3,3,3,2,2 2] and [3, 3,1, 1, 1, 1, 2, 2, 2] represent the same community
division. Therefore, this paper adopts the locus-based adjacency representation
which makes full use of the information in the diagram to express the division of
communities. It is assumed that the chromosome or solution in the population
is set as S = {s1, $2,...sn}. The gene length is N, and each gene i can be any
integer from 1 to N, i.e., 1 < i < N. The value of the i*" gene can be j, provided
that ¢ and j connected on at least one layer of the network.

3.2 Genetic Operators

Crossover is an important step in the genetic operation, and the uniform
crossover is adopted in this paper. Uniform crossover actually belongs to the
category of multi-point crossover, which has been proved to be an effective oper-
ator in evolutionary algorithms (EAs). The uniform crossover operation is as
follows. First, a binary mask of the same length as the chromosome is randomly
generated. The offspring is generated by selecting genes from the parent chro-
mosome according to the mask. If the mask is equal to 0, the gene is selected
from the first parent chromosome; otherwise, the gene is selected from the second
parent chromosome. Figure 2(a) shows a simple example of a uniform crossover
operator.
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P, 2 3 1 6 7 4 8 7 Mutation position

P, 2 3 2 5 7 4 6 6 1234J5678
G Ry

o3
5]
Mask 0 1 0 1 0 0 1 0 P 23257466

U

P, 232 67 48 6 P, 232 6/7 46 6
P, 2 3 1 5 7 4 6 7 The neighbor node of the 4™ node
(a) Uniform crossover operation (b) Mutation operation

Fig.2. An example of uniform crossover and mutation operation with 8 nodes.
(a) Based on the mask, the parent chromosomes (i.e., P, and P,) produce two off-
spring chromosomes (i.e., P, and Pb/) by uniform crossover operation. (b) According to
a certain probability, the mutation location is randomly selected on the P, chromosome,
of which the node becomes its neighbor randomly to produce P, chromosome.

Mutation combines the knowledge of the layer nodes neighborhood, which
mutates with a random probability. The i** gene on a chromosome is randomly
selected with predefined probability and mutates into the j** neighbor node of
the i*" gene. A simple example of the proposed mutation operator is given in
Fig. 2(b).

3.3 Local Search Operation

The hill climbing method (HC) is incorporated into the proposed multi-objective
evolution model. First, the neighbors of a chromosome are defined as follows:
Given a chromosome Sy = {S},S%,...,S'}, node S} is randomly selected from
chromosome Si. Then the gene S} is replaced with other neighbor nodes Si
of the location i, where Si # Si. The new generated partition is defined as
the neighbor of chromosome Sj. In the local search process, a chromosome is
randomly selected for refinement and all possible neighbor chromosomes are
identified. Compared with the original chromosome, the newly generated one is
selected to replace this chromosome if it can achieve better solutions. The details
of HC procedure are given in Algorithm 1.

Algorithm 1 Hill climbing procedure

: Input: chromosome C}, the local search probability p;

: flag — FALSE

:for 1 =1:p; xlen(Cy) do
Randomly select a node and location: C} € Cy and j, where j # i
Replace: C;; =Cy —C!

if Eval(C},) > Eval(Cy) then
Assign: C = Cy — C’,/C

: else

Assign: flag — TRUE

© X g @ e
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3.4 Optimal Selection Strategy

In multi-objective optimization problems [18], determining how to find the opti-
mal solution from the Pareto set is a key problem in multi-objective optimization.
This paper adopts different optimal solution selection strategies. Multi-objective
optimization and multi-criterion decision-making are divided into three types,
namely, a posteriori, a priori, and an interactive [19].

In the strategy based on a priori, this paper selects the maximum value of
the objective function, i.e., the maximum modularity, in the Pareto set as the
optimal solution. In this case, the method is called prik.

Suppose S; = (s1,82,...,8,) is the fitness value of the it" solution on
the Pareto front. Based on an interactive method, the average value muvt =
(32, 52)/d) is calculated for each S; in the optimization process, and the solu-
tion with the highest value max_s is selected as the optimal solution at the end.
This optimization algorithm is called postk.

The posteriori decision-making method mainly introduces the approach of
k-means clustering, which can group a set of data obtained through different
models to improve the quality of the results. First, MulNSGA-IT algorithm is used
to discover community detection at all layers, so as to form the Pareto front.
Then, this strategy can find a consistent community clustering from detected
communities, namely, to determine the optimal solution from the Pareto front.
ot change or the maximum number of iterations is reached.

4 Experiment

4.1 Network Datasets

The synthetic network is generated by the benchmark function proposed by
Brédka and Grecki [20], which is an extension of the LFR benchmark [21]. By
changing parameters, networks with different structures and layers are generated
respectively. Parameter settings are shown in Table 1. The mixed parameter u
represents the connection part between a node and all nodes of a community.
Generally speaking, the quality of the community divided will decrease with the
increase of u. The degree change chance Dc will control how different the node
degrees at different network layers are. The higher the Dc parameter value is, the
more different nodes in different layers may be. In general, the mixing parameter
u and the degree change chance Dc jointly control the network structure of each
layer in a multi-layer network.

There are two real-world networks, which can be downloaded from the web-
site'. The first real multi-layer network is the KAPFERER TAILOR SHOP
network, which records the interaction of people in a tailor shop. The net-
work consists of 39 nodes, 1108 links, and four layers, that is, two instrumental
attribute networks (i.e., work and assistance) and two social attribute networks
(i-e., friendship and social emotion). The second real multi-layer network is the

! http://vlado.fmf.uni-1j.si/pub/networks/data/UciNet /UciData.htm#tkaptail.
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Table 1. The m-LFR128 Parameter Settings.

Parameter Value Parameter Value
Number of nodes 128 Overlapping nodes 0
Node average degree 8 Overlapping memberships | 0
Number of layers (2, 3, 4] Maximal community size |32
Mixing parameter [0.1, 0.2, 0.3, 0.4, 0.5] | Minimal community size 8
Exponent for power law | 2 Node maximal degree 16
creating degree sequence

Exponent for power law | 2 Exponent for power law of | 2
creating community sizes nodes through layers

Degree change chance [0.2, 0.4, 0.6, 0.8] Membership swap chance 0

CS-AARHUS social network, which consists of 61 nodes, 620 connections, and
five layers networks, namely, online Facebook relationship and offline relationship
(i.e., leisure, work, co-authorship and lunch).

4.2 Evaluation Metrics

Redundancy index [22] used as an evaluation metrics calculates the proportion of
redundant links in multi-layer networks. The intuitive implication of this metric
is that composite communities should have more connections in multiple layer
networks. Redundancy (denoted by Rc) is expressed in Eq. (4).

Rc = 7% ||pH Z Z (u, v, Ey) (4)

GaeG{ u, }Esi

||p|| is the total number of communities in a multi-layer network. S; is the
set {u,v} that connects at least one layer in G community. If {u,v} € Ej,
O(u,v, Ey) = 1, 0 otherwise. The higher the value of R, is, the better the quality
of the partition is.

The Normalized Mutual Information (NMI) used as the other evaluation
metrics can evaluate the similarity between the current clusters and the previous
ones [23]. Assuming that ¢; and ¢y are two network partitions, then NMI(A, B)
can be calculated as Eq. (5).

l l ’ ’ -
—2> 4 2 F..log(F..N/F. F .
NMI(cr,¢2) = — Z/:H Z;H ) gl( Y // & '{) (5)
> il Filog(F; /N) + Zjil F.leQ(F.j/N)

F' is a confusion matrix. F; (Fj') is the number of elements in the i** row
(or the 5" column) of F. I, (Ic,) represents the total number of clustering in a
partition ¢1(c2). The value of NMT ranges from 0 to 1. The larger the value of
NMTI is, the more similar the original and optimized networks are.
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4.3 Experiments Result

The proposed method is to obtain the final results by averaging the values in 10
runs. Population size, iteration number, crossover and mutation probability are
set as 200, 100, 0.8 and 0.2, respectively. These parameter values are obtained
by the trial-and-error method on the benchmark function to get the best result.

Figure 3 shows the results of NMI in 12 different network structures based
on different parameters in the mLFR dataset. The first experiment is mainly
used to compare the three strategies of MulNSGA-IT algorithm (i.e., MulNSGA-
prik, MulNSGA-clu, MulNSGA-postk) and MLMaOP-proj, MLMaOP-cspa,
MLMaOP-mf [24], under the different network structures formed by the inter-
action of the layers of multi-layer networks, the mixing parameters u and the
degree change chance Dec.

Table 2. The comparison results of MulNSGA-prik, MulNSGA-clu, MulNSGA-postk
algorithm, and MOEA-MultiNet, BGLL algorithm on KAPFERER TAILOR SHOP
NETWORK. The evaluation indexes are @., and R..

Strategies | Algorithms Qm R,

One-layer |BGLL/Ly 0.2179 ] 0.3964
BGLL/ Lo 0.2006 | 0.4717
BGLL/Ls 0.1380 | 0.2657
BGLL/L,4 0.0932 ] 0.4094

Multi-layer | MOEA-MultiNet | 0.2094 | 0.4735
MulNSGA-prik | 0.4343|0.3705
MulNSGA-clu 0.4698 | 0.3511
MulNSGA-postk |0.4810|0.3134

It is obvious that the increase of network layers hardly affects the perfor-
mances of MulNSGA-prik, MulNSGA-clu, MulNSGA-postk in Fig. 3. Dc controls
the network structure, and the algorithm can find the best community division
under different network structures. The performance of MulNSGA-II algorithm
(i.e., MulNSGA-prik, MulNSGA-clu, MulNSGA-postk) is much better than that
of MLMaOP-proj, MLMaOP-cspa, MLMaOP-mf algorithm [24] in different net-
work structures and layers.

Tables2 and 3 show that the comparison results between the proposed
MulNSGA-II algorithm (i.e., MulNSGA-prik, MulNSGA-clu, MulNSGA-postk)
and the MOEA-MultiNet [25], BGLL algorithms [26] in one of real multi-layer
networks.

It can be seen from the data in Tables 2 and 3 that the compound community
structure obtained by the proposed MulNSGA-II algorithm (i.e., MulNSGA-prik,
MulNSGA-clu, MulNSGA-postk) is overall superior to the MOEA-MultiNet [25]
and the BGLL algorithms [26] based on a single layer.
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(a) Two-layer network (b) Three-layer network (c) Four-layer network
with different network structures with different network structures with different network structures

Fig. 3. The NMI results for mLFR-128 networks with the increase of network lay-
ers (i.e., d = 2, 3, 4) and the change of network structure (mixing parameter v and
degree change chance Dc jointly control the network structure). Obviously, the results
show that the improved MulNSGA-prik, MulNSGA-clu, MulNSGA-postk algorithm are
much better than that of MLMaOP-proj, MLMaOP-cspa, MLMaOP-mf algorithm in
different network structure and layers.
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Table 3. The comparison results of MulNSGA-prik, MulNSGA-clu, MulNSGA-postk
algorithm and MOEA-MultiNet, BGLL algorithm on CS-AARHUS NETWORK. The
evaluation indexes are Q. and R..

Strategies | Algorithms Qm R.

One-layer | BGLL/L; 0.4685 | 0.2852
BGLL/ Lo 0.1672 | 0.0472
BGLL/Ls 0.0832 | 0.1205
BGLL/ L4 0.2893 | 0.1611
BGLL/Ls 0.41150.2715

Multi-layer | MOEA-MultiNet | 0.4010 | 0.3186
MulNSGA-prik | 0.2316 | 0.3703
MulNSGA-clu 0.2315 | 0.3617
MulNSGA-postk | 0.2287 | 0.3847

5 Conclusion

Community detection in multi-layer networks has attracted extensive attention.
At present, the definition and evaluation index of community in multi-layer
networks are still open questions. Therefore, this paper transforms community
detection in multi-layer networks into a multi-objective problem and proposes a
multi-objective optimization model in multi-layer networks. The model has the
following characteristics.

— The new multi-objective evolutionary computing model for community detec-
tion in multi-layer networks introduces a concept of modularity in different
decision domains, and iteratively optimizes each layer of the network. By
evaluating the objective function of each layer network to form the objective
space, this paper proposes three different optimal solution selection strategies
to find the optimum solution.

— In order to overcome the problem of local optimal solution in the optimization-
based community detection algorithm, local search strategy is introduced into
this model.

— The improved MulNSGA-II algorithm based on the multi-objective model has
better performance than other algorithms in real multi-layer networks, which
also shows the effectiveness of the proposed model. At the same time, by
changing the network structure and layers in synthetic networks, the model
is still able to find high-quality communities. When applied to layer 3 and 4
networks, the performance of the algorithm is almost unchanged. Experiments
show that the improved MulNSGA-II algorithm may be applied to higher
dimensional multilayer networks.

Acknowledgment. This work is supported by National Natural Science Foundation
of China (Nos. 61602391, 61402379), Natural Science Foundation of Chongging (No.



A New Multi-objective Evolution Model for Community Detection 207

¢stc2018jcyjAX0274), and in part of Southwest University Training Programs of Inno-
vation and Entrepreneurship for Undergraduates (No. X201910635045).

References

10.

11.

12.

13.

14.

15.

16.

17.

. Gao, C., Liu, J.M.: Network-based modeling for characterizing human collective

behaviors during extreme events. IEEE Trans. Sys. Man Cybern. Syst. 46(1), 171—
183 (2017)

Chiti, F., Dobson, C.M.: Protein misfolding, amyloid formation, and human dis-
ease: A summary of progress over the last decade. Annu. Rev. Biochem. 86, 27-68
(2017)

Strano, E., Viana, M.P., Sorichetta, A.: Mapping road network communities for
guiding disease surveillance and control strategies. Sci. Rep-UK 8(1), 4744 (2018)
Li, Z.T., Liu, J., Wu, K.: A multiobjective evolutionary algorithm based on struc-
tural and attribute similarities for community detection in attributed networks.
IEEE Trans. Cybern. 48(7), 1963-1976 (2017)

Liu, C.L., Liu, J., Jiang, Z.Z.: A multiobjective evolutionary algorithm based
on similarity for community detection from signed social networks. IEEE Trans.
Cybern. 44(12), 2274-2287 (2014)

Gao, C., Liang, M.X., Li, X.H.: Network community detection based on the
Physarum-inspired computational framework. IEEE/ACM Trans. Comput. Bi.
15(6), 1916-1928 (2018)

Bravobenitez, B., Alexandrovakabadjova, B., Martinezjaramillo, S.: Centrality
measurement of the mexican large Value payments system from the perspective of
multiplex networks. Comput. Econ. 47(1), 19-47 (2016)

Yao, Y., Zhang, R., Fan, Y.: Link prediction via layer relevance of multiplex net-
works. Int. J. Mod. Phys. C 28(08), 1750101 (2017)

Ma, L.J., Gong, M.G., Yan, J.N., Liu, W.F., Wang, S.F.: Detecting composite
communities in multiplex networks: a multilevel memetic algorithm. Swarm Evol.
Comput. 39, 177-191 (2018)

Taylor, D., Shai, S., Stanley, N., Mucha, P.J.: Enhanced detectability of commu-
nity structure in multilayer networks through layer aggregation. Phys. Rev. Lett.
116(22), 228301 (2016)

Xuan, Q., Ma, X.D., Fu, C.B., Dong, H., Zhang, G.J.: Heterogeneous multidimen-
sional scaling for complex networks. Int. J. Mod. Phy. C. 26(02), 1550023 (2015)
Dai, C.Y., Chen, L., Li, B., Li, Y.: Link prediction in multi-relational networks
based on relational similarity. Inform. Sci. 394, 198-216 (2017)

Pitsik, E., et al.: Inter-layer competition in adaptive multiplex network. New J.
Phy. 20(7), 075004 (2018)

Boutemine, O., Bouguessa, M.: Mining community structures in multidimensional
networks. ACM Trans. Knowl. Discov. Data 11(4), 51 (2017)

Li, Z.T., Liu, J., Wu, K.: A multiobjective evolutionary algorithm based on struc-
tural and attribute similarities for community detection in attributed networks.
IEEE Trans. Cybern. 48(7), 1963-1976 (2017)

Wang, Z., Wang, L., Szolnoki, A., Perc, M.: Evolutionary games on multilayer
networks: A colloquium. Eur. Phys. J. B 88(5), 124 (2015)

Pizzuti, C.: Evolutionary computation for community detection in networks: A
review. IEEE Trans. Evol. Comput. 22(3), 464-483 (2018)



208

18.

19.

20.

21.

22.

23.

24.

25.

26.

X. Chen et al.

Chen, X.J., Liu, Y.X., Li, X.H., Wang, Z., Wang, S.X., Gao, C.. A
new evolutionary multiobjective model for traveling salesman problem. IEEE
Access. 7, 66964-66979 (2019). https://doi.org/10.1109/ACCESS.2019.2917838.
https:/ /ieeexplore.ieee.org/abstract/document /8718296

Purshouse, R.C., Deb, K., Mansor, M.M., Mostaghim, S., Wang, R.: A review
of hybrid evolutionary multiple criteria decision making methods. In: 2014 IEEE
Congress on Evolutionary Computation (CEC), pp. 1147-1154 (2014)

Brédka, P.: A method for group extraction and analysis in multi-layered social net-
works. Ph.D. disertation, Wroclaw, Poland, arXiv.org:1302.1369 (2012). https://
www.il.pwr.edu.pl/~brodka/index-en.html

Lancichinetti, A., Fortunato, S., Radicchi, F.: Benchmark graphs for testing com-
munity detection algorithms. Phys. Rev. E 78(4), 046110 (2008)

Newman, M.E.J., Girvan, M.: Finding and evaluating community structure in net-
works. Phys. Rev. 69(2), 026113 (2004)

Amelio, A., Pizzuti, C.: Community detection in multidimensional networks. In:
2014 IEEE Proceedings of the 26th International Conference on Tools with Artifi-
cial Intelligence, pp. 352-359 (2014)

Pizzuti, C., Socievole, A.: Many-objective optimization for community detection
in multi-layer networks. In: 2017 IEEE Congress on Evolutionary Computation
(CEC), pp. 411-418 (2017)

Liu, W.F., Wang, S.F., Gong, M.: An improved multiobjective evolutionary app-
roach for community detection in multilayer networks. In: 2017 IEEE Congress on
Evolutionary Computation (CEC), pp. 443-449 (2017)

Lancichinetti, A., Fortunato, S.: Consensus clustering in complex networks. Sci.
Rep. 2, 336 (2012). https://www.nature.com/articles/srep00336


https://doi.org/10.1109/ACCESS.2019.2917838
https://ieeexplore.ieee.org/abstract/document/8718296
http://arxiv.org/abs/org:1302.1369
https://www.ii.pwr.edu.pl/~brodka/index-en.html
https://www.ii.pwr.edu.pl/~brodka/index-en.html
https://www.nature.com/articles/srep00336

	A New Multi-objective Evolution Model for Community Detection in Multi-layer Networks
	1 Introduction
	2 Problem Definition
	3 Proposed Method
	3.1 Encoding Scheme
	3.2 Genetic Operators
	3.3 Local Search Operation
	3.4 Optimal Selection Strategy

	4 Experiment
	4.1 Network Datasets
	4.2 Evaluation Metrics
	4.3 Experiments Result

	5 Conclusion
	References




