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Preface

The Second International Conference on Recent Innovations in Computing (ICRIC
2019) targeted researchers from different domains of advanced computing, intelli-
gent networking, image processing and computer vision, e-learning, cloud and big
data, security and privacy, and Digital India on a single platform to showcase their
research ideas. The conference aims to be an annual ongoing event inviting
researchers to exchange their ideas and thoughts. We hope that it will continue
evolving and contributing in the field of computing technologies. The Second
International Conference on Recent Innovations in Computing (ICRIC 2019) was
hosted by Central University of Jammu, J&K, India, during March 8–9, 2019. We
are thankful to our valuable authors for their contribution and our Technical
Program Committee for their immense support and motivation toward making the
2nd ICRIC 2019 a grand success. We are also grateful to our eminent speakers:
Prof. Dr. Devesh C Jinwala, Professor, IIT Jammu, J&K; Mr. Amit Sharma,
Additional Director, DRDO, India, for his Cybersecurity Talk; and Dr. Zdzislaw
Polkowski, Jan Wyzykowski University, Polkowice, Poland, for delivering his talk
on importance of cloud technologies in SMEs. We are also thankful to the vice
chancellor of the university, Prof. Ashok Aima, for extending his support to make
this event happen.

We are also thankful to our various session chairs for sharing their technical
sessions and enlightening the delegates of the conference. We want to express our
thanks to Dr. Harsh K. Verma, Prof. Suchita Upadhaya, Dr. Arvind Selwal,
Dr. Manoj Kr. Gupta, Dr. Deepti Malhotra, Dr. Jitender Manhas, Dr. Bhavna Arora,

v



Dr. Sudhanshu Tyagi, Prof. Devanand, and many more professors for spending
their valuable time during the paper presentations. Selected papers were presented
in various parallel tracks in six sessions during two days of conference.

Waknaghat, India Pradeep Kumar Singh
New Delhi, India Arpan Kumar Kar
Jammu, India Yashwant Singh
Patna, India Maheshkumar H. Kolekar
Ahmedabad, India Sudeep Tanwar
March 2019
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Predictive Analysis of Absenteeism
in MNCS Using Machine Learning
Algorithm

Krittika Tewari, Shriya Vandita and Shruti Jain

Abstract Absenteeism has become a severe problem for many organizations. The
problemposed in this paperwas to build a predictivemodel to predict the absenteeism
forMNCs by previously recorded data sets. This exercise not only leads to prevent or
lower absenteeism but forecast future workforce requirements and suggests ways to
meet those demands. For faster processing of massive data set, the data was analyzed
efficiently so that we get the minimum response time and turn-around time, which
is only possible when we use the right set of algorithms and by hard wiring of the
program. Different machine learning algorithms are used in the paper that includes
linear regression and support vector regression. By analyzing the results of each
technique, we come across that the age parameter mainly affects the absenteeism
that is linearly related to absenteeism.

Keywords Absenteeism ·Machine learning · Linear regression · Support vector
regression

1 Introduction

Absenteeism is a vital issue that requires immediate attention by both, the employee
and the employer. If the employee enjoys the work they do, then they will not take
leave. The employers are expected to keep their employees in good spirit and moti-
vated so that the employees deliver their best to the organization for the benefit of
both. It is a habitual pattern of the absence from duty. Absenteeism not only affects
the cost but is also an indicator of the poormorale of the employees. Absenteeism can
be a result of depression, personal stress, and anxiety which can lead to an employee
being detached and unable to cope up with the work and interaction at workplace,
burnout, heavy workloads, stressful meetings/presentations, bullying at workplace,
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Department of Electronics and Communication Engineering, Jaypee University of Information
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childcare, illness, and unequal treatment that leads to heart burning and feelings
of being unappreciated (non-recognition of his/her contribution). Absenteeism has
become a severe problem for many organizations. Obviously, it has been an undeni-
able issue faced by companies which can result in serious financial and non-financial
losses [1]. Because of the negative consequences of employee absenteeism, it is
important that the organization keep the absenteeism low [2]. The following may be
adopted by the organization to check or reduce absenteeism:

1. Adopting a clear attendance policy.
2. Providing healthy and safe working environment to the employees.
3. Encouraging the employees by visiting the workplace during working hours by

the higher management.
4. Celebrating the success of any project as a team.
5. Providing some reward to the employee for excess extra paid time off.
6. Maintaining a flexible work schedule if an employee comes late, he/she may be

allowedbut should be asked to put extraworkinghours in theweek to compensate.

Employees can cope with stress much better when they are given some autonomy
for self-governance, social support, and opportunities for personal growth. It has
been seen that the rate of absenteeism does not follow a normal distribution, but it is
skewed and truncated distribution that denies the beliefs of conventional statistical
methods such as correlation analysis and ordinary least square (OLS) regression [3].
It has been seen that correlation and multiple regression dominate absence research.
Managers and organizational practitioners need a detailed method for measuring
absenteeism loss as well as other measures needed for managerial evaluation to
decrease absenteeism rate and compare the effectiveness of absence/attendance pol-
icy from period to period. Since the 1980 s, the companies have collected abundant
amount of customer data stored in databases [1]. The data is collected by the com-
panies and the thought process on how to provide additional benefits or to improve
the operations. This type of thought process formed a natural progression toward the
use of improving estimates, forecasts, decisions, and efficiency [2]. These databases
grew to such a large extent that it becomes difficult for humans to analyze on their
own. Predictive analytics is an answer on how to handle such large databases. It is a
procedure that incorporates the use of computational methods to determine important
and useful patterns in large data. It was conceived from the study of related areas
like artificial intelligence, statistics, machine learning, pattern recognition, and data
mining [2].

We can use either supervised learning based models or unsupervised learning
models for prediction. The basic idea behind supervised learning based models is to
predict a target variable. Supervised learning is also referred to as predictive mod-
eling. Classification is a popular predictive modeling algorithm while dealing with
categorical variable [4–8]. Another type of supervised learning is regression where
we predict continuous outcomes [9, 10]. This procedure determines the computa-
tional methods and incorporates the patterns in large data. In descriptive modeling
or unsupervised learning based approaches, a model is always constructed through
clusters of the data [11].
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Fig. 1 Steps using machine learning algorithm

Authors in [12] explainmachine learning is a scientific disciplinewhich focuses on
automatically recognizing complex patterns and making intelligent decisions based
on available data. This branch of study evolves behavior that helps in developing an
algorithm for the computer. Figure 1 signifies the typical machine learning algorithm
[11, 12]. Machine learning focuses on the development of computer programs that
can change when exposed to new data. It is the process of converting experience into
expertise or knowledge [12]. There are different machine learning algorithm which
includes linear regression, decision tree, logistic regression, Naïve Bayes, support
vector machine (SVM), k-nearest neighbor (kNN), and random forest.

Predictivemodel ismade to train data that helps in analyzing the parameterswhich
affect the absenteeism inMNCs and how to reduce that absenteeism.Data is collected
from online source which is preprocessed by removing outliers. Feature engineering
is applied to the data. There are various parameters which affect the absenteeism.
Using feature selection, best features were selected and different machine learning
algorithms like linear regression and support vector regression are applied.

In this paper, Sect. 2 defines the predictive analysis using machine learning algo-
rithm; Sect. 3 explains the different implementation steps which were concluded at
the end of the paper.

2 Predictive Analysis Using Machine Learning Algorithm

Predictive analysis is used to predict unknown events or unobserved events by ana-
lyzing the existing data set with the help of machine learning techniques, statistical
modeling, and data mining. For predictive analysis, objectives are defined, and then,
the data set is prepared. Based upon the prepared data, a model is laid down for
deployment and monitoring. Predictive analysis identifies the cause–effect relation-
ship across the variables from the given data set and discovers hidden patterns with
the help of datamining techniques. It may apply to the observed patterns to unknowns
in the past, present, or the future. The predictive models have a clear focus on what
they want to learn and how they want to learn. The models which are used for the
prediction of target features of categorical values are known as classification models
[4–7]. Predictive models may also be used to predict numerical values of the target
feature based on the predictor features. The models which are used for the predic-
tion of the numerical values of the target feature of a data instance are known as
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regression models. There are different types of regression models (linear, logistic,
support vector regression). Mainly, they are categorized as linear and nonlinear. In
linear regression model, the dependence of the response on the regressors is defined
by a linear function, which makes their statistical analysis mathematically tractable.
On the other hand, in nonlinear regression model, this dependence is defined by a
nonlinear function, hence, the mathematical difficulty in their analysis.

In this paper, we are working on linear regression and support vector regression
(SVR).

2.1 Linear Regression

For linear regression, dependent variable (y) is continuous and independent variable
(x) may be continuous or discrete. Figure 2 shows the algorithm illustrating the linear
regression.

Fig. 2 Algorithm
illustrating linear regression
model
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For linear regression, the shape of regression line is linear whose slope of line is
b and intercept is a. Linear regression is expressed as:

y
︸︷︷︸

actual (observed)

= ax + b
︸ ︷︷ ︸

explained (prdeicted)

+ ε
︸︷︷︸

error

(1)

In Eq. (1), e is the error term. Linear regression can also be expressed by Eq. (2)

y
︸︷︷︸

observed

= ŷ
︸︷︷︸

predicted

+ ε
︸︷︷︸

error

(2)

For predicted values, Eq. (1) can be written as:

ŷ = â x + b̂ (3)

where slope is represented as:

â = SSxy
SSxx

=
∑

(x − x̄)(y − ȳ)
∑

(x − x̄)2
(4)

where x̄ and ȳ are the sample means and intercept is represented by Eq. (5),

b̂ = ȳ − â x̄ (5)

If the independent variable (x) is more than one (i.e. x1, x2, x3 …) than regression
is known as multiple regression. For multiple regressions, Eq. (1) can be expressed
as

y = a + b1x1 + b2x2 + b3x3 + · · · bnxn + e (6)

Methods like partial least square analysis (PLS) and OLS are used for calculation
of linear regression, while methods like stepwise approximation (SWA), forward
selection (FS), and backward elimination (BE) are used in multiple regression anal-
ysis.

2.2 Support Vector Regression (SVR)

A nonlinear function is leaned by linear learning machine mapping into high-
dimensional kernel-induced feature space containing all the main features that char-
acterize maximum margin algorithm. The system capacity is controlled by param-
eters that are not affected by the dimensionality of feature space. The main idea is
to optimize the generalization bounds and rely on defining the loss function that
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Fig. 3 SVM a nonlinear and b linear hyperplane

ignores errors that are located within the certain distance/range of the true value for
regression. SVR is also used for making prediction models. Another widely used
and powerful learning algorithm is a support vector machine (SVM). In SVM, the
objective is to maximize the margin which is defined as the distance between the
separating hyperplane and training samples that are closest to hyperplane. SVM can
be applied as regression and not limited to classification only. SVR works on same
principle as SVM works with only a few differences. Figure 3a shows the nonlinear
plane of SVM, and Fig. 3b shows linear plane of SVM.

The main idea is to maximize the margin by individualizing the hyperplane.
The results of linear regression and linear SVR are mostly similar. The main focus
of linear regression is to maximize the conditional likelihoods of the training data
from the source, which makes it more susceptible to outliers as compared to SVM.
Furthermore, linear regression models can be easily updated, and the SVM focuses
on the points that are closest to the decision boundary (support vectors).

3 Implementation of Predictive Model for Absenteeism

Our aim is to predict the absenteeism for MNCs by the previous recorded data sets.
We analyzed the data from online source www.kaggle.com, which is a platform for
predictive modeling and analytics competitions. Kaggle is an online community of
machine learners and data scientists. It allows users to find, explore, and publish
data sets. The availability of advanced machines and special tools has led to the
analysis of big data. It also broadened our horizons of looking at an unknown data
and trying to find useful features and patterns. We programmed our analysis on
Python language. Figure 4 shows the proposed methodology employed in the paper
to make a predictive model that helps in predicting the absenteeism. A significant
amount of time and effort was spent in organizing, cleaning, and redefining variables
in the data.

http://www.kaggle.com
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Fig. 4 Proposed
methodology Data Collection (Kaggle)

Data Pre-Processes (Normalization, 
Removal of Outliers)

Feature Engineering

Feature Selection (based on mean, 
median and p-value)

Best Features

Linear regression, Logistic Regression, 
Support Vector Regression, Clustering

Different steps were followed for implementation of our algorithm:

1. Data Exploration: In this section, data set is explored. This is an important step in
the machine learning process as firstly we need to know more information about
the data we are using and secondly we need to make a few alterations to the data
itself. In this paper, we are using 741 observations and 21 parameters before data
extraction and selection out of which we are considering the following different
parameters: absent (1 = YES, 0 = NO), employee class (1 = 1st, 2 = 2nd, 3 =
3rd), name, age, sex, distance from home, seasons transport, service time, day
shifts, workload, hit target, and education.

2. Data Preprocessing: Raw data can be transformed into understandable format
is called data preprocessing. Data preprocessing is required because real-world
data is often inconsistent, noisy, incomplete, or lacking in certain behaviors or
trends. The missing values can be identified through data preprocessing. The
identification of missing values is important in successful management of data.
Missing values, if not handled properly, lead to inaccurate inference about the
data. The result obtained will differ from ones where the missing values are
present due to improper handling of data.

3. Feature Engineering: Since the data can have missing fields, incomplete fields,
or fields containing unknown information, a fundamental step in building any
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Table 1 Title from the field
Name

Index Title No of occurrence

1. MR 757

2. MRS 198

3. MS 2

prediction system is feature engineering. Many times the data set contains highly
varying features in magnitudes, units, and range. The field “Name” contained
employee’s title: Mr., Mrs., Ms. Since name is unique for each employee, it
is not useful for our prediction system. However, an employee’s title can be
extracted from his or her name. In our data set, we found three titles which are
shown in Table 1. Title indicates employee’s sex (Mr. and Mrs.) and age (Ms.
and Mrs.).

4. Machine Learning Algorithm: It explains howwe have applied different machine
learning algorithms (linear and SVR) to our data set in order to build a model.
Figure 5 elaborates the machine learning algorithm that we have incorporated in
our paper. We have split the data set into training data set and testing data set in
the ratio of 70:30, and using training data set, we came up with a model to be
deployed. To this model, we applied test data set that yields predictive model.

In this paper, we have used linear regression and SVR to get predictive model.
Linear regression requires minimal adjustments to the data provided by Kaggle. We
have performed linear regression of all the parameters (shown in Fig. 6) and find that
absenteeism is linearly varying with age parameter only.

Figure 7 shows that the age of the employee being our predictor variable and num-
ber of days our employee is absent as our response variable using linear regression.

Fig. 5 Machine learning algorithm
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Fig. 6 Linear regression on different variables our data set

Fig. 7 Residuals versus age using linear regression
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Fig. 8 Graph between seasons of the year versus absenteeism using SVR

We have also applied SVR on our data sets. For SVR, we have considered two
parameters age and seasons of the year. Figures 8 and 9 depict the graph for season
of the year and age versus absenteeism respectively using SVR.

We have divided the year into four major seasons with an interval of 0.5 but as
shown in Fig. 8, we can infer that absenteeism rate does not get much affected by a
particular season of the year. The absenteeism rate remains unaffected by this factor
as the absenteeism rate is almost equal in all seasons. From Fig. 9, we can infer that
the age group of 35–40 years has the highest absenteeism rate as compared to the age
group of 50–60. With age parameter, days of the week with hours is also considered.

Figure 10 depicts the absenteeism on different days of the week. Here, each
day starting from Monday to Saturday is assigned a different color and the gradual
decrease in absenteeism on 2nd day of the week is observed as the age increases, and
the absenteeism on the 6th day (Saturday) is fairly high than any other day, reason
being the end of the week.

From the experiments, we come to know that age parameter of the age group of
35–40 is linearly related to absenteeism and the maximum absenteeism is on the 6th
day of the week, and minimum absenteeism is on the 2nd day of the week. There is
no much affect of season on absenteeism.
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Fig. 9 Graph between age versus absenteeism using SVR

Fig. 10 Age and absenteeism in hours considering days of the week. Note 2 defines 2nd day, 3
defines the 3rd day of the week
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4 Conclusion and Future Work

Predictive analysis of absenteeism in MNCs served as a framework for introduc-
tory predictive analytic methods. Managers and organizational practitioners need a
detailed method for measuring absenteeism loss as well as other measures needed for
managerial evaluation to decrease absenteeism rate and compare the effectiveness
of absence/attendance policy from period to period. The motivation of this study
developed from a desire to learn, understand, and apply linear, logistic, and SVM
regression. It is apparent that the effort put forth when working on the absenteeism in
MNCs problem has achieved our aims and goal of this study by linear regression and
SVR. In the future, we will encode categorical values of parameters such as month
of the absence.
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IoT Based Healthcare Kit for Diabetic
Foot Ulcer

Punit Gupta, Anushka Pandey, Poonia Akshita and Anshul Sharma

Abstract IoT helps the society to solve various problems in medicine. There are
many problems, which can be solved using IOT healthcare such as detection of
diabetes, detection of diabetic foot ulcer, abnormality in heart rate and many more.
This paper presents the design and implementation of IoT-based system to be used
in healthcare for detection of diabetic foot ulcer. The model will monitor the health
of diabetic foot ulcer patient and will send alerts if found any abnormality. The
development of this model will be done on Node MCU development board. This
model enables users to record, analyze and send large data to the users in real time
and efficiently. This will help in reducing visits to doctors and will help in live alerts
and the abnormality in the patient.

Keywords Internet of things (IoT) · Foot pressure · Diabetic foot ulcer · Health
monitoring and alerts

1 Introduction

IoT is a system of interconnected devices with the Internet, each device having
a unique identifier and have the ability to transfer the data over a network without
human interaction. The connection of devices with Internet makes the device smarter
as it can send the data as well as receive the data from the Internet and respond
accordingly. IoT in healthcare has brought many changes to the world. IoT helped
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to save a lot of time of patients as well as doctors and helped patients to spend less
on healthcare. IoT also helps doctors to analyze the patient whenever he feels so.

IOT in healthcare has brought a lot of advancement and changes. Management
and analyzing of monitored results have lowered the risk rates and cost of treatment.
The patient need not visit the doctor on regular basis for checkups and reports. It
helps the doctor to analyze the patient whenever his readings vary abnormally. To
make healthcare sector more efficient and accurate for the patients and doctors, IoT
is a solution to provide efficient techniques for diagnosis and prediction system.

Diabetes mellitus is one of the major causes of high blood sugar, which includes
insulin that moves sugar from the blood into the cells, which can be used to store
energy. Diabetic foot ulcer is one of the major sources of toxicity and leading cause
of hospitalization. Every year, almost 20% of hospitalizations are due to diabetic
foot ulcers since it can lead to infection, gangrene, amputation and possibly death.
It is found that limb amputation in diabetic patients is ten times higher than the non-
diabetics. In majority of cases, the cause for the foot ulcer is altered architecture of
the foot due to neuropathy resulting ion abnormal pressure points.

In this paper, we have proposed an IOT-based smart sole shoe to detect the health
of foot ulcer. The work is divided into four sections related work, proposed work,
results and conclusion.

This paper proposes an IoT-based smart sole shoe to detect the health of foot
ulcer. The work is divided into four sections related work, proposed work, results
and conclusion.

2 Related Work

IOT health care has been emerging a very beneficial in the world of medicines and
healthcare. Therefore, many IOT-based healthcare systems are becoming functional
such as, blood pressure monitor, heartbeat detectors and pulse audio meters. Hence,
the research is getting advance with emergence of various healthcare machinery. In
this section, few works related to health care are presented.

Milka D Madhale has proposed “foot pressure scanner” [1] for study of dynamic
foot pressure measurement in a diabetic patient. In the present study, a low-cost foot
pressure scanner has been developed and dynamic plantar pressures in a group of
110 Indian patients with or without diabetes are measured.

Practical implementation: If these pressure points can be detected, ulcer can be
prevented byproviding offloading footwears.Originality/value: differences are found
in dynamic foot pressures in different study groups namely diabetic patients with foot
ulcer and non-diabetics the differences are significant which showed the validity of
the tool. The consistency of the tool was proved by retest method.

Luay Fraiwan, Mohanad AlkKhodari, Jolu Ninan have proposed “Diabetic foot
ulcer mobile detection system using smartphone thermal camera” [2]. The proposed
system embraced a thermal camera which was connected to a smartphone, which
was used to acquire thermal images using MATLAB platform. The thermal imaging
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system possesses a stimulated temperature gradient greater than 2.2 °C which can
indicate probability of development of ulcers using basic image processing tech-
niques.

Implementation: The analysis and interpretation were based on two techniques
namely point-to-point main difference and Otsu thresholding technique; with these
two techniques, the system could successfully detect temperature changes.

KilleenAL,Walters JL has proposedRemote TemperatureMonitoring inDiabetic
Foot Ulcer Detection [3]. This paper proposed the use of RTM foot mat for the early
detection and prevention of DFUs. Three patients with a history of diabetes and
DFUs were given RTM foot mat and instructed its working. The persistence increase
in temperature greater than 1.75° between the left and the right feet indicated to call
the patient for further diagnosis.

Kulesza [4] proposes the Internet of things (IoT)-based information system for
indoor and outdoor use [4]. This paper was based on a conducted survey of related
works indicating failure of methodological approaches compared to the design pro-
cess. Hence, a designed methodology fulfills the required target according to the
outlook of the stakeholders and potential users. Many other existing health care
solution also exist for disease prediction [5–7].

The solutionmakes use of the three axial accelerometer andmagnetometer includ-
ing the decision trees algorithm. This architecture enabled positioning of amonitored
person in a four room zones accurately. It also identifies the movement activity based
on these activities the system differentiates them as normal suspicious or dangerous
which is used to prompt the healthcare staff for various possible problems. This
proposed solution is validated by day-to-day life scenario.

3 Proposed System

We have proposed a robust health monitoring system for diabetics that is intelligent
enough to monitor the patient automatically IOT that collects in information through
these systems that is patient’s.

In this section,model and system architecture is proposed for diagnosis of diabetic
ulcer using IoT and collect the information for further analysis by logging parameters
like heart rate, body temperature, dynamic foot pressure and blood pressure. This
would help the patient and the doctor to predict the symptoms of diabetic foot ulcers
and send an emergency alert to the patients-trusted doctor with his current status and
full medical information. Diabetic foot ulcer is a major source of morbidity and a
leading cause of hospitalization. Milka D. Madhale, in his research paper “The study
of dynamic foot pressure measurement in diabetic patients,” stated the difference in
foot pressures of diabetic foot ulcer and a normal person according to their age.

The main objective is to develop a complete healthcare kit which could detect
diabetic foot ulcer using 6-foot pressure point measured by flexi-force sensor of
capacity 100 lbs. The pressure sensor measures the foot pressures six times a day
whenever the patient is standing along with heart rate, blood pressure and body
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temperature which could result into diabetic complications. These readings are sent
using Bluetooth connection to the patient’s smart phone and then stored in cloud
using Internet.

3.1 Hardware

The IoTmodule of our model is the nodeMCU board is an open source IoT platform.
It includes firmware which runs on the ESP8266Wi-Fi SOC from Espressif Systems
and comes with Wi-Fi and inbuilt Bluetooth. The term “Node MCU” by default
refers to the firmware rather than the development kits. The firmware uses the Lua
scripting language. The sensor attached to the patient’s foot is the flexi-force sensor of
capacity 100 lbs. The device also has a heartbeat sensor (XD58C pulse sensor) and a
temperature sensor (DHT11) to detect the patient temperature. Blood pressure sensor
is added to detect the blood pressure of the patient over the period of time which
defines the health of the patient. All the data collected from the sensor is recorded
over the cloud of think spark for analysis over the time to find any abnormality in
the patient health and lifestyle.

The cloud would analyze the data received from the hardware and if found any
abnormality would alert the doctor and the patient through a Web application.

The system is divided into three phases:

1. Sensing
2. Harvesting and analysis
3. Alerts and reports.

3.2 Sensing

In this phase, data is collected fromvarious sensing devices and collected over the IoT
board for filtration and then to be transmitted to cloud through the Internet connection
of smart phone.

3.3 Harvesting and Analysis

In this phase, the data from many such devices is collected over the cloud. Data is
collected three times a day to check the health of the patient. Then starts the analysis
process to analyze the data and finds any abnormality in health by comparing the
trained healthy record of the patient with current and previous record. Figure 1a, b
shows the relation of age and the diabetes which may result in foot ulcer. The cloud
is trained with the basic parameters like body temperature, blood pressure and foot
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Fig. 1 a Age-wise study of ulcer and b foot pressure study of ulcer

pressure for a healthy person and also the rages when the system should generate the
alerts.

3.4 Alert and Reporting

In this phase, abnormality, i.e., gradual increase in temperature blood pressure or foot
pressure records is reported in form of alert which means active response is required
and n form of report which shows an record of abnormality in any parameter which
may result in future health degradation. These report helps to take preliminary actions
rather than waiting for the big problem (Figs. 2 and 3).

The patient and the doctorwould getweekly,monthly and annual reports regarding
their medical conditions, and that would help to know their progress and distortion.
This would help to change their medication and living conditions (Fig. 4).
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Fig. 2 Input collection model

Fig. 3 Analysis module

4 Results

The aim of this solution to predict any abnormal behavior in patient health before it
becomes a problem. Cloud help in computing the large data, comparing them with
original one to find an abnormality in health and take action by changing the diet or
few medicines.

• Our solution is better than the above-related work as it helps to predict the symp-
toms of diseases and alerts the patient as well as the doctor.
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Fig. 4 Report delivery and alert module

• It helps in analyzing the patient’s medical conditions and keeps a track of them by
providing time to time medical reports.

• It is a complete healthcare kit for a diabetic patient which would help him know
his other diabetic complications.

5 Conclusion

Solution for foot ulcer will help the patient and doctor to track the health of the
patients and find any abnormality in the health. The system is developed and is been
tested over the dataset provided in research work. This work has almost covered all
the work done in the field of foot ulcer and its symptoms and has reviewed all the
work. The work has done on open-source hardware which may help it to improve
further and study the work. The work will help the patient to track abnormality in
heart or blood pressure.
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Context—Aware Smart Reliable Service
Model for Intelligent Transportation
System Based on Ontology

M. Swarnamugi and R. Chinnaiyan

Abstract IoT-based transportation system is getting smarter and smarter to
provide quick, safe and reliable services to the user. This smarter transportation
system is called Intelligent Transportation System (ITS). ITS incorporates wired
and wireless communication, electronic technologies, computational technologies,
cloud platforms, GPS and sensor to assist user to be informed on road safety and
make safer, coordinated, comfort and ‘smarter’ use of transportation medium. ITS is
an advanced IOT application that connects huge number of objects to communicate
with each other. As number of objects connected to ITS application increases, we
face with a challenge of adding value to raw sensor data. The focus of this paper is
to address this challenge with a context—aware model. Also, the effectiveness of
context—aware in ITS is illustrated by discussing different real time scenarios.

Keywords Intelligent transportation system (ITS) · Context—aware · Ontology ·
Sensors

1 Introduction

The major issue urbanization face today is the rapid vehicular growth. As the pop-
ulation in the urban area of our country increases, it naturally increases the traffic
congestion. This has put massive focus on transforming the traditional transportation
network to Intelligent Transportation System. The main objective of this transfor-
mation is to minimize and provide optimal solution to traffic-related problems. ITS
is an advanced IoT application aims to afford services relating to different modes of
transportation and assist user to be better informed on road safety and make safer,
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coordinated, comfort and ‘smarter’ use of transportation medium. ITS provides solu-
tions to minimize traffic congestion and achieve traffic efficiency, allows vehicles to
communicate, provides smart parking, enables dynamic traffic signal management,
monitors and controls variable speed limits, surveillance of roads and highways,
utilizing energy conservation, enabling collision avoidance and enhancing comfort
and road safety to the users with the help of sensor, information and communica-
tion technologies [1]. As number of objects connected to ITS increases, it generates
enormous amount of raw sensor data. The increase in raw sensor data creates a new
challenge in delivering effective services to the user. Therefore, the data have to be
analyzed and reasoned to fix the challenge of adding value to sensor data. Fixing this
challenge ensures effective delivery of services to the user of ITS.

For effective service delivery, this paper focuses on using context—awareness
to enrich semantics of the raw information collected. In general, context means the
ability of a system to describe the state of an entity [2]. An entity is a person, a
device, place, an environment relevant to user and application. Context—aware—a
key component of ubiquitous computing focuses on giving a transformation to raw
information by enriching its semantics and inferring its contextual description. Many
different methods are employed in the literature [3] to infer context description. For
effectiveness and reliability of the enormous amount of context information collected
fromdifferent distributed sensors and sources, an ontology-basedmodel is considered
to be more suitable for deployment [4].

The objective of this paper is twofold: (1) For an IoT paradigm, which service
model is best applicable? (2) How an Intelligent Transportation System provides
effective services to the users using context—aware model.

This paper is organized as follows: The background study is described in Sect. 2.
The context abstraction in ITS model is described in Sect. 3. Section 4 describes the
effectiveness of using context—aware in ITS through various use case scenarios and
Sect. 5 with conclusion.

2 Background Study

The urban cities in India face serious traffic-related problems due to increase in
vehicular growth. The growth rate of these vehicles will grow double or even more
as the day passes. There are many emerging technologies such as Google map and
Microsoft autoroute to assist the user of the vehicle to alleviate traffic and trans-
portation problems. This technology widely uses satellite network for GPS devices,
cellular services such as GSM/3G/4G for smart phones and other navigation devices
for data collection. To provide effective services to the users and to ensure the accu-
racy of the services provided, many researchers have proposed different methods
and algorithms in the literature. In Web paradigm, the two widely used methods are
similarity-based and content-based methods.

The traditional similarity-based method delivers services to users based on the
similarity that exists among the consumers,whohave used or initiated the samequery.
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Bruke [5] addressed collaborative and content-based recommendation system in this
paper. The cold start problem in similarity based (or collaborative) is identified, and
he proposed a new hybrid recommendation system to overcome cold start issue. The
content based method uses information about the user history to provide new and
relevant services. Themain problemwith thismethod is it suggests same services that
are similar and used by the user in the past. Zhao et al. [6] proposed a content-based
recommendation for traffic signal control. In this paper, the author used k-nearest
neighbor method to find the similar traffic condition in the past history.

For IoT Intelligent Transportation System, where numerous objects are connected
on the fly, the traditional methods or recommended systems can only address explicit
services relevant to user without giving preference to user context and environment
context. For IoT paradigm, the recent development is on context aware methods
to capture high-level descriptions of traffic conditions and user centric observation.
Deepti et al. [4] proposed a context—aware service framework for traffic manage-
ment using multimedia ontology to extract descriptions of traffic details and vehicles
across the transportation network. To handle real-time contextual observation, the
authors have used MOWL with dynamic Bayesian networks. The main objective
of their paper is, with the analyzed and extracted contextual information on how to
predict the congestion and show an alternative congestion free route to the user.

Davy et al. [7] proposed an architecture on ontology-based policy relations of traf-
fic engineering to deliver user context—aware and QoS based services. Nisha et al.
[8] proposed on ontology-based context—aware framework for traffic surveillance.
Phlippe and Fawzi used a semantic aware ontology to prepare a high-level repre-
sentation on vehicles and environment to assist users in taking relaxation decision.
Abayomi andGyu proposed a framework for exploiting IoT for context—aware trust-
based services. The author focused much on context classification and reasoning to
improve context aware trust based services. Aditya et al. [9] proposed a multi-level
smart city architecture based on semantic Web technologies and Dempster–Shafer
theory of evidence. This paper focused on giving a transformation to raw information
by enriching its semantics and inferring it by customized applications.

3 Ontology Based Context—Awareness in ITS

Context in general means the ability of a system to gather information about its
environment at any given time and adapt behaviors according to generate dynamic
decision [10]. Of the many possible techniques available to model ITS, this paper
focuses on using ontology or cognitive reasoning technique to enable high level,
semantic knowledge representation to perform context—awareness on ITS.

Any context—aware system model built for ITS focuses on collecting, analyzing
and inferring high-level context information from environment. Ontologies for ITS
addresses the following key features.
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(i) The ITS should be adaptive to automate the changes in the system with respect
to contextual situations. For example, in a four-cross traffic signalmanagement,
the system automates the signal lights based on sensing the vehicle presence.
The traditional way of regulating signal light is based on timer (equal time
distribution). Let us assume, there is no vehicle presence on one cross when
signal shows green. This blocks the other crossers having more number of
vehicles. A context—aware system at this scenario should be adaptive enough
to take quick decision on automating changes in the system.

(ii) Anticipating preferences—ready to serve services. ITS is itself dynamic in
nature at any time. There is no guarantee the same level of traffic density exists
all the time. For example, if raining during peek hours, the context—aware ITS
has to dynamically decide on regulating the traffic signal based on density of
the vehicles at each signal cross.

(iii) Context—aware to recognize situations—enabling the system to take immedi-
ate decision in an emergency situations like accidents.

(iv) Giving preference to user context—this enables personalized service. For
example, during peak hours, the traffic is always congested. If any path is
blocked, having context—aware system will assist user a personalised service
to travel to his/her destination by suggesting different path.

Figure 1 illustrates the context abstraction in IoT ITS model proposed in our pre-
vious work [11]. At end points, exists the object embedded with hardware, software
and various types of sensors like accelerometer sensor, proximity sensor, motion
detector sensor etc.

At fog and cloud layer, the main focus is on analyzing the data collected from end
points [12]. The context—aware system using ontologies plays an important role

Fig. 1 Context abstraction in ITS model
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to infer high-level contextual situation (or) description from the raw data collected
from the end points.

(i) Pre-processing—low-level data emitted by sensors are transformed into infor-
mation to be used for further analysis.

(ii) Feature extraction—focus on filtering relevant data depending on the activities
generated. The extracted feature vectors are then used in the next process.

(iii) Classification/clustering/prediction—depending on the task or activities, any
of the mentioned analysis is applied to derive the context knowledge. Machine
learning algorithms such as ANN, SVM and Bayesian classifier are used to
derive context knowledge from feature vector extracted.

(iv) Context inference—to derive cognitive meaning of context information, con-
text—aware system requires a cognitive model. Many models have been pro-
posed in the literature to infer high-level description. Among all, ontology
modeling for infer of high-level cognitive meaning has yielded better accuracy
than other methods.

Figure 2 depicts context inference model for ITS. The first layer in the inference
model is the domain ontology. With ITS, the important contexts are user context,
device context, environment context, weather context, parking context, time, etc.

The second layer in the model is specific to ontologies of ITS. With ITS, it is
ontology for smart parking, ontology for route prediction, ontology for anticipating
preference, etc. The main focus is to integrate reasoning and rules for inferring
contexts specific to ITS services. The context rules are defined in the third level.

Fig. 2 Context inference model
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4 Context—Aware ITS: Use Case Scenarios

This section discusses the context—aware ITS through two use case scenarios.

4.1 Use Case 1: Dynamic Traffic Signal Management
(DYSM)

The traditional traffic signal operates based on a timer. For a four-cross traffic signal
management, the red, green and yellow signalswill be open and closed for aminimum
of 30 s to maximum of 90 s. Let us assume no presence of vehicle is found in one
cross and as per the timer the signal is opened to green. In this case, vehicles waiting
on the other crosses have to wait for no vehicles to cross the lane.

To improve the effectiveness of this scenario, we can infer the context that if no
vehicles are on a cross, then the system should dynamically decide on extending the
particular cross to be closed and open green signal to other crosses depending on the
vehicle density. This reduces the time delay in dynamic traffic signal management.
Figure 3 depicts the ontology for the scenario dynamic traffic signal management.

4.2 Use Case 2: Smart Parking System

The primary focus of context—aware ITS is the user. For context—aware ITS, pref-
erence is the crucial component to satisfy the user need.

Fig. 3 Ontology for dynamic traffic signal management
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Fig. 4 Ontology for smart parking system

Let us consider a smart parking system in a public forum that allocates parking
slot to the user to park his/her vehicle. The traditional parking allocates a random slot
or free slot at time instant, and this message is given to the user to park the vehicle.
If the user is intended to go to a particular shop located on the north zone, the system
has to allocate a slot on north zone or at least nearer to north zone. The context of the
user can be inferred by getting his preference though a mobile app. Figure 4 depicts
the ontology smart parking system.

5 Conclusion

Intelligent transport systems are widely transforming the current transportation sys-
tem to improve road safety, traffic efficiency and driving experience. IoT handshakes
with ITS to provide smart and quick services to users. To enable effective service
delivery to the users of ITS, this paper addressed the use of context—awareness
using ontology. To understand the high-level description of collected raw sensor
data, context abstraction proposed in ITS highlights the importance of context infer-
ence model with the identified context of ITS. For the identified ITS context, we
have also presented two use case scenarios to understand the inference model used.
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Static, Dynamic and Intrinsic Features
Based Android Malware Detection Using
Machine Learning

Bilal Ahmad Mantoo and Surinder Singh Khurana

Abstract Android is one of the smartest and advanced operating systems in the
mobile phone market in the current era. The number of smartphone users based
on the Android platform is rising swiftly which increases its popularity all over the
world. The rising fame of this technology attracts everyone toward it and invitesmore
number of hackers in Android platform. These hackers spread malicious application
in themarket and lead to the high chance of data leakage, financial loss and other dam-
ages. Therefore, malware detection techniques should be implemented to detect the
malware smartly. Different techniques have been proposed using permission-based
or system call-based approaches. In this paper, a hybrid approach of static, dynamic
and intrinsic features based malware detection using k-nearest neighbors (k-NN) and
logistic regression machine learning algorithms. The intrinsic feature contribution
has also been evaluated. Furthermore, linear discriminant analysis technique has
been implemented to evaluate the impact on the detection rate. The calculation uses
a publicly available dataset of Androtrack. Based on the estimation results, both the
k-nearest neighbors (k-NN) and logistic regression classifiers produced accuracy of
97.5%.

Keywords Dynamic analysis · Static analysis · Intrinsic features · Logistic
regression · k-NN

1 Introduction

Malware is defined as a program which contains malicious code for performing
vulnerable activities in any platform. These coded programs are used to perform
operations that are usually used for personal interest like accessing to secret infor-
mation, stealing password or credit card details. Security to computer assets and
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other Internet gadgets has always been a question of serious interest for security
experts. Since the current generation is doing most of its task via mobile phones
using Internet, its security has become a prime importance. Classic mobile phone
has been superseded by smartphone with Android operating system. Different types
of applications are present in this platform which are used for myriad number of
day-to-day activities. These applications can be used for personal activities like pho-
tography, saving contact details and connecting with different types of people all
over the world via e-mail. Same device can be used in combination with different
persons in any organization via the applications Whatsapp, Facebook, LinkedIn, etc.
Due to its high growing market and fame, hackers always try to spoof information
from these devices by inserting different types of malwares. And these malwares are
increasing day by day; as reported by AV-TEST, the number of malwares increases
from 29.4 million to 847.34 million since last ten years.

Android market is considered as one of the famous platforms for mobile phone
users in status quo. The Android market is increasing with steady speed, and it
is now at 84.7% expansion of all mobile technology. The main reason is its wide
functionality and best human interface. Further, it lets its users to download the
application from many sources like torrents, Google play store, third-party markets,
etc. [1]. But this openness of downloading from different sources leads to high
chances of downloading malwares [2]. Programs that contain malicious payloads are
used in getting access to other applications [3] which leads to confidential breaks,
earningmoney throughpremiumcalls andSMSandother high-riskmalicious attacks.
Therefore, its detection should be handled safely and securely.

1.1 Android Malware Detection

Android malicious applications installed in the smartphone can be recognized
together with genuine applications by their permissions present in the Android appli-
cation shown in Fig. 1 that the application requests during installation.

There are two approaches to detecting an Android malware application. First, the
permissions are extracted from the Android manifest file of the application. Dataset
of all the permissions present in the benign and malware applications is created, and
finally, the machine learning algorithms are used to classify and identify the malware
in Android platform. This comes in the approach of static malware detection, where
we statically take out the features from an Android app. Second approach is dynamic
behaviors of an application are observed by the system call series at the end.

1.2 Approaches to Detecting Malware

Malware applications of Android have developed rapidly in a very short interval of
time and would keep increasing as mobile phone users are increasing with high rate.



Static, Dynamic and Intrinsic Features Based Android Malware … 33

Fig. 1 Application
permissions

It becomes a very serious issue to make a distinction between Android malware from
benign applications. There are two approaches to detecting a malware on Android
operating systems.

I. Static Analysis Approach.
II. Dynamic Analysis Approach.

I. Static Analysis Approach

In this approach, a predefined Android application that is present in the smartphone
comes in an Android package (.apk) archive. This .apk folder consists a zip package
of AndroidManifest.xml and other important files and folders. In order to dig out
the features, we have to perform reverse engineering of all .apk files. This is done
using the apktool [4]. The Manifest.xml file of all Android applications consists
of large number of features that can be helpful for performing static analysis. One
such iconic and important feature used is the permissions granted by the application
during its installation stage. The AndroidManifest.xml encompasses the number of
permissions prerequisite by the Android application. To extract these permissions,
the Android package has to be de-packaged using any available Android emulator.
Figure 2 shows the snapshot of Android manifest file.xml of YouTube app.

II. Dynamic Analysis Approach

Dynamic analysis means observing the behavior of applications in a simulated con-
text to build a model that characterizes the application’s behavior. In this approach,
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Fig. 2 Android manifest file of youtube.apk

run-time behavior of an Android application is constantly observed by installing the
app in an Android emulator. Therefore, dynamic analysis methods cannot be sim-
ply sidestepped because they consist of features called system call which give the
best result on detection. A system call is the programmatic way in which a program
requests help from the kernel of the operating system to perform any task. To extract
these system calls, each Android application is installed in Android emulator which
is prepackaged with the Android Studio [5]. Each Android application is installed in
separate emulator called Genymotion and its system call gets logged.

2 Machine Learning Classifiers

Machine learning is a branch of artificial intelligence (AI) that lets the system to
learn and improve automatically the experience without being programmed. This
concept can be simply explained with a simple example. We all have come up with
the experience of putting on a new show in our life; at the initial stages, the show does
not get fit to our foot, but when the time passes, the show comes in a right manner
to our feet. Same is the case with the machine learning, it gets fit with the data as it
experiences the data couple of times. Thus, machine learning algorithms learn from
experiences without being programmed. The most widely used machine learning
classifiers or algorithms for analysis training include the following classifiers.

2.1 Support Vector Machine

It is also called the support vector networks. It is a non-probabilistic binary linear
classifier but can be also used as a non-linear classifier using implicit mapping. It
demonstrates linear separability in high dimensions by using hyperplanes. When
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used for classification, the SVM classifier builds an ideal and a unique hyperplane
in high-dimensional feature space. In this way, it works like a maximal marginal
classifier. When used for regression, SVM classifier performs linear regression in
the high-dimensional vector space, and further, it does not penalize small.

SVM works to maximize the margin between different classes. Hence, it plays
the role of a discriminative classifier [6]. SVM is a supervised learning method that
creates projected plotting functions from a dataset which is labeled training data. To
compute the SVM classifier, we need to minimize the SVM formula:

[
1/n

n∑
i=1

max(0, 1 − yi (w, xi − b))

]
+ γ ‖w‖2 (1)

2.2 k-Nearest Neighbor

k-NN[7] is a relatively easyvigorous andmultipurpose supervised learning algorithm
that works in a non-parametric and instance-based way. An advantage of using k-
NN classifier is that it takes into account the local nature of the data. In k-NN, the
training dataset is used to perform the classification of each of the members of the
target dataset, i.e., the set to be classified. For each of the entities in the target dataset,
the k-closest neighbors are selected, and then the distance of the entity from each
of these is measured mainly by using the Euclidean distance to ascertain how these
neighborswill be affecting the classification of the entity in question. k-NN algorithm
can be used for both classification and regression problems, but it is most widely used
for classification. In our case, the algorithm is used for the classification problem.

2.3 Logistic Regression

When the variables are dual or one is depending on another, in such scenarios logis-
tic regression is the best way to classify them. Logistic regression is used to find
the dependency of binary variables designate data and to elucidate the association
between one dependent binary variable and one or extra minimal variables. The
dependent variable should be dichotomous (e.g., present vs. absent). There should
be no outliers present in the dataset.

P(Ck |w, xi ) = 1
/

(1 + exp(−w, xi )) (2)

We know that logistic regression always searches for to minimize the likelihood
L as loss function.
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minL(w) =
n∏
i

p(Ck|w, xi) (3)

In practical approaches, loss function L is log-likelihood:

min L(w) = log L(w) =
n∏
i

log P(Ck |w, Xi ) (4)

In case of dataset which consists of only two classes like in our case, the algorithm
changes from C0 and C1 to 0 and 1.

2.4 Random Forest

Random forest is flexible easy to implement supervised machine learning algorithm,
which gives better result all the time without using parameter tuning. As the name
indicates, it creates a forest andmakes it a bit random. Therefore, the approach should
be such that more number of trees should be present in the forest, so that the accuracy
increases. Random forest pseudocode is given below:

1. From the dataset, select the “k” features from the total features say “m,” where
k � m.

2. From the selected features, compute the value of node “d” using split point.
3. Divide the node into child node with best split.
4. Repeat the steps from 1 to 3, until “I” number of nodes will be created.
5. Then create a forest by reiterating the steps 1–4 for n times to create forest with

“n” number of trees.

The initiation of the algorithm commences with choosing the value of “k” features
from the total dataset. In the next step, we use these randomly selected “k” features
to create a root node with the help of best split technique. The next step is creating
the child nodes of the root node using the same spilt approach. Repeat from step 1 to
step 3 until we came up with “n” number of trees. This comes in the training phase of
the algorithm after this testing or we can say prediction phase starts. Random forest
prediction pseudocode is given below.

1. Take the test features and use them in the random forest algorithm to create a
decision tree to predict the output and store it in the prediction matrix.

2. Calculate the votes of each output value.
3. Predicted value which gets the high rates will be considered as final prediction

from the random forest.
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3 Proposed Methodology

The technique used for performing the static and dynamic analysis of different
Android applications is based on hybrid approach. The representation of the pro-
posed approach is given below. It consists of the following steps.

3.1 Data Collection

The dataset comprises of different application of benign and malware applications
of Android. We collect the data from free data resources like Androtrack, Google
play store, etc.

3.2 Feature Collection

The features are collected using different tools that are presently free of cost, like
Gennymotion used for extracting the dynamic features and APK tool for extract-
ing static features. The dataset contains 20 features consists of static, dynamic and
intrinsic features of 600 Android malware and benign applications containing equal
proportions of both the classes. The dynamic features consists of system calls that
an Android application uses during the entire process are shown in Table 1.

Static features that are used are extracted from manifest file of an Android appli-
cation and are shown in Table 2.

Intrinsic features used in the dataset are shown in Table 3.

Table 1 Dynamic features
used in our work

S. No. Feature Type

01 Close Int64

02 Read Int64

03 Get time of day Int64

04 Futex Int64

05 Clock get time Int64

06 Mprotect Int64

07 Epoll_pwait Int64

08 Receive from Int64

09 Send to Int64

10 Ioctl Int64

11 Write Int64

12 Getuid Int64
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Table 2 Static features used
in our work

S. No. Feature Type

01 SMS Int64

02 Phone Int64

03 Storage Int64

04 Contacts Int64

05 Location Int64

06 Camera Int64

07 Microphone Int64

Table 3 Intrinsic feature
used in our work

S. No. Feature Type

01 Size Int64

The dataset has been created composing of bothmalware and benign applications.
A total of 600 applications have been downloaded from the Androtrack malware
project and the Google play store.1 The downloaded application from the platforms
is first scanned via virus total antivirus2 search engine.

3.3 Feature Extraction

To implement any machine learning algorithm, it is mandatory that relevant data
should be extracted in a systematic manner. The data here, in our approach, are
static, dynamic and intrinsic features of all the applications. These features are
extracted from the applications by simply using apktool for extracting the static
features. Dynamic features are extracted by installing each application in restricted
environment of Genny motion studio using strace command [8].

The system calls are extracted using strace –p id –c Linux command in the Genny
motion shell after its process id is obtained. Process id is obtained by running the
Linux command ps in the root shell of emulator. These system calls are recorded
according to the frequency of each system call in an excel file for later processing.
The permissions are stored as binary values “0” for absence and “1” for presence.
The analysis shows that the size of malware is very less as compared to the benign
applications shown in Fig. 3.

1www.malgenomeproject.org.
2www.virustotal.com.

http://www.malgenomeproject.org
http://www.virustotal.com
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Fig. 3 Statistics of feature
“size”

3.4 Data Preprocessing

This phase involves initial preprocessing of the raw data. Preprocessing refers to the
transformation applied to our data, so that our machine learning algorithm performs
efficiently. For achieving better outcomes in machine learning, format of the data
should be well defined, and the null values should not be present in the dataset as
most of the machine learning classifiers does not work with the null values, so it is
essential to have null value-free dataset.

Further, the data should be formatted in such a way that different algorithms
should be implemented on a single dataset, and best out of them should be retrieved.
Figure 4 shows the detailed steps in malware detection. In the first step, Android
apk is decompiled for static features, and then it is installed in the Android emulator
for dynamic features and dataset of features is created. The dataset is then given to
the machine learning algorithm. The machine learning phase divides the dataset into
two sections—one for training and other for testing. The testing data are then used
in detection for predicting each application

3.4.1 Linear Discriminant Analysis

In our approach, the data preprocessing technique used is linear discriminant analysis.
This technique is the most commonly used technique in data preprocessing for the
classification problems inmachine learning. The aimof this technique is to project the
high-dimensional data onto a lower-dimensional space with high-class separation.
The general approach of linear discriminant analysis is perfectly matching with
the dimensionality reduction algorithm PCA (principle component analysis). So in
simple words, the aim is to project the large space of features in a small subspace.
General steps used in linear discriminant analysis are summarized below.

1. Figure out the d-dimensionalmeanvectors fromdifferent classes from thedataset,
that is mi (i = 1, 2), for two classes. Si

2. Calculate the scatter matrices from the given data.
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Fig. 4 Diagramatic view of
malware detection Apk File 
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Sw =
c∑

i=1

Si (2)

where Sw is within class scatter matrix.
3. Find the eigenvalues (e1, e2, e3…, ed) and corresponding eigenvectors (λ1,λ2,…,

λd) for the scatter matrix.
4. The eigenvectors obtained are sorted according to their decreasing order and

choose the largest eigenvector k with the value of eigenvalue to be high to form
a new matrix d ∗ k dimensional matrix W.

5. Now the matrix d ∗ k eigenvector is transformed into new subspace.

4 Experiment and Results

After the dataset is created, it is fed to the two machine learning algorithms. The
dataset is imported to the Python-based Jupyter notebook installed on 4 GB RAM
laptop. The dataset is first spitted into training and testing data using Python inbuilt
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module. The tested data are fed to the machine learning algorithms one after another.
The first algorithm is logistic regression, and the second one is K-nearest neighbor
(discussed above). In k-NN algorithm bases on the number of neighbors taken in
the algorithm. To find the exact value of “k,” simple Python script has been written
which gives the better plot of choosing the value of neighbors. The plot is shown in
Fig. 5.

As shown in the plot, the perfect value for the dataset lies in the range of 2–5.
Therefore, k = 5 is chosen in our experiments as shown in Fig. 6.

We have also checked at different values of k by either increasing or decreasing
the value of k, but the results came was not up to the mark. Also the experiment
shows the frequency of system call of the dataset, in which the malware application
frequency rises up to the 75 K lac Fig. 8, which is far more than the benign frequency
Fig. 7.

The experiment emanates that out of 300 instances of malware applications, 293
applications have been correctly classified asmalware and 307 as benign applications
using k-NN algorithm, which gives the accuracy of 97.5%. The error percentage was

Fig. 5 Checking for the best
value for k

Fig. 6 Plot of neighbors in
k-NN
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Fig. 7 Plot for frequency of
feature read

Fig. 8 Frequency of feature
Rcv from

7%. The same results have been achieved using logistic regression. The results show
that both the algorithms perform better and can be used for malware detection.

This work was further evaluated by changing the preprocessing approach, i.e.,
with LDA, but the results obtained were slightly below. Also the impact of newly
introduced intrinsic feature size helps in increasing the accuracy of the algorithms.
By removing the feature size, the accuracy shows the dip of 1%.

As shown in Table 4, the accuracy of the algorithms is increasing when we are
including the feature size and decreases slightly on its removal. Furthermore, the
use of LDA shows negative impact on the detection rate. The confusion matrices
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Table 4 Accuracy summary
of algorithms

Algorithms Accuracy LDA used Size used

Logistic regression 97.0 Yes Yes

Logistic regression 96.7 Yes No

Logistic regression 97.5 No Yes

Logistic regression 95.3 No No

k-NN 97.0 Yes Yes

k-NN 96.8 Yes No

k-NN 97.5 No Yes

k-NN 95.3 No No

for both the algorithms with different combinations of intrinsic feature and linear
discriminant algorithm are shown in Tables 5, 6, 7, 8, 9, 10, 11 and 12.

Table 5 Confusion matrix
for k-NN algorithm with
intrinsic feature but without
LDA

Class Precision Recall F1-score

0 (malware) 0.90 1.00 0.95

1 (benign) 1.00 0.91 0.95

Avg/total 0.95 0.95 0.95

Table 6 Confusion matrix
for k-NN algorithm without
intrinsic feature and LDA

Class Precision Recall F1-score

0 (malware) 0.99 0.94 0.96

1 (benign) 0.94 0.99 0.97

Avg/total 0.97 0.96 0.96

Table 7 Confusion matrix
for k-NN algorithm without
intrinsic feature but with LDA

Class Precision Recall F1-score

0 (malware) 0.93 0.94 0.93

1 (benign) 0.94 0.95 0.94

Avg/total 0.96 0.96 0.96

Table 8 Confusion matrix
for k-NN algorithm with
intrinsic feature and LDA

Class Precision Recall F1-score

0 (malware) 0.94 0.94 0.95

1 (benign) 0.94 0.93 0.93

Avg/total 0.96 0.96 0.96
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Table 9 Confusion matrix
for logistic regression with
intrinsic feature and LDA

Class Precision Recall F1-score

0 (malware) 0.92 0.95 0.93

1 (benign) 0.95 0.96 0.94

Avg/total 0.96 0.96 0.96

Table 10 Confusion matrix
for logistic regression with
intrinsic feature but without
LDA

Class Precision Recall F1-score

0 (malware) 0.99 0.94 0.96

1 (benign) 0.94 0.99 0.97

Avg/total 0.97 0.96 0.96

Table 11 Confusion matrix
for logistic regression without
intrinsic feature and LDA

Class Precision Recall F1-Score

0 (malware) 0.96 0.95 0.96

1 (benign) 0.96 0.96 0.96

Avg/total 0.96 0.96 0.96

Table 12 Confusion matrix
for logistic regression without
intrinsic feature but with LDA

Class Precision Recall F1-score

0 (malware) 0.93 0.95 0.92

1 (benign) 0.94 0.94 0.95

Avg/total 0.96 0.96 0.96

5 Conclusion and Future Scope

In this paper, two machine learning algorithms k-NN and logistic regression have
been implemented over a dataset of 600 Android applications to identify malicious
Android application and assess the performance of each algorithm. Here, we imple-
mented a simple approach for classifying Android applications. The dataset consists
of 20 features of static, dynamic and intrinsic features. The dataset is then divided
into training and testing sets. The training data are used to train the model. Both the
algorithms show the accuracy of 97.5%, but the logistic regression shows high accu-
racy over testing data. The addition of intrinsic feature also helps in increasing the
accuracy. The improvement in this area is increasing the dataset and also using dif-
ferent machine learning classifiers. The same work could be evaluated using another
dimensionality reduction algorithm (principle component analysis) in future to check
its impact on accuracy.
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Machine Learning: A Review
of the Algorithms and Its Applications

Devanshi Dhall, Ravinder Kaur and Mamta Juneja

Abstract In today’s world, machine learning has gained much popularity, and its
algorithms are employed in every field such as pattern recognition, object detection,
text interpretation and different research areas. Machine learning, a part of AI (artifi-
cial intelligence), is used in the designing of algorithms based on the recent trends of
data. This paper aims at introducing the algorithms ofmachine learning, its principles
and highlighting the advantages and disadvantages in this field. It also focuses on the
advancements that have been carried out so that the current researchers can be bene-
fitted out of it. Based on artificial intelligence, many techniques have been developed
such as perceptron-based techniques and logic-based techniques and also in statistics,
instance-based techniques and Bayesian networks. So, overall this paper produces
the work done by the authors in the area of machine learning and its applications and
to draw attention towards the scholars who are working in this field.

Keywords Algorithm ·Machine learning · Data · Artificial intelligence

1 Introduction

Machine learning is a study of computer science in which the machine is trained
to perform some specific task. It has originated from computational learning and
pattern recognition in the area of AI (artificial intelligence). The machine is trained
on some data sets, and then, the algorithms are applied, so that the machine can make
predictions and learn, respectively, on the given data sets. A model is programmed,
procedures are operated upon it, and inputs are taken to obtain data-driven predictions
instead of firm static program instructions. Each instance in the data set that is used
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Table 1 Comparison between supervised and unsupervised learning

Parameters Supervised learning Unsupervised learning

Definition Supervised learning is defined as that
type of machine learning in which
there is input and output variables and
an algorithm helps to understand the
mapping function from input to output

Unsupervised learning is a type of
machine learning that includes only
input and no output variables

Type of data The data in supervised learning is
labelled, and it predicts the output
from the given input data

The data in unsupervised learning is
unlabelled, and prediction is made by
inheriting structure from the given
input data

Accuracy Supervised learning provides more
reliable and accurate results

Unsupervised learning produces
average results as compared to the
supervised learning

Complexity The computational complexity in the
case of supervised learning is too
complex

The computational complexity in the
case of unsupervised learning is less

by the machine learning algorithms is depicted by features belonging to the same
set [1]. The features can be categorical, binary or continuous. If data is labelled,
then it is supervised learning; otherwise, it is unsupervised learning in which there
is unlabelled data as shown in Table 1. Various applications are based on supervised
learning. Let us take the example of recognising spoken speech in which conversion
of the acoustic speech signal to ASCII text is taken place. There may be differences
in pronunciation of words because of variations in gender, age or pronunciation.
Consequently, the idea in machine learning is to collect an extensive collection of
data frompeople and plot them towords. The algorithms ofmachine learning are non-
interactive because themodel is built from the results gathered by the data set [2]. The
past observations are studied toproducepredictions.Examples includedifferentiating
which emails are spammed and non-spammed with the help of machine learning
algorithms. This could be achieved by gathering examples of non-spammed and
spammed emails. Further, algorithms are applied to these samples to differentiate
between spammed and non-spammed email[2].

The formal definition of machine learning states that “A computer program learns
from experience E for some performance measure P and some task T, if its perfor-
mance on T, as measured by P, improves with experience E”. Machine learning is
required in the following occurrences:

1. Navigation on Mars where there is no human expertise.
2. When humans are not able to demonstrate their expertise as in speech recognition.
3. Also, when the solution differs concerning time. The example is temperature

control.
4. In biometrics where the solution needs to be changed for particular cases.
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Supervised Learning Unsupervised Learning Reinforcement
Learning

Reward based 
learning or
punishment based. 
For E.g. Training a 
dog, playing chess.

• Anomaly Detection  
• Association 
• PCA 
• SVD 
• Clustering 

• Classification 
• Regression 
• Random Forest for regression 

and classification-based 
problems.

• SVM (Support Vector Machine) 
• Naive Bayes algorithm 
• Logic Based Algorithms

Decision trees

MACHINE LEARNING

Rule-Based 
Classifiers

• Hierarchical
•  K-Means 
• Neural Networks

Fig. 1 Flow chart of machine learning and the algorithms used for training the machine [3]

Hence, machine learning is applied to those problems where their theoretical
knowledge is not complete, but there exists an ideal number of results and observa-
tions. The primary objective of machine learning is that once the algorithm learns
what to do with the given data, it performs its task automatically [3] (Figs. 1 and 2).

2 Machine Learning

Machine learning (ML) is an area of computer science and a subset of artificial intel-
ligence which provides the computers with the capability to think and learn without
being programmed explicitly. Machine learning is used in various computational
tasks and its root objective is to train the machine with the help of data provided,
the data can be labelled in case of supervised learning and unlabelled in case of
unsupervised learning in order to produce better outcomes for the specified problem.
The main focus is to make computers learn from past experience [1].
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Fig. 2 Representation of
artificial intelligence,
machine learning and deep
learning

Machine Learning 

Artificial Intelligence 

Deep Learning 

2.1 Supervised Learning

Supervised machine learning algorithms need labelled data, and the data is split into
two parts, one is testing data set, and the other is training data set [4]. The trained data
set has some output that needs to be predicted. The task is to make the machine learn
from some similar kind of patterns obtained from the training data set and apply the
same on the data set to be tested to predict the real-valued output [5]. The algorithms
are listed below.

2.1.1 Support Vector Machine (SVM)

Support vector machine is a supervised learning formed on the classificationmethod.
The underlying idea of SVM is based on margin calculation. It is a non-probabilistic
linear classifier. This algorithm is called as the state-of-the-art machine learning
algorithm. In this type of algorithm, every data item is marked as a point in n-
dimensional space, where n is the number of features, each feature being the value
of the particular coordinate. This method is used to analyse the vectorised data and
find a hyperplane which classifies between the two inputs [3] (Figs. 3 and 4).

Different margins are drawn between various classes, and a hyperplane drawn is
such in which the mean-squared error is minimized, and the distance between the
margin and the classes is maximised (Fig. 5).

2.1.2 Naive Bayes

Naive Bayes (NB) is a probabilistic classifier technique which mainly focuses on
text classification industry. It is also known as the independent feature model. The
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Fig. 3 Support vector
machine algorithm in a linear
fashion [6]

Fig. 4 Support vector
machine algorithm in a
nonlinear fashion [6]

Hyperplane separating
the two classes

Fig. 5 Representation of the hyperplane separating the two classes

main idea behind Naive Bayes revolves around the conditional probability. Trees are
created based on their probability of occurrence and are known as Bayesian network.
The algorithm is based on Bayes’ theorem and depending upon the nature of the
probability model; the classifiers can be trained systematically by needing a reduced
amount of training data to decide the parameters required for classification. In Naive
Bayes classification method, the only variance of each class needs to be found out,
not the entire covariance matrix because of the assumption of independent variables.
The main advantage of the algorithm is that only a small amount of data (that is to be
trained) is required to decide the parameters for classification. This algorithm works
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Feature Z: 
Value > c

Root Node

NO YES

Feature Y:
Value > b

NO YESYES

Class Z Class Y Class X

Feature X:
Value > a

Fig. 6 Graphical representation of decision tree

correctly as long as the correct category is more probable as compared to the other
ones [3].

2.1.3 Decision Tree

The decision tree is a technique of a supervised learning algorithm that is used for
classification. The algorithm groups attribute depending upon the values in order of
their ascending or descending order [3]. The decision tree consists of branches and
nodes where the node represents attributes of a group that is to be classified, and the
branch displays the value which a node can take (Fig. 6). The pseudocode is shown
in Fig. 7.

2.1.4 Regression

Linear regression, a supervised learning algorithm aims to predict the real-valued
output. It is used to predict a response B from the predictor variable A. The assump-
tion is that there exists a linear relationship between A and B. This algorithm is a
parametric method and gives numerical values as the output. The cost function is
an example of regression where we train the machine with the labelled data, and it
predicts the next cost of the house as the real-valued output (Fig. 8).

The mathematical form of the equation is as follows:

y = β0 + β1x1 + β2x2 + · · · + βnxn,where y represents the predicted value.
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Tree_Learn(Training_example, Label, Attributes) 
{
 A root node is created for the tree. 
 If Training_example is identical to the label attribute value Ta, 

Then return the root node with the label= Ta,

If Label = empty ( No attributes present) 
  Then return the root, along with the most common value of Label in Train-
ing_example. 
 Else 
 {  
  Choose attribute R from attributes that best classifies Training_example based 
on measure of entropy 
  Set R as the attribute for Root. 
  For every value of R, Xi,  do  
  { 
   Add a root node above the branch, corresponding to R=Xi

   Let Training_exampleti be the subset of Training_example such that R=Xi

If  Training_exampleti is empty, 
    Then a leaf node is added under the branch with label value = most fre-
quent value of Label in Training_example. 
   Else under the branch, join the subtree learned 
    Tree_Learn(Training_example, Label, Attributes) 
  } 
 } 
 Return (Root Node) 
}

Fig. 7 Pseudocode of decision tree

Fig. 8 Graph of linear
regression [7]

2.1.5 Classification

Logistic regression is known as classification, which is a kind of supervised learning
technique used for classifying between two or more classes. Classification of email
whether it is spam or not and classification between edible and poisonous fruits, etc.,
are all examples of classification. The algorithm makes use of a linear equation with
independent predictors to predict the value, and the result is either a yes (1) or a no
(0) [3] (Fig. 9).
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Fig. 9 Graph of
classification [8]

2.2 Unsupervised Learning

Unsupervised learning is a form of machine learning that requires no labelled data to
themachine. An algorithm ismade based upon the input data, and then, the algorithm
is analysed on a set of data. The training data set is used in creating and training of
the model, whereas the testing data set helps in predicting the correct values [3].
The machine predicts the outcome based on past experiences and learns from the
previously introduced features to predict the real-valued outcome (Fig. 10).

2.2.1 K-Means Clustering

K-means clustering or grouping is an unsupervised learning algorithm which makes
groups or clusters automatically when initiated. The data which possesses similar
features is grouped in the same cluster. The algorithm is named K-means because it
creates K-distinct groups. The objective is to present K-centroids, one centroid for

Problem Recognition of the 
data

Pre-processing 
phase

Training
dataset

Select Machine Learning
algorithm 

Extraction of the
features

Test the 
dataset

Model is finalized Predict the target or labels

Fig. 10 Workflow of unsupervised learning
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1. First, arrange k points which are represented by the objects that have to be grouped.
2. Then assign every object to the corresponding group which has the closest centroid.
3. After assigning all the objects, again calculate the positions of k centroids.
4. Then repeat step 2 and step 3 till the centroids don’t move. 

Fig. 11 Pseudocode for K-means clustering

Fig. 12 Unequal variance
[9]

every cluster and to minimise the square error function. The mean value lies in the
centre of the particular cluster [3] (Figs. 11, 12 and 13).

2.2.2 Principal Component Analysis (PCA)

The principal component analysis is an unsupervised machine learning algorithm
in which the data is reduced, so that computations are more accessible and faster.
PCA converts the two-dimensional data into one-dimensional data. It is done by
transforming the set of variables to new ones known as principal components (PC),
and PCs are orthogonal. The data set on which the PCA algorithm is applied must
be scaled as the results are sensitive to the relative scaling. This algorithm is used in
summarisation of data [3] (Fig. 14).

2.2.3 Neural Networks

Artificial neural network (ANN), an unsupervised learning, works on the concept of
neurons. Neural networks comprise of three things, one is the input layer, second
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Fig. 13 Unevenly sized blobs [9]

1. First, take the complete dataset of S samples. Ignore the targets.
2. Then compute the S dimensional mean vector.
3. Calculate the scatter matrix of the entire dataset.
4. Then calculate the eigenvalues and the eigenvectors (e1,e2,….,eS).
5. Decrease the eigenvalues and sort the eigenvectors . 
6. Choose V eigenvectors within the largest eigenvalues to shape a SxT matrix U.
7. Then SxT eigenvector matrix should be used to transform the sample on a new
subspace.

Fig. 14 Pseudocode for principal component analysis [3]

is the hidden layer and third is the output layer [10]. The input is provided by the
input layer, and then, it is processed by the hidden layer. The output is calculated and
sent to the output layer. In the unsupervised neural network, there is no hint for the
output corresponding to the input provided. The data is put together based on similar
characteristics. The task of the neural network is to establish the relation between
inputs and cluster them (Fig. 15).

2.3 Deep Learning

Deep learning, also known as hierarchical learning, is a part of ML (machine learn-
ing) algorithms and architectures. It includes all machine learning methods which
are based on learning data representations [11]. The learning can be categorised as
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Fig. 15 Graphical
representation of neural
networks [3]

Discriminative Deep ArchitecturesHybrid Deep Architectures

Generative Deep Architectures

Fig. 16 Classes of deep architecture

supervised, semi-supervised or unsupervised. In supervised learning, classification
is done, and in unsupervised learning, similar features or characteristics are grouped
[12]. Deep learning algorithms extract features implicitly, and the significance of the
word deep means the number of layers throughout fromwhich the data is to be trans-
formed. Algorithms of deep learning are applied to both supervised and unsupervised
learning. In unsupervised learning, there is more amount of unlabelled data as com-
pared to supervised learning; hence, this is more beneficial. Deep learning extracts
the best features, and the solution is an end-to-end method [10, 12, 13] (Fig. 16).

2.3.1 Generative Deep Architectures

Generative deep architectures are deep architectures that distinguish the high-order
properties of the visible or observed data for analysis of patterns and characterise the
statistical distributions of the linked classes and the observed data. This architecture
can be converted into discriminative one by Bayes rule [10].
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2.3.2 Discriminative Deep Architectures

As the name suggests, discriminative deep architectures directly provide discrim-
inative power for analysis of patterns by distinguishing the posterior divisions of
various classes based on the observed data. CNN (convolutional neural network) is
an example of this type of architecture [10].

2.3.3 Hybrid Deep Architectures

Hybrid deep architecture is a combination of generative and discriminative deep
architectures. The goal is to discriminate but effectively produce better outcomes of
generative architectures through better optimisation techniques [10].

2.4 Various Deep Learning Algorithms or Technologies

2.4.1 Deep Neural Network (DNN)

The deep neural network is an artificial neural network (ANN) consisting of many
input and output layers. The neural network is deep because of multiple layers inside
it. In this, the machine extracts the features implicitly from the data. This technique
finds the most optimal way to convert the input into the output. It can be in any form
whether linear or nonlinear relationship. In DNNs, the data moves from the input
layer to the output layer without looping and is known as feedforward networks.
The deep neural network works on a huge amount of data and makes use of training
parameters like learning rate, size and the initial weights [10, 13–15].

2.4.2 Convolutional Neural Network (CNN)

Convolutional deep neural networks are the neural networks which work on the same
principle of neural networks and are used in speech recognition and computer vision.
It is a deep and feedforward neural network [10].

2.4.3 Recurrent Neural Networks (RNN)

Recurrent neural networks are the ones in which data can flow in any direction, and
its application includes language modelling [10].
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Hidden layer 1 Hidden layer 2 Hidden layer 3 Seen or observed 
layer 

Fig. 17 Graphical representation of deep belief network

Table 2 Difference between machine learning and deep learning

Machine learning Deep learning

Machine learning algorithms enable the
machine to make decisions

Deep neural networks work on the principal
of artificial neural networks (ANNs)

ML algorithms work on less amount of data Deep learning techniques require a large
amount of data to learn

In ML, features need to be identified In DL, the machine learns the features
automatically from the given data

The problem solved by machine learning
algorithms is divided into small parts, and
then, each part is solved individually

Problems in deep learning are solved by
neural networks

2.4.4 Deep Belief Network (DBN)

Deep belief network in machine learning (ML) is a deep neural network that com-
prises of various layers with hidden units. There exists a connection between the
layers but not between the units within every layer. It is also known as the gener-
ative graphical model. The deep belief network can be seen as a composition of
unsupervised, simple networks like auto-encoders or restricted Boltzmann machines
(RBMs) wherein every sub network’s hidden layer acts as the visible layer for the
next one [10, 16] (Fig. 17 and Table 2).

2.5 Applications

This section demonstrates the application areas of machine learning under super-
vised, unsupervised and reinforcement learning.

2.5.1 Supervised Learning

Data of an Email

(a) Answering of incoming messages that are automatic—Rather than typing the
similar answer each time when someone sends the emails with the similar
problems and queries, machine learning techniques and algorithms study those
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emails and generate the reply automatically. This is useful in large companies
[1].

(b) Organisation of automatic mail into folders—A large number of messages are
coming daily, so it is difficult for users to separate the messages manually. In
this case, machine learning is most efficient by classifying email into many
user-defined tabs such as social, primary, forums. If the specific message from
the particular sender is transferred from the update to the primary tab, then
the remaining future messages from that particular user will be shown in the
primary tab [1].

(c) Thread and email sum-up—The incoming messages are taken into considera-
tion, and then, the most relevant sentences are taken from the email thread and
translated into a summary. The summary is constructed on the unique features
of an email [1].

(d) Spam Filtering—Spam filtering is done to separate or filter-unsolicited bulk
email (UBE), unsolicited commercial email (UCE) or junk mail from a large
number of emails. It can also learn from the emails that you mark as spam and
the ones you mark as non-spam [1].

Recognition of Handwriting

These days it is not so expensive to send an email across various countries because
when the address is mentioned on the envelope, it means that the learning algorithm
had learned how to recognise and read the handwriting so that the envelope can be
sent at the appropriate route and the cost is also less [1].

Recognition of the Face

The human face is not distinct; various factors make variations in the appearance.
There are large application fields where this technique is utilised such as in areas of
surveillance, image database investigation, security measure and the criminal justice
system [1, 17, 18].

Recognition of Speech

The software used for speech recognition makes use of machine learning. It uses two
different learning stages: first is before the software is transported and the second
stage is after the user has bought the software [1].



Machine Learning: A Review of the Algorithms and Its Applications 61

2.5.2 Unsupervised Learning

Classification of DNA

The aim behind DNA classification is to make a group consisting of different individ-
uals in such a way that each has a gene. The clustering algorithm is applied to form a
group of individuals into a variety of people. This application is under unsupervised
learning because no information is provided in advance [14, 19, 20].

Analysis of Social Network

This is one of the most useful applications under unsupervised learning. It forms
links for the people to connect across the globe and can automatically determine the
mutual friends within the friend circle in Google or Twitter. It also tells about the
mutual relationships among various people [1].

To Organise Large Clusters

Data centres that consist of large clusters of computers unsupervised learning aims
at identifying which machines can perform together so that if the machines are kept
together, then the centres of data can work effectively [1].

Segmentation of Market

Almost every company has a vast database about customer’s information. Unsuper-
vised learning algorithms can analyse the customer data and identify the segments
of the market, therefore grouping customers into different market segments so that
it is easier for the company to sell its products [1].

2.5.3 Reinforcement Learning

Games in Computer

The gaming industry has achieved much success in recent years. Artificial intelligent
agents are employed to develop interactive and exciting gaming experience. There
can be a variety of roles for the agents such as teammates, the opponent of the player
or any non-player person [1].
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Applications of the Machine

Machinery applications mean which cannot be performed by hand. The computer
has to learn by itself to solve the problem. The example is autonomous helicopters
[1, 21].

Services Provided in Traffic

Controlling traffic is a major concern these days. This can be resolved by training
the machine to reach a particular conclusion. The example includes those systems
which overlay predictions for future traffic conditions for a traffic flow map [1].

3 Conclusion

This paper explains machine learning algorithms and lists all the recent applications
in the research area. In today’s world, every person ismaking use ofmachine learning
techniques whether unknowingly or knowingly. The paper illustrates the supervised
andunsupervised techniques in detail and explainswheremachine learning is applied.
Based on the analysis and observations, a new model is developed. It also talks
about deep learning, which is a part of machine learning, its architecture and a brief
introduction of deep learning algorithms used to solve the given problem as shown
in Table 2. Further advancements should be made to achieve the goal and new trends
display that machine learning is growingwith time and has shown continuous growth
in countries like Singapore and India. Hence, it has come out to be the most certain
field of technology in today’s world.
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Deep Neural Networks for Diagnosis
of Osteoporosis: A Review

Insha Majeed Wani and Sakshi Arora

Abstract Osteoporosis, a pathological disorder of bones affects millions of individ-
uals worldwide and is the most common disease of bones after arthritis. It is caused
due to a decrease in mineral density of bones leading to pain, morbidity, fractures
and even mortality in some cases. It is diagnosed with DXA, but its high-cost, low-
availability and inconsistent BMD measurements do not make it a promising tool
for diagnosis of osteoporosis. The computer-aided diagnosis has improved the diag-
nostics to a large extent. Deep learning-based artificial neural networks have shown
state-of-the-art results in the diagnostic field leading to an accurate diagnosis of the
disease. This paper reviews the major neural network architectures used for diag-
nosis of osteoporosis. We reviewed the neural network architectures based on the
questionnaires and the deep neural architectures based on image data implemented
for diagnosis of osteoporosis and have summarized the future directions which could
help in better diagnosis and prognosis of osteoporosis.

Keywords Osteoporosis · DXA · Neural networks · Deep learning

1 Introduction

Accurate and decisive diagnosis and prognosis in the medical field remains a chal-
lenge. Diagnostic problems are unique in the sense that they require highly accu-
rate results. Mostly, the interpretations of the medical data are done by the medical
experts. Human diagnostic leads to many errors and social expectations are not ful-
filled. The advent of the computer vision techniques has improved the interpretation
of the medical data, thus helping in the better diagnosis of the diseases. The medical
data has changed with time from just mere reports to the data in the form of images
as images can now be stored and transferred easily [1]. Medical image analysis using
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computer-aided techniques can be treated as the combination of the computer and
medical experts and are used in medical applications like for detection of breast
cancer mammography [2], detection of thin lung nodules [3], CAD based on contour
models [4], diagnosis of Alzheimer’s disease [5], etc. The output of these systems is
treated as the second opinion by radiologists [6]. The need for the automatic systems
which have an intelligence of their own and can learn the features by themselves has
led to the concept of self-learning which is termed as machine learning in computer
terminology.

Machine learning is based on the theory of biological learning of brain neurons.
As in the human brain, different neurons learn from the different types of senses by
themselves and work according to the situation. The same terminology is beingmim-
icked by the computers in machine learning by forming the neural networks which
are given some sort of input at input layer and the neurons present in the different
layers of neural network learn the features by themselves and give us the required
output at the output layer. These networks have given success in many fields: speech
recognition [7, 8], character recognition [9, 10], self-driving systems [11–13] as well
in the medical field [14–19]. These networks take the data in the numeric as well as
the image data. Medical images are currently been used to train the more complex
neural networks with many added intermediate layers to get the required informa-
tion from the medical images, such type of learning is termed as deep learning. Deep
learning has enabled the computers to perform its tasks without being explicitly pro-
grammed by humans and can make the decisions or prediction based on the data by
constructing the self-learning algorithms [20]. It has given state-of-the-art results in
many medical applications like detection of cellular and anatomical structures [14,
17], tissue segmentation [15, 19], computer-aided diagnosis and prognosis [16, 18].

In this review paper, the role of deep learning for the diagnosis of osteoporosis is
discussed. Osteoporosis [21] is the pathological disorder of bones. It is the result of
the decreased bonemineral density [22] leading to the fracture, pain, musculoskeletal
morbidity [2] and even to mortality in elderly, especially in postmenopausal women
[23]. Osteoporosis leads to the fractures in hip, vertebrae, pelvis, humerus, distal
forearm, etc. Using population demographic data, it was projected that the number
of hip fractures worldwide will increase from 1.66 million in 1990 to 6.26 million by
2050 [24]. So, it is desired to diagnose the disease in advance so that it can be treated
properly. WHO [25, 26] has recommended the T-score of bone mineral density to
distinguish between the normal and osteoporotic bone: T-score≥ −1= normal bone,
T-score is between −1 and −2.5 = osteopenia and T-score ≤ −2.5 = osteoporosis.
The gold standard in medical terminology for detection of osteoporosis is the dual-
energy X-ray absorptiometry (DXA) [27] by assessing the mineral density of bones.
DXA is the two-dimensional imaging technology which can scan the whole body
and produces scans in the form of X-rays. Though DXA is a medically acceptable
technique, it suffers from various limitations like it gives a real measurement and
gives different values for variable bone sizes. It has a very costly setup which low
economies may not afford and also it is not widely available. These limitations pave
a need to find some alternate diagnostic system for osteoporosis. CAD techniques
like deformable models [28], texture-based models [29], thresholding models, etc.,
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have been used by many researchers to solve the problem. According to [1], deep
learning has beaten other CAD techniques and given the state-of-the-art results in
diagnostic fields, so we will see its role in the diagnosis of osteoporosis.

The objective of this review was as follows:

To analyze the role of deep neural networks for the diagnosis of osteoporosis.
To identify the different challenges to analyze better future solutions for early diag-
nosis of osteoporosis.
To investigate the neural networks based on simple clinical data, to the deep neural
networks based on image data.

This review is structured as followed. In Sect. 2, the overview of deep learning
methodology is discussed. Section 3 describes the role of deep learning for diagno-
sis of osteoporosis which is divided into two sections, Sect. 3.1 describes the role
of neural networks based on clinical data, and Sect. 3.2 describes the deep neural
networks based on image data for osteoporosis diagnosis. Section 4 discusses the
different challenges in building the diagnostic system and future directives. Finally,
in Sect. 5, the review is concluded.

2 Overview of Deep Learning

Deep learning is the form of machine learning that uses models of the deep neural
network which is the variation of artificial neural network [30] but with a large
approximation to human brain using advance mechanism as compared to simple
neural networks. The neuron [31] which is a basic computational unit in a neural
network is a concept inspired by the study of the human brain. Its input is in the form
of multiple signals that are combined linearly using weights and finally through
nonlinear operations passes the combined signals to generate the output signals.

Conventional neural networks have got great progress in prediction and diagnosis
frommedical data like questionnaires, clinical findings, laboratory results, etc.Neural
networks’ general architecture is depicted in Fig. 1. Hinton’s deep belief network
[32], a deeply structured learning architecture, was a breakthrough in deep learning.
The considerable gain in computational power [33] is also one factor for increased use
of deep learning as it provides multiple levels of abstraction for learning the different
representations of data because of the presence of the multiple processing layers for
computational models [34]. Deep learning uses general-purpose learning procedures
to learn from the data instead of the human engineered features used in conventional
neural networks. Deep learning employs supervised as well as unsupervised learning
in its architectures.

A deep neural network forms a hierarchical feature representation by hierarchi-
cally stacking the multiple layers of neurons. It forms a gigantic model with the
number of layers extending up to thousand [35], classifying millions of images. With



68 I. M. Wani and S. Arora

Fig. 1 General architecture of a neural network

such a gargantuan modeling capacity, the deep network models have got the power
to memorize all feasible mappings when trained with an adequately large knowledge
database and thusmaking the intelligent predictions (interpolations and/or extrapola-
tions) for unseen cases. These intelligent features havemadedeep learning to generate
a large impact on computer vision modalities as well as in medical imaging. Deep
learning architectures have many variations as described in Table 1. Convolutional
neural networks have shown the significant performance for images and videos as

Table 1 Deep learning architectures used for medical image analysis

Architectures Description

DXS Deep neural network artificial neural network with deep layers

CNN Convolutional neural network, many convolutional layers for better feature
extraction

AE/SAE Auto-encoder and stacked auto-encoder, feature learning by encoding decoding

RBM Restricted Boltzmann machine is a special type of Markov random field

DBN Deep belief networks. SAEs with AE layer replaced by RBMs

RXS Recurrent neural networks, used as autoregressive generative models
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they can process two-dimensional data present in the form of grids. Deep learning
architectures require very less or no preprocessing of images and can work on raw
image data [36].

3 Deep Learning for Diagnosis of Osteoporosis

This section is divided into two subsections: In the first section, the conventional
neural networks based on general clinical data or questionnaires used for diagnosis
of osteoporosis are discussed, and in the second section, the deep neural networks
based on medical images are discussed.

3.1 Neural Networks Based on Clinical Observations

Bone mineral density is considered to be the predictor for the onset of osteoporosis.
As osteoporosis is caused when there is a decrease in the level of mineral density
in bones. The level of BMD in bones is calculated by taking its T-score values. T-
score predicts whether bones have undergone or not in the stage of osteoporosis.
For this purpose, DXA and sometimes QCT are used but these techniques cannot
be relied upon fully. BMD measurements of patients having a fracture and those
not having fracture may overlap. Statistical techniques cannot perform well in such
noisy environments. With the rising use of artificial neural networks in the medical
field, the researchers tried to use neural networks for predicting the fracture risk and
osteoporosis. In 1996, Jensen et al. [37] and Redei et al. [38] usedANN for predicting
the osteoporotic fractures by feeding the ANNwith the BMDmeasurements taken at
distal forearm, lumbar spine L II-L IV, the trochanter, ward triangle, and the femoral
neck and vertebral height measurements and XY-coordinates from T4-L4 derived
from lateral spine radiographs, respectively. The input variables for the ANN were
also taken from the different questionnaires filled by either the patients or some
expert medical practitioners to predict the osteoporosis. Questionnaires were based
on the risk factors [39, 40], anthropometricmeasurements (i.e., age, waist to hip ratio,
sex, body mass index, etc.) [41, 42], demographic characteristics [43, 44], clinical
data [43], nutritional habits [45–47], lifestyle [45–47], general factors [44], medical
conditions [46, 47], medications [49], diagnostic factors [48]. The neural networks in
which the inputs were taken from the questionnaires showed good results, but they
cannot be relied upon in medical terminology due to various limitations like data
filled by the patients in the questionnaires may not always be right. Due to human
negligence, some data may be written wrong, or while copying the data from the
questionnaire to the NN, some data may be missed or can be some typing errors. So,
there is a need for some other form of medical data which can be fully relied upon.
We have medical images which can be used for this purpose. In the next section,
deep neural networks with medical images are being discussed.
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Deep neural networks are the neural networks with more added layers and every
layer containing the more neurons to make the complex decisions and handle the
situations more intelligently by directly learning from the data. In osteoporosis, the
micro-architecture of bones is affected and image analysis can be used to study the
changes inmicro-architecture of bonewith the succession of osteoporosis. Trabecular
bone comprises of rod-shaped and plate-shaped elements and can be described by 2D
surfaces. The deterioration of the micro-architecture leads to the fracture of bones.
Trabecular bone is shown in Fig. 2. We have divided this section into two sections.
The first section covers the conventional artificial neural network architectures used
on image data, and the second section covers the deep convolutional neural network
architectures used on image data.

Fig. 2 Structure of trabecular bone before and after osteoporosis [50]



Deep Neural Networks for Diagnosis of Osteoporosis: A Review 71

3.2 Deep Neural Networks Based on Image Analysis

3.2.1 Conventional Neural Network Architectures

The neural networks like feedforward neural networks (FFNN), regression-based
artificial neural networks (RANN) and neural network classifiers are discussed in
this section. Akgundogdu et al. [49] in their work implemented ANFIS (adaptive
neuro-fuzzy inference system), a combination of FIS (fuzzy inference system) and
ANN to identify the osteoporotic samples (in form of images) but due to fewer
samples (only nine in this work) available its success was poor.

They also implemented SVM and GA and got a great success. They used HSGA
[51], which generates structural models of an object, to measure the morphologi-
cal parameters, topological parameters and mechanical parameters from the micro-
architecture of the bones.

Then in 2014, Lee et al. [52] studied the trabecular micro-architecture from hip
radiographs for the diagnosis of osteoporosis using neural networks. A two-layered
feedforward artificial neural network was used for the classification purpose with six
input neurons, ten neurons in the hidden layer and two neurons in the output layer.
This work showed good performance and provided the best classification results.
Regression artificial neural network classifier-based computer-aided detection sys-
tem is proposed in [53] for the detection of osteoporosis from digital calcaneus
radiographic images. The radiographic images were stored in DICOM format and
after selecting of the region of interest the radiographswere preprocessed like denois-
ing, etc., and used Otsu’s method for binarizing the images. Then, the features like
entropy, contrast, energy, convex hull, eccentricity, etc., were extracted to be fed to
the neural network for classification purpose. The approach showed good perfor-
mance for the diagnosis of osteoporosis. In Sect. 3.1, we have seen that the clinical
examinations also play an important role in the diagnosis of osteoporosis. So the com-
bination of clinical examinations with the image analysis and also the gold standard
for osteoporosis diagnosis, DXA may result in a better diagnosis. The combination
of clinical data and DXA findings with features from X-ray radiographs was applied
by Yu et al. [54] in their work and showed very effective results for the diagnosis of
osteoporosis. Singh et al. [55] also used neural networks for automatic processing
of X-ray images to diagnose the osteoporotic patients from trabecular bone struc-
ture. The DXA-DICOM images were analyzed in [56], and features based on the
histogram and binary algorithms were extracted and fed to the multilayer feedfor-
ward neural network for total BMD estimation and was observed that it could be
used for standardizing all DXA machines for bone measurements irrespective of the
manufacturer. The hand and wrist radiographs are used by [57] to get the cortical
bone indices and cancellous features for detecting the low bone mass by training the
neural network classifier with these features. This could be used as the automatic
diagnostic technique for early diagnosis of the onset of osteoporosis.
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3.2.2 Deep Convolutional Neural Network Architectures (DCNN)

The deep convolutional architectures used for diagnosis of osteoporosis from image
data are discussed. The first work using DCNN for osteoporosis detection was done
in 2016 in which a classifier based on deep convolutional neural network (CNN) was
implemented by Hatano et al. [58] on computed radiography (CR) images for the
diagnosis of osteoporosis. The phalangeal CR images were used as input images, and
the performance was evaluated by the threefold cross-validation method and a good
ratio of diagnosiswas achieved.Osteoporosis causes the fractures of bones; one of the
main fractures which cannot be examined by computed tomography examinations
are the vertebral fractures. Tomita et al. [59] implemented the deep convolutional
neural networks for detecting the osteoporotic vertebral fractures from CT scans by
extracting logical features from each slice of CT scan. The resultsmatched the perfor-
mance of practicing radiologist for their test set which improves its chances of using
it in actual clinical set up for detecting osteoporotic vertebral fractures. The recent
study [60] on detection of osteoporosis shows that the osteoporosis can be detected
from the dental panoramic radiographs with the help of the deep convolutional neural
networks. The system showed a high agreement with experienced maxillofacial and
oral radiologists for detecting the osteoporosis. Deep convolutional network-based
segmentation also has shown that MRI images can be used to measure the bone qual-
ity and for assessment of fracture risk. Deniz et al. [61] shows that the MR images of
the proximal femur can be automatically segmented using the DCNN for assessment
of fracture risk and bone quality. From this section, we can conclude that osteoporosis
like other diseases can also be detected by different image analyses systems based on
neural networks. And the deep neural networks show very similar results to that of
practicing radiologists. Deep neural networks could prove to provide the promising
diagnostic systems which could be used in clinical practicing and are easily available
and not incurring the high cost as that of the current diagnostic technique of DXA.

4 Challenges and Future Perspectives

We have divided the future directives based on the challenges in three parts.

1. Generalized osteoporosis database

Challenge: As we have seen in Tables 2 and 3 that the datasets used by researchers
are local datasets either of a particular community or a particular country.

Future direction: There is a need to make a generalized dataset which could be
used universally by the researchers and studied to get more generalized features
improving the accuracy of diagnostics.

2. Cost-effective and reliable system

Challenge: The main drawback of DXA [27] used clinically for osteoporosis detec-
tion is its high cost and sometimes gives confusing results.
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Future direction: Deep learning architectures which have shown state-of-the-art
results in many medical applications can be used for diagnosis of osteoporosis. With
the advent in technology, these systems have become economical to use in clinical
practice making it available for every sect of society.

3. Fusion of clinical and image data

Challenge: The review shows that the osteoporosis can be detected from images, but
at the same time, some clinical and other factors can contribute to the diagnosis of
osteoporosis.

Future directions: The dataset formed for deep learning architectures should com-
bine both clinical and image data. This will help to build a more sophisticated system
for automatic diagnosis of osteoporosis.

5 Conclusion

Osteoporosis is a serious disease of bones affecting millions of people worldwide,
especially the aged one. It is caused by the decrease of bone mineral density and
currently has an only single acceptable way for its detection which is dual-energy
X-ray absorptiometry (DXA). It makes the bones weak, thus reducing its strength
and can cause a fracture in bones like hip fracture, the fracture in the pelvis, frac-
ture in foot joints, etc. It can make a person bedridden forever and even can cause
its morbidity. It poses a great socioeconomic burden for the low economies. This
disease has to be diagnosed in its early stages, so that proper treatment can be given.
So, there is a need to devise the cost-effective, automatic and reliable system for the
diagnosis of the disease which can be used in clinical practice. Many computer-aided
diagnostic systems have been devised but are not clinically accepted. Deep learn-
ing methods deep learning architectures have shown the state-of-the-art results and
thus accepted as a promising, cheap and reliable tool for diagnosis in medical field,
henceforth it can also verify for osteoporosis. Although in recent years deep learning
methods like convolutional neural networks have been used by many researchers but
not extensively. So, there is a good scope of using the automatic computer-aided
diagnostic system based on deep learning methodologies over generalized datasets
for osteoporosis.
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Predicting Drug Target Interactions
Using Dimensionality Reduction
with Ensemble Learning

Kanica Sachdev and Manoj K. Gupta

Abstract Drug target interaction is one of the most significant fields of research
for drug discovery. The laboratory experiments conducted to identify the drug tar-
get interactions are tedious, delayed, and costly. Hence, there is an urgent need to
develop highly efficient computational methods for identifying potential drug tar-
get interactions that can limit the search space of these laboratory experiments. The
existing computational techniques for drug target interaction have been broadly clas-
sified into similarity-basedmethods and feature-basedmethods. In this paper, a novel
feature-based technique to predict drug target interactions has been proposed. The
technique uses ensemble learning to determine drug target interactions. Ensemble
learning offers greater accuracy in comparison with the traditional classifiers. Thus,
the proposed technique aims to improve accuracy using ensemble learning. Also,
dimensionality reduction of drug target features is performed using principal com-
ponent analysis so that the computational time of the method can be reduced. The
results indicate an improved performance in comparison with the state-of-the-art
methods in the field.

Keywords Drugs · Drug target interaction · Proteins · Targets

1 Introduction

Prediction of the drug target interactions is an emerging research field in the area of
drug invention [1]. Drugs are the chemical compounds that bind with proteins in our
body to create a change [2]. The various proteins in our body, to which the drugs
attach themselves, are known as targets. Drug target interaction refers to the process
of the drug attaching itself to a particular target to effectuate a change. Drug target
interaction prediction is the mechanism to identify whether a particular drug will
interact with a particular target or not [3].
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Drug target interaction prediction has various applications. It helps in the process
of drug discovery. Identifying the interaction aids in discovering novel compounds
that can be used for a particular disease. It also helps in drug repositioning. Drug
repositioning is a technique of utilizing already existing drugs for treating some other
disease [4–6]. The study of drug target interaction is also useful in identifying the
drug side effects. The negative interaction between the drugs and the targets can be
investigated to recognize the potential side effects of a drug compound [7–9].

In order to effectively predict drug target interactions with high accuracy, it is
important to gather the maximum possible data regarding drugs, protein targets as
well as their interactions. During the past decade, there has been a massive growth
in the amount of chemical and biological data that has been accumulated in different
databases. This has been made possible due to the growing technology and vari-
ous open data initiatives that have been developed. The PubChem dataset [10], for
instance, has assembled more than two million compounds that have been tested in
biochemical or cell-based assays. More than fifty thousand compounds have been
examined that contains 4000 drugs. These drugs have been analyzed with eleven
thousand targets, and the various identified drug target interactions have been deter-
mined. The extensive chemical and biological data has created ample opportunities
for discovering new frameworks and tools for identifying drug target interactions.

Various techniques have been proposed to identify the potential drug target inter-
actions. These techniques have been broadly classified into ligand-based methods,
docking-based methods and chemogenomic methods. The ligand-based methods
predict the interactions using the similarity between the various protein ligands. The
performance of these methods, however, decreases considerably when the number
of known ligands is less [11]. The docking-based methods utilize the 3D structure of
the proteins to predict whether they will interact with the drug compounds or not [12,
13]. However, the 3D structures of all proteins are not known presently, and hence,
it can be used for only protein targets with known structure [14]. To overcome the
shortcomings of the ligand-based and the docking-based approaches, chemogenomic
approaches were proposed. The chemogenomic methods form predictions based on
the chemical and the genomic information [15–21]. The chemical information of the
drug compounds is used in conjunction with the genomic information of the various
protein targets to identify the drug target interactions.

The chemogenomic approaches have further been divided into similarity-based
approaches and feature-based approaches. The similarity-based approaches use the
drug similarity matrix as well as the target similarity matrix for the drug target inter-
action prediction [15, 18]. The prediction can be made using various techniques like
network diffusion-based techniques, neighborhood model-based techniques, matrix
factorization techniques, etc. The feature-based approaches first encode the drugs
and target proteins as features. These feature sets are the used to identify interactions
using various classifiers [22–24].

Various similarity-based drug target interaction predictionmethods have been pro-
posed that include nearest neighbor (NN) [25], weighted nearest neighbor (WNN)
[25] and network-based inference (NBI) [4] techniques. The nearest neighbor tech-
nique uses the information of the drug or the target nearest to the drug target pair.
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For instance, the interaction matrix for a new drug dn is computed as follows:

Y (dn) = Sd(dn, dnearest) × Y (dnearest) (1)

where Y (dn) is the interaction matrix of a new drug, dnearest is the drug compound
that is most similar to the new drug di and Sd represents the similarity matrix of the
drugs. Similarly, the nearest targets can be used to infer the interaction profile of a
new target.

The weighted nearest neighbor also uses the most similar drugs and compounds
to make interaction predictions. The key difference is that it uses the average of the
interactions of the most similar drugs and targets to infer interaction profiles. The
weighted interaction profile for a new drug dn can be calculated as follows:

Y (dn) =
∑m

i=1 Sd(dn, di ) × Y (di )
∑m

i=1 Sd(dn, di )
(2)

In both of the above-mentionedmethods, the average of the interaction score from
the drug side as well as the target side is used to calculate the final prediction output
of the drug protein pair.

In the network-based inferencemodel, a bipartite graph is constructed for the drug
target interaction using the interactionmatrix I. The network diffusion is implemented
as follows:

I ′ = W I (3)

where W is the weight matrix that can be computed as

Wmn = 1

Rmn

x∑

i=1

YmiYni
k(ti )

(4)

In the above equation, R represents the diffusion rule and k(y) represents the
degree of the node x in the drug target bipartite network graph. The rule R is given
as R = k(dn).

The state-of-the-art feature-basedmethods include prediction using decision trees
(DT) [26], support vectormachine (SVM) [27] and rotation forest (RF) [28].Decision
tree is a kind of a flowchart where each node represents a test, and the successive
children represent the outcomes of the test. Each of the leaf nodes depicts the labels
of the resulting class.

SVM has been used in the field of drug target interaction in various works. It
had already been used previously to predict protein–protein interactions and the
classification of chemicals into drugs and non-drugs. SVM classifier can be used
to classify the drug target pair into interacting and non-interacting class. The drug
feature vector and the target feature vector are concatenated to form a drug target
pair vector. These vectors are then fed to the SVM classifier to make predictions.
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Rotation forest has also been used to identify drug target interactions. This ensem-
ble classifier uses the entire training data. The training data is split into n equal subsets.
Principal component analysis (PCA) [29] is then applied to each of these n subsets.
These subsets are then used to train k decision trees. If T is the total number of
features, each of these decision trees contains T/n features. The columns from the
resulting data are used to form the new interaction matrix. Rotation forest has been
shown to have superior accuracy in comparison with SVM-based techniques.

The rest of the paper is organized as follows: Sect. 2 explains the steps of the
proposed methodology in detail. Section 3 describes the drug target interaction data
and the experimental results. Section 4 concludes the study and proposes future work
in the field.

2 Proposed Methodology

The proposed methodology involves the use of ensemble learning to identify drug
target interactions. The ensemble framework has been depicted in Fig. 1. Ensemble
learning usesmultiplemodels or classifiers collectively tomake predictions [30]. The
ensemble of classifiers aims to improve the accuracy and performance of prediction
in comparison with a single classifier. The various base models or classifiers are
combined in order to produce an optimal final model. Various ensemble models
like Bayes optimal classifier, Bootstrap aggregating, stacking model, etc., have been
proposed to construct optimal ensemble models.

Ensemble learning is mostly applied in order to increase the efficiency of a model
that may be used for prediction, function estimation, etc. The efficiency is increased
as it lessens the chance of selection of a poor classifier. There are various other uses
of ensemble classifiers that range from data fusion to error correction, etc.

The proposed model has been shown in Fig. 2. It uses the drug and target features
as the input. The encoding of drugs and targets as features has been explained in
Sect. 2.1. The features are then used to construct subsets of data that can be fed to
various decision trees. The dimensionality of the input data is reduced using PCA.

. 

. 

.

Input
Data

Subset of
Data1

Ensemble 
Classifier

Classification
Result

Subset of
Data2

Subset of
Datan

Fig. 1 Framework of ensemble classifier
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Fig. 2 Proposed
methodology
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The subsets of training data are then fed to the ensemble of decision trees. The output
of the ensemble of decision trees is then combined to form the final output result.
The proposed method has been explained in detail in the following subsections.

2.1 Feature Encoding

The drugs are encoded as features using the Rcpi package [31]. These drug fea-
tures include structural properties, physicochemical properties, molecular properties,
constitutional descriptors, etc. For the targets, PROFEAT package [32] was used to
compute the protein properties. Although it has been suggested that the entire pro-
tein information is contained in the protein sequences [23], they cannot be used to
encode target vectors. This is because the protein sequences are of varying length,
and hence, the resulting features will also have different lengths. Thus, PROFEAT
package encodes the target proteins as fixed-length vectors with various properties.
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The target features that have been generated include amino acid composition, amino
acid properties, autocorrelation, etc.

After encoding the drugs and targets as features, certain features were removed.
There exist certain features which were absent in certain drugs or targets. Also,
certain features had a similar value over the entire range of drugs and targets. These
features were also omitted as they were not responsible for affecting the drug target
interaction prediction.

The drug target pair is represented by concatenating the drug vector and the target
vector. Let the drug vector be represented as [d1, d2, …, dn] and target vector be
represented as [t1, t2,…, tm]. The drug target pair vector is formed by concatenating
the two vectors as

d ⊕ t = [d1, d2, . . . , dn, t1, t2, . . . tm] (5)

To avoid the bias, the vectors are normalized in the range [0, 1] using themin–max
equation. The normalization is performed as

∀i = 1, 2, . . . , n, di = di − min(di )

max(di ) − min(di )
(6)

∀ j = 1, 2, · · ·m, t j = t j - min
(
t j

)

max
(
t j

)
- min

(
t j

) (7)

2.2 Feature Subspacing

In order to form a subset of data for each of the base learners of the ensemble,
feature subspacing is performed. A random subset of features (Fx) is extracted from
the feature set. From this random subset, a positive interaction data is obtained. Let
this be denoted as Px. This positive subset Px is oversampled. The positive data
is oversampled in order to reduce any kind of bias. There exist particular types of
interactions in the positive dataset that are underrepresented in comparison with the
other interactions. This causes the prediction techniques to be biased toward the
better represented interaction types. Thus, oversampling the positive dataset helps to
attain better generalization of the prediction performance.

Since the number of unknown or negative interactions is greater than the positive
interactions, the technique is expected to be biased toward the negative class. Hence,
the number of positive and negative samples is equalized to reduce any biased results.
Thus, for the negative subset, a random sample Nx is selected such that the number
of samples in Px is equal to the number of samples in Nx, i.e., |Px | = |Nx |. These
samples of Nx are removed from the original data. Finally, feature subspacing is
performed on Nx using the random subset Fx.
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2.3 Dimensionality Reduction

The dimensions of the features are further reduced using PCA.Dimensionality reduc-
tion helps to decrease the complexity as well as the computational time of the pro-
posed method.

PCA transforms a set of possibly correlated observation values into linearly uncor-
related variables using orthogonal transformation [29]. Let there be a total of x obser-
vations with y variables. The total number of principal components formed will be
equal tomin (x − 1, y). The conversion using PCA is performed in amanner such that
the first principal component has the maximum variance. All the following principal
components have the largest variance under the condition that they are orthogonal to
the previous components. Thus, the resulting principal components are an orthogonal
set of uncorrelated values.

Hence, PCA is used to form a smaller number of uncorrelated valued from a
larger amount of data. Thus, it can be used as a dimensionality reduction technique
to reduce the drug target feature dimension.

2.4 Ensemble Learning

An ensemble of decision trees is trained in order to form the predictive model. This
machine learning technique combines several base decision trees in order to form an
optimal decision model [33].

A base decision tree concludes the output class on the basis of certain conditions
or questions. It can also be used in a similar manner to find solutions for quantitative
problems. However, various factors like the type of features, threshold at each node,
etc., define the performance of the decision trees. Ensemble learning, on the other
hand, helps to resolve such issues. Instead of relying on the performance of just
one decision tree and trying to optimize it, ensemble learning helps to improve
performance by considering a collection of decision trees. The final output is based
on the aggregation of results of all the decision trees.

The proposed method uses the subset of positive and negative datasets obtained
by feature subspacing as explained in Sect. 2.2. The dimensionality of the obtained
subsets of data is reduced using PCA as described in Sect. 2.3. Using these subsets
of data, an ensemble of decision trees is obtained. The ensemble is then used to make
drug target interaction prediction on the test data.

3 Experiments

The proposed method was evaluated by comparing the performance of the method
with six state-of-the-art methods mentioned in Sect. 1. These methods are nearest
neighbor (NN), weighted nearest neighbor (WNN), network-based inference (NBI),
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decision trees (DT), support vector machine (SVM) and rotation forest (RF). The
parameters of these methods have been set to the default values in MATLAB. The
details of the dataset and the results have been described in the following subsections.

3.1 Data

The drug target interaction data used for the analysis of the proposed method has
been taken from the DrugBank database [34]. The data consists of 12,674 drug target
interactions.A total of 5877 drug compounds and 3348 protein targets are considered.
As mentioned in Sect. 2.1, Rcpi package is used to construct drug features and
PROFEAT server is used to encode protein features. The total features for drugs and
targets are 193 and 1290, respectively.

3.2 Experimental Results

The sensitivity analysis for the parameter N (number of decision trees to be trained)
has been shown inFig. 3. It canbe seen that the performanceof the proposed technique
increases as the number of decision trees in the ensemble increase. The improvement
of performance of the model is at a steady rate beyond 80. The performance may
increase further on increasing the number of decision trees beyond 100. However,
the computational time will also increase.

To compare the performance of the proposed method with the state-of-the-art
methods, fivefold cross-validation experiments were carried out. For each of the
cross-validation experiment, area under ROC curve (AUC) value was calculated.
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Fig. 3 Sensitivity analysis for the parameter N
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Table 1 AUC results of
state-of-the-art methods

Methods AUC

Nearest neighbor (NN) 0.679

Weighted nearest neighbor (WNN) 0.793

Network-based inference (NBI) 0.606

Decision trees (DT) 0.760

Support vector machine (SVM) 0.804

Random forest (RF) 0.855

Proposed method 0.888

AUC is a standard metric for measuring performance that depicts the aggregate
of the classifier performance over all possible threshold values. AUC score is not
sensitive to skewed class distributions [35]. Hence, it is an appropriate metric for
measuring the drug target interaction prediction performance as the dataset in this
study is highly skewed (the number of negative interactions is much more than the
positive interactions). For each of the methods, five AUC values were computed
corresponding to the fivefold. These values are averaged to obtain the final AUC
score.

The AUC scores of the state-of-the-art methods and the proposed technique have
been shown in Table 1. As shown in the table, the proposed method outperforms the
othermethods. It achieves anAUCof 0.888. The second bestmethod is random forest
with an AUC of 0.855. Random forest is also an ensemble-based method where an
ensemble of decision trees is constructed. The output of this ensemble is the mode
of the classes or the mean value of the base trees. Based on the experimental results,
it is evident that ensemble methods help to achieve better performance than simple
classifiers like SVM or DT. Also, the performance of the ensemble-based methods
is significantly better than the similarity-based methods, i.e., nearest neighbor (NN),
weighted nearest neighbor (WNN) and network-based inference (NBI) techniques.

4 Conclusion

This paper proposes a novel technique for predicting drug target interactions using
ensemble learning. The technique constructs subsets of data for the various base
decision trees. Also, PCA has been applied to the data to decrease the dimensionality
of the data and hence the computational time. A comparison of theAUC scores shows
that the proposed model outperforms the state-of-the-art techniques.

The future work in this field can focus on exploring various other dimensional-
ity reduction techniques to further improve the performance. Also, various hybrid
ensembles can also be constructed to increase the prediction accuracy.
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Integration of Fog Computing
and Internet of Things: An Useful
Overview

G. Rekha, Amit Kumar Tyagi and Nandula Anuradha

Abstract In the past decade, the evolution of computing hasmoved fromdistributed,
parallel, grid, cloud, and now to fog computing. The massive amount of data gener-
ated by Internet of Things (IoT) devices is growing up exponentially. The flood of
information (generated by those IoT/Internet-connected devices) becomes trouble-
some for data processing and analytical prediction functionality using cloud compu-
tation. Several problems have been investigated with cloud computing with respect
to latency, limited bandwidth, low Internet connectivity, etc. Here, solution to such
problems can be solved by introducing fog computing with powerful functionality
of cloud framework, i.e., based on the deployment of fog nodes called microclouds
at nearest edge of data sources. Fog computing for big data/IoT data analytics is
in evolving phase and requires extensive research to produce more knowledge and
smart decisions. This article discusses several basic facts related to fog commuting,
challenges in fog computing and opportunities in the near future, in the context of
fog big IoT data analytics. In addition, this work also emphasizes the key character-
istics in some proposed research works, those make the fog computing as a suitable
(useful) platform for new proliferating IoT devices, services, and applications. Most
significant fog applications (e.g. healthcare monitoring, smart cities, connected vehi-
cles, and smart grid, etc.) will be discussed here to create a well-organized green and
quantum computing paradigm to support the next generation of IoT applications.
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1 Introduction

Fog computing is a pushing edge for processing computer applications, data, and
services in close proximity of end-user. Fog Computing or Fog Networking or Edge
Computing, and it is also known as Fogging, provides computing facilities away from
centralized cloud to the logical stream of the network edge. Fog computing is started
with theword ‘fog’, means ‘closer to someone’. Fog computing is closed to cloud and
nearer to end-users. It extends the traditional cloud computing architecture to the edge
of the network architecture. The fog extends the basic building block of the cloud like
compute, storage, and networking services to the edge of the network so-called fog
nodes, near the end devices (like IoTs, smartphones, GPS, wearable devices, etc.).
Fog offers distributed points for assembling data generated by the end devices via
proxies, access points, and routers placed at the network edge, near the source devices.
Though now days cloud computing is widely used a backbone to Internet of Things,
and provide resource utilizations (accessing) from anywhere, anytime. But still cloud
computing has some limitations. The fundamental limitation of cloud computing is
the connectivity between the cloud and the end devices. Such connectivity is set
over the Internet, not suitable for a large set of cloud-based applications [1], such
as connected vehicles, smart grid [2], re-detection [3], and content delivery [4].
Further, the distribution-based cloud application made up of multiple components,
sometimes deployed separately over multiple clouds, may deteriorate the latency
due to the overhead induced by inter-cloud communications [5]. Yet, as another
limitation of cloud computing is, the regulations may suggest processing at locations
where the cloud provider may have no data centre [6]. In literature [7], it is widely
recognized that cloud computing is not feasible for most of the Internet of Things
(IoT) applications and fog could be used as an alternative solution to solve this
problem (feasibility with IoTs). Nowadays, IoT becomes an important and essential
device that promises a smart, easier, longer life to human beings. IoT-enabled devices
allow communication between the machines (or devices), objects, and everything
connecting together with people. The need to build that IoT is to dig up, access, and
analyse the information that provides valuable insight. The information generates
digital data by connecting the IoT devices over the Internet (or World Wide Web),
for example, online transaction, downloading of applications, retail, etc.

The IoT systems consist of things or devices in the real world and sensors are
embeddedwith deviceswhich are communicated to the Internet (viawired orwireless
networks as a medium). The variety of powerful devices like servers, smart access
devices such as smartphone, tablets, smart sensors, smart appliances in home, and
many more. Therefore, all connecting things together formulate an IoT ecosystem,
used to solve real-world applications. The various types of connections used by IoT
sensors are RFID, Wi-Fi, Bluetooth, and ZigBee, and for wide area connectivity,
GSM, GPRS, 3G, and LTE are used. As reported by Ovum and CISCO [1] in March
and June 2017, respectively, at present the main areas of investment are the Industrial
Internet of Things (IIoT) [8], by deployment of IoT devices in industries include
manufacturing operations, transportation, smart grid technologies, smart buildings
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and increasingly, consumer IoT, and smart home automation. Moreover, in general,
some applications of fog computing are connected cars, smart cities and smart grids,
real-time analytics (e.g.mobile big data analytics, etc.),water pressure at dams, health
data, and any other smart utility services. Hence, an architecture of fog computing
or fog network with consist cloud environment is depicted as Fig. 1. Irrespective of
cloud computing, fog computing provides a better-analysed experience to the end-
user by generating some real-time network information (because it is nearer much to
end-users than cloud with a high Internet connectivity, i.e., with a low latency, refer
Fig. 2). Hence, big IoT data analytics with fog computing provides better, efficient
insights by enabling devices to make smart and intelligence-based decisions without
the interaction of human. These data or information analyses by big data can be used
in solving or predicting several real-world problems in the near future.

Hence, the rest of this paper is organized as follows: Sect. 2 dealswith the overview
of fog computing and its related work. Further, Sect. 3 discusses the interfacing
fog, with fog, cloud, IoT devices/end-user devices and Sect. 4 presents the salient
features of fog computing. Real-time use cases are discussed in Sect. 5. Further,
some challenges with respect to fog computing have been discussed in Sect. 7, and
in last, this work is concluded with some future remarks/enhancements in Sect. 7.

Fig. 1 Architecture of fog computing
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Fig. 2 A generic
convergence of IoT devices
and fog devices [2]

2 Related Work

As data is increasingly generated by the IoT devices at the core network end, to
efficiently process all data at the close proximity of IoT, CISCO in 2012 introduced
a concept called fog computing. It is an extension of cloud computing architecture
from the cloud to the edge of the network. This section provides an overview of fog
definition and discusses the similarities and differences between the related concepts
and its interface with cloud, IoT, and other fog nodes in brief.

2.1 Fog Computing—Definition

Fog computing is an extension of cloud computing paradigm by enabling compu-
tation at the edge of the network, closer to IoTs and/or the end-user devices (i.e. to
provide reliable and efficient services to users). It (i.e. fog computing) presents a dis-
tributed hierarchical architecture, offering more flexibility to the system. It supports
integration with various technological components and services like smart cities,
smart homes, and smart grid system [7]. Fog computing provides pool of resources
with one or more decentralized nodes which cooperate and communicate with each
other or in a group at the edge of the network. Figure 2 shows a fog system with
three-tier architecture consisting of IoT/end-user devices, edge-level nodes or fog
nodes and the cloud-level nodes. Fog computing provides services at the edge of IoT
devices and the communication happens via local area network (LAN). The main
focus of the nodes at the edge is to sense the collection of raw data, process, and
control of end-user or IoT devices as shown in Fig. 2.
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Table 1 A brief description of cloud computing, cloudlets, mobile edge computing

Cloud computing Cloudlets MEC

Definition It includes software
and applications
running on a central
server having built-in
local networks with
big data centres

It provides a small
cloud computing
architecture by
inheriting the features
from centralized cloud
computing

MEC enables
technologies to be
available for cloud
computing to provide
QoS at the edge of the
network

Uses SaaS, PaaS, IaaS Time-sensitive and
limited bandwidth
applications

Mobile applications

Mode of operation Connected Stand-alone or
connected to cloud

Stand-alone

Applications Any application Mobile offloading
application

Mobile offloading
application

Difference Mainly driven by R
and D

Mainly driven by R
and D

Mainly driven by
industry

2.2 Similarities and Differences with Cloud Computing,
Cloudlets, and Mobile Edge Computing

There are some similar terms that come along with fog computing called cloud com-
puting, cloudlets, andmobile edge computing (MEC). Even though cloud computing,
cloudlets, and MEC aim at computing at the edge, few differences exist in each new
technology. Table 1 illustrates the definition and the difference among all three.

Hence, this section discusses the related work to fog computing, like definition of
fog computing, similarities, anddifference in fog computing technology/environment
with existing (new) technologies like cloud computing, cloudlets, and mobile edge
computing. Now, the next section will discuss some interacting scenarios, i.e., with
cloud, and IoT devices, or as cloud based IoT/ IoT based Cloud.

3 Interfacing Fog with Fog, Cloud, Internet of Things
Devices/End-User Devices

As discussed in Sect. 2, fog computing develops from cloud computing, and this
term was coined in 2012 to provide flexible, reliable services to end-users. It pro-
vides functionality with more flexibility for computation at the edge of the network
and shared same processing strategies, visualization, and multi-tendency features.
The more significant features support by fog computing are: (a) supports high-speed
moving applications like smart connected rail, smart vehicles, etc., (b) low latency,
(c) provide distributed environment in large scale, (d) supports geographically dis-
tributed applications using sensor networks tomonitor the different environment. The
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Table 2 Interfacing of fog to cloud, fog to fog, fog to IoT

Interface

Fog to cloud and vice
versa

It is considered
compulsory to
support collaboration
between fog to cloud
and cloud to fog
services

It also supports
functionalities like
supervision at fog
end

It also transfers data
for processing,
comparing between
each other

Fog to fog It must have pool of
resources to support
processing with each
other

Multiple fog nodes
act together to
support backups for
each other

All the fog nodes
deployed can share
their data,
computation, and
processing for one or
several applications

Fog to IoT Fog computing
provides services to
widely distributed
IoT devices like
smart devices and
sensors

It provides IoT
devices to access fog
services in a
user-friendly
environment

Fog computing
provides high QoS to
the IoT devices or
end-users

most fundamental components in fog computing architecture are called fog nodes.
They are set of hardware and software elements that can be configured together to
perform specific functions like providing resources for services such as cloudlet.
Generally, cloudlet is a cloud data centre located at the edge of the Internet. As fog
computing is an emerging technology and in infant stage (i.e. just started, not devel-
oped completely). Therefore, further research is needed in this area/domain. The
architecture of fog computing allows processing, networking and storage services to
dynamically allocate at the fog nodes, cloud, or IoT systems. However, the interface
of fog with other devices is must to enable well-suited end-user assessment and also
to provide effective QoS management. Table 2 illustrates the different interfacing
between the fog, cloud, and IoT.

Hence, this section discusses the interfacing of fog with fog, cloud, IoT devices,
or end-user devices. Now, the next section will deal with the salient features of fog
computing in brief.

4 Salient Features or Characteristics of Fog Computing

The movement of computational load to fog networking from cloud enables the
development of IoT structure for diversity of applications and services. The fog
computing characteristics are as follows:

(a) Cognition:Cognitionmeans thinking and perceiving the client’s intentions. Fog-
based data processing offers a more lucid picture about the client’s interests.



Integration of Fog Computing and Internet of Things: An Useful … 97

For example, getting insight into how to store, control, and transfer data from
cloud to IoT and vice versa. The devices at the edge respond more quickly to
the client’s requests as they are at the ground level than the remote cloud-based
services.

(b) Heterogeneity: Fog computing is an integration of various computing platforms
offering a variety of computing infrastructure. It bridges the cloud server and
the senor enabled devices. Fog computing servers utilize federation of clouds
in a distributed environment.

(c) Geographical environment distribution: Fog computing has the capability of
providing Quality of Service (QoS) in both mobile and stationery environments
by distributing the fog nodes so that they can communicate with the nearest
gateways. E-heath, m-health, traffic monitoring are some examples of location-
aware services.

(d) Edge location with low latency: Fog nodes (existed in a fog computing envi-
ronment/fog network) give quick response than the cloud, thus improving the
Quality of Service (QoS) in terms of low latency. This is an important require-
ment of any application that involves streaming of data.

(e) Real-time interaction: Real-time interaction is the most crucial aspect in fog
applications where the edge devices should transmit real-time information such
as airflow inside mines, radiation levels in nuclear power plants, leakage of
poisonous gases inside chemical factories, etc.

(f) Support for mobility: Multiple geographically distributed fog nodes can com-
municate with the mobile devices in applications such as vehicle networks and
efficient logistic management.

(g) Large-scale sensor network: Fog computing has the capability of forming a
hierarchical network architecture by combining data from multiple gateways
for global data processing.

(h) Widespread wireless access: In fog computing, Wireless Application Protocol
(WAP) and mobile gateways enable users to connect to the closest fog nodes.

(i) Interoperable Technology: Fog computing infrastructure can be considered as
an interoperable system which can be physical, virtual, or a hybrid consisting
of a collection of sensor devices, cloud services, communication protocols that
facilitates dissimilar components to generate solutions to specific issues.

Hence, this section discusses several characteristics that make the fog comput-
ing essential to end-users and non-trivial extension of the cloud computing, that
is, fog computing provides service to users like edge location, location awareness,
low latency, providing hierarchical organization and proximity of data to end-users,
dense geographical distribution, large-scale sensor networks, large number of nodes,
support for mobility, real-time interactions, predominance of wireless access, hetero-
geneity, federation and interoperability, and integration with the cloud and support
for online analytic. Now, the next section will discuss some real-time uses cases in
brief.
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5 Real-Time Use Cases with Fog Computing

In this section, we discuss the role the fog computing plays in IoT environment or
IoT ecosystem with explaining four interesting scenarios, i.e. video streaming data,
healthcare monitoring systems, gaming, and smart traffic light (STL) system. Hence,
each use case/scenario is discussed as follows:

(a) Video streaming data: The characteristic features such as low response time,
mobility, position awareness and real-time data processing capabilities of fog
nodes benefit the real-time video streaming applications. Aqua computing is a
mobile edge network that enables the computing resources to be integrated with
communication resources, thereby improving the connected users’ experience.
It also optimizes the computing resources. Here, the fog nodes act as clones at
the edge and as buffers at the user’s desktop. Also, systematic deployment of
fog nodes enhances real-time on-demand video streaming.

(b) Healthcare monitoring systems: Many health and fitness applications are built
to continuously monitor individual’s health. The captured data is analysed and
diagnostic predictions can be made to take appropriate decisions by healthcare
applications. This can be achievedwith the integration ofmassive number of fog
nodes that can create a real-time transmitting system than a cloudwhich has high
response latency.Cao et al. [9] have proposed a real-timemonitoring application,
U-Fall, which can be separated into three major sections, front-end, back-end,
and communication module, where front-end and back-end both make indepen-
dently detections results. Thus, eliminating the false alarm rates and improving
the detection accuracy. The other significant factor of U-Fall application is that
it discovers the exhaustive fall using data of mild strokes. Hence, the experi-
mental findings showed an increased sensitivity. It can be understood that the
application of fog computing gateway improves complex techniques such as
data mining and priority-based storing. FAST [10] is a distributed data analyt-
ics application with fog sensors that monitor cardiac strokes. It was shown that
a fog-based edge network offered enhanced QoS by identifying the location of
the patients quickly.

(c) Gaming:Cloud computing has increased the popularity of onlinemultiple player
computer games without any kind of hardware infrastructure. Wang and Dey
[11] describedmobile gaming application framework based on the cloud servers,
where centralized server works on all possessing load of the game. But due to
inherent latency of the cloud computing, the gaming commands issued by the
server take much time, thereby disrupting the game. Hence, the application
of fog computing in online gaming enhances the Quality of Service (QoS)
and Quality of Experience (QoE). The experiment showed that the collected
data encoding improves the playback consistency and end-time-driven buffer
forecast approach.

(d) Smart traffic light (STL) System: Traffic lights are equipped with sensors that
can sense, process, and communicate. These STLs can monitor the ongoing
traffic. This data can be analysed and sent to traffic controller to avoid accidents
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and traffic congestions. Also, it helps an ambulance to find a traffic-free route
or clears the route for ambulance. Thus, STLS requires high data transmission
rates from one fog node to another fog node for making quick decisions for
choosing alternative routes.

Hence, this section discusses several real-time use cases of fog computing in IoT.
Now, the next section will briefly explain the challenges of fog computing for IoT.

6 Challenges in Fog Computing with Internet of Things

Fog nodes (in a fog networking) mostly provide localization, therefore enabling
low latency and context awareness, the cloud provides global centralization. Many
applications require both fog localization and cloud globalization, particularly for
analysing the data generated by IoT devices. Hence, some challenges have been
investigated with fog computing, which are included as follows:

(a) Security: As fog nodes are distributed throughout heterogeneous networks and
platforms, adhering to a specific set of security protocols is not feasible. So, the
fog nodes at the gateways may be compromised. Security is also not the first
topic in the current IoT discussions and is still largely treated as a compulsory yet
secondary subject. Such disregard can be attributed to the lack of organizational
policies and the ambiguities in government laws [12].

(b) Data processing, integrity, and quality: Huge number of interconnected IoT
devices transmits continuous streams of data. The data collected is not only
huge, but generated at various rates and dynamic in nature. The quality of
data collected determines QoS. Error in data collection, noise, and error in
measurement will affect the quality of services. SLAs play an important role in
achieving the required QoS. Also, in a distributed environment data integrity is
an important consequence. Data integration provides a single view of the data
arriving from different sources and combines the view of data [13].

(c) Real-time data analytics: As discussed in [14], Internet of Things produces
a lot of data (called big data), which need to be analysed smartly with more
meaningful and useful information, which requires algorithms that are capable
of analysing continuous streams of data generated by various sources in real
time. Choosing a specific algorithm for a specific IoT application is crucial
to make real-time decisions. Big data implementations must perform analytics
with real-time queries to help organizations obtain insights quickly, rapidly
make decisions, and interact with people and other devices in real [8].

(d) Privacy: Preserving network privacy, data privacy, location privacy, and identity
privacy is a biggest challenge (or concern) in fog computing (due to connected
via wireless). The leakage of private data or information from fog node is receiv-
ing attention from many malicious users while using networks. As solution to
this problem to preserve privacy, encryption methods like HAN (Home-Area
Network) can be used to counter these issue/challenges.
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(e) Resource management: As discussed above, fog servers and data storage facil-
ities require in a fog computing environment (at the edge of the network, to
increase processing). The management of large number of fog nodes and pro-
viding storage to each fog node increase additional computing a fog computing
environment, i.e. increase management costs. We (i.e. researchers) need to pro-
vide properly analysed services, effective management to fog servers in the near
future.

(f) Heterogeneity: Several types of IoT devices, sensors, etc., are communicating
in fog environment (i.e. with fog servers). To handle all devices, sensors, etc.
(they have different protocols, storage capabilities, sensor characteristics, etc.),
will create a massive problem, i.e., to provide a reliable coordination between
these devices and fog server is a big challenge.

(g) Latency: Latency is an essential parameter in fog computing. It was a reason
why it (fog computing) was used over cloud computing, but again latency (in fog
computing) is not improved till end user’s expectation level. Hence, if latency
requirement is not satisfied, the performance would be degraded resulting in
user dissatisfaction, and interest of users will be decreased.

(h) Complexity: In fog computing, large number of sensors and IoT devices are
connected together to provide flexible service to end-users. But, providing such
serviceswith an optimized route/device is really a critical issue/challenging task.
Sometimes, used software and hardware in IoTs may also increase complexity
in fog environment, i.e. decrease performance.

In fog computing environments, nodes are higher and making communication
continuously, and then computation is distributed among all nodes (in parallel) and
can be less energy-efficient. Note that energy consumption or battery is a big issue
with IoT Devices. Fog computing is closer to end-user with IoT devices, so improv-
ing battery power and saving energy in IoTs (during making a communication with
devices or human being) is an essential work, it is a bigger challenge to overcome in
the near future. The next section will conclude this work with some future enhance-
ments in brief.

7 Conclusion with Future Research Directions

Fog computing performs some computing and storage at the edge of the network
rather than relying entirely on cloud. This paper presents a few application areas such
as health care, smart traffic light system (STLS), real-time gaming, etc., where fog
computing and cloud computing go together. The key-enabling technologies under-
lying the fog computing are computation offloading, latency management, commu-
nication interfaces such as network function virtualization (NFV), software-defined
networking (SDN), 5G, etc., and pre-cache system storage and storage expansion.
The computation offloading can be achieved by provisioning live VM migration.
SDN and NFV offer network scalability. Although there are many favourable areas
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for the application of fog computing, there are still challenges such as safety and
security risks, energy-efficiency issues to be resolved. This work discussed cloud
and fog computing in detail. Cloud computing offers massive data handling capa-
bility, scalability and flexibility, whereas fog computing offers user-centric services
with low latency, location awareness, mobility, real-time response. This work pro-
vides a general overview to understand more about fog computing, and also some
other new technologies like cloudlet, mobile edge computing, etc. (i.e. with similar-
ities and dissimilarities). As future work with fog computing, we can try to build a
smart gateway between networks to realize cloud with fog computing. Also, reduc-
tion of energy consumption in fog computing (including IoT devices) is always an
essential and mandatory issue to overcome.

Acknowledgements This research is funded by the Koneru Lakshmaiah Education Foundation,
Lingaya’s Vidyapeeth, and Anumit Academy’s Research and Innovation Network (AARIN), India.
The authors would like to thank Koneru Lakshmaiah Education Foundation, Lingaya’s Vidyapeeth,
and AARIN, India, an education foundation body and a research network for supporting the project
through its financial assistance.

References

1. Jiao, L., Friedman, R., Fu, X., Secci, S., Smoreda, Z., Tschofenig, H.: Cloud-based computation
offloading for mobile devices: state of the art, challenges and opportunities. In: Future Network
and Mobile Summit (FutureNetworkSummit), pp. 1–11. IEEE (2013)

2. Stojmenovic, I.: Fog computing: a cloud to the ground support for smart things and machine-
to-machine networks. In: 2014 Australasian Telecommunication Networks and Applications
Conference (ATNAC), pp. 117–122. IEEE (2014)

3. Yangui, S., Ravindran, P., Bibani,O.,Glitho,R.H.,Hadj-Alouane,N.B.,Morrow,M.J., Polakos,
P.A.: A platform as-a-service for hybrid cloud/fog environments. In: 2016 IEEE International
Symposium on Local and Metropolitan Area Networks (LANMAN), pp. 1–7. IEEE (2016)

4. Zhu, X., Chan, D.S., Hu, H., Prabhu, M.S., Ganesan, E., Bonomi, F.: Improving video perfor-
mance with edge servers in the fog computing architecture. Intel Technol. J. 19(1) (2015)

5. Pop, D., Iuhasz, G., Craciun, C., Panica, S.: Support services for applications execution in
multi-clouds environments. In: 2016 IEEE International Conference onAutonomic Computing
(ICAC), pp. 343–348. IEEE (2016)

6. Massonet, P., Naqvi, S., Ponsard, C., Latanicki, J., Rochwerger, B., Villari, M.: A monitoring
and audit logging architecture for data location compliance in federated cloud infrastructures.
In: 2011 IEEE International Symposium on Parallel and Distributed Processing Workshops
and Phd Forum (IPDPSW), pp. 1510–1517. IEEE (2011)

7. Bonomi, F., Milito, R., Zhu, J., Addepalli, S.: Fog computing and its role in the internet of
things. In: Proceedings of the first Edition of theMCCWorkshop onMobile Cloud Computing,
pp. 13–16. ACM (2012)

8. Gantz, J., Reinsel, D.: The digital universe in 2020: big data, bigger digital shadows, and biggest
growth in the far east. IDC iView: IDC Analyze the future 2007(2012), 1–16 (2012)

9. Cao, Y., Hou, P., Brown, D., Wang, J., Chen, S.: Distributed analytics and edge intelligence:
pervasive health monitoring at the era of fog computing. In: Proceedings of the 2015Workshop
on Mobile Big Data. pp. 43–48. ACM (2015)

10. Zaharia, M., Chowdhury, M., Das, T., Dave, A., Ma, J., Mccauley, M., Franklin, M., Shenker,
S., Stoica, I.: Fast and interactive analytics over Hadoop data with spark. Usenix Login 37(4),
45–51 (2012)



102 G. Rekha et al.

11. Wang, S., Dey, S.: Cloud mobile gaming: modeling and measuring user experience in mobile
wireless networks. ACM SIGMOBILE Mobile Comput. Commun. Rev. 16(1), 10–21 (2012)

12. Wang,Y.,Uehara, T., Sasaki,R.: Fog computing: Issues and challenges in security and forensics.
In: 2015 IEEE 39th Annual Computer Software and Applications Conference (COMPSAC),
vol. 3, pp. 53–59. IEEE (2015)

13. Giang, N.K., Blackstock, M., Lea, R., Leung, V.C.: Developing IoT applications in the fog: a
distributed dataflow approach. In: 2015 5th International Conference on the Internet of Things
(IoT), pp. 155–162. IEEE (2015)

14. Tyagi, A.K., Anuradha, N., Rekha, G., Sharma, S., Niladhuri, S.: How a user will look at the
connection of internet of things devices?: a smarter look of smarter environment. In: ICACSE:
2019: 2nd International Conference onAdvanced Computing and Software Engineering, KNIT
Sultanpur, 2019, India, 8–9 February 2019



Review of Machine Learning Techniques
in Health Care

Rohan Pillai, Parita Oza and Priyanka Sharma

Abstract Health care is an emerging industry with all our lives dependent on it.
With the advancement of technology, the health care industry is also advancing.With
better prevention, diagnosis and treatment options, technology is rapidly integrating
itself with medical sciences for the betterment of humankind. However, it is time to
delve deeper into this integration. One upcoming technical aspect known as machine
learning is a very useful tool when it comes to its application in the health care
industry. Machine learning algorithms such as support vector machines and artificial
neural networks when combined with the existing medical infrastructure prove not
only to be at par with the state-of-the-art technology but also prove to be more
efficient and faster than them. This paper looks at the possible applications as well as
the current progress of the integration of machine learning algorithms in the health
care industry.

Keywords Algorithms · Support vector machine · Naïve Bayes · Neural
networks · Training · Testing · Data

1 Introduction

With the advancement in technology, most of the health care industry has started
embracing the fact that technologywill be a helping hand in their work.Mostmedical
records are now dealt with electronically. All types of body scans—CT scan, MRI
scan, etc. are a result of the integration of technology with medical sciences. But the
current technology is now outdated and needs to be upgraded. With so much data
flowing in, there needs to be a proper way to manage, analyze, secure and store data
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electronically and yet be efficient and fast enough. Thus, the integration of machine
learning with medical sciences is only for the better to come. Machine learning
algorithms can be and have been applied to solve several problems in the health care
industry. Not only have they stood the test of efficiency but also turned out to be
better than the current technology.

2 Literature Survey

2.1 Health Care

Health care is a very broad term encompassing prevention of a disease, diagnosis of
a disease as well as its treatment. In other words, anything related to improvement in
a person’s health is put under the umbrella of health care. Its definition as well as its
access varies from region to region depending on the social and economic policies in
place. It is generally a very important aspect of a region’s economy. According to a
report by OECD among its 34 members, health care was responsible for an average
9.3% of the GDP, with the USA being the highest with 17.7% and Indonesia being
the last in the list with a negligible rate [1] (see Fig. 1).

2.2 Machine Learning

Machine learning is the ability of a system to automatically analyze and learn from
a set of inputs provided to it as experience without requiring any explicit assistance.
The system should then be able to infer from its experiences and be able to predict
the output based on the input. In other words, a system should be able to learn on
its own. There are two phases in a machine learning system—training and testing.
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Training is the process where a set of either labeled or unlabeled input is provided to
the system. The system needs to analyze, which means to extract relevant data and
parameters from the dataset and store it as a model for future prediction. Training
is the most resource-intensive phase of the process. The next and final phase is the
testing phase. In testing, an alien input is provided to the system and the system
from its pre-trained model needs to predict the output. A trained system’s accuracy
depends on the accuracy of its output.

Machine learning algorithms are basically classified into four categories (see
Fig. 2):

Supervised Learning: In this category, labeled input is provided to the system. The
system needs to provide an output based on these labels.
Unsupervised Learning: In this category, the input provided is neither classified
nor labeled. The system doesn’t need to find the correct output; it creates its own
inferences in order to successfully produce an output.
Semi-Supervised Learning: This category is a mix of supervised and unsupervised
learning. This means such a system uses both labeled and unlabeled data for training.
Reinforcement Learning: A system implementing a reinforcement learning algo-
rithm produces actions based on its interaction with the environment and tries to
achieve the highest reward.

Some machine learning algorithms are:

K-Means Clustering: Clustering is a concept where a certain n number of input
points are to be classified into k categories or clusters. This involves calculating the
root mean squared distance from the centers which are initially chosen randomly but
are updated with every iteration based on the average of the cluster members [2].
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Support Vector Machines: Support vector machines (SVMs) are another form of
classifierswhere the equation of a plane is calculated that separates the two categories
or clusters [3].
Naïve Bayes Clustering: Naïve Bayes classifier is a type of classifier that classifies
labeled data. They require high number of parameters in order to determine the
probabilistic classification value [4].
Neural Networks: Neural networks are a model developed on the ideas of a human
brain. It has its own set of neurons that calculate the output based on the input they
receive. Neural networks have several applications such as image classification and
image recognition [5].
Decision Trees: Decision trees are one kind of classifiers that work on categorical
data. It lists the possible consequences of certain events by calculating their proba-
bilistic value [6].

3 Applications and Current Integration of Machine
Learning in Health Care

Machine learning algorithms are quite useful in many areas. Not only are they useful
in their particular domain such as image processing and artificial intelligence, but they
can most certainly be used in the health care industry for improving the current state
of technology [7]. According to a report by McKinsey, the integration of machine
learning in the pharma and health care industry can generate up to $100 billion per
annum [8]. Some of the applications are:

3.1 Medical Imaging

Medical imaging is the process of generating representations of the insides of human
body parts for medical examinations. The main purpose of this is to seek more
information regarding the internal parts of the human body such as the tissues or
organs. Medical imaging is basically categorized into three major categories: Optical
imaging, radiology and nuclear medicine.

Optical Imaging: Optical imaging is the process of creating representations of hol-
low organs at a very cellular level. Example of this is the optical coherence tomog-
raphy (OCT). These cellular level representations help understand any irregularities
present in the organs [9].
Radiology: CT scan, MRI scan and X-Ray scans are examples of the radiology
technique. In this, in a very spatial resolution, detailed body parts are represented.
Nuclear Medicine: Human body’s metabolism is represented by nuclear medicine
imagine techniques. Examples of this technique include PET scan.
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Since the dataset we’re dealing with here are images, machine learning could
play a major role in helping with diagnosis. Machine learning algorithms like neural
networks can be used to analyze medical images provided by the medical imaging
techniques. In paper [10], segmentation of brain tumor was conducted with deep
neural networks. The system was developed for analyzing high grade as well as
low-grade glioblastomas in images. Deep neural networks were found to be more
efficient and consistent in analyzing medical images. Not only did such an archi-
tecture improve the current technology, it was approximately 30 times faster, when
tested on the 2013 BRATS test data. In an improved version [11], deep neural net-
works combined with discrete wavelet transform and principal component analysis
were used to improve the classifier used in medical images.

3.2 Diagnosis of Diseases

Disease diagnosis is the process of examinations of a person’s symptoms and health
signs in order to find the cause of it. It is used to correlate the symptoms to the disease
a person may be suffering from. A diagnosis can consist of examinations of one’s
medical history or a physical examination, or even a diagnostic test. Since, a particular
symptom can occur in various circumstances, correlating it with a particular disease
is quite challenging. Thus, several possible options need to be evaluated in order to
correctly diagnose a disease. This is known as differential diagnosis. In differential
diagnosis, many possible diseases are identified based on a set of symptoms and this
is then followed by a process of elimination, until a point is reached where only one
option seems viable.

However, according to a report by the National Academies of Sciences, Engineer-
ing, and Medicine (NASEM) published in 2015, majority of people will be a part
of at least one diagnostic error in their life [12]. Incorrect or errors in diagnosis can
be harmless in many but lethal in some cases. Incorrect diagnosis of a rare disease
may also lead to death, or in other case, prolonged ignorance of a disease can turn
a harmless disease to a life-threatening disease as well. Some diagnosis errors can
result from human errors. However, machine learning can be very helpful in such
cases. It can assist, if not replace human intervention in disease diagnosis.

For instance, Quest Diagnostics’ partnership with IBM led to the birth of IBM
Watson Genomics which is the first such device to introduce machine learning in
diagnosis. It can study the unique genetic differences of tumor biopsies in order to
suggest a diagnosis.

3.3 Behavior Modification or Treatment

Predictive analysis can be used to treat a patient’s individual health by pairing it
with his or her medical data. This form of machine learning is known as supervised
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learning. In supervised learning, a supplied input is mapped to an output by inferring
its training data. This labeled training data helps it to categorize the input to one of
the categories. IBM Watson for Oncology is one such example that uses a patient’s
medical history in order to devise a personalized cancer treatment for them. How-
ever, one obvious problem in this application is the availability of abundant relevant
medical data. A patient’s medical data is not readily available, and even if available,
there is always a question on its reliability. One probable solution to this can be
the increased use of tracking devices and micro biosensors. Increased use of such
devices will allow for interrupted collection of data.Many such devices already exist.
Some smartphone manufacturers provide these trackers inbuilt in their phones. This
integration of tracking devices with mobile phones and applications will pave way
for more reliable tracking, measurement and monitoring ability. Some startups are
already working on this application:

SkinVision: It is amobile application that allows you to track yourmoles and analyze
them for possible cancer symptoms. They also claim to be the first and only CE
certified online assessment.
Somatix: Somatix is a New York-based startup that tracks a person’s gestures in real
time for health enhancement.

3.4 Clinical Trial Research

Clinical trial research is defined as the studies performed on individuals in order to
test a new medical technology. In other words, it is used to make sure a new drug,
treatment or a medical device is effective and does not have any harmful side effects
than an already existing treatment. Generally, there are four phases in a clinical trial
research experiment. The first phase involves testing on a small group to judge its
safety. The second phase deals with judging its effectiveness. The third phase is
related to finding more about its safety, and the last phase is testing on a diverse
population. Machine learning can be introduced in such trial researches to monitor
and track data from the participants remotely for better safety. For example, a person’s
mental and biological signs can be remotely tracked and analyzed for signals of any
harm to the participant [13].

3.5 Smart Electronic Health Records

Electronic health records are medical data of patients stored in a digital format.
This data spans across various different parameters such as age, gender, weight, test
results, medical history, immunization status, and bills. Earlier these data were stored
on paper, but with the advancement of technology, they are now stored digitally for
better security and management. Machine learning can be used for document as well
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as query classification. Algorithms such as support vector machines (SVMs) and
naïve Bayes classifier can be helpful in better classification of data and improved
retrieval systems. Optical character recognition (OCR) can also help in information
retrieval.

Google’s Cloud Vision provides both the ability to train models and pre-trained
models for better analysis of images. Using machine learning, it is able to provide
various features such as classification of images, text extraction, powerful web image
searches, content modification and moderation.

3.6 Epidemic Outbreak Prediction

A sudden outbreak of communicable diseases among a large group of people is
known as an epidemic. Epidemics can occur via airborne transmission or biologi-
cal transmission, or even fecal-oral transmission. Epidemics have existed since the
beginning of humanity. The first recorded epidemic occurred in 429 BC in Greece
when approximately 80,000 people died due to typhus. Some of the worst epidemics
include the influenza epidemic that broke out during 1918–1920 that had an estimate
death toll of 75 million. Another such epidemic is the ongoing HIV/AIDS epidemic
that commenced in the Congo basin and spread worldwide. It has an estimated death
toll of 30 million. Although the death toll as well as the number of epidemics are
gradually reducing, it wouldn’t be such a bad thing to be prepared for one than face
the consequences later [14].

Machine learning can help play a major role in this. Machine learning algorithms
can be applied to analyzing, monitoring and speculating possible epidemic outbreaks
around the globe. This will be possible by collecting relevant data from real-time
social media posts, data from satellites, historical data, anonymous medical data, etc.
Such a concept is not foreign in the health industry. Studies and experiments havebeen
conducted before to test machine learning algorithms like SVM and artificial neural
networks (ANNs) to predict outbreaks. One such study was the malaria outbreak
prediction model studied on ANN and SVM. The dataset consisted from 2011 to
2014 of 35 districts in Maharashtra, India. The research took under consideration
various natural factors such as humidity, average monthly rainfall, air quality, and
temperature. The research concluded that the SVM model was able to predict a
possible outbreak at least 15–20 days in advance [15].

Another way to use machine learning algorithms is to use sentiment analysis on
real-time social media posts. In paper [16], a system was proposed for detecting
tweets related to influenza. This was implemented using SVM classifier. Based on
a dataset of approximately 5000 tweets from November 2008, there were approx-
imately 40% negative tweets containing the term “influenza” with a correlation of
0.89. Thus, tweets are a good resource to utilize for such purposes.

In another such experiment with tweets [17], a weekly analysis of Twitter data was
done and compared with a week before in order to detect dengue epidemic. Since not
all tweets containing the terms related to the disease suggest an epidemic, the tweets
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Table 1 Summary of all types of epidemics, algorithms and datasets discussed

Sr. no. Types of epidemics Algorithms Dataset used

1 Malaria outbreak
prediction

Artificial neural networks
and support vector
machines

Data of 35 districts of
Maharashtra, India from
2011 to 2014

2 Influenza surveillance Support vector machine Twitter

3 Dengue detection Spatiotemporal analysis Twitter

4 Flu detection Automatic regression Twitter

5 H1N1 surveillance Decision tree, support
vector machines, Naïve
Bayes, random Forest

Twitter and News agencies

were divided into five categories: Marketing tweets, personal opinion, resource, per-
sonal experience and ironic/sarcastic tweets. The training set was assembled by
selective sampling. To detect the epidemic, spatiotemporal analysis was done.

In research paper [18], tweets related to flu were analyzed. The research found a
high correlation between the number of cases of flu and the tweets posted between
2009 and 2010. It used an automatic regressive model to predict the cases based on
the Twitter data.

In paper [19], feed from Twitter, other social media posts as well as data from
broadcasting news agencies were used to create the training set for an H1N1 surveil-
lance system. It compared various machine learning algorithms like decision tree,
support vector machines, Naive Bayes and random forest. Although SVM outper-
formed the other algorithms, it was proven that machine learning algorithms are a
good way to predict potential epidemic outbreaks [20] (Table 1).

4 Conclusion

Machine learning algorithms when applied in the health care industry help us in
several ways. Not only do they help in better prevention, diagnosis and treatment of
a disease but are at the same time more efficient and faster than the current state-of-
the-art technologies. They have been proven not just theoretically but also practically.
Thus, such an integration should be encouraged for the betterment of humanity.
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A Review of IoT Techniques and Devices:
Smart Agriculture Perspective

Deep Rani and Nagesh Kumar

Abstract Internet of things (IoT) is the hot point in the Internet field. The concepts
help to intercommunicate physical objects furnished with sensing, actuating, com-
puting power and hence connect to Internet. With the help of sensor, actuators and
embedded microcontrollers, the verdict of smart object is realized. Wherein these
smart objects colligate data from the environment of development, process them, and
take reasonable actions. Thus, the IoT may generate unbelievable benefits and helps
human beings in living a smart and luxurious life. Due to the potential utilizations
of Internet of things (IoT), it has ended up being an unmistakable subject of logical
research. The significance and the utility of these advances are in sizzling exchange
and research, yet on the field of agribusiness and ranger service, it is very less. In
this paper, utilizations of IoT on farming and silviculture has been well perused and
broke down; additionally, this paper briefly presented the innovation IoT, agribusi-
ness IoT, rundown of some potential applications areas where IoT is exercisable in
the horticulture part, advantages of IoT in farming, and displays a survey of some
literature survey.

Keywords IoT · Smart agriculture · Sensors · Actuators · Intercommunication

1 Introduction

Agriculture is the procedure of germinating food or tillage of plants and other organ-
isms for genesis of food, fiber. It comprehends irrigation, fertilizers, organic farming,
and harvesting. Defiance is measuring the capability of producing crops in a fixed
land from year to year, understanding the change in the silt structure, optimize water
use, and improve plant health. By the use of IoT, the humanity has been benefiting
from the automation. IoT is a beyond liberal of promising dynasty of technologies
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which is competent of offering solutions near to the modernization of agriculture.
All the research institutions and scientific groups, as well as the industries, are in
a race trying to exuberant IoT products to the agricultural profession stakeholders,
and, in conclusion, lay the subtraction to have a apparent preface when IoT takes
place a mainstream technology. In India, the people are servicing the analogical with
agriculture industry [1]. Agriculture is the main constituent of the Indian economy.
The advancement of agricultural industry is good for the entire nation, and this can
help to improve economy progressively. Indian farmers use conventional methods
for farming. The use of IOT in farming will help enhancement the yield as well as
fruitful for the farmers [2].

1.1 Internet of Things (IoT)

It is a propensity to utilize information technology to headship the evolution of recent
agriculture. According to food and agriculture organization. The population of India
increase day by day so the world will exigency to prolific 70% more food in 2050
to forage the growing inhabitant of the earth. To interfuse this demand, farmers
and agriculture companies are diverting them from simple farming’s to the IoT for
analytics and greater production capabilities. The IoT enlightens to the expeditiously
growing network of confined objects that are capacitated to collect and exchange
data using embedded sensor. At the same moment, cloud computing, which is so
temporal, and fog computing endow adequate resources and solutions to strut, store,
and decompose the enormous amounts of data germinated by IoT devices. The way
of managing and analysis of IoT data (“Big Data”) might be used in auto-mode
processes, forecast circumstances, and renovate many activities, even in real-time.
Additionally, the belief of interoperability amongst heterogeneous gadgets motivates
the conformation of the appropriate tools, by which new utilities and services can
incite and endue an added value to the data stream which is produced at the strand
of the network.

The agricultural sector was beyondmeasure affected byWireless Sensor Network
(WSN) technologies and is anticipatory to be uniformly benefited by the IoT. The
IoT is situated to flicking the forthcoming generation of farming to the next level.
IoT technology constituted a variety of technologies such as sensors, automation,
telecommunications, computers, agriculture machinery, agriculture products, and
plant science. The IoT is the torrid point in the Internet field. The conviction help to
appertain physical objects furnished with sensing, actuating, computing power and
hereby lends them the potential to conjunction on an act work in unison remnant
related to the Internet termed as the “IoT (Internet of things).” By the use of sensor,
actuators and embedded microcontrollers, the conviction of smart object is realized.
In this paper, applications of IoT on agriculture has been studied and explored,
also this paper succinct introduced the technology IoT, agriculture IoT, list of some
feasible applications domains where IoT is exercisable in the agriculture sector,
profits of Iot agriculture, and expresses the reviews of some literature [3].
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2 Applications of IoT in Agriculture

2.1 Sensor Technology

A variety of electronic sensors are used in agricultural production in farms to detect
various activities such as soil moisture sensors, water-level sensors, instrument used
for sampling the state of the troposphere at a given time meteorological sensors
(monitors the current state of atmosphere), heavy metal detection sensors for lead
mercury biosensors (detection of an Analyte), and gas sensors (detects presence of
gas) [4].

2.2 Soil Moister and Water-Level Sensor

This sensor is used tomeasure thewater content in soil. Soilmoisture sensormeasures
the moisture in different environmental factors like as soil type and temperature,
basically used in agriculture purpose [5]. This sensor has a sensing probe element,
which senses the surface level of nearly any fluid, which includes water, saltwater,
and oils. Themain advantage of the sensor is it does not get corrode easily [6] (Figs. 1
and 2).

2.3 RFID Technology

European Union was first who introduced RFID technology in agriculture sector in
the late 1990s and shortly thereafter many other countries introduced it, the Aus-
tralian government was the most passionate in implementing RFID technology can
be a dominant tool for obtaining food safety and managing agriculture and livestock

Fig. 1 Soil moisture sensor
[4]
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Fig. 2 Water-level sensor [4]
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Fig. 3 Frequency identification system a basic overview [7]

[7]. RFID is extensively used in animal tracking and identification. RFID is exten-
sively used in animal tracking and identification in the farms and other agro-based
industries like milking and meat production. It helps to achieve intelligent monitor-
ing, recognizing, traceability of animals, and their management [8, 9] (Fig. 3).

RFID works a follows: tags enter the magnetic field; get signals discharged by
the reader; send the item data put away in the chip through the actuated flows gotten
by the vitality (Passive Tag), or send a frequency signal actively (Active Tag); reader
read the data and decoded; send the data to the focal and send the information to be
handled on central system. The fundamental model of radio frequency distinguishing
proof framework is shown as in the figure.

2.4 Radio Transmission Technology in Agriculture

Zigbee is superlative prevailing industry wireless mesh technology yardstick for
blending sensors, instrumentation and control system. Zigbee, a specification for
communication in a wireless personal area network, has been known as the “IoT.”
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Fig. 4 Zigbee [4]

Zigbee is an open global. Packed-based protocol contemplated to provide an easy-
to-use architecture for secure, reliable. Self-organizing wireless data transmission
can be achieved with Zigbee wireless sensor networks. In large-scale farming, it has
been widely used for data transmission [6] (Fig. 4).

2.5 Intelligent Irrigation Technology

Based on satellite positioning network and “shallow wells underground cables and
field or automatic irrigation system pipe” technology, it can accumulate irrigation
water, irrigation, electricity, and time data to accomplish automation of farmland
irrigation and through an absolute dissection of information technology software to
monitor irrigation.

2.6 Technical Quality Safety of Agricultural Products

Supply chain visibility and efficiency is a giant part of running a advantageous
agricultural business. In the agricultural industrial chain (production–circulation–
sales), recording and monitoring of the chain can understand the entire procedure of
regulation (Fig. 5).

Linking diverse facet of the supply chain using IoT-based solutions can have a
huge influence on how things are finished in agriculture. Following are some of the
ways through which the agriculture supply chain will change.

Fig. 5 Steps for agriculture supply chain [10]
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Incident Management. Unpredictable supply shift like procrastinations or acci-
dents will be soon recognized by the use of real-time sensors or stave off altogether
depending on predictive models. Regulation: Strict food quality, protection, and
sustainability needs will be met in a more easily and documented with granular,
end-to-end data.

Transportation. End customers will perceive where their food proceeds from fasti-
gial information if required via a more transparent supply chain.

Consumer Transparency. Optimal pathway can be determined using traffic,
weather, and other environmental factors data to agglomeration fuel and detract
redundancies.

Packaging. Dynamic best prior dates and soon caveat of food incidents based on
present and historical conditions.

Inventory. Fewer non-availability occurrences in warehouses with dynamic inven-
tory monitoring.

Process. Ultimately, most facet of the supply chain will be in auto-mode, so goods
can be administered in real-time rooted on supply and demand [7].

2.7 Precision Seeding and Spraying Techniques

The evolution and implementation of accuracy agriculture or site-specific farming
have been made eventual by modulating the Global Positioning System (GPS) and
geographic information systems (GIS). Such type of technologies authorizes the cou-
pling of real-time data accumulation with induration position information, salient to
the accomplished tempering and abstraction of spacious amounts of geospatial data.
GPS-based utilities in exactitude farming are being employed for farm preparative,
mapping of field, sampling of soil, guidance of tractor, scouting of crop, variable-rate
consumptions, and mapping of yield. Such type of modern technologies like GPS
allows farmers to work throughout low visibility field conditions such as heavy rain,
heavy dust, light or heavy fog, and darkness. Depending on the technology combined
with Global Positioning System (GPS) navigation technology, seeding technology,
and fertilization at a variable rate, it can cognizable identical implementation of the
spraying, planting, and refining the consumption of pesticides, seeds, and so on [10].
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3 Benefits of IoT in Agriculture

3.1 Data Collected by Smart Agriculture Sensors

IoT sensors can collect data aboutweather circumstance, quality of soil, crop’s growth
headway, or health of cattle. These types of data can be practiced to examine the state
of your business in general, as well as staff execution, equipment competence, etc.

3.2 Superior Control Over the Internal Processes and,
as a Result, Scarce Production Risks

The caliber to foresee the yield of our production allows us to scheme for superior
product distribution. If farmers know precisely how much crops they are going to
harvest, they can make sure that the end product will not lie around unsold.

3.3 Cost Management and Waste Shortage Felicitation
to the Enhanced Control Over Production

Being capacitate to see any discrepancy in the crop evolution or livestock health, we
will be capacitating to slacken the danger of detriment your yield.

3.4 Increased Business Competence Through Process
Automation

Using these types of smart devices, we can automate several processes across the
production cycle.

3.5 Irrigation, Fertilizing, or Pest Control. Enhanced Product
Quality and Volumes

It achieves better control upon the production process and sustains higher standards
of crop quality and growth capacity through automation [11].
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4 Discussions

Fortunately, advancing of technologies, especially the combination of the Internet
of things and precise agriculture, is paving the road for reaching the goal. Human
now is on the extremity of the second green revolution, which is largely built on the
IoT and related technologies. IoT-based productivity assistants promise to structure
the farm of the future more productive and deficient with less labor work needed.
It is established in the utilization of data to form more efficient and effective farm-
ing practices and drive-associated environmental and social benefits. With the help
of internet of things and associated potentially farmers to treat crop and animals
more precisely. The future implications of data collected through these technologies
also allow farmers to make much more strategic and effective decisions to increase
creativeness with fewer environmental impacts [12].

Issues in regards to horticulture, agriculture, rural zone, and farmers have been
continually deflecting India’s development. Horticultural modernization is the main
answer for these three issues. All things considered, India’s horticulture is far from
modernization. The utilization of IoT in rural modernization will conceivably take
care of the issues. In light of the highlights of IoT and distributed computing, cloud
services, Service Oriented Architecture (SOA) and perception innovations can create
gigantic information engaged with horticultural generation [5].

RFID with IoT innovations can manufacture a plant processing plant that can
control agrarian creation consequently. Ideal utilization of present-day innovation
and IoT and mix of them can animate the fast improvement in the modernization of
agriculture framework. Utilization of savvy IoT in agribusiness could viably com-
prehend the issues concerning farmers, horticulture, and rustic territory. As indicated
by the above investigation, data innovation faculty and agriculture researcher ought
to be exchange of ideas to trade thoughts. Particularly, those personals comprehend
planting and comprehend IT can improve and advance the modernization of culti-
vation and farming. Modernization of cultivating can improve farming creation and
the board, the objective of ecological assurance, and energy consumption; environ-
mental protection could be accomplished. By utilizing IoT in horticultural, farmers
would almost certainly comprehend the present decision of rural soil, they would
most likely realize which crops are proper for cultivating in the present stage, other
ecological data of farmland, through intelligent analysis on the agriculture data and
better administration.Meanwhile, the accompanying situation could be seen: Instead
of drudging the yield in hot water, farmers would almost certainly control on PCs
like a cell phone or on some monitoring devices apparatuses, to comprehend water-
ing, developing, seeding, and harvesting. The proceeded and quickly improvement
of microelectronic innovation, organize innovation is an open door for experts to
effectively investigate the innovation in agriculture [3].

In this research paper, authors have analyzed that to change the agriculture field
as automation by the use of Wireless Sensor Networks. A system is evolved, which
is outgo to monitor the quality of soil, selection of crop, and evolution of the land
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and then intimates the farmers about their field through IOT by the help of differ-
ent sensors interfaced with microcontrollers. By using this channel, authors have
enhanced the creativeness of food and wealth of the farmers. Also, this paper enucle-
ated landslides through clinometers and rainfall sensor in the mountain region and
caveats the people to spare their lives from calamity by sending messages to concern
area’s higher authorities. Through this paper have made an effort to minimize the
manual work of the farmers and make them a smart farmer. Authors have executed
a framework that will accumulate information from different electronic sensors, and
utilizing this sensor information for farmers will almost certainly control the tasks
in the agriculture fields. The control will be finished by remotely from anyplace
and whenever. This type of mode will give management given to the ranchers to
digitalizing agribusiness. The future conceivable work on this framework may incor-
porate bringing together the information and giving administrations to each harvest
individually [13].

In this article, aspects related to WSN were approached, as well as the needed
technologies for their implementation and simulation. A simulation type of envi-
ronment which enables its users to look over and illustrate the data gathered by
sensors was developed. These data are produced by events procreated by the interac-
tion between the users and the application. Hence, upon, it becomes perceptible that
TinyOS, TOSSIM, Python, and Pygmy technologies procure the robust and veteran
development of many WSN applications. Distinct to the soccer field irrigation case,
the objective is to cognize areas with low humidity levels through data captured
by sensors that are geographically spread and irrigate only those areas, by saving
resources and avoiding water wastes, when applied to a real situation. As future
works, authors have the intention to renovate the environment with enhancements
for WSN application development as, for example, enable the instantiation of new
network sensors through the interface, as well as permit the structuring of such sen-
sors with the use of drag and drop tools and assigning their configurations by using
these components properties [13].

In this paper, author develops a functional prototype of an agriculture monitoring
system. The final product is a device that can be placed in an agriculture land in
different places reading the water level, soil moisture, pH of the soil, and the tem-
perature of the surrounding; the read data is sent to the main control; this data can
be read by the user through a Web page, and the water pump can be controlled using
the switch given on the same Web page [6].

The valuables monitoring system based on RFID technology, using UHF fre-
quency band in the range between 300 MHz (megahertz) and 3 GHz (gigahertz),
which travels almost entirely by line-of-sight propagation (LOS) and ground reflec-
tion, supports accuracy identification and multi-passive tags to meet the monitoring
requirements completely, and hence accomplish the real time and accuracy. The
purpose of applying this system is to monitor the warehouse agricultural material
products in the real life to know the actual and accurate details so that a corrective
and well-planned steps will be taken by considering all parameters also which gives
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us the correct recognition rate up to 99.5%, which is our primarily demand. The
system follows the most enhanced international standards and can be widely applied
in the future [14].

5 Conclusion

Issues in regards to horticulture, country region, and ranchers have been continually
dissuading India’s development. Agriculture modernization is the novel correction
to these three issues. In any case, India’s horticulture and agriculture are far from
modernization. The utilization of IoT in farmingmodernizationwill conceivably take
care of the issues. In view of the highlights of IoT and distributed and scaled cloud
computing, cloud administration services, Service Oriented Architecture (SOA), and
representation advancements can create immense amount of information engaged
with agriculture and horticulture. RFID with IoT advances can help in establishment
of a plantmanufacturing unit that can control the development of plant naturally. Ideal
utilization of current innovation and IoT and mix of them can animate the improve-
ment in the modernization of rural framework and the given area. Utilization of
keen IoT in horticulture could efficaciously explain the issues concerning ranchers,
farming, and country territory. As per the above examination, data innovation work-
force and farming researcher ought to be urged to exchange of ideas. Particularly,
those personals comprehend planting and comprehend IT can develop and advance
the modernization of cultivating and farming also. Modernization of cultivating can
improve farming creation and the executives; the objective of ecological security
and vitality sparing could be accomplished. By utilizing IoT in agriculture, farmers
would most likely comprehend the present decision of horticultural soil; they would
almost certainly realize which crops are suitable for cultivating in the present stage,
other natural data of farmland, through keen investigation and better management of
cultivated crops. Meanwhile, the accompanying situation could be seen: Instead of
working the field in hot water, farmers would almost certainly control on personal
computer, a cell phone, or on some other electronic monitoring devices, to compre-
hend watering, developing, seeding, and procuring, at that point they can, without
much of a stretch completion overwhelming, homestead work. The advancement of
microelectronic innovation, organize innovation is an open door for experts to effec-
tively investigate the mechanical elaboration of present-day agribusiness. Utilization
of the IoT is assuming critical job in the movement of the world’s cutting edge and
horticulture, which sets an establishment for agriculture industrial improvement.
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A Review of Scheduling Algorithms
in Hadoop

Anil Sharma and Gurwinder Singh

Abstract In this epoch of data surge, big data is one of the significant areas of
research being widely pondered over by computer science research community, and
Hadoop is the broadly used tool to store and process it. Hadoop is fabricated to
work effectively for the clusters having homogeneous environment but when the
cluster environment is heterogeneous then its performance decreases which result in
various challenges surfacing in the areas like query execution time, data movement
cost, selection of best Cluster and Racks for data placement, preserving privacy,
load distribution: imbalance in input splits, computations, partition sizes and het-
erogeneous hardware, and scheduling. The epicenter of Hadoop is scheduling and
all incoming jobs are multiplexed on existing resources by the schedulers. Enhanc-
ing the performance of schedulers in Hadoop is very vigorous. Keeping this idea in
mind as inspiration, this paper introduces the concept of big data, market share of
popular vendors for big data, various tools in Hadoop ecosystem and emphasizing
to study various scheduling algorithms for MapReduce model in Hadoop and make
a comparison based on varied parameters.

Keywords Big data · Hadoop · TaskTracker · JobTracker · Scheduling ·
MapReduce

1 Introduction

Nowadays large amount of data is generating at a rapid-fire speed and in vast and
diverse formats which are non-manageable by traditional databases. Hence, the term
‘BigData’ is coinedwhichmade it promising to store, process, access and analyze this
enormousmeasure of data. ‘BigData’ does not onlymean only large quantity of data,
it also includes the pace at which data is being generated, transferred, organized and
re-organized. It also backs diversified formats of data like text, audio, video, images,
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machine logs, etc. Factors like volume, velocity and varietymake it radically different
and divergent from conventional data. Furthermore, the word ‘Big Data’ is somewhat
fresh and novel in field of IT and business industry. In the recent literature, various
experts and researchers have used the term and highlighted its use in a huge amount of
scientific data for visualization [1]. A plethora of definitions of ‘Big Data’ is extant.
Thus, big data is “the amount of data just beyond technology’s capability to store,
manage, and process efficiently” [2]. ‘Big Data’ is primarily characterized by three
Vs: volume, variety and velocity [3, 4]. These terms were initially used by Gartner
to define big data features. But some researchers do believe that big data should not
be categorized by only three Vs given by Gartner but one more V, i.e., value should
also be added in its definition [5, 6].

Study done by McKinsey [2] revealed that big data can enhance productivity,
upsurge competitive advantage and upturn economic surplus for consumers. As per
a white paper of International Data Corporation [7], data generation by year 2025 is
all set to reach the level of 163 zettabytes as depicted in Fig. 1.

Various IT giants like YouTube, Facebook, Twitter, Google, Instagram, Flickr,
LinkedIn and Amazon are playing a hyperactive role in evolution of unstructured
data. The categories of computing resources accountable for creation of data are
Core, Edge and Endpoints [7]. ‘Core’ consists of datacenters of computing for cloud
and enterprises. ‘Edge’ is name comprises to those devices which are not typical
datacenters, i.e., local datacenters created for fast responding time, server rooms and
field servers. ‘Endpoint’ refers devices like cameras, sensors, computers, etc.

Among the vendors of big data, according toWikibon [8], as depicted in Fig. 2 are:
IBM, HP, Teradata, CSC, Dell, EMC, Hitachi, Atos S. A., Huawei, Siemens, Xerox,

Fig. 1 Projection big data 2010–2025, IDC’s data age 2025 study [7]
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Fig. 2 Market shares of big data vendors [8]

Tata Consultancy Services, Seagate, SGI, Logica, Intel, Microsoft, Splunk, Mark-
Logic, Cloudera, Red Hat, Accenture, Informatica, SAS Institute, AmazonWeb Ser-
vices, ClickFox, Super Micro, SAP, Think Big Analytics, MapR, Digital Reasoning,
Oracle, Pervasive Software, Hortonworks, DataStax, Capgemini, Attivio, QlikTech,
HPCC Systems, Datameer, Fujitsu, Karmasphere, Tableau Software and NetApp.

The major challenges in the sphere of big data are: data representation, life cycle
management of data, data compression, analytical mechanism, privacy and confi-
dentiality of data, reduce redundancy and scalability [6]. There is variety of tools
available in market for big data like: Apache Hadoop, Pentaho Business Analytics,
Karmasphere Studio and Analyst, Jaspersoft BI Suite, Tableau Desktop and Server,
Skytree Server, and Splunk. Among these tools, the most prevalent tool for storing
and processing of big data is Hadoop [8].

2 Hadoop

It is an open-source framework of Apache Software foundation used for storage
and processing of large and huge data sets (however for small datasets it is not
recommended) with clusters of commodity hardware. Hadoop is written in Java and
was originally conceived and designed by Dough Cutting in year 2005 [9]. Hadoop
Ecosystem contains various tools such as HDFS, HBase, MapReduce, HCatalog,
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Pig, Mahout, Flume, Chukwa, Avro, Hive, Oozie, Zookeeper and Kafka. Two central
components of Hadoop are: HDFS and MapReduce [9].

2.1 HDFS

The objective of HDFS is to store and preserve the data. It is a specifically intended
file systemutilized for storage gigantic data setswith clusters of commodity hardware
with streaming access pattern [10]. In HDFS, the default block size is of 64 MB (can
assign also 128 MB or 512 MB) [11]. The reason behind block size of minimum
64 MB is that if block size is 4 KB as in case of UNIX then HDFS needs to maintain
more metadata for small size blocks, i.e., why it is used only for huge data sets [12].
HDFS follows master-slave architecture as shown in Fig. 3.

NameNode, Secondary NameNode, DataNode, JobTracker and TaskTracker are
five services of HDFS [13]. All services operate internally at the background. All
Master Services can communicate with each other and all the Slave Services can
converse to each other [14]. By default, the replication factor for a block in HDFS is
three. HDFS default replication policy only ensures two things [15]:

i. A DataNode cannot have more than one replica of any block.
ii. A rack cannot have more than two copies of same block.

All DataNodes send ‘heartbeat message’ and block report to NameNode for every
short period of time to say that certain clients have stored some blocks in local
DataNode and are still alive, processing andworking properly. If any of theDataNode
is not giving proper heartbeat in-time, then NameNode may think that DataNode
has become dead and is removed from metadata and then some other DataNode is
chosen to store the copy of file to maintain the default replication property of HDFS.
DataNode which was declared dead may start storing the data freshly [14].

Fig. 3 HDFS architecture
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2.2 MapReduce

After storing data, the next thing is processing the data which is performed using
MapReduce. It consists of two major components: JobTracker and TaskTracker.
JobTracker act as master and TaskTracker acts as workers [16]. JobTracker does
not know which data is placed on which DataNode because there is no one-to-one
communication between JobTracker andDataNode. JobTracker requests NameNode
which in turn goes through its metadata to get the locations [16, 17]. Client requests
JobTracker to accept jobs which are in the form of MapReuce programs comprising
mapper and reducer methods, and set of input/output files. Location of these input
files is retrieved from the metadata of NameNode by JobTracker. TaskTrackers are
assigned tasks by JobTracker, applying suitable scheduling algorithm. The Task-
Trackers apply the designated operations encoded in reducer, on the data elements
spilled from mapper and generates the outcomes in the form of key-value pairs to
write it to HDFS [16].

3 Literature Review

Several regions of attempt have concerns with enormous information and more or
less traditional business applications have confronted enormous information for quite
a while, such as aircraft reservation frameworks, and more modern business appli-
cations to exploit massive information are under development (e.g., information-
sharing hubs and groups of databases). Big data problem can be split into two indi-
vidual issues: Big data objects and big data collections [1]. Scientists in computer
field as well as biologists are struggling with more and more huge data sets these
days [18].

Various problems that surface and required to be surmounted while processing
big data includes timeliness, scalability, privacy, error handling, visualization and
heterogeneous data and the samemust be taken into consideration for highly effective
and accomplished processing of big data. This paper also seeks to compare some
of the Hadoop’s components like Hive, HBase, Cassandra, MongoDB and Redis
of Hadoop [19]. Public key-based extensions: Public Key cryptography for Initial
Authentication in Kerberos (PKINIT), Public Key utilizing Tickets for Application
servers (PKTAPP) and Public Key Cryptography for Cross-Realm Authentication
in Kerberos (PKCROSS) in [20] provides extra support to public-key cryptography
in Kerberos framework at various stages which results in enhanced and improved
security and as well as scalability.

Comparison of performance of Hadoop clusters in homogeneous and heteroge-
neous environments was made and a new load balancing framework for MapReduce
was for chalked out muchmore efficacious performance better in both environments.
Furthermore, instead of bifurcating the tasks for participating nodes equally, as in
conventional framework ofMapReduce,MARLA (“MApReducewith adaptiveLoad
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balancing for heterogeneous and Load imbalAnced clusters”) forms a large number
of tasks conceived from input divisions, more noteworthy in number than the sum-
mation of its nodes. Thus, this load balancing technique permits the contributing
nodes to themselves appeal the tasks as and when previous task is completed [21].

Load balancing scheme in [22] has taken advantage of Cloud Storage’s grey
prediction theory to predict the load rate for various replicas at some particular
instance for a node to dynamically perform different operations. Yet another for-
sighted and pioneering dynamic strategy envisaged to balance the load in HDFS is
by placing blocks on DataNodes considering metrics bandwidth of network and fault
tolerance [23].

Information dispersal algorithm in [24] along with data placement strategy is used
for encoding the files to the blocks and for storing the blocks in cluster to improve
storage efficiency to enhance availability of data and for better network load both
the storage load of DataNode and usage of network were combined. Data placement
solution in [25] improves data transfer time in Hadoop by calculating the bandwidth
among the DataNode and client periodically, and exhausting the DataNode having
maximum bandwidth placing data blocks. By combining disk utilization and service
blocking rate Model’s new improved technique in [26] has been proposed to balance
the load in HDFS as compared to load balancing method used in existing HDFS.

Workload imbalance of unbalanced node can be balanced by minimizing the
data transfer time by computing the capacity of each node and balancing the data
stored in each node dynamically for heterogeneous Hadoop environment [27]. Load
balancing can be improved by heightening the execution of reduce task as referred
to [28] by accomplishing all reduce tasks at same time based on performance of
nodes by utilizing the historical information and assigning the tasks to the nodes
as per performance, i.e., the input to nodes with poor execution is diminished. In
[29], the authors introduced a new node called BalanceNode with which DataNodes
havingHeavy-load and light-load canbe compared, to enable the light loadednodes to
share a portion of load fromheavy loaded nodes, consequently tominimize the blocks
movement cost. Based on system information, a load balancing method envisaged by
Kim et al. [30] undertakes total available CPU cores and the memory size at disposal
to identify the performance of each DataNode and implements the algorithm with
sufficient and insufficient memory environment.

Triple-H hybrid design for heterogeneous storage architecture given by Islam
et al. [31] hides the disk access cost for Read/Write operations, cutting down I/O
bottlenecks, ensures the trustworthiness by using SSD-based staging for HDFS and
efficient use of different types of devices on High Performance Computing Clus-
ters. Multiple partitioning technique [32] resolves the problem of load imbalance at
MapReduce stage, instigated by Hadoop’s default partition algorithm, by refining
the tasks and balancing the reducer input in the map phase to improve job scheduling
and resource utilization.

To deal with problem of maintaining privacy while executing the sensitive and
critical data on unsecured cluster [33] introduces a dynamic scheduling algorithm
to balance the load and transfer data among Hadoop racks on the basis of log files
without revealing the private information. Anonymization algorithm for probabilistic
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inference attack and similarity attack by Nayahi et al. [34] provides better and effec-
tive privacy and data utility on the basis of resilient and clustering. Data encryption
scheme forHDFS given by Song et al. [35] for ARIA andAdvanced Encryption Stan-
dard algorithms together on Hadoop provides splitting of blocks and data processing
component for variable-length blocks to implement encryption and decryption in
efficient way for various applications, such as sorting, word counting, k-Means and
hierarchical clustering.

Dynamic Information as a Service architecture for Hadoop cluster by Tao et al.
[36] using scheduling, monitoring, virtual machinemanagement and virtual machine
migration modules highly useful in providing load balancing which in turn enhances
data locality, resource scheduling. For maximum utilization of the resources which
are held by idle slots [37] held out BASE (Benefit Aware Speculative Execution)
as resource stealing scheduling algorithm which improves execution time of job
and reduces the speculative tasks which are not advantageous in MapReduce by
stealing the resources from idle slots. Longest Approximate Time to End scheduling
in [38] overcomes the weaknesses of both progress-rate-based and threshold-based
scheduling by detecting straggler tasks early and improves the response time of
Hadoop by factor of 2 on a cluster of 200 machines on Amazon’s Elastic Compute
Cloud.

Deadline Constraint algorithm envisaged in [39] for scheduling confirms exe-
cution of jobs for which deadlines can be encountered through a cost model for
executing the job, but it does not pay any head to features like estimating filter ratio
and run time for MapReduce task, distribution of data. Dynamic Priority Multiqueue
algorithm [40] renders the tasks near to finish the job on a priority to adorn the
response time for Hadoop jobs in MapReduce phase.

4 Findings

By default Hadoop attained three configurable scheduler policies: First Come First
Serve (FCFS), Hadoop Fair Scheduler (HFS), and Capacity Scheduler policy. FCFS
scheduler processes the jobs in accordance with their submission. Its major demerit
is low resource utilization. It does not pave the way for reasonable sharing among
users and furthermore deficit in response time for processing of minor jobs. Capacity
Scheduler was envisioned and propounded by Yahoo to render the partaking of
cluster possible among organizations. Therefore, to achieve unbiased sharing of
cluster a minimum guaranteed capacity of the queues was set. Further, Facebook
planned HFS to moderately segment the cluster among different applications and
users. Consequently, it ensures an evenhanded segmentation of the capacity of cluster
over the time [9, 15, 19].

Drawback in default scheduling algorithms ofMapReduce is that these algorithms
assume that the nodes and environment are homogeneous. These scheduling algo-
rithms randomly select the DataNodes for processing and storage. The period of time
for MapReduce jobs fluctuate from seconds to days [34].
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Based on up to examined literature, authors comprehend that there are a glut of
challengeswhich are being encountered byHadoop. Themajor challenges inHadoop
are query execution time, data movement cost, selection of best cluster and racks for
data placement, preserving privacy, overall load distribution to handle: Imbalance in
input splits, computations, partition sizes and heterogeneous hardware, and schedul-
ing. The average interval of map and reduce tasks is different for each task and
job depending upon the available number of TaskTrackers. The JobTracker assigns
TaskTracker a task which is nearby locality to the TaskTracker. Each application is
taken as job in MapReduce framework and a lot of map and reduce tasks constitute
a job. A variety of factors like number of running jobs, wait time, response time
and run time plays an essential role while inducing the load in MapReduce. Hadoop
scheduler makes use of queue data structure to assigns the tasks [16]. Table 1 shows
comparison on features of default and some other scheduling algorithms.

Table 1 Scheduling policies comparison

S. No. Scheduling Policy Key Features Challenges

1 First Come First Serve
(FCFS) Scheduler [9, 15,
19, 39]

• Resources are allocated
as per arrival

• Jobs are executed in the
similar manner in which
they are submitted

• High Throughput

• Data Locality and
starvation are reduced

• Resources are not fairly
distributed which leads
to low resource
utilization

• Non-preemptive
• Suitable to clusters
having Homogeneous
Environment

2 Capacity Scheduler by
Yahoo [9, 15, 19, 39]

• It brings about fare
distribution of resources
among different users
with minimum assured
capacity

• High resource
utilization and more
rapidly response time

• Maximum capacity is
need to set, to limit the
number of users who
can access the resources

• It does not make sure the
fairness and stability for
pending jobs in queue

• Performance decreases
in Heterogeneous
Environment

3 Hadoop Fair Scheduler
(HFS) by Facebook [9, 15,
19, 39]

• Individual task is
confirmed with a
rational portion of the
resource

• Provide reasonable
share of the cluster
capacity over time

• Does not consider the
job weight for individual
which results in
unbalanced performance
of nodes

• Restriction on number
of jobs to be placed in
pool

• Performance decreases
in Heterogeneous
Environment

(continued)
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Table 1 (continued)

S. No. Scheduling Policy Key Features Challenges

4 Longest Approximate
Time to End (LATE) [38]

• Ponders heterogeneity
of cluster

• Flourishes in refining
the data locality

• Slightly negotiates
fairness and reliability

• Static scheduler

5 Delay Scheduler [40] • Ponders data locality
issue

• For execution of
complex calculations no
overhead is required

• If majority of tasks are
considerably more than
an average job, then it is
not effective

• Not suitable for
Heterogeneous
environment

• No resource sharing
• Static scheduler

6 Deadline Constraint
Scheduler [39, 41]

• Originate least count
criteria for map and
reduce task

• Specifies the deadlines
to improve system
utilization

• Not considered aspects
runtime estimation for
map and reduce task,
filter ratio
approximation,
distribution of data and
execution of more than
one MapReduce tasks

• Identical nodes are
required which leads to
more cost

• Constraint about
deadline for individual
job is to be stated by
user

5 Conclusion

Because of tremendous measure of information around us, the current database tools
face issues identified with colossal measure of information, speed of data, data shar-
ing, scalability, efficiency, privacy and security of data. This paper demonstrates a
review of various scheduling algorithms used in MapReduce phase of Hadoop. The
default schedulers of Hadoop: FIFO, Capacity Scheduler and Fair Scheduler accept
the cluster environment to be homogeneous and work viably in homogeneous con-
dition. In case the cluster is heterogeneous, the execution of Hadoop is significantly
cut down. Various scheduling algorithms have been envisioned but they do bargain
on some attributes or metrics to improve one or more attribute. To meet the needs
related to diverse objectives like improving data locality, resource utilization, amount
of data processed, fairness and so forth, there is need to device scheduling algorithms
for complex decision making.
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Cellular Level Based Deep Learning
Framework for Early Detection
of Dysplasia in Oral Squamous
Epithelium

Rachit Kumar Gupta, Mandeep Kaur and Jatinder Manhas

Abstract Over the past few decades, the artificial intelligence is being employed in
diverse fields like pattern classification, image processing, object identification, rec-
ommender systems, speech recognition, etc.Machine learning hasmade it possible to
develop intelligent systems through training that equip machines to handle different
tasks, exactly on the analogy similar to humans. In medical field, machine learning
algorithms are being used for prediction, early detection and prognosis of various
diseases. These algorithms suffer a certain threshold due to their inability to handle
large amount of data. Deep learning based techniques are emerging as efficient tools
and can easily overcome the above difficulties in processing data related to medi-
cal imaging that includes mammographs, CT scans, MRIs and histopathology slide
images. Deep learning has already achieved greater accuracy in early detection, diag-
nosis and prognosis of various diseases especially in cancer. Dysplasia is considered
to be a pathway that leads to cancer. So, in order to diagnose oral cancer at its early
stage, it is highly recommended to firstly detect dysplastic cells in the oral epithe-
lial squamous layer. In our research work, we have proposed a deep learning based
framework (convolutional neural network) to classify images of dysplastic cells from
oral squamous epithelium layer. The proposed framework has classified the images
of dysplastic cells into four different classes, namely normal cells, mild dysplastic
cells, moderate dysplastic cells and severe dysplastic cells. The dataset undertaken
for analysis consists of 2557 images of epithelial squamous cells of the oral cavity
taken from 52 patients. Results show that on training the proposed framework gave
an accuracy of 94.6% whereas, in testing it gave an accuracy of 90.22%. The results
produced by our framework has also been tested and validated by comparing the
manual results recorded by the medical experts working in this area.
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1 Introduction

Oral cancer is one of the most commonly occurring cancers in India. In fact, it is one
of the top three cancers among Indians. The mortality of oral cancer has increased
seven times in the last 50 years in spite of millions worth research going on globally.
India has one of the highest rates in oral cancer in the world partly attributed to the
high prevalence of tobacco chewing. Alarmingly 194 million people aged 15 years
and older have a tobacco habit. In parallel to the increase in oral cancer, borderline
malignant lesions which range from epithelial dysplasia to intraepithelial carcinoma
have also increased in numbers [1]. In the past few years, deep learning has proven
to be efficient in many classification problems, especially in medical imaging data.
Due to technological advancement in medical sciences and computer science, a
huge volume of imaging data related to cancer and pre-cancerous symptoms has
been collected, hence making deep learning a popular tool for researchers. In the last
few years, a large number of machine learning based frameworks especially deep
learning are being employed by researchers to detect and classify oral cancer. These
deep learning based systems have proved to be very efficient and have achieved
accuracy almost equal to the specialist pathologist that does its work manually and
has ample of experience in his field [2].

A brief introduction to dysplasia and deep learning is given in this section.

1.1 Dysplasia

The term dysplasia was introduced by Reagon in 1958 in a study where he described
the features of dysplasia with relation to exfoliated cells of the epithelium of cervical
lesions [3]. In medical terms, dysplasia means an abnormal development in cells
while histomorphologically any cellular or structural change in the epithelium is
dysplasia. The individual change in the cell is known as atypia, while a general
disturbance in the epithelium is designated as dysplasia. Dysplasia is characterized
by following major pathological microscopic changes at the cellular level as well as
tissue level [4] (Table 1).

Dysplasia is a part of the pathway to malignancy. Dysplastic cells cannot be
called malignant until and unless it invades the connective tissue or metastasize.
The dysplastic cells can be classified into mild, moderate and severe dysplasia. The
progressive change in dysplastic cells frommild tomoderate and then frommoderate
to severe can be seen in the epithelium. The invasive activity of dysplastic cells starts
from the lower layer, then progress to the middle layer and finally full thickness of
epithelium. Next, it will invade the basement membrane [5] (Fig. 1).
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Table 1 Major changes in dysplasia at the cellular and tissue level

Cellular level changes Tissue level changes

Abnormal variation in cell size (Anisocytosis)
Increased nuclear/cytoplasmic ratio
Increased mitotic figures
Abnormal mitotic figures (abnormal in shape
or location)
Nuclear and cellular pleomorphism
Enlarged nuclei and cells
Abnormal variation in nuclear size
(anisonucleosis)
Hyperchromatic nuclei
Increased number and size of nucleoli

Loss of polarity
Disordered maturation from basal to
squamous cells
Includes top-to-bottom change of carcinoma
in situ
Increased cellular density
Basal cell hyperplasia
Dyskeratosis (premature keratinization and
keratin pearls deep in epithelium)
Bulbous drop-shaped rete pegs
Secondary extensions (nodules) on rete tips

Fig. 1 Progression of dysplasia from normal epithelium to in-situ carcinoma

As the dysplasia arises in the basal layer of the epithelium and extends, with
progression, to the upper epithelial layers, the scheme classifies mild dysplasia as
involvement of the lower third of the epitheliumonly,moderate dysplasia as extension
to the middle third and severe dysplasia as extension to the superficial third of the
epithelium [6].

Early detection of cancer symptoms plays a key role in cancer diagnosis. This
can improve long-term survival rates. With the advent of visualization in technology,
medical imaging has become a very important technique for early cancer detection
and diagnosis, monitoring and follow-up after the treatments [7].

1.2 Deep Learning

Extensive research has been going on cancer for the past two decades. Many
researchers have been doing research in the field of early cancer detection, diag-
nosis, prognosis using machine learning techniques. Among other techniques, deep
learning has proved efficient in different applications. The success of deep learning
in natural scene image classification and segmentation stimulates the research of
adopting it in image-based cancer detection and diagnosis. Deep learning has been
heavily employed in the following fields: colorization of black and white images;
adding sounds to silent movies; automatic machine translation; object classification
in photographs; automatic handwriting generation; character text generation; image
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caption generation; and automatic game playing. Onemajor advantage of deep learn-
ing is that it automatically extracts features from input data, which is one of the most
complicated and time-consuming tasks in machine learning. This task of feature
extraction and refining becomes more complicated and troublesome with redundant
image input data. Deep learning architectures that are already existent can be used
for new applications easily and efficiently with minor changes in architecture or no
change at all. Despite the advantages of deep learning, there are also some disadvan-
tages for applying deep learning, deep learningmodels require a huge amount of data
for training data in order to be effective than other machine learning techniques. Due
to large training data, the training process is computationally expensive because of
additional GPU hardware and it is very time-consuming. Also, there is no methodol-
ogy that could explain exactly what is happening inside deep layers of deep complex
models [8]. Deep learning is mainly based upon the huge artificial neural network
architecture, where deep simply means a higher number of layers, deep learning can
be supervised, unsupervised or can be even reinforced. The input layer takes the
input from the environment or the user and passes to the next layers until it reaches
the output layer. This output layer provides the result based upon the calculations
in the hidden layers. In deep learning, features are automatically extracted, and it
generally needs very large dataset. Deep learning models tend to perform well with
an increasing amount of data, whereas old machine learning models stop improving
after a saturation point. One of the differences between machine learning and deep
learning model is on the feature extraction area. Feature extraction is done by human
in machine learning, whereas deep learning model figures out by itself [9]. Medical
imaging has always been very helpful for diagnosis of cancer, monitoring and prog-
nosis, survival rates and reoccurrence of cancer. Since medical images interpretation
by a human is subjected to bias and erroneous interpretation. Therefore, from the
early 1980s, computer-aided diagnosis systems have been deployed to help doctors
to efficiently diagnose the medical images [10]. Computer-aided diagnosis (CAD)
systems that use medical imaging employ many machine learning techniques for
cancer detection and diagnosis. Though machine learning has been used for classifi-
cation of medical images, it struggled to cross the threshold. Deep learning is finally
enabling us to cross that threshold and achieving better performance than before
[11]. Traditional machine learning techniques depend upon feature engineering for
their working, but this feature extraction has many weaknesses that limit their per-
formance. So to overcome this weakness of traditional machine learning techniques
more emphasis is given to representation learning than feature engineering. One
advantage of deep learning is that it can generate high-level feature representation
directly from the raw images. Recent development in parallel computing architec-
ture, graphics processing units (GPUs), deep learning techniques have performed
very well in many fields like image recognition, object detection and speech recog-
nition [12]. This paper aims to classify oral dysplasia by using popular deep learning
technique, namely convolutional neural network. Our data is in form of images that’s
why CNN is preferable over other deep learning techniques. Recent studies show
that CNN has achieved better results in cancer detection and diagnosis [9, 12]. The
basic architecture of CNN is shown in Fig. 2.
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Fig. 2 Basic structure of a CNN

CNN belongs to feedforward neural networks which can be expressed as [13]

f (x) = fN (fN−1(fN−2 . . . (f1(x)))) (1)

where N denotes the number of hidden layers, and f (x) represents the function in
the corresponding layer. In atypical CNN model, the main functional layers include
a convolutional layer, an activation layer, pooling layer, fully connected layer and
predication layer. In the convolutional layer, is composed of multiple convolution
kernels (K1, K2, …, KM−2, KM). Each KM represents a linear function in the Mth
kernel, which can be represented as:

KM (x, y) =
t∑

p=−t

u∑

q=−u

v∑

r=−v

WM (p, q, r)I(x − p, y − q, z − r) (2)

where (x, y, z) denotes the position of the pixel in input I, WM denotes the weight
for the Mth kernel, t, u and v denote the height, width and depth of the filter. In
the activation layer, f (x) is a pixel-wise nonlinear function, i.e., rectified linear unit
(ReLU) in this case [13].

f (x) = max(0, x) (3)

In the pooling layer, f (x) is a layer-wise nonlinear down-sampling function aiming
at reducing progressively the size of the feature representation. A fully connected
layer is considered to be a type of convolutional layer whose convolutional kernel
has the size of 1 * 1. The softmax is often added to the last fully connected layer to
compute the probabilities of a given input Ii for given output classes [9].

2 Literature Review

This section is intended to provide a comprehensive survey of recent studies on
applying deep learning for early cancer detection, cancer diagnosis and prognosis.
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In recent years, a bunch of papers has been published about the application of
deep learning in cancer detection and diagnosis. In [14], Forslid et al. have used
CNN on oral cancer dataset. Two different CNN models were used, namely ResNet
and VGG. Results were very good as compared to other image diagnosis techniques.
In [15], Litjens et al. have presented prostate cancer identification in biopsy spec-
imens and breast cancer metastasis detection in sentinel lymph nodes using deep
learning and concluded that deep learning improves the accuracy of prostate can-
cer diagnosis and breast cancer staging. Authors employed CNN. In [16], Albayrak
et al. developed a deep learning based feature extraction algorithm to detect mitosis
in breast histopathological images. In the proposed algorithm, the CNN model was
used to extract features which were used to train a support vector machine (SVM)
for the detection of mitosis. In [17], Folmsbee et al. explored methods for efficiently
training convolutional neural networks for tissue classification using active learning
(AL). Author employed comparison between random learning and active learning
with CNN to identify seven tissue classes (stroma, lymphocytes, tumor, mucosa, ker-
atin pearls, blood and background/adipose). The author found that the active learn-
ing strategy provides an average 3.26% greater performance than random learning
for a given training set size. In [18], Krizhevsky et al. used AlexNet to construct a
CNNmodel to classify benign or malignant tumors from the breast histopathological
images. In [19], Iyer et al. haveused thepre-trainedmodel,VGG19 to extract informa-
tion from the pathological images specific for lung cancer.Amodel consisting of deep
convolution network-based image classification has been proposed for predictions on
mutations in genes signature information of lung cancer among Indian populations.
In [20], El-Sherbiny et al. proposed—Brain/Lung/Breast (BLB) automated detec-
tion system. It precisely predicts the occurrence of cancer and segments the expected
region of tumor/cancer in MRI/CT scan/mammography images. This system pro-
poses different classification techniques including support vector machine (SVM),
ExtraTrees and convolutional neural network (CNN). CNN performed exceptionally
well in the detection of lung cancer. In [21], Chen et al. proposed a deep cascade
network for mitosis detection in breast histology slides. They first trained a fully
connected network model to extract mitosis candidates from the whole histology
slides and then fine-tuned a CaffeNet model for the classification of mitosis. Three
networks with different configurations of fully connected layers were trained, and
the scores were averaged to generate the final output. In [22], Arvidsson et al. com-
pared two different techniques; by training the networks using color augmentation
and by using digital stain separation using an auto-encoder. The author achieved
accuracies of 95% for classification of benign versus malignant tissue and 81% for
Gleason grading for data from the same site as the training data. In [23], Albarqouni
et al. explored deep CNN in a biomedical context, a multiscale CNN architecture,
was developed with an aggregation layer which was introduced after the softmax
layer to aggregate the prediction results with the annotation results from multiple
participation. In [24], Pratiher et al. have deployed deep learning framework to clas-
sify elastic scattering spectra of biological tissues into normal and cancerous ones.
Authors experimented to show the superiority of the convolutional neural network
extracted deep features over classical handcrafted biomarkers. The proposed method
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employs elastic scattering spectra of the tissues as input to CNN. In [25], Wichakam
et al. proposed a combined system consisting of CNNand SVM formass detection on
digitalmammograms. CNNwas used onmammographic patches to get the high-level
feature representation of the image. This high-level feature set was used as input to
SVM for classification of mammograms. In [26], Xu et al. proposed a stacked sparse
auto-encoder based algorithm to classify nuclei in breast cancer histopathology. In
[27], Xia et al. proposed a system of tumor classification by pre-training a CNN
from samples of different tissue types in histopathological images, then fine-tuning
the obtained pre-trained on a particular tissue type. CNN showed improvement over
training from scratch with limited data. In [28], Khoshdeli et al. applied convolu-
tional neural networks for grading of the tumor and decomposing tumor architecture
from H&E stained histology sections of the kidney. In [29], Xu et al. proposed deep
convolutional neural network activation features to perform classification, segmen-
tation and visualization in large-scale tissue histopathology images. Authors used a
pre-trained ImageNet network on features extracted by CNN.

After going through the extensive literature survey,we found that the classification
of dysplasia at the cellular level has not been done by any researcher so far using deep
learning. Since malignancy of cells starts with dysplasia, we need to detect dysplasia
and classify different stages of dysplasia in order to check whether cells are going
to be malignant or not. We have undertaken this research work after identifying the
research gap discussed above and also to early detect any malignancies at the cellular
level. Themethodology of our research work is described in detail in the next section.

3 Materials and Methodology

In this study, we have taken data of 52 patients suffering from oral dysplasia. Two
H&E stained histopathological samples are taken from each patient. The data is
taken from Indira Gandhi Govt. Dental College and Hospital, Jammu, India. Based
on CIN classification, these data samples were classified into four different classes,
namely normal, mild dysplasia, moderate dysplasia and severe dysplasia. The images
of H&E slides were captured with the slides were observed and analyzed under a
multi-headed microscope (Nikon Eclipse E400 DS-F12) having a digital camera
mounted over it and connected and configured with an attached computer. All the
images were clicked at 40X. From these images, individual cells were cropped out
manually. These individual cell images were then subjected to semi-automatic image
processing task which included brightness and contrast enhancement. Then, we did
data augmentation on these images, which included rotation and translation. All the
images were resized to 128 * 128 pixels.

Some original images and final dataset images from the dataset are shown in
Fig. 3a and b, respectively:

In the next step, we created a dataset from these images by labeling each image
appropriately. A specialist doctor from the department of oral pathology did all
the labeling. Any image which was doubtful was excluded from the dataset. Once
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Fig. 3 a Some images of original cells extracted from H&E stained microscopic slides, b images
of the above cells after pre-processing and segmentation

the original images dataset was created we implied further pre-processing on it by
segmenting cells and background in images so as to exclude any unnecessary details.
As can be seen in Fig. 3b, the segmented cells are shown. Dark blue color signifies
cytoplasm of the cell, light blue color inside dark blue portion signifies nucleus of
the cell and the red part signifies background. Gray part can also be seen in some cell
images, but it does not signify anything, and it is just blank space so it can be ignored.
There are a total of 2557 images in our dataset. A total of 716 images belonging to a
normal class, 614 belonging to mild dysplasia, 588 belonging to moderate dysplasia
and 639 belonging to severe dysplasia.

CNN was created and trained from scratch. Python language along with the Ten-
sorflow and Keras deep learning libraries were used to build the CNN model. The
architecture of CNN used is given in Fig. 4.

CNN was created and trained from scratch. Python language along with the Ten-
sorflow and Keras deep learning libraries were used to build the CNN model.

All layers and their internal structures are given in Fig. 4. We have added two
dropout layers, one before flattening layer and one after first fully connected layer
to minimize overfitting.

Final layer being output layer which uses softmax to generate four outputs since
our problem is four-class classification problems. It gives four probabilities as outputs
for four classes. Dataset was divided into training set and testing set in a 70:30 ratio,
respectively. The training set contained 1790 images, and testing set contained 767
images. The images in output are converted into grayscale images.
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Fig. 4 CNN model layer-wise architecture

4 Results and Discussion

The classification of the dysplastic cells was carried out by CNN into four different
classes.

When CNN was trained on training data it gave accuracy of 94.6% and in testing,
it gave an accuracy of 90.22%. Our CNN was trained for a total of 50 epochs. The
confusion matrix is given in Fig. 5.

Other observations like precision, recall, F1-score for each class and the average
of all classes are given in Table 2. The formulas for precision, recall and F1-score
are given as:

Precision = TP

TP + FP
(4)

Recall = TP

TP + FN
(5)

F1Score = 2 ∗ (Recall ∗ Precision)

(Recall + Precision)
(6)

where TP are true positives, TN is true negatives, FP is false positives and FN are
false negatives.
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Fig. 5 Confusion matrix for
testing of 767 oral epithelial
cell images

Table 2 Calculated
precision, recall and F1-score
values from the confusion
matrix

Class label Precision Recall F1-score

Normal 0.93 0.90 0.91

Mild 0.84 0.90 0.87

Moderate 0.89 0.88 0.88

Severe 0.95 0.94 0.94

Average 0.90 0.90 0.90

Some of the images classified by our CNN are given in Fig. 6.
One important point worth discussing here is the pre-processing of image data.

While working on image data especially medical image data, pre-processing plays
an important role in improving the accuracy of the machine learning model. When
initially images were given to CNN to train, it gave poor training accuracy (73%
approx.). After pre-processing, it produced better training accuracy (94.6%). Also,
one more thing worth discussing that we came across our experiment was that with
multiclass classification problem, the training and testing accuracies ofCNNwere not
satisfactory particularly for medical image data where accuracy is themost important
of all things under consideration.

5 Conclusion

Our proposed deep learning system although not in real time but produced promis-
ing results. Although, our proposed deep learning system has not achieved higher
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Fig. 6 Some predicted images along with the labels

accuracies as compared to the experienced specialist concerned oral pathologist, yet
it has produced satisfactory accurate results.

6 Future Scope

In the future, we will increase the dataset size to input more and more training data
so that our proposed deep learning model will learn more efficiently. Also, we will
fine-tune our deep learning model so that it can achieve more accuracy in predicting
the true label. At present, our deep learning model is able to classify four different
classes. In the future, we would like to include three more classes and hence making
it classify seven different classes.
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Internet of Things-Based Hardware
and Software for Smart Agriculture:
A Review

Brij Bhushan Sharma and Nagesh Kumar

Abstract Smart agriculture with IoT (Internet of things) gives rise to agribusiness
and may fulfill the demand of food in the world. Agribusiness will become more
productive when IoT is introduced. As the farmers are becoming more aware to IoT,
the possibility of introducing new technologies is gainingmomentum in agribusiness.
The IoT is highly efficient, accessible, persistent and of exposed nature. The farmers
may use sensors for monitoring the crops, soil and also analyze the crop production.
This will give boost up to precision agriculture. The information about farms like
temperature, moisture level and soil mineral level, pH value of soil and air quality can
be collected remotely by using IoT on smartphones or computer systems. Today’s
IoT techniques and devices are so advanced and are mainly application dependent
providing smart systems to be deployed in specific areas. In this paper, a review of
IoT devices and protocols is presented and it also throws light on issues arise during
the implementation of IoT in agriculture.

Keywords IoT · Agriculture · Agribusiness · Smart systems · Sensors

1 Introduction

Agribusiness is considered as the premise of life for the species of humans as it is a
principle wellspring of sustenance grains and other crude materials. It expects fun-
damental occupation in the improvement of country’s economy. It additionally gives
plentiful work chances to the general population of the nation for the improvement
of the financial state of the nation and it is very important to develop the agrarian
segment, lamentably several agriculturists still utilizing the old traditional methods
of the agriculture techniques for cultivating, which results in low yielding of harvests
of food grains or crops. In case of industries, where ever the robotization automation
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has been introduced and persons are provided with the programmed hardware the
success has been achieved. So we need to execute current science and innovation
technologies in the agribusiness to increase the yield among the imperative things
that may go to the rancher’s advantage is the way to control the utilized of common
sources and regular habitat which horticultures rely upon along these lines, this issue
has caught farmer’s enthusiasm to execute agro-ecological remote checking strategy
in their horticulture business [1].

We need to enhance the versatility and convenience of the new keen homestead
framework by beating the issue of utilization confinements of wired gadgets in
agribusiness by utilizing remote correspondence module. In any case, since the cur-
rent innovation dimension of the remote correspondence framework experiences a
power-lack issue, the advancement of the low-power remote correspondence mod-
ule is being enacted, and with the improvement of the battery innovation, the change
speed from the wired framework to the remote framework. As per industrialization,
the utilization of automation and innovation to agribusiness is endeavoring from the
need of large scale of manufacturing of nourishment. Computerized or automated
agriculture started with the IT products and with collection of crop growth [2]. The
collection of data regarding crops can play a major role in computerized agriculture
so the collection of data from the crop a sensor is required which can fetch data from
the environment and on the basis of that data a proper system can be created a server
is also required in computerized or automated agribusiness to store the environmental
and growth parameter data of the particular crop so the farmer can adjust the required
parameter for the proper cultivation of the crop [3].

Since all the smart farming involves a green house or a nursery with the help
of combination of electrical and electronic gadgets an equation of a proper crop
growth, crop drying, and storage can be satisfied these gadgets includes: microcon-
troller, fans, radiators, air-conditioning, air systems, temperature maintenance and
monitoring devices, etc., in these kind of systems a wired network can be a serious
issue or disadvantage so a complete IoT, WSN operated system is required to avoid
the confusion regarding wires or complexity of the system [4]. IoT term speaks to
a general idea for the capacity of system gadgets to detect and gather information
from our general surroundings and after that share that information over the Internet
where it tends to be handled and used for different intriguing purposes. The IoT is
included savvy machines interfacing and speaking with different machines, items,
situations and frameworks. Presently multi day’s each individual are associated with
one another utilizing heaps of correspondence way. Where the most famous corre-
spondence way is Web so in another word we can say Web which interface people
groups.

In this paper, the reviewof current technologies in smart agriculturewill be studied
and various IoT devices and their comparisons is presented. The rest of the paper
composed of background study, current techniques and issues and conclusions.
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2 Background Study

This section is particularly focused on the smart agriculture publications [4]. Pro-
posed that the sensors and microcontrollers of each of the three nodes are effectively
interfaced with raspberry pi and remote correspondence is accomplished between
different nodes. All perceptions and test tests demonstrates that venture is a finished
answer for field exercises, water system issues, and capacity issues utilizing remote-
controlled robot, brilliant water system framework and a savvy distribution center
administration framework individually. Usage of such a framework in the field can
enhance the yield of the harvests and generally speaking generation.

In [5] authors have tried to show SmartFarmNet, a spearheading exertion in build-
ing a versatile sensor information securing, investigation, and perception stage for
brilliant cultivating applications, in light of the Web of Things. They displayed the
engineering structure of the stage that intends to help basically any IoT gadgets,
permit fast ingestion and perception of IoT information utilizing zero-programming
exertion (do-it-without anyone else’s help standards), and give a virtual research
facility condition to representation and sharing of study information. The proposed
system utilizes an interesting and novel ongoing measurable examination approach
that empowers close ongoing reactions to client questions (approving the stage’s
capacity to scale so as to deal with high-speed information streams). Through assess-
ment utilizing genuine cultivating information.

In [6] the authors’ provided a comparison table of techniques used in smart farm-
ing, they did comparison in between seven techniques from which they carried out
the results of those techniques and also issues present in these techniques and they
have concluded that water being a valuable asset must be used efficiently. Agricul-
ture is one of those territories which devours parcel of water. Water system to the
ranch is a tedious procedure and must be done on opportune premise. As pointed
through this work an auto water system framework estimating the dampness content,
moistness, as temperature, rain location and the water level. Later reaping the abun-
dance of water from the development field and reused back to the tank. The created
framework additionally cautions the agriculturist with ringer when there is intruder
(human/creature) into the farm. Thus, the proposed framework bargains about the
water system framework in savvy way utilizing Internet of things (IoT) which tack-
led the ebb and flow issues identified with cultivating, for example, by decreasing
human endeavors, wastage of water and refreshing the rancher about the live state
of the field on the cell phone.

In [7] authors provided a complete survey step by step on big data in explored few
techniques and stated that the crop management is possible by giving required mea-
sure of water, manures and all updates about product development can be taken from
anyplace to wherever. Machine-to-machine architecture can be associated and all
meteorological data is taken to furthermore, arrangement can be connected and exe-
cuted. Future work is to give security framework to the field too with regards to
the yields. The unregistered individual or any creature ought to be perceived and
implication ought to be sent to the agriculturist’s versatile.
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In [8] the content gives a comparative study on IoT’s and its applications in
smart farming, in which they concluded that data gathered from different examines
the work can be additionally reached out in two different ways. Reliability and
scalability can be improved and the open-source programming languages such as
R and python could be used as a program, the improvement of brilliant irrigation
framework could be executed in other manors, for example, citrus edits and breaking
down the execution. The informational index can be as yet expanded to enhance
the exactness of the framework in confirmation conspire further complexities of the
convention are diminished without bargaining security highlights. The whole work
can be even converged with distributed computing environment. From the past work,
a portion of the new choices can be made in products. There are sensors which
can do astonishing things in the horticulture. The nation needs great horticulture
and it could be made still savvy. The informational collection is kept up for each
savvy work in farming and can be utilized for further reference. Utilizing drone
with all the climate and temperature data the sort of yield which must be planted in
agribusiness can be found. Which trim suits to which condition, those verifiable data
can be found what is more, send to agrarian specialists. With that information, he can
plant new yields. Additionally, if the field has the ability to develop by spreading the
seeds. It can likewise be robotized. Another gadget might be concocted and made to
spread the seeds crosswise over fields dependent on soil type data. What’s more, if
the atmosphere is transformed it can likewise be hinted through canny frameworks
so that some extraordinary seeds can be spreaded. Huge information assumes an
extraordinary job in keeping up the dataset for climate information, soil type qualities,
in view of the information gathered the seeds can be tossed by rural specialists or
by automaton-like gadget to shower the seeds. Another critical challenge is that the
exploration has demonstrated that the kind of compost can be distinguished for a
specific soil.

The authors in [9] are also focused to smart agriculture, in which she provided
a survey on smart agriculture using IoT’s, in this, she proposed that the framework
empowers powerful soil, water, dampness, gatecrashers recognition parameters has
been checking and refreshing utilizing IoT. This empowers powerful soil upkeep fur-
thermore, siphon controlling component. This defeats the manual activities required
to screen and keep up the horticultural cultivates in both programmed and manual
modes.

In [10] a review on Internet of things-based application smart agricultural system,
authors stated that they had studied about the techniques based on GPRS and con-
cluded that there is need of those kind of framework, which is ongoing information
analyzer which can send information around the globe utilizing the idea of IoT. In
the future, we can deal with WiFi, Lora-based innovation.

In [11] authors proposed that IoTcanbe ahighlighted area for researchers.Horizon
2020, the EU programme for research and advancement incorporates awork program
in 2016–2017, which centers around maintainable sustenance security which will be
a vehicle to advance nourishment security andwellbeing by acclimatizing innovation
into nourishment store network.
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In [12] authors presented that thePLCandZigBeegadgetwithRFusefulness could
control all the above-said farming procedure like seeding, water system, furrowing
and preparing. Water system framework could be accomplished consequently with
the assistance of PLC and level sensor. For this, the field could be isolated into a
few sections. For seeding process, photoelectric sensor and transport ought to be
utilized. The development of plastic plate was constrained by the transport engine.
For furrowing process, the apply autonomy guideline could be included. For the
control of tractor adapt engine could be utilized. At that point, ultrasonic sensor
and photoelectric sensor additionally utilized for furrowing process. Because of this
mechanization of rural process the expense for keeping up the field additionally
diminished. Blending of fertilization in a right proportion will be finished utilizing
PLC. At that point, it is changed over into fluid frame by providing water. At that
point, it will be blended and send through the pipe or sprayer. For this procedure,
single-stage enlistment engine and level sensor will be utilized.

In [13] the authors have proposed framework, which is a smart farmwired/remote
frameworkwith hub—server—database and outer control structure. So as to take care
of the power issue and space confinement of the wired framework, which is a restric-
tion of the existing keen homestead, we executed a correspondence strategy utilizing
Bluetooth and LPWAN module as low-power module. Also, by applying a straight-
forward answer for the bit misfortune that can happen in remote correspondence,
the inter-module message trade has been effectively performed also, by applying an
institutionalized message trade strategy that can be connected as a current-related
specialized field, the plausibility of extending the innovation application in the IoT
field can be affirmed.

3 Comparison of Current Techniques and Issues

The following table presents a comparison of techniques.Major fields and techniques
that can be involved in smart agriculture business are big data, evapotranspiration,
wireless sensor network, cyber-physical system and cloud computing with IoT’s
(Table 1).

4 Conclusion

Smart agribusiness may be the future of agriculture industry and IoT will play a
major role in development. The IoT will give a rise to precision agriculture and also
make it more accurate and proficient. The applications of IoT in agribusiness include
the monitoring of conditions like moisture, pH level, mineral level and humidity,
etc. IoT will operate on all of these conditions and the automation will provide the
balancing methods of these parameters. This will make a farmer’s work easy and
he also can operate the IoT devices from home. IoT will reduce the cost of doing
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Table 1 Comparisons and issues of smart agriculture techniques

Sr. No. Techniques Issues

1. (IoT), sensors, cloud computing, mobile
computing, big-data analysis [2]

Soil nutrient sensors are not used

2. Bus concept, ZigBee protocols based on
IEEE 802.15.4, hybrid network [3]

Not energy saving and data fusion,
directions are left for future research

3. Raspberry pi, arduino microcontrollers,
xbee modules [6]

If failure of any particular part or device
is not informed and has to be tested
manually

4. ZigBee with Wings [7] The technique can achieve convenient
wireless connection only within a short
distance

5. WSN with GSM technology [8] Provides only precision values that is not
accurate and is not cost efficient

6. WSUs and a WIU, based on
microcontroller, ZigBee, and GPRS
technologies [11]

The investment in electric power supply
is expensive

farming by reducing the wastage of fertilizers, pesticides and other resources. There
is a need of developing low-cost sensors and devices which can be used by every
farmer to take out good crops from their fields. Also there is a requirement of new
protocols and algorithms which can be used specifically in agriculture. The future if
agribusiness will be bright if everyone to use IoT and sensor systems. But for making
it possible it is necessary to educate farmers about the tools and techniques.
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Smart Approach for Real-Time Gender
Prediction of European School’s
Principal Using Machine Learning

Yatish Bathla, Chaman Verma and Neerendra Kumar

Abstract Supervised machine learning is used to solve the binary classification
problem on four datasets of European Survey of Schools: Information and Commu-
nication Technology (ICT) in Education (known as ESSIE) which is supported by
European Union (EU). To predict the gender of the principal based on their response
for the ICT questionnaire, the authors applied four supervised machine learning
algorithms (sequential minimal optimization (SMO), multilayer perception (ANN),
random forest (RF), and logistic regression (LR) on ISCED-1, ISCED-2, ISCED-
3A, and ISCED-3B level of schools. The survey was conducted by the European
Union in the academic year 2011–2012. The datasets have total 2933 instances\ &
164 attributes considered for the ISCED-1 level, 2914 instances\ & 164 attributes
for the ISCED-2 level, 2203 instances\ & 164 attributes for the ISCED-3A level and
1820 instances\ & 164 attributes for the ISCED-3B level. On the one hand, SMO
classifier outperformed others at ISCED-3A level and on the other hand, LR outper-
formed others at ISCED-1, ISCED-2, and ISCED-3B. Further, real-time prediction
and automatic process of the datasets are done by introducing the concepts of the web
server. The server communicates with the European Union web server and displays
the results in the form of web application. This smart approach saves the data process
and interaction time of humans as well as represents the processed data of the Weka
efficiently.
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1 Introduction

Machine learning (ML) has been using in the various sectors like computer vision,
text and speech recognition, spam filter on the email, online shopping and viewing
recommendation, credit card fraud detection, and many more. In 2011, European
Commission has been conducted a survey over 190,000 filled questionnaires from
students, teachers, and principals in 27 European Union (EU) countries to analysis
the Information and Communication Technology (ICT) in ISCED level-1 (primary
level of education), ISCED level-2 (lower secondary level of education), and ISCED
level-3 (upper secondary level of education), distinguishing level-3A academic and
level-3B vocational [1]. Here, the authors considered principals’ dataset belongs to
all the ISCED levels to predict the gender of European schools’ principal based on
the survey response. In this research work, only response from the ICT questionnaire
was considered. The machine learning (ML) is applications of artificial intelligence
(AI) research that can access data and use it learn for themselves. It makes intelligent
decisions based on data [2]. The supervised learning assumes that training exam-
ples are labeled by class labels with classified and predictive modeling is a most
popular one as it forecasts a target and dependent attribute based on the value of
other attributes [3]. In ML, Bayes networks, artificial neural networks and support
vector machines, and different knowledge representation models are used for the
classification and regression problems. Here, various classifiers are used for learning
decision trees and rules are used to support decision-making methods [4]. The SVM
is a supervised learning model that represents the binary classification for linear and
nonlinear versions [5]. It optimally separates the data into two categories and per-
forms the classification by constructing the N-dimensional hyperplane [6]. Random
forest (RF) is a combination of tree predictors so that each tree depends on the values
of a random vector with the same distribution for all trees in the forest that sampled
independently [7]. The multilayer perception or artificial neural network (ANN) is
simple mathematical models for the distribution over X or both X and Y, but also inti-
mately associated with a learning algorithm [8]. The binary logistic regression (LR)
is suitable for a binary classification problem. Previously, students’ demographic fea-
tures such as residence state and gender were predicted using the supervisedmachine
learning classifiers [9–12]. Also, an experimental study was conducted to predict the
age group of the university’s students [13].

In this research work, four supervised machine learning algorithms, i.e., sequen-
tial minimal optimization (SMO), multilayer perception, random forest (RF), and
binary logistic regression (LR) are applied by using the ML software (Weka version
3.8.3.) to predict the principals’ gender of based on the ICT questionnaire. Further,
the authors introduced concept of the web server in the real-time prediction of prin-
cipals’ gender of schools toward ICT. In the real-time systems, the absolute deadline
for task begins with time zero and the relative deadline is with respect to the task
released time. According to the paper [14], real-time tasks are produced due to the
occurrence of either internal or external events. Also, real-time predictive models
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of European school students’ nationality to monitor the online ICT access and ICT-
based activities were suggested by paper [15]. Also, the prediction of the Indian and
Hungarian university student’s attitude in the real time was conducted in the paper
[16]. With the proposed web server concept, all the procedures are now real time
and automatic. This smart approach saves the human interaction time in terms of
extracting, processing, and representing the dataset obtained from the survey. The
concept of the web application was proposed in the paper [17]. This approach could
be applicable to other areas of AI like robot navigation with obstacle avoidance in
unknown environment [18]. The present study is conducted to predict the gender of
European school’s principal in real time using the web server.

The present study is categorized into five major sections. Section 2 explains tech-
niques to preprocess, train-test, classify, and validation. Section 3 explores the experi-
mental results at various levels of schools ISCED.Here, knowledge flowenvironment
is used for generating the ROC curve and comparing the results based on the gen-
ders. Section 4 discusses the smart approach to process the data automatically and
evaluate the Weka results using the web server. Section 5 concludes the essence of
the present study with a significant recommendation for future work.

2 Methods and Techniques

2.1 Dataset

Four secondary datasets of European school’s principal have been downloaded from
the European Union (EU) website. There is a various level of school’s division
(ISCED level-1 (primary level of education), ISCED level-2 (lower secondary level
of education), and ISCED level-3 (upper secondary level of education), distinguish-
ing level-3A academic and level-3B vocational) participated in this survey. In this
research work, only questionnaire specific from the Information and Communication
Technology (ICT) is considered. The survey is divided into seven parts: device used in
the schools (desktop computer, laptop whether internet access, digital reader, mobile
phone, interactive whiteboard, data projector), number of computers and interactive
whiteboard (computer laboratories, classrooms, school library, other locations in
school), Internet access(broadband speed, main means), ICT maintenance (school-
school staff, school-external company contracted by the school, school-external unit
arranged by educational authorities, school-other), Available at school (homepage
or website, school email addresses, local and wireless LAN, virtual learning envi-
ronment), professional development of teachers (introductory internet use, advanced
courses on applications and internet use, equipment-specific training, pedagogical
use of ICT, learning applications, multimedia, participation in peer learning com-
munities), ICT coordinator (school, available full time, rewarded for function, sup-
porting pedagogical ICT use), ICT teaching problematic (not enough (computers,
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Table 1 ESSIE datasets of European’s principal

Level Initial instance Initial attribute Missing value N/A value Missing
gender

ISCED 1 3019 208 38,828 77,163 86

ISCED 2 2995 208 34,460 73,226 81

ISCED 3A 2248 208 36,971 60,217 45

ISCED 3B 1873 208 35,713 50,551 53

laptops, internet-connected computers, interactive whiteboard), insufficient band-
width, teachers lacking skills), lacking support (technical, pedagogical), lack (teach-
ing material, national language content, integrating ICT in curriculum, pedagogical
models), (school time organization), (school space organization), and so on. The
authors have trained and tested four different datasets (ESSIE) usingK-fold with four
classifiers. It has been collected by the European Commission Information Society
and Media Directorate-General which is also available online [1] in which ISCED
levels dataset has been explained below in Table 1.

2.2 Preprocessing

Before use dataset, it is essential to improve data quality [19]. There are a fewnumbers
of techniques used for data preprocessing [20] as aggregation, sampling, dimension
reduction, variable transformation, and dealing with missing values. To make quality
and stabilized dataset,Weka version 3.8.1 tool is applied to four different files belongs
to different ISCED levels. The Missing Value filter counted 38,828 missing values
in the ISCED-1 level dataset, 34,460 in ISCED-2, 36,971 in ISCED-3A, and 35,713
in ISCED-3B level. Now, there is a need to handle the missing data values. The
missing values are handled with the Replace Missing Value filter which replaces
missing values with mean and mode values of the whole dataset. The re-scaling of
the dataset to the range of 0–1 is achieved using the Normalize filter normalized all
data except target attribute gender. In the four datasets, questions numbered from
SC01Q01A to SC06Q01, from SC23Q01A to SC23Q05E, and from SC25Q01 to
SC21att are removed by using the self-reduction method as they are indexed and
mean values. Hence, after applied self-reduction, 164 attributes with 2933 instances
are selected from ISCED-1, 164 attributes with 2914 instances are selected from
ISCED-2, 164 attributes with 2203 instances are selected from ISCED-3A, and 164
attributes with 1820 instances are selected from ISCED-3B. The processed dataset
has been explained below in Table 2.

The gender attribute has three classes 1-female, 2-male, X-misplaced. Hence, 265
instances belong to X category are removed manually from all the ISCED levels.
We considered the gender as a class variable and it is converted to nominal from
numeric. The ESSIE survey used the mixed approach of data scale such as nominal,
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Table 2 Processed datasets
of European’s principal

Level Initial instance Initial attribute

ISCED 1 2933 164

ISCED 2 2914 164

ISCED 3A 2203 164

ISCED 3B 1820 164

ordinal, interval, and categorical, etc. The responses provided by schools’ principals
were numeric in nature.

2.3 Testing and Validation

The training and testing of the datasets are conducted using K-fold cross-validation
method (CV) which is validation approach to sampling the dataset. In this, k number
of subset among which one is used as (k–1) test set and rest of sets shall be (k) train
sets [10]. We applied K-fold CV method with fixed k = 10 folds.

2.4 Knowledge Flow Environment

To predict the gender, we used knowledge flow environment (KFE) which is a substi-
tute for the Weka Explorer. The experimental layout of supervised machine learning
with filters, classifiers, evaluators, and visualizers interactively on a 2D canvas is
shown in Fig. 1. The extracted datasets are trained, tested, and validated using four
classifier algorithms at 10-fold CV. To predict the gender of principal, we used four
supervised machine learning classifiers such as sequential minimal optimization
(SMO), multilayer perceptron(ANN), random forest (RF), and logistic regression
(LR) in KFE.

2.5 Performance Evaluation

The authors have considered the following performance measures are used to justify
the gender prediction:

a. Accuracy: The number of correct predictions of DA status from overall predic-
tions.

b. Error: The number of incorrect predictions of DA status from the overall predic-
tions.
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Fig. 1 Knowledge flow environment for the gender prediction

c. Receiver operating characteristics curve (ROC): Receiver operating characteris-
tics curve shows the true positive rate (sensitivity or TPR) on the y-axis and false
positive rate (1-specificity or FPR) at x-axis at various cutoffs.

d. Area Under ROC (AUC): To show the accuracy of models’ area under the curve
of ROC is also appropriate.

e. Confusion matrix: It shows results in the form of matrix whereas rows present
actual gender and column presents predicted gender.

3 Experiments Results, Analysis, and Evaluation

3.1 Confusion Matrices

To produce significant confusion matrices machine learning classifier of Weka soft-
ware played a vital role to evaluate results. The results of an experiment based on
using 10-fold cross-validation for ISCED levels are represented in Tables 3, 4, 5, and
6. It is the combination of four confusion matrices generated by respective models.

a. At ISCED level-1 schools, the maximum number of correct prediction for female
principals (1451) is provided by the RFwith 164 attributes but it fails to correctly
classify of male principals (242) as shown in Table 3. After feature extraction,
LR outperformed the RF in the prediction of principal gender. At ISCED level-1
schools, LR with 164 attributes predicted correctly 1269 females out of total
2060 and predicted correctly 424 males out of 688. Therefore, LR performed
well in the prediction of the gender of principals at ISCED level-1 schools.
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b. At ISCED level-2 schools, themaximumnumber of correct predictions for female
principals (1126) is provided by the RFwith 164 attributes but it fails to correctly
classify of male principals (435) as shown in Table 4. After feature extraction,
LR performs little better than the RF in the prediction of principal gender. At
ISCED level-2 schools, LR with 164 attributes predicted correctly 1046 females
out of total 1764 and predicted correctly 515 males out of 869. Therefore, LR
performed slightly better in the prediction of the gender of principals at ISCED
level-II schools.

c. At ISCED level-3A schools, the maximum number of correct prediction for
female principals (418) is provided by the LR with 164 attributes and also it
provides correct prediction of male principals (502) as shown in Table 5. After
feature extraction, SMO outperformed the RF in the prediction of principal gen-
der. At ISCED level-3A schools, SMO with 164 attributes predicted correctly
415 females out of total 654 and predicted correctly 505 males out of 795. There-
fore, SMO performed excellently in the prediction of the gender of principals at
ISCED level-III A schools.

d. At ISCED level-3B schools, the maximum number of correct prediction for
female principals (780) is provided by the RF with 164 attributes but it fails
to correctly classify of male principals (244) as shown in Table 6. After fea-
ture extraction, LR performed slightly better than the RF in the prediction of
principal gender. At ISCED level-3B schools, LR with 164 attributes predicted
correctly 683 females out of total 1170 and predicted correctly 341 males out
of 584. Therefore, LR performed satisfactorily in the prediction of the gender of
principals at ISCED level-3B schools.

3.2 Evaluation Matrices and ROC’s

To produce significant evaluation matrices, machine learning classifier ofWeka soft-
ware played a vital role to evaluate the performance of the gender prediction. The
results of an experiment based on using 10-fold cross-validation for ISCED levels are
represented in Tables 7, 8, 9, and 10. It can measure the performance of the features
responsible for gender prediction.

Table 7 Evaluation matrices for ISCED level-I

Models SMO ANN RF LR

AUC 0.618 0.655 0.681 0.683

ROC 0.577 0.597 0.624 0.628

Accuracy (%) 60.5 58 61 61.6

Error (%) 40 42 39 38.4
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Table 8 Evaluation matrices for ISCED level-2

Models SMO ANN RF LR

AUC 0.578 0.602 0.640 0.637

ROC 0.575 0.571 0.617 0.621

Accuracy (%) 57.5 54.7 59.1 59.3

Error (%) 42.5 45.3 40.9 40.7

Table 9 Evaluation matrices for ISCED level-3A

Models SMO ANN RF LR

AUC 0.492 0.493 0.548 0.536

ROC 0.609 0.579 0.632 0.624

Accuracy (%) 63.5 56.3 62.2 61.8

Error (%) 36.5 43.7 37.8 38.2

Table 10 Evaluation matrices for ISCED level-3B

Models SMO ANN RF LR

AUC 0.593 0.495 0.513 0.499

ROC 0.558 0.572 0.594 0.590

Accuracy (%) 57.3 55.9 57.7 58.4

Error (%) 42.7 44.1 42.3 41.6

a. Data from Table 7 maximum accuracy 61.6% is achieved by LR classifier with
164 attributes to predict the gender of teachers at ISCED level-1 schools. The
maximum area under the curve (AUC) is found 0.683 by LR with 164 attributes
to prove the significant relevance of overall accuracy of the model for prediction.
Again, receiver operating characteristics (ROC) curve is found 0.628 by LR
which is above the benchmark of ROC curve as shown in Fig. 2. Further, LR has
low misclassification error 38.4%.

b. Data from Table 8 maximum accuracy 59.3% is achieved by LR classifier with
164 attributes to predict the gender of teachers at ISCED level-2 schools. The
maximum area under the curve (AUC) is found 0.637 by LR with 164 attributes
to prove the significant relevance of overall accuracy of the model for prediction.
Again, receiver operating characteristics (ROC) curve is found 0.621 by LR
which is above the benchmark of ROC curve in Fig. 3. Further, LR has low
misclassification error 40.7%.

c. Data from Table 9 maximum accuracy 63.5% is achieved by SMO classifier with
164 attributes to predict the gender of teachers at ISCED level-3A schools. The
maximum area under the curve (AUC) is found 0.548 by RF with 164 attributes
to prove the significant relevance of overall accuracy of the model for prediction.
Again, receiver operating characteristics (ROC) curve is found 0.632 by RF
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Fig. 2 ROC of gender prediction at 10-Fold at ISCED level-I (primary level of education)

Fig. 3 ROC of gender prediction at 10-Fold at ISCED level-2 (lower secondary level of education)

which is above the benchmark of ROC curve in Fig. 4. Further, SMO has low
misclassification error 40.7%.

d. Data from Table 10 maximum accuracy 58.4% is achieved by LR classifier with
164 attributes to predict the gender of teachers at ISCED level-3B schools. The
maximum area under the curve (AUC) is found 0.593 by SMOwith 164 attributes
to prove the significant relevance of overall accuracy of the model for prediction.
Again, receiver operating characteristics (ROC) curve is found 0.594 by RF
which is above the benchmark of ROC curve in Fig. 5. Further, LR has low
misclassification error 41.6%.
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Fig. 4 ROCof gender prediction at 10-Fold at ISCED level-3A (academic senior level of education)

Fig. 5 ROC of gender prediction at 10-Fold at ISCED level-3B (vocational senior level of educa-
tion)

4 Web Server for Real-Time Prediction

All the operations during the gender prediction process require a dedicated human to
download data from the EU website, processed the data manually, compile the data,
and generate the results. It is time-consuming as well as there are more chances of
errors. Therefore, the authors proposed the evaluation web server as shown in Fig. 6.
It has an application named as SmartApp and evaluation database. It can extract the
data from EU web server, processed the data with algorithm, and finally interact
with theWeka software. All the results of European’s principal gender prediction are
displayed by the SmartApp and data is stored in the evaluation database. SmartApp
is a web-based application could be stored in the HTML, JSP format.
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Fig. 6 User interaction from the smart application

The evaluation database could be postgresql, MongoDB orMicrosoft Azure SQL.
This is the smart approach as it saves the time, predicts gender on the real time, and
efficient user interaction through the SmartApp.

5 Conclusion

This paper has stabilized the attributes of European Commission datasets to predict
the gender of principals at all the levels of education such as ISCED level-1, ISCED
level-2, ISCED level-3A, and ISCED level-3B using machine learning. During the
experimental study, LR has been proven as best approach that trained ISCED level-1,
ISCED level-2 dataset, and ISCED level-3B dataset with k-fold cross-validation to
predict the gender of the European principals. The maximum accuracy is achieved
with 164 attributes by LR (61.6%) as compare to RF (61%) to predict principal gen-
der at ISCED level-1. Again, LR classifier obtained the highest accuracy (59.3%) as
compare to RF (59.1%) to predict principal gender at ISCED level-2. LR classifier
also obtained the highest accuracy (58.4%) as compare to RF (57.7%) to predict prin-
cipal gender at ISCED level-3B. But, SMO classifier obtained the highest accuracy
(63.5\%) as compare to RF (62.2\%) to predict principal gender at ISCED level-3A.
Finally, evaluation web server saves the time and represents the data smartly. The
server is on the conceptual level.
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GPU and CUDA in Hard Computing
Approaches: Analytical Review

Hardik Singh, Raavi Sai Venkat, Sweta Swagatika and Sanjay Saxena

Abstract Hard computing, i.e., conventional computing, requires an exactly
expressed analytical model. At the time of implementation of hard computing tech-
niques, each time exact results are guaranteed. The fundamental premises and stan-
dards behind hard computing are precision, certainty, and rigor. The main problem
of hard computing is the time consumption of different algorithms such as kriging
interpolation algorithm, Smith–Waterman algorithm, LZW compression, and many
more. GPU provides an efficient way to do massively parallel operations such as
taking the square root of all values in a region of memory quickly. The operational
frequency of GPU is slower than CPU but has more cores than the CPU. This is the
main reasonwhy the above algorithms perform better onGPU architecture compared
to the CPU. CUDA-based implementation of several hard computing techniques on
GPUgivesmore significant results in terms of time. This article provides an overview
of the current literature of CUDA and GPU-based implementation of several hard
computing techniques.

Keywords Graphics processing unit (GPU) · Computed unified device architecture
(CUDA) · Hard computing techniques · Computational approaches

H. Singh · R. S. Venkat · S. Swagatika · S. Saxena (B)
Department of Computer Science & Engineering, IIIT Bhubaneswar, Bhubaneswar, Odisha, India
e-mail: sanjay@iiit-bh.ac.in

H. Singh
e-mail: Id-B516057@iiit-bh.ac.in

R. S. Venkat
e-mail: B116040@iiit-bh.ac.in

S. Swagatika
e-mail: B516047@iiit-bh.ac.in

© Springer Nature Switzerland AG 2020
P. K. Singh et al. (eds.), Proceedings of ICRIC 2019, Lecture Notes
in Electrical Engineering 597, https://doi.org/10.1007/978-3-030-29407-6_15

177

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29407-6_15&domain=pdf
mailto:sanjay@iiit-bh.ac.in
mailto:Id-B516057@iiit-bh.ac.in
mailto:B116040@iiit-bh.ac.in
mailto:B516047@iiit-bh.ac.in
https://doi.org/10.1007/978-3-030-29407-6_15


178 H. Singh et al.

1 Introduction

In 1996, L.A. Zade (LAZ) introduced the term hard computing. According to LAZ,
we term the computing as hard computing, if the precision result is guaranteed. The
control action is unambiguous. And control action is formally defined (i.e., with
mathematical model or algorithm). A graphics processing unit (GPU) is an unichip
processor mainly used to increase the performance of video and graphics. Unified
memory technology is supported by Nvidia which helps in memory management in
GPU-based applications [1]. This architecture does not require the need for dupli-
cating the information between the host system, GPU memory, and main memory.
The memory shared between CPU, GPU, and host machine is known as a unified
memory. Depending on where the threads are running whether on the host machine
or GPU side, unified memory is automatically managed. GPU has more memory
bandwidth and over thousands of hardware thread context with over hundreds of
parallel compute threads making it suitable for highly parallel computation-intensive
workloads. There is a 2.5–3.0 times increase in the GPU’s performance every year
compared to CPU’s performance. CUDA developed by Nvidia provides an extensive
programming framework that is suitable for GPU [2]. In CUDA, there is a hierarchy
of threads, blocks, and grids, and each thread is executed in a SIMT fashion. There
is a virtual mapping of threads to a random number of Streaming Multiprocessors
(SMs) with the help of wraps. This article provides a brief comprehensive analysis
of different hard computing techniques based on GPU and CUDA by considering
current kinds of literature [3]. The organization of the paper is as follows: Sect. 2
describes GPU and CUDA. Different hard computing techniques are described in
Sect. 3. Section 4 gives a brief introduction of a comprehensive analysis of different
algorithms implemented on GPU and CUDA. The conclusion is given in Sect. 5.
Valuable references are given in Sect. 6.

2 GPU and CUDS

The GPU’s propelled abilities were utilized basically for 3D game rendering. Today,
GPU’s capabilities are mainly used to speed up computational loads in the fields
of oil-gas exploration, scientific research, and financial modeling. GPUs are highly
optimized for taking large data and performing the same operation quickly, while
PC microprocessor has the characteristics to skip all over the place [4]. A CPU can
work on a variety of different calculations, while a GPU (the brawn) concentrates on
a particular task with all its computing power. CPU cores are mainly designed for
sequential serial processing. CPU can greatly enhance the performance of a single
task within a particular job, although it has wide-ranged tasks. In GPU, there are
over thousands of smaller and effective cores capable of handling multiple processes
simultaneously. They are about 50–100 times faster in the field that requires parallel
processing such as machine learning and big data analysis. GPU’s CUDA provides
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Fig. 1 CUDA architecture [35]

a programming framework for Nvidia’s GPU. Figure 1 gives the block diagram that
represents the model of CUDA architecture, and Fig. 2 gives the architecture of the
CUDA flow model.

3 Hard Computing Applications

Hard computing is based on numerical analysis, binary logic crisp systems, and
crisp software. It is deterministic, requires exact input data, and is strictly sequen-
tial. Applications of hard computing include solving numerical problems (e.g., roots
of the polynomial), searching and sorting techniques, and computational geometry
problems (shortest tour in a graph, finding closest pair of points given a set of points,
etc.). In general, any problem which can be solved within a fixed number of steps or
P-class problem is solved using hard computing. Furthermore, applications of hard
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Fig. 2 CUDA flow model [35]

computing can be seen in graph theory, deterministic finite automatons, schedul-
ing problems, and other compute-intensive problems that have fixed input and can
achieve complete accuracy and exclusiveness in the output.

4 Comprehensive Analysis of Different Algorithms
Implemented on GPU

4.1 Description

The similarity in genetic sequences has been an imperative piece of genomic research.
To efficiently find IRs in DNA sequences, hashing is used. We can locate the IR by
hashing each frame of F bases in the forward direction and accessing the location of
its downstream match.
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4.1.1 Results

Using the CUDA implementation, imperfect IRs can be found 18× faster compared
to other imperfect IR extraction methods [5].

4.1.2 Type of GPU

Nvidia Tesla.
K40 m, 12 GB VRAM.

4.2 Description

The subset-sum problem comes under the category of NP-complete problems. This
problemcanbeparallelized into three different architectures, i.e., a 240-coreNVIDIA
FX 5800 graphics processing unit (GPU), a 16-processor IBM ×3755 shared mem-
ory machine, and a 128-processor Cray Extreme Multi-threading (XMT) massively
multi-threaded machine [6].

4.2.1 Results

NVIDIA GPGPU is best suitable for small subset-sum problem sizes; it is observed
that for large problems, the Cray XMT performs well, and for medium problems,
the IBM ×3755 performs well.

4.2.2 Type of GPU

Nvidia FX 5800, 4 GB.

4.3 Description

With the help of register communication, parallel merge sort for the highly parallel
systems do not get affected by oversegmentation while previous comparison-based
sort do get affected. Following steps are there in this process:

(1) Eight elements are sorted in each thread making use of maximum register band-
width.

(2) Binary then-linear searching approach.
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(3) Using a register window and moving shared memory, oversegmentation is
avoided [7].

4.3.1 Results

Compared to thrust sort, efficient parallel merge sort is found to be 70% faster than
non-stable optimized key-value sort, two times and three times faster than their key-
value implementation and key-only implementation.

4.3.2 Type of GPU

Nvidia GTX 580.

4.4 Description

Edit distance plays a crucial role in natural language translations, virus scanners,
security kernels, etc. The baseline algorithm used is Needleman–Wunsch alignment
[8].

4.4.1 Results

By carefulmanagement ofmemory usage and control flow divergence, this algorithm
provides a 9.3× speedup over an efficient multi-threaded, CPU-based implementa-
tion.

4.4.2 Type of GPU

NVIDIA GeForce GTX 275 GPU.

4.5 Description

Computation is transformed into bit-wise operation and post-processing step; the
LCS algorithm is optimized for one-to-many problems [9].
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4.5.1 Results

Using the bit-vector operations, based on a independent computation of each one-to-
one LCS comparison, inter-task parallelism is adopted. Multi-GPU approach made
possible to get TeraCUPS performance in the estimation of the length of MLCS
problem which is first for the LCS algorithm.

4.5.2 Type of GPU

NVIDIA M2090.
Fermi GPU.

4.6 Description

Cryptography is a technique mainly used to meet safety requirements like authenti-
cation andprivacy. The SSL and TLS provide a secure connection on the Internet, and
70% of the time is devoured in executing the handshake phase by the RSA algorithm.
This time can be significantly reduced by using a parallelized RSA algorithm instead
of sequential [10].

4.6.1 Results

Runtime decreases by a significant amount using P-1 algorithm implementation.
Runtime further decreases with an increase in test size.

4.6.2 Type of GPU

Nvidia GPU.

4.7 Description

Simplex algorithm is mostly used for solving Linear Programming (LP) problems.
The LP problem is used to find the optimal solution of a given problem [11].



184 H. Singh et al.

4.7.1 Results

GPU implementation is 24.5 faster than the best solution available.

4.7.2 Type of GPU

NVIDIA Tesla C2050.

4.8 Description

To count the number of cycles in a graph with approximate algorithm comes under
the category of NP-complete problem using CUDA, based on backtracking with the
lookahead technique. This algorithm is based on the assumption that all vertices start
with vertex s and are numbered. The algorithm repeats the operation for all vertices
of the graph [12].

4.8.1 Results

Using the GPU thread-based algorithm to detect cycle significantly reduces the time
required for computation compared to CPU.

4.8.2 Type of GPU

NVIDIA 9500 GS.

4.9 Description

In this work, MD simulation is used for simulating the large-sized system of liquid
metal atoms. This simulation uses fine-grained spatial method. This method reduces
the computation time of neighbor list update and interaction force calculation within
the simulation model which decreases the overall computation time [13].

4.9.1 Results

GPU implementation is 1.5 to 2 times faster than CPU 16-cores clusters and is nine
to 11 times faster than sequential implementation.
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4.9.2 Type of GPU

NVIDIA 480 GTX, 580GTX and M2050.

4.10 Description

In this algorithm, an adaptive mesh generation technique is used to minimize the
number of particles present in each cell. A strategy named cell-based strategy is used
to perform computations on each cell separately from other cells over a single time-
step and also supplies a group of threads for each cell to perform the computations
for that corresponding cell [14].

4.10.1 Results

The code executed on a single CPU is 20 times slower than a single 448 core GPU.

4.10.2 Type of GPU

NVIDIA Tesla C2050.

4.11 Description

In this work, authors have thorough rCUDA, a progressive context offering remote
acceleration of CUDA that permits a lessening on the numeral of accelerators in a
cluster, providing improved litheness [15].

4.12 Description

In this work, parallel computing approach is used to counter the failures of the
progressive approach, i.e., time taken for the multiple sequence arrangements (NP-
hard) which is exponentially high for the progressive approach of the large instances.
For this, they introduced a GPU version of ClustalW v2.0.11 called CUDAClustalW
v1.0, which reduces the time taken exponentially [16].
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4.12.1 Results

ClustalW is 33 times slower than CUDA ClustalW.

4.12.2 Type of GPU

NVIDIA Tesla C2050.

4.13 Description

MKP is an NP-hard problem that has more than one constraint in comparison with
the knapsack problem and is solved by an algorithm based on Ant Colony Optimi-
sation (ACO). The functions used to construct or modify solutions are probabilistic
functions that are calculated through the trails left by the ants to communicate with
other ants [17].

4.13.1 Results

The time of execution and quality of solution are balanced according to the required
conditions. For the best solution, the longer is the time required.

4.14 Description

For the simulation of elastically deformable objects, the author in this work used a
multigrid approach. For large deformations, co-rotated strain formulation is used for
simulating it. The effective method of solution for solving partial differential equa-
tions (PDE) on finite element discretizations implements modern work on multigrid
models [18].

4.14.1 Results

GPU implementation is 27 times faster compared to CPU implementation of a single-
core CPU and four times faster than when implemented on eight CPU cores.

4.14.2 Type of GPU

NVIDIA GeForce GTX 480.
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4.15 Description

Kriging algorithms are a cluster of interpolation methods and are used in many of the
geological applications. The computation time of the algorithm is reduced by the help
of some advanced mathematical functions, matrix-vector, and matrix-matrix multi-
plication. Time-consuming loops are reconstructed by minimizing memory transfer
[19].

4.15.1 Results

Sequential program implementation is 18 times slower than CUDA implementation.
OpenMP version on Quad cores CPU is 6.32 slower than CUDA.

4.15.2 Type of GPU

NVIDIA GeForce GTX 470.
NVIDIA GeForce 9800GT.

4.16 Description

The numerical integration of SDE is a great tool for analysis of a different vari-
ety of problems. Generally, analytical methods cannot solve stochastic differential
equations of practical value, and so direct numerical methods are used to obtain the
solutions [20].

4.16.1 Results

GPU implementation is 675 times faster than CPU.

4.16.2 Type of GPU

NVIDIA Tesla 1060C.
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4.17 Description

Due to the exponential increase in data size, parallel computing is one of the best
computing solutions available. For low volume data sets, we use GPU on-chip reg-
isters to minimize time for the data retrieval. For huge data volume data sets, we
use an algorithm which uses matrix multiplication and on-chip GPU memory to
high-computational speed [21].

4.17.1 Results

GPU-based algorithms are 3 to 8 times faster than the best-reported solutions.

4.17.2 Type of GPU

NVIDIA GTX 280.

4.18 Description

The simulation model used for simulating accidental release on a local scale is the
stochastic Lagrangian particle model. Stochastic Lagrangian particle model which
is used as a benchmark for decision-making strategies on environmental studies is
implemented on CUDA for better performance [22].

4.18.1 Results

GPU implementation is 80–120 faster than CPU implementation.

4.18.2 Type of GPU

NVIDIA GeForce 8800.
NVIDIA GeForce 8800 GTX.

4.19 Description

Knapsack problem comes under the category of NP-hard problem which is solved
here using the firefly algorithm based on firefly flashing. The main idea of the firefly
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algorithm is taken from the optical relationship among fireflies, and it is used because
it is successful and inexpensive [23].

4.19.1 Results

When the number of fireflies are less, GPU execution time is greater than CPU
execution time, and when the number of fireflies are more, GPU execution time is
lesser than theCPUexecution time. Speedupobserved is 320 times faster as compared
to CPU when CUDA is implemented.

4.19.2 Type of GPU

NVIDIA GeForce 9500 GT.

4.20 Description

Harmony search is used to find the most optimal solution (here best harmony) by
melody improvisation. Here, harmony search is used to solve the Traveling Salesman
Problemwhich canbe applied tofind themost efficient route for data to travel between
various modes [24].

4.20.1 Results

The observed speedup achieved is significant for harmony search, parallel imple-
mentation using GPU. Specifically, for problems of larger size, the speedup is 32
times in comparison to problems of smaller size.

4.20.2 Type of GPU

NVIDIA Fermi C2050 server.

4.21 Description

This paper focuses on speeding up the Lempel–Ziv–Welch compression of TIFF
images using CUDA. In LZW compression, an input string characters are converted
into a string of codes with the help of a code table containing the mapping from



190 H. Singh et al.

strings to codes. The paper talks about the inverse of LZW compression, i.e., the
LZW decompression [25].

4.21.1 Results

The GPU implementation of this problem using CUDA is observed to be faster by
three times as compared to the CPU implementation.

4.21.2 Type of GPU

NVIDIA GeForce GTX 980.

4.22 Description

The small scope approximation (SSA) is a method to evaluate the electromagnetic
scattering from rough surfaces. To overcome the problem of bandwidth bottleneck,
data transmission is reduced. To reduce the memory usage, the large spectrum of the
surface is divided into further parts, and then calculations are done [26].

4.22.1 Results

In this particular case, it is observed that GPU implementation of the problem is
weaker than theCPU implementation, but theSSAmethods basedonCUDAexecuted
on a GPU having 336 cores are observed to have a much faster speed of calculation
as compared to the serial SSA method.

4.22.2 Type of GPU

NVIDIA GeForce GTX 460.

4.23 Description

One of the successful forms of optimization observed is the Simulated Annealing
method. By using the algorithm, a global optimumcan be found amongst the presence
of local optima of huge numbers. It is used in operational research and IC design. The
paper focuses on an appropriate number of iterations for SA and its parallelization
[27].
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4.23.1 Results

Compared to the serial SA, the parallelization of SA done using CUDA improves
the results by 27%. The best speedup is observed up to 14.84 as compared to the
sequential version.

4.23.2 Type of GPU

NVIDIA GeForce GTX 680.

4.24 Description

The Smith–Waterman algorithm is categorized as a dynamic programming algorithm
that creates an implicit array. In the array created, every cell represents a sub-problem
in the alignment problem. The algorithm is used to find similar regions among the
two strings of nucleic acid sequences or protein sequences [28].

4.24.1 Results

Performance using CUDA is 14.5 GCUPS. It is approximate twice the performance
observed on the CPU and more than 50% faster than the Sony Playstation imple-
mentation.

4.24.2 Type of GPU

NVIDIA 9800 GX2.

4.25 Description

The FDTD (finite difference time domain) method is today’s most well-known tech-
nique for the solution of electromagnetic problems. It is used for solving Maxwell’s
equations in complex geometries. Here, it is used in the field of biomedical engi-
neering to simulate an electromagnetic field using a human model [29].
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4.25.1 Results

The implementation of GPU using CUDA in this problemmakes it 29 times efficient
than the CPU.

4.25.2 Type of GPU

NVIDIA Tesla C1060.

4.26 Description

Themodels that are used for the canonical problem of dispatching, their computation
time fundamentally rely upon the problem scale factor. Huge RAM data is required
by the complicated parallel algorithm of the NP-hard problem of dispatching [30].

4.26.1 Results

Computation time can be reduced using FPGA as a coprocessor, it has parallel
computation.

4.26.2 Type of GPU

Nvidia GeForce 680.

4.27 Description

It is very difficult to find the roots of higher degree polynomial. We have a direct
method only for degree 1 or 2. In the Durand–Kerner root method, the solution is
refined till it converges. Parallel implementation of this algorithm produces better
results [31].

4.27.1 Results

Using the parallel implementation of this method, a polynomial size of 48,000 can
be executed in 373.944 s, whereas the sequential version uses 4510 s. Therefore,
parallel version of algorithm execution time is ten times faster than sequential.
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4.27.2 Type of GPU

Nvidia Tesla C2070.

4.28 Description

The single source shortest path (SSSP) problem is used to calculate the path that is
shortest and its corresponding distances froma source to other points.Here,Dijkstra’s
algorithm helps in solving the problem based on the principle of relaxation in which
firstly an approximate distance is calculated and that is gradually replaced by more
accurate calculations until we reach the correct distance calculation [32].

4.28.1 Results

With respect to the CPU version, the GPU implementation using CUDA in this
problem shows speedups from 13× to 220×, and a performance gain up to 17% is
recorded.

4.28.2 Type of GPU

NVIDIA GeForce GTX 680.

4.29 Description

String sorting falls in a general sorting category which comprises of integer sort-
ing, multi-key sorting, and variable-length key sorting. Here, the challenging part is
variable key length sorting. Here, the discussed algorithms are burstsort, multi-key
quicksort, and MSD radix sort [33].

4.29.1 Results

GPU implementation of radix sort by removing singleton segments has a speedup
of more than ten times compared to other string sorting approaches. Banerjee et al.
hybrid implementation (CPU + GPU) merge sort is observed to be faster by 20%
for keys of fixed length and faster by 24% for keys of variable length compared to
Davidson et al.
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4.29.2 Type of GPU

NVIDIA GPU.

4.30 Description

The interacting multiple model (IMM) algorithm makes use of a lot of models for
interaction through the mixing of state for tracking a target navigating through an
arbitrary path [34].

4.30.1 Results

There is a significant improvement in the performance of the algorithm based on
GPU compared to the traditional CPU implementation. Using the GPU to solve the
problem also makes the filtering error relatively small.

5 Conclusion

After going through several current kinds of literature, we have found that GPU
and CUDA play a very vital role in several techniques or methods for faster com-
puting. Almost speedup obtained in each method discussed above gives substantial
outcomes because GPU provides multiple streaming processors to solve a problem.
For example, several authors have implemented NP-complete problems using GPUs.
Knapsack problem which is the example of NP-hard problem is implemented using
the firefly algorithm based on firefly flashing. The main idea of the firefly algorithm
is taken from the optical relationship among fireflies, and it is used because it is suc-
cessful and inexpensive. Other algorithms such as kriging interpolation algorithm,
k-means algorithms, andmanymore give significant results onGPU. Further, it is rec-
ommended that the use of CUDA is optional to use GPU. However, several different
software provides the inbuilt functionality for the use of GPU.
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IoT-Based Home Automation with Smart
Fan and AC Using NodeMCU

Raj Desai, Abhishek Gandhi, Smita Agrawal, Preeti Kathiria and Parita Oza

Abstract In today’s world of the twenty-first century, the Internet of Things (IoT)
has emerged exponentially. Many applications are developed in these fields of
automation. When it comes to home automation, this concept can be integrated to
make it smarter. It makes it easier to access and monitor different home appliances.
This paper shows how IoT can be used for smart home automation using NodeMCU
and android mobile application. Themain focus of the paper is, how the sensor nodes
collect the data and pass it to the mobile devices to perform some action as per the
user’s commands and provide support to IoT-based mutual controlling between fan
and AC based on threshold temperature value.

Keywords Internet of Things (IoT) · Home automation · NodeMCU · Arduino
Uno · Android · Smart fan and AC

1 Introduction

In this fast working world where the people are busy, it is difficult to manage and
control home appliances manually. This work reduces their time and works as they
can control the home by a single click on their smart devices [1]. It is like a blessing
for elderly and disabled persons also. It gives remote access to the member of the
house by which they can control the appliances. As energy is a very crucial factor
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in life, energy cost is saved by using smart sensors like motion sensor detects the
motion in the house and it works accordingly with intelligence.

Internet of Things (IoT) has grown rapidly in the last decade; many industries
have adopted IoT as their major services. IoT deals with intelligent objects which
are connected with sensors and collect data and can communicate with surrounding
people using different communication technologies. The goal of IoT is to control
and manage objects around us in the more intelligent and useful manner [2] which
improves the lifestyle of the humans by providing security, safety, and entertainment
as a result of cost-effective living.

Statista has stepped into market analytics to build bridges between different
sources, methodologies and survey periods and delivers consistent data points to
the most relevant topics [3]. In Fig. 1, Statista provides revenue generated through
the smart home market and expected to generate until 2021 based on historical data.
Experts have estimated that the revenue of the home automation market will reach
$12.81 billion by 2030.

Home automation system can be developed using a single controller which has the
ability to instruct and control various appliances such as lights, fans, AC [4], power
plugs, sensors, and security systems [5]. The greatest advantage of home automation
is that through smart devices like smartphone, laptop, PCs, or tablets [6], and it
managed and controlled various home appliances. Home automation system uses
various wireless technologies [7] such as Bluetooth [8], ZigBee [9, 10], Wi-Fi [11],
GSM [12] to communicate with microcontrollers. There are many IoT-based home
appliances in which all the appliances can be controlled from their smart devices
anywhere at any time as represented in Fig. 2. Here, the proposed IoT-based home

Fig. 1 Revenue in smart home market [3]
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Fig. 2 Concept of IoT-based home automation

automation system with integration of devices like a smart fan and AC (i.e., mutual
controlling between fan and AC) for maintaining the room temperature which leads
to saving power consumption.

The rest of this paper is organized as follows. Section 2—relatedwork. Section 3—
proposed model and its implementation. Section 4—challenges and research oppor-
tunity. Lastly, Section 5—concludes the paper.

2 Related Work

For home automation, appliances need to connect with sensor nodes and internet
usingmicrocontroller ormicroprocessorwhich operates through smart devices-based
application. Momataz Soliman et al. [9] have been designed IoT enabled smart home
usingArduino,where implementation is done usingZigBee technology inwhich their
proposed model coordinate all devices like AC, light, and fan with Arduino UNO
separately. So, that one by one operate all appliances (actuator) but devices did not
communicate with each other. Sudhir Yadav et al. [13] have been proposed an IoT-
based smart home security system in whichmodel uses different types of sensors like
PIR sensor, gas sensor, RFID, ultrasonic sensor, fingerprint sensor, water flow sensor,
and so on formeasuring required data and based on event occurrence, the systemgives
appropriate alert to the user via email or SMS. Tanwar et al. [14] have been proposed
IoT-based home monitoring and alert system in which web camera 2.0, PIR sensor
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is used and Raspberry Pie is used as a microcontroller which can control the whole
system. In this, home monitoring and an alert system can work on the coordination
of web camera and PIR sensor and based on detection, the system sent alert to the
owner via email and also sends captured photos. Kumar Mandula et al. [8] have been
proposed an IoT-based smart home automation system, which controls appliances
based on given command using android application, and appropriate action should
be taken via Arduino Uno and communication performs using Bluetooth and Wi-Fi
both.

Above all systems, focused on home monitoring system or home automation
system for controlling various home appliances. The proposed system does the inte-
gration of light with PIR and LDR sensor and novel approach for IoT-based mutual
controlling between fan and AC based on threshold temperature value for smart fan
and AC.

To in line with the proposed model, the comprehensive study of microcon-
trollers—NodeMCU and Arduino Uno [15]—is provided here. NodeMCU is an
open-source IoT platform. The term NODEMCU refers to the firmware rather than
the development kit. It includes Esp8266 Wi-Fi socket and hardware which is based
on the ESP 12 module. It uses the Lua scripting language. It also uses open-source
projects like Lua-cjson, spiffs, etc. It uses Esp8266-12E as Wi-Fi module, similar
to Esp8266 12 which has extra 6 GPIO’s. NodeMCU uses the micro USB port for
power, programming as well as debugging which has 2 × 2.54 mm 15-pin header
with access to GPIO’s, SPI, UART, ADC, and power pins. It also has reset and
flash buttons. Power need to NodeMCU is 5 V via micro USB port. Dimensions of
NodeMCU are 49 × 24.5 × 13 mm.

The Arduino Uno is a microcontroller board based on the ATmega328p. It has six
analog inputs, 14 digital input/output pins, a 16MHz ceramic resonator, a power jack,
a USB connection, a reset button, and an ICSP header. Power it with an AC-to-DC
adapter or connect it to a computer with a USB cable to get it started. It has SRAM
of 2 kb EEPROM of 1 kb. Arduino can be powered through USB or by an external
power supply. The output power is of two types 5 and 3.3 V. Arduino provides serial
communication which is available on digital pins 0(Rx) and 1(Tx). Dimensions of
Arduino are 2.7 in × 2.1 in [68.6 mm× 53.3 mm]. It is not directly connected with
Wi-Fi instead of external communication chips like Esp8266 for Wi-Fi module have
to be used.

For better understanding, the comparison between Arduino Uno and NodeMCU
based on different parameters is provided in Table 1. Based on given comparative
study and consideration of speed, storage, and other working aspects in the proposed
model, NodeMCU is used for interfacing with sensor nodes and smart devices with
a Wi-Fi module. System memory and clock speed of esp8266 is more than Arduino
as well as flash memory that is also greater than Arduino of esp8266.
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Table 1 Comparison Arduino Uno and NodeMCU

Parameters Arduino Uno NodeMCU

Processor ATMega328p –

System memory 2 kb <45 kb

Clock speed 16 MHz 26–52 MHz

Input voltage 7–12 V 5 V

Operating voltage 5 V 3.3 V

Flash memory 32 kb Up to 128 MB

Communication supported IEEE 802.11 b/g/n IEEE 802.15.4
433RF BLE 4.0 via Shield

IEEE 802.11 b/g/n

Development environments Arduino IDE Arduino Ide, Lua Loader

Programming Languages C, C++ C, C++, Lua

I/O Connectivity SPI, I2C, UART, GPIO UART, GPIO

3 Proposed System and Implementation

The proposed system consists of different components which are used based on
different needs. These components can be classified based on the functionality of
the component. Table 2 comprises of different categories of components based on
sensor/hardware name, image of the component, its mechanism, and purpose to use.

The proposed system’s layered architecture provides the appropriate solution in
such a way that in future if one component of any layer is replaced or added, then
no need to upgrade the whole system [13].

For example, right now data transmission in layer-2 is possible through Wi-Fi
module, if required, it can be replaced or added with Bluetooth module then updation
is required in that respective layer only. Figure 3 graphically represents the layered
architecture of the proposed systemandprovides information related to component(s)
exist in each layer for better understanding. For proposed layered architecture, the
working of each layer is discussed herewith:

Layer 1: External hardware and sensors:According to the change in the environment,
sensors handover data to the microcontroller.
Layer 2: Microcontroller and internet: Data provided by sensors is analyzed and
then actions are taken according to it. The device by which data is transferred from
microcontroller to a web server.
Layer 3: Web server: Command that is given by the user is transferred to the micro-
controller using the web server.
Layer 4: Application: Actual user interface for the user interaction to execute com-
mands.

Proposed System Implementation

The proposed system implemented for android-based smart devices developed in
Android Studio. When the application starts, the starting activity displays multiple



202 R. Desai et al.

Table 2 Different sensors and hardware specification

Sensor/hardware
name

Image of sensor/hardware Mechanism Major use

DTH 11
Temperature Sensor

Humidity
measurement

Digital temperature
and humidity
sensor

PIR Sensor Passive infrared Motion detection,
living moving
object detection

LDR Sensor Light detector The resistance that
changes with the
light intensity that
falls upon it

IR Transmitter Receive infrared
signal

In receives, infrared
signals received
from the remote
control

Stepper Motor Converts digital
pulses into
mechanical shaft
rotation

Speed control

Esp8266 12e Internet
connectivity and
micro controlling

It connects
microcontroller
with internet
through Wi-Fi and
also used as a
controller

buttons to the user for controlling different appliances. When the user selects any
button, an appropriate command is passed to the web server, web server formulates
appropriate JSONobject corresponding to the commandgiven by the user,which then
passes the JSON object to Esp8266. Esp8266 than parses the JSON object and gives
the data to NodeMCU which then performs suitable actions on to the appliances.
The overall architecture of the proposed approach with the functions of all modules
shown in Fig. 4.

For understanding the interaction between different components (i.e.,
objects/nodes) and state diagrams are represented in Fig. 5. The state diagram gen-
erally provides the abstract description of the behavior of the system. In Fig. 5, it
shows the changes in the state as per the given command. Initially, the command is
given to the server which in turn passes to the NodeMCU. Different sensors are used
for the smart working of appliances like PIR sensor is used to detect motion, DHT11
sensor is for humidity and temperature information and so on.

Complete working android application module of the proposed system is shown
in Fig. 6a, b. Complete working hardware module of the proposed system is shown
in Fig. 6c, d.
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Fig. 3 Layered architecture of the proposed system

Fig. 4 System architecture of the proposed system
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Fig. 5 State diagram of the proposed system

(a) (b) (c)

(d)

Fig. 6 a working module in an android device. b working module in an android device. c working
hardware module. d working hardware module
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Figure 6a, b provides an android application which communicates with hardware
module as shown in Fig. 6c, d, respectively. Here, all the sensors are connected to
NodeMCU and the appliances are managed through it. The real-time sensor data is
passed onto NodeMCU. The data is then passed to the server where it is stored in
JSONobject, and it is then accessed frommobile.When the respective event occurred
from mobile, the required command is passed as a JSON object to NodeMCU and
afterward, it parsed to activate the appropriate pin(s).

4 Challenges and Research Opportunities

One of the primary challenges is to integrate the sensors and applicationswith embed-
ded devices. Another main challenge is about the security and privacy for connected
devices. As the deployed sensors give a large amount of data proper data handling,
storing and security are the main concern.

4.1 Big Data

A large number of data is being collected from sensors. It comes in the form of 3 V
that is variety, velocity, and volume. This data cannot be simply stored or processed
in central RDBMS system for that NoSQL database also be used [16, 17]. IoT big
data analytics [18] can be used to find unseen patterns, trends, examine and reveal
new information [19].

4.2 Distributed Computing

To deal with the big data distributed approach is more efficient than the centralized
data storage system. Rather than computing on cloud servers, computing chips are
installed with sensors for computing [20].

4.3 Privacy and Security

No specific architecture is there for IoT, there are different layers in it and attacks
can be done on any of them such as denial of service attack, unauthorized access of
tags, code injection, or tag cloning [21].
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4.4 Edge Computing

Storage and computing data on to cloud nowadays is a too lengthy process, instead,
edge computing can be used bywhich local clientmachines can be effectively utilized
and can provide timely and intelligent services [22, 23].

5 Conclusion

In this paper, the prototype of IoT-based home automation system is presented. It is
shown that different appliances can be controlled through the task already defined.
By connecting the web services and sensors, appliances controlling will become
easier and more human-friendly. This paper also presents the proposed model for
smart home automation using IOT integration with web services, different sensors,
and microcontroller. The user can remotely control the home appliances through
an android phone. The result of the proposed system has met our expectations, the
sensors and the app work on real-time scenarios. The proposed IoT-based home
automation system with integration of devices like a smart fan and AC (i.e., mutual
controlling between fan and AC) for maintaining room temperature leads to saving
power consumption. It may be concluded that the proposed system will be friendly
and useful to all the generations as well as for easy controlling of home appliances.
This paper also confirms the advantage of NodeMCU over Arduino in terms of cost,
connectivity, and many more parameters.
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Sampling Approaches for Imbalanced
Data Classification Problem in Machine
Learning

Shivani Tyagi and Sangeeta Mittal

Abstract Real-world datasets in many domains like medical, intrusion detection,
fraud transactions and bioinformatics are highly imbalanced. In classification prob-
lems, imbalanced datasets negatively affect the accuracy of class predictions. This
skewness can be handled either by oversamplingminority class examples or by under-
sampling majority class. In this work, popular methods of both categories have been
evaluated for their capability of improving the imbalanced ratio of five highly imbal-
anced datasets from different application domains. Effect of balancing on classifica-
tion results has been also investigated. It has been observed that adaptive synthetic
oversampling approach can best improve the imbalance ratio as well as classification
results. However, undersampling approaches gave better overall performance on all
datasets.

Keywords Imbalanced dataset ·Machine learning · Resampling ·
Undersampling · Oversampling

1 Introduction

Real-world datasets like medical data of cancerous and non-cancerous cases, credit
card fraud data, intrusion detection datasets and sensor-based events reporting are
inherently imbalanced. In an imbalanced dataset with binary-valued classes, one
class of data far outnumbers the other class which is generally more important to
study. Credit card transactional datasets, for example, have a typical ratio of 10,000:1
or more for legitimate transactions to fraudulent ones. The problem of imbalanced
datasets in machine learning is an important research issue [1]. A dataset is imbal-
anced when out of two possible classes of outcomes, occurrence of one is very rare.
The performance of chosen classification model depends upon quality and quantity
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of training dataset. More the volume of training dataset, more is the expected accu-
racy of classification [2]. In imbalanced datasets with two-valued classes, accuracy
may not show the clear picture of classification results. For example, if a dataset
has 99% negative and 1% positive class values, then accuracy can reach up to 99%
even if the classifier does not classify even a single instance of positive class cor-
rectly. In many applications like disease detection and intrusion detection, it is more
important to correctly predict the minority class. That is, non-identification of a
fraudulent application will be more expensive on part of company than suspecting a
normal application to a credible one [3]. The actual assessment can be obtained by
analysing other parameters like balanced accuracy, negative predictive values and
positive predictive values.

In machine learning, class imbalance issue can be addressed by either tuning
the dataset itself or by changing learning methods of underlying algorithm. At the
algorithm level, the results of classifier are tuned by approaches like adaboosting,
bagging and cost-sensitive learning [4]. With respect to data-level-based imbalance
handling, occurrence of both classes is equated algorithmically to improve imbalance
ratio. In this paper, we outline and evaluate various data-level imbalance handling
methods for their capability of improving imbalanced ratio of five highly imbalanced
datasets of different application domains.

The paper has been organized in fourmore sections. Section 2 describes the imbal-
ance data classification and related problems. In Sect. 3, various resampling methods
for class imbalance have been studied briefly. Results obtained on various metrics
of comparison have been presented and discussed in Sect. 4. Section 5 includes the
paper conclusion.

2 Resampling Methods for Class Imbalance

Data-level methods dealing with imbalanced datasets aim to obtain balanced dis-
tribution by performing some modification or alteration in number of majority and
minority class instances [5]. This process to reduce imbalance by changing number
of instances of each class type is known as resampling. Resampling can be done in
two ways, namely undersampling and oversampling.

2.1 Undersampling

When large number of instances are available in the original dataset, then under-
sampling can be an effective means to improve imbalance. Undersampling does
balancing by decreasing the more frequently occurring class. Redundancy in data
instances is used to choose samples to be removed and create a balance in classes
to train classification models. Here, several undersampling techniques implemented
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in imbalance package of R language have been evaluated [6]. The techniques are
summarized as follows:

CNN—Condensed Nearest Neighbour: In nearest neighbour classification, test
instances are mapped to the label of instance of the training data to which it is most
similar. InK-nearest neighbour (K-NN), most frequently occurring label among ‘K’-
nearest neighbours of test case is assigned. However, K-NN is very slow, and as for
every test instance, it checks all the training instances for similarity. CNN has been
designed to speed up K-NN by reducing instances to be checked [7]. Outliers are
identified and removed for obtaining minimal set of instances that were correctly
classified by 1-NN. These instances become the absorbed points and are used in
K-NN. In this work, CNN has been used for data undersampling majority data in
imbalanced datasets.
TL—Tomek Links: In a dataset, a pair of instances are said to have a Tomek link
if each of them are nearest neighbour of other while belonging to different class.
Such pairs are generally boundary cases or noise and thus likely to be misclassified.
Therefore, these instances can be removed without affecting the quality of dataset.

– The Tomek link function searches for the instances that are tomek links using
1-NN for the given dataset.

– To reduce imbalance,majority class examples involved inTomek links are removed
[8].

OSS—One-Sided Selection: To solve the problem of imbalanced datasets, the
authors in [9] proposed OSS approach.

– In OSS, synthetic samples are generated by using the approach of Tomek links
followed by the CNN method.

– Firstly, any overlapping, borderline and/or noisy instances are removed.
– The links of majority class are discarded until for every instance its nearest neigh-
bour from remaining dataset belongs to its own class [10].

– Then, the instances obtained are processed using CNN.

ENN—Edited Nearest Neighbour: ENN is also based on K-NN classification. It
extends OSS by considering three nearest neighbours of each instance of frequently
occurring class. An instance is removed if its class is different from at least two of
its three nearest neighbours [11].
NCL—Neighbourhood Cleaning Rule: NCL is similar to ENN as it also looks
for inconsistencies in classification of three nearest neighbours. However, NCL has
been initially designed for cleaning the dataset based onneighbour similarity property
[12]. It works by looking for neighbours of rarer class and removes any opposite class
label if found in this set.
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2.2 Oversampling

The process of oversampling is used when the available dataset is imbalanced but
small. These methods balance the dataset by creating synthetic samples of minority
class.

SMOTE—Synthetic Minority OverSampling Technique: It is a powerful sam-
pling method in which the minority class is oversampled by creating synthetic sam-
ples [13]. Matching rows according to K-NN are randomly chosen, and their convex
combinations are prepared to obtain new samples. SMOTE has been used for gen-
erating artificial fraud transactions for creating balanced credit card datasets [14,
15].
MWMOTE—Majority Weighted Minority Oversampling Technique: It is a
modification over SMOTE technique and works better when the quality of input
data is low [16].

– First ranks the minority class samples according to their ease of being distinguish-
able from other class.

– Similar samples of only those minority class instances that are easily distinguish-
able are generated by using clustering methods [17].

PDFOS—Probability Density Function Estimation-Based Oversampling:
PDFOS generates synthetic data by approximating a Gaussian multivariate distri-
bution [16, 18]. Probability density function of existing samples of minority class is
estimated and extrapolated to generate matching instances. Details about this method
can be obtained from [18].
RWO—RandomWalkOversampling: Randomwalk oversampling generates syn-
thetic samples for minority class while preserving its variance and mean [19]. RWO
function is also a part of imbalance package in R [16]. The process involved in RWO
oversampling technique is as follows:

– RWO generates synthetic samples by randomly walking through real data and
creates samples with similar dispersion.

– The weighted information of less frequent samples helps in the generation of
final synthetic sample by using clustering approach in order to make the range of
generated samples similar to some of the rarer class cluster member.

ADASYN—Adaptive Synthetic Sampling: ADASYN approaches for imbalanced
learning are a two-class imbalanced classification technique. ADASYN approach
improves classification learning in two ways:

– Decreasing the bias, if any, brought in by the distribution of classes;
– By improving learning by shifting the classification decision boundaries.

ADASYN is an oversampling function available in R’s library SMOTE family
package [14]. A more detailed description of approach can be seen in [20].
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WRACOG—Wrapper for Rapidly Converging Gibbs Algorithm: WRACOG
[24] is an enhancement of RACOG algorithm and a wrapper-oriented classification
technique.

– It first generates a synthetic sample focusing on increasing the minority class by
approximating probability distribution.

– This process is repeated until further improvement.
– The samples with the highest probability of getting misclassified get selected by
WRACOG model.

WRACOG algorithm uses the process of Gibbs algorithm for data sampling while
improving many aspects related to the usage of Gibbs method of sampling [21].

3 Performance Evaluation

3.1 Datasets Used

We used publicly available, processed real datasets for evaluation:

Dataset-1: CREDIT CARD FRAUD DETECTION DATASET

The dataset has total of 284,807 transactions. It was collected by European card-
holders and analysed during a research collaboration by Andrea Dal Pozzolo and his
peers [22].

Dataset-2: PUBCHEM BIOASSAY DATASET

The dataset has a total of 467,892 records of primary and confirmatory bioassay data
from the different types of screening including bioactivity outcomes and potency
performed using HTS technology. The main class attributes are labelled as active
and inactive compounds for drug like small molecules properties present in bioassay
of a patient. The dataset is publicly available and provided by Pubchem [23].

Dataset-3: YEAST DATASET

It is about applying several bio-statistical tests on yeast bacteria to detect protein. It is
available for public usage at [24]. We used yeast dataset with endoplasmic reticulum
lumen (ERL) as minority class and combined the other classes as majority class.

Dataset-4: SATIMAGE DATASET

A fraction of original data of this dataset has been used here [25]. We used damp as
minority class instances and others as majority class instances.
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Table 1 Dataset class distribution

Dataset Majority class Minority class Imbalance ratio No. of features

DS 1: Credit card data
(September 2013)

284,315 492 0.0017 28

DS 2: PubChem
bioassay data (2011)

466,438 1454 0.0031 145

DS 3: Yeast sata (1996) 1479 5 0.0033 8

DS 4: Satimage data
(1993)

5809 626 0.1067 36

DS 5: Diabetes data
(2015)

500 268 0.53 8

Dataset-5: DIABETES DATASET

It is a dataset of Indian women heritage and records their vital parameters to establish
reasons of diabetes by taking samples of effected and non-effected females’ data [26].

Table 1 represents the composition of all the datasets used along with their imbal-
ance ratio. Clearly, the datasets are extremely imbalanced. Even a null classifier
would predict over 99% accuracy.

3.2 Metrics

For evaluating resampling techniques, the following metric is considered.
Imbalance Ratio: For a given two-class dataset, the imbalance ratio is computed

as follows:

imbalance Ratio = #instancesminority/#instancesmajority (1)

The chosen algorithms assume the issue as imbalanced classification problem.
We have considered the confusion matrix given in Table 2 for evaluating metrics.
However, classical metrics of accuracy and confusion matrix will not be able to
capture the actual fraud identification rate due to skewness in instances of each class.
Thus, metrics that balance the detection of both classes have been considered.

Positive Predictive Value or Precision: PPV is a measure of correct positive
results among all positive predictions. The positive predictive value (PPV) is defined

Table 2 Confusion matrix
for evaluating classification

Predicted Actual

Normal Fraud

Normal True negatives (TN) False negatives (FN)

Fraud False positives (FP) True positives (TP)
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as follows:

PPV = TP/(TP+ FP) (2)

Negative Predictive Value: NPV is the proportion of correctly identified negative
values (0 here) among all negative predicted ones. The negative predictive value is
defined as follows:

NPV = TN/(TN+ FN) (3)

Specificity measures ratio of actual negatives that are correctly identified.

Specificity = TN/(TN+ FP) (4)

Sensitivity computes percentage of actual positives that are correctly identified.

Sensitivity = TP/(TP+ FP) (5)

Balanced Accuracy is average detection rate obtained on either class.

BalancedAccuracy = (Sensitivity+ Specifcity)/2 (6)

Prevalence is the term used for how often the condition yes actually occurs.

Prevalence = (TP+ FN)/(TP+ FP+ FN+ TN) (7)

3.3 Machine Learning Algorithms Used

The following popular machine learning algorithms are used for evaluating the clas-
sifier results after applying and before applying the resampling techniques on dataset:

K-Nearest Neighbours: K-NN classifiers are supervised learning methods that clas-
sify new instances based on various similarity measures [7].
Neural Networks (NN): For fraud detection, the commonly used method is NNs.
NNs recognize related patterns and predict values based on associative memory of
patterns it learnt [8].
Support Vector Machine (SVM): SVM is used for supervised learning where the
data is linearly classified and analysed [6, 8].



216 S. Tyagi and S. Mittal

4 Results

This study used five datasets to run through different sampling and classification.
Results by applying undersampling and oversampling techniques are shown in
Tables 3 and 4.

Table 5 represents the results of performance evaluation of machine learning
algorithms over chosen metrics before applying resampling to the dataset. There are
few NaNs in the table where the classifier could not detect even a single true positive
or true negative for the result set.

The best resampling techniques from each category were selected that is NCL
ADASYN, and the results of performance evaluation of ML classifier on the dataset
obtained by NCL and ADASYN techniques are shown in Tables 6, 7 and 8.

Figures 1 and 2 show the results of balanced accuracy of ML classifiers for NCL
and ADASYN resampled data.

4.1 Discussion of Results

From the result in Sect. 3.4, the performance is interpreted as follows:

Table 3 Imbalance ratio of undersampling techniques

Techniques used Imbalance ratio

DS 1 DS 2 DS 3 DS 4 DS 5

CNN 0.2046 0.2033 0.0568 0.1226 0.53

OSS 0.2340 0.2331 0.1815 0.1137 0.712

NCL 0.2739 0.2739 0.0.2083 0.2511 0.75

ENN 0.2041 0.2041 0.0033 0.108 0.557

TL 0.2324 0.2324 0.0033 0.1107 0.6802

Table 4 Imbalance ratio of oversampling techniques

Techniques used Imbalance ratio

DS 1 DS 2 DS 3 DS 4 DS 5

PDFOS 0.0052 0.0049 0.099 0.215 0.3943

MWMOTE 0.0020 0.0018 0.5986 0.6341 0.696

SMOTE 0.75 0.71 0.754 0.74 0.75

RWO 0.0020 0.0018 0.698 0.715 0.736

ADASYN 0.9999 0.9987 0.9899 0.9799 0.955

WRACOG 0.0017 0.00119 0.819 0.8599 0.866
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Table 5 Performance evaluation of machine learning algorithms before resampling

Classifier metrics used Dataset used

DS 1 DS 2 DS 3 DS 4 DS 5

Accuracy SVM 0.986 0.978 0.985 0.997 0.998

K-NN 0.998 0.985 0.991 0. 967 0.997

NN 0.99825 0.989 0.971 0.986 0.992

PPV SVM NaN NaN 0.015 0.056 NaN

K-NN NaN NaN 0.58 0.807 0.851

NN 0.99 0.891 0.805 0.916 0.956

NPV SVM NaN NaN 0 NaN 0.564

K-NN 0.99 0.891 0.853 0.9020 0.928

NN NaN NaN 0.003 NaN 0.149

Sensitivity SVM 0.93 0.897 0.896 0.746 0.864

K-NN 0 0 0.210 0.164 0.128

NN 1 0.976 0.895 0.901 0.945

Specificity SVM 0.92 0.872 0.81 0.89 0.823

K-NN 1 0.98 0.971 0.996 0.99

NN 0 0.001 0.002 0 0

Prevalence SVM NaN NaN 0.261 0.5946 0.698

K-NN 0.001 0 0.091 0.566 0.771

NN 0.99 0.89 0.981 0.996 0.998

Testing the Effectiveness for Balancing Dataset

In undersampling techniques, NCL showed improved imbalance ratio results for
all five datasets. In oversampling techniques, ADASYN gave up to 0.99 imbalance
ratio. From Tables 3 and 4, out of all the resampling techniques, NCL in under-
sampling and ADASYN in oversampling showed best overall results. Therefore, we
further evaluated these two for checking performance of selected machine learning
algorithms.

Performance Evaluation of ML Algorithms

It can be seen from the results in Table 5 that none of the classification mechanisms
is best in all respects. Therefore, the results have been scrutinized and interpreted
with respect to performance question relevant. There were few NaNs values where
the classifier could not detect even a single true positive or true negative value.
We evaluated these classifiers again after applying NCL and ADASYN resampling
techniques to get improved performance.



218 S. Tyagi and S. Mittal

Table 6 Performance evaluation of machine learning algorithms after applying NCL

Classifier values Dataset used

DS 1 DS 2 DS 3 DS 4 DS 5

Metrics Classifier techniques After applying NCL

Accuracy SVM 1 1 1 1 1

K-NN 1 1 1 1 1

NN 1 1 1 1 1

PPV SVM 1 1 1 1 1

K-NN 1 1 1 1 1

NN 1 1 1 1 1

NPV SVM 1 1 1 1 1

K-NN 1 1 1 1 1

NN 1 1 1 1 1

Sensitivity SVM 1 1 1 1 1

K-NN 1 1 1 1 1

NN 1 1 1 1 1

Specificity SVM 1 1 1 1 1

K-NN 1 1 1 1 1

NN 1 1 1 1 1

Prevalence SVM 0.78 0.79 0.80 0.79 0.69

K-NN 0.69 0.65 0.65 0.79 0.61

NN 0.81 0.89 0.72 0.78 0.81

Performance Evaluation of Classifier After Applying Resampling Techniques

From Tables 6 and 7, we can clearly see that the results have been improved a lot for
all ML algorithms. K-NN and NN showed similar results for the chosenmetrics. But,
SVM scored best among all the classifiers used aswell as overall also in performance.

Testing Overall Effectiveness of Classification

Balanced accuracy is used as ameasure to detect classification effectiveness in imbal-
anced datasets. Out of all chosen methods, SVM classifier showed overall perfect
results for both NCL undersampled data and for ADASYN oversampled data.

The resampling techniques helped to reduce imbalance ratio of the datasets and
furthermore removedNaN values for classifiers by improving the skewness of imbal-
anced datasets for better classification results.
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Table 7 Performance evaluation of machine learning algorithms after applying ADASYN

Classifier values Dataset used

DS 1 DS 2 DS 3 DS 4 DS 5

Metrics Classifier techniques After applying ADASYN

Accuracy SVM 0.92 0.89 0.90 0.98 0.89

K-NN 0.93 0.81 0.89 0.90 0.87

NN 0.91 0.83 0.95 0.96 0.87

PPV SVM 0.91 0.98 0.96 0.99 0.98

K-NN 0.94 0.97 0.98 0.97 0.98

NN 0.89 0.97 0.98 0.95 0.98

NPV SVM 0.91 0.97 0.99 0.99 0.82

K-NN 0.94 0.95 0.84 0.80 0.79

NN 0.89 0.96 0.81 0.89 0.81

Sensitivity SVM 0.93 0.95 0.98 0.98 0.99

K-NN 0.93 0.94 0.91 0.95 0.99

NN 0.91 0.95 0.91 0.91 0.99

Specificity SVM 0.87 0.92 0.77 0.81 0.73

K-NN 0.85 0.89 0.69 0.78 0.79

NN 0.71 0.90 0.69 0.61 0.80

Prevalence SVM 0.93 0.81 0.81 0.80 0.79

K-NN 0.89 0.71 0.72 0.63 0.66

NN 0.91 0.81 0.61 0.95 0.65

Fig. 1 Balanced accuracy after applying NCL
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Fig. 2 Balanced accuracy after applying ADASYN

5 Conclusion

In this paper, a number of resampling techniques to improve the imbalance ratio of
highly imbalanced datasets has been evaluated. Imbalance data classification is a
peculiar classification problem due to very high imbalance in instances of minority
and majority class instances in data as examples. Popular machine learning algo-
rithms SVM, K-NN and NN were evaluated on different metrics. It is concluded
that the effect of balancing techniques resulted improved performance of classifier.
Undersampling approaches handle the dataset skewness in better ways, and hence,
performwell over all metrics compared to other techniques. It has been observed that
ADASYN approach can best improve the imbalance ratio as well as classification
results. However, undersampling approaches give better overall performance on all
datasets.
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Abstract Mental health is considered as one of the most sensitive topics of research
and it is highly affected by an individual’s mood and sentiments. Social media has
been proven to be one of the major catalysts in deterioration and fickleness of one’s
mind. In this paper, we present an android application called “moody buddy” ingra-
tiated with a heartbeat analyzing hardware kit which would detect and analyze the
moods and emotions of an individual very close to accuracy. Mood recognition and
sentiment analysis is a vast and complex area of research. Moreover, monitoring
human emotions is found out to be one of the technically challenging aspects. So, in
order to achieve the quality output of our research and testing work, we have taken
help from artificial intelligence and Internet of Things domain. Here, we have con-
sidered the activity of the user on his/her social networking as a starting point of our
research work. The concept of logistic regression is used in our software. In order to
solidify our idea more, we are adding a hardware component which would monitor
the heartbeat of the person and its modulation. In case of any abnormality examined
in the heart rate, the questionnaire appears again. At the end, a cumulative of the
hardware component’s results and software component’s would help us analyze and
detect the current mood of the individual to very close to high accuracy value.
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1 Introduction

According to a study conducted by WHO for the National Care Of Medical Health
(NCMH), it observes that at least 6.5% [1] of the Indian population suffers from sev-
eral mental ailments some of which are noted down to have weird and absurd causes
as well. The average suicide rate in India is almost 10.9 for every lakh people and the
majority of people who commit suicide lies between the age bracket of below 44 [1].
Coincidentally, another major report has been published on how India surpasses all
the other developing countries in its excessive usage of social networking sites. Now,
it is not that social networking is all about communication purposes, the youth today
expresses far more intimate information. Now according to the policies of this kind
of social networking sites, they cannot manipulate the contents of any users unless
and until it is beyond their terms and condition. The study says that social network-
ing sites are filled with extreme instigating posts and visually stimulating sources,
these results show the causes behind self-destruction in teenagers. Looking at others
flashy lifestyle stories over Instagram feed or just watching over another magazine
like life statues, there is a constant realization of one not being able to achieve such
a glorious life. This is a very serious mental condition which means a never-ending
obsession of achieving the unreal world. At severe cases, one might encounter doubt
in oneself, a never-ending loop of self-realization and under-estimation. Because of
giving too many hours in front of the gadget will leads to lower back problems, eye
problem, and neck pain. This is also proven that it will cause illness. It also leads
to the problem of physical illness when you are spending time sitting around and
chat with people on Facebook or any other social media. Spending too much time on
social media causes physical illness like blood pressure problem, a certain type of
cancers or nutrition problems and many other which is not beneficial for the wellness
of the people. Using toomuch internet mainly social media will cause depression and
ADHD (i.e., an excessive eagerness to seek attention from others by doing unusual
deeds), impulsive disorder, problems with proper mental functioning, paranoia, and
fore-loneliness. The social media platform can be used to look back at the different
memories. However, it can also distort the way in which you remember certain tid-
bits from your life. Another crucial problem due to these social media is the lack
of understanding between close ones and with oneself as well. The report says that
most of the teenagers suffer from this condition where one fails to understand one’s
mood properly or does not understand how to react to certain emotions.

From the Fig. 1, we find that most prominent age groups affected by mental dis-
orders are between the age groups of 12–18 and the middle-aged peoples. Middle
age crisis is considered as one of the traumatic situations for such mental disor-
ders as noted. As per the statistics, it is observed that 50% of the patients used the
antidepressant-like SSRIs. In the age group of 60 years, the most constant mixture
of Benzodiazepines, and SSRIs whereas in the middle (30–44) age group of patient
uses the mixture of SSRIs and Benzodiazepines. And the most frequent mixture in
the group of youngest age were SSRIs and the combination of SSRIs and Benzodi-
azepines [1].
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Fig. 1 The rate of depression in different age groups

The college years are also difficult. Sometimes teenagers or college-goers suf-
fer from ragging, frustration, and depressions. Moreover, certain students get this
weird obsession of showing off themselves by creating something which is beyond
their scope. Hence, creating an illusion of something is beyond their capability.
Sometimes, they sought help from the social media platform to portray themselves
something which they wish for. In this attempt, they often get so caught up that they
forget the difference between virtual and reality. Most of the cases of mental disor-
ders have been noted due to social media actions. Excessive social media interactions
also lead to social media addiction, which on sudden abstain can create huge trauma
in the user’s mental health.

Now, since everything is digitized these days so why do not we use a gadget to
predict our mood, analyze our emotions, and help us to cheer up as well. This was the
prime motivation behind our project. All though we have been discussing the cons
of social networking sites, so for analyzing we are using the social networking sites
only, it means using it in a much positive manner. As for analyzing any kind of data
and train it with the help of machine learning, the software requires to collect its own
data set. So, all the data will be withdrawn from the user’s social networking sites
and their activities on them. Collecting the data and training it accordingly is one
of the basic yet essential steps of machine learning and it depends upon the social
media entirely. Once the data has been created, “bag of words” gets formed. Then
testing is done by the entire software itself. In an overview, we modified the usage
of social networking sites in solving a problem which has been created by itself only
[2, 3].
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2 Related Technologies Used

In the same fields, quite a handful of technologies has been developed which are
stated as follows.

2.1 Twiggle

Twiggle is a technology company that uses machine learning and natural language
processing to develop search technologies for e-commerce sites [1]. In March 2017,
Twiggle announced the debut of its Semantic API, its inaugural product, which gives
online retailers the ability to enhance their existing search capabilities by adding
semantic understanding to their existing search engine [4].

2.2 The North Face

The North Face is considered as one of the biggest e-commerce retailer sites, which
provides a holistic approach to the customer to buy stuff from their sites. The North
Face is known to use IBM Watson’s AI technology as a way of virtually communi-
cating with its users. For example, based on the recent search history of the user, it
makes its very own assumptions and via a continual learning process, it suggests the
best item required by the user. Like if the user is asking for buying a jacket, then by
virtue of the IBM Watson, it asks the specifications and then it shows the results.

2.3 Virtual Assistance

2.3.1 Google Now

Google Now is another product in association with Google Feed as shown in Fig. 2.
Just like the name suggests, it works as a virtual assistant, serving all the actions
and activities which are required by the user. It is installed with natural language
processor which understands the verbal commands of the user and accordingly it
places its action. For example, if the user says play music, then it will automatically
apply its algorithm and play the needed song which the user is demanding [5, 6].
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Fig. 2 Google assistant application usage in respective years

2.3.2 Alexa

Amazon Alexa is another famous virtual assistant [7] as shown in Fig. 3. Just like
Google assistant, it has also got certain features like voice recognition, sentiment
recognition kind of responses. Alexa shows a very unique system of machine learn-
ing concept, which is neural networks. Just like the human neural systems, it also

Fig. 3 Working of Alexa
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provides the same organic feelings of it being used. Alexa shows certain features
of sentiment analysis. Its sentiment analysis algorithm mainly comprises of such
algorithms involving that of voice recognition.

2.4 Akinator

Akinator is an online game and mobile app [8, 9]. During gameplay, it attempts
to determine what fictional or real-life “character” which would ask a set of 12
questions. It has got features of artificial intelligence, which sets the questions in
such a manner that based on the attempts and the experience level of the user, the
difficulty level increases. The Akinator is known for its highly accurate questionnaire
system. This questionnaire gives a highly accurate result [10–13].

2.5 Chatbots

A chatbot is nothing but a textual platform which is aided with artificial intelligence
properties. Chatbotmeans chattingwith robots. These kinds of applications are solely
designed to check how the robots would function when they actually deal with
humans. It has been designed for the prime motive of customer interaction purpose.
Some chatbots use sophisticated natural language processing systems, but work in a
much-simplified manner, where it breaks down all the necessary keywords present
in natural language from the user and creates its own particular patterns and keeps
on learning from experiences [14].

3 Objectives of Moody Buddy Application

• To decrease the rate of depression: One of the biggest pros of this invention would
be an improvement in the mental health of the country. India ranks first in terms of
most depressed countries. So, it is a prime time for some development to be done
at this particular arena.

• Tomanifest awholesome solution to the respectivemoodsdetectedby the software:
For an instance, if the person is feeling low or sad (according to the calculated
results), timeline from Facebook full of vivid colorful memories would pop up on
the screenor suggestionof the users favorite songmight also popup as a suggestion.
Different actions are taken according to the current mood of the person. Similar
ways if the person is angry or in a hyperactive situation, motivational quotes would
pop up or motivational videos will start playing automatically.

• To invent a breakthrough technology in the field of mental health care: Talking
aboutmental health, not much has been contributed by the field of technologies. So
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for the very first time, such technologywill evolvewhichwould intelligently detect
one’s mood with a very high range of precision even if one fails to understand how
to react to certain emotionally charged situations.

• To create a great child mental health monitoring device for all the parents: These
days almost all the teenagers within the age limit of 13–19 are connected with
some kind of android exposure. Teenagers are an age group which is popular
for their tantrums and unpredictable mood swings. Sometimes, the parents fail
to understand the root cause or rather the mood of their offsprings. Also in this
twenty-first century where most of the parents are working, there always lies a
gap in the attachment level which is required. Hence, the child sometimes fails
to express his or her emotions freely. Using this gadget, working parents could
also track the moods of their child and make assumptions what might have gone
throughout the day in their child’s life and take the required steps to do the needful.

• To decrease the rate of suicides occurring in our country for the reason being poor
mental health and negligence: If the underlying problem of depression gets solved,
then there is no question of one’s ending up life [2].

• To provide a holistic approach to solve a problem: A combined effort of both
physical and virtual help is used up to improvise the current situations.

• To incorporate it with all the existing technologies present and give it a high edge
makeover.

4 The Algorithm of Moody Buddy Application

The proposed application has mainly four components

• Heart rate monitoring device
• Data analysis
• A questionnaire using IBM Watson
• Depending on the result, corresponding action will be performed.

4.1 Heart Rate Monitoring Device

The user can use the device as BANDS to wear which will record the heart rate
of the user for collecting data every minute as shown in Fig. 4. If the heart rate is
higher than the normal limit for a prolonged period that is more than 15 min, then
two assumptions can be made:

• The user is angry or tensed.
• The user is excited.
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Fig. 4 Working heartbeat monitoring device

According to the assumption, IBM Watson is used to get accurate results. If the
heart rate is less than the normal rate, then there might be two possibilities

• The person might be depressed.
• He is suffering from an ailment.

Whenever such abnormality will take place again, the notification will pop up
asking for permission to IBMWatson questionnaires which predict the current mood
of the user [15].

4.2 Data Analysis

At first, our application will be built “A BAG OF WORDS” where all the words in
the English dictionary will be recorded and segmented into three categories with the
help of “SENTIMENTAL ANALYSIS”

POSITIVE, NEUTRAL, and NEGATIVE

For example: If the user posts something on Twitter that contains words like good,
beautiful, happy, etc., these keywords will be counted to be POSITIVE [16, 17]. The
essence of this functionality is taken from the concept of sentiment analysis, wherein
the algorithm we use natural language processing (NPL) to classify the documents
in the same segregation of keywords [18, 19].

POSITIVE, NEUTRAL, and NEGATIVE

Anything which will be posted by the user in the social networking site or be it
uploading any pictures will be analyzed by our algorithms. Here, we will train our
data sets first. For that, wewill need some previously present data sets of social media
activities which can be brought down by D libraries in machine learning (python)
libraries. The data set will be then applied with a number of algorithms and equations
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which are noted as follows. If our data is in the form of the image, we use “image
processing” in order to analyze that data; in this, we apply “principal component
analysis” algorithm [20].

Principal component analysis can be described as signal processing and transfor-
mation of a given set in which n number of input vectors (variables) with the same
length K formed in the n-dimensional vector

x = [x1, x2, x3, . . . , xn]
T

into a vector y according to

y = A(x − mx ) (1)

These enable to form a simple formula (1) but it is necessary to keep in the mind
that each row of the vector x consists of K values belonging to one input. The vector
mx in Eq. (1) is the vector of mean values of all input variables defined by the relation

E{x} = 1/k
k∑

k=1

xk (2)

Matrix A in Eq. (1) is determined by the covariance matrix Cx.
Rows in theAmatrix are formed using the eigenvectors E ofCx ordered according

to corresponding eigenvalues in descending order. The evaluation of the Cx matrix
given by the relation.

Cx = E
{
(x − mx)(x − mx )

T} = 1/k
k∑

k=1

xkxk
T − mxmx

T (3)

As the vector x of input variables is n-dimensional, then the size of Cx is n × n.
The elements Cx (i, i) lying in its main diagonal are called as variances

Cx (i, i) = E
{
(xi − mi )

2
}

(4)

Of x and the other values Cx (i, j) determine the covariance between input vari-
ables xi , x j .

Cx (i, j) = E
{
(xi − mi )

(
x j − m j

)}
(5)

Between input variables xi , x j . The rows of A in Eq. (1) are orthonormal so the
inversion of PCA is possible according to the relation

x = ATy + mx (6)
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The Eq. (1) defines the kernel of PCA which has some other unique properties
resulting from thematrix theorywhich can be used in the signal and image processing
to achieve various goals.

PCA Use for Image Compression

Reducing the data volume is a pretty common task which is a part of the image
processing algorithm. The principles of image compressing are shown in algorithms
stated in Eqs. (1), (2), and (4). Algorithms based on the image color reduction are
mostly lossy appearing; however, the outcomes which come out are acceptable in
the application of most of the cases. One of the most common image processing
algorithms is the image transformation from color to the gray-level (intensity) image
I. Its implementation is usually based on the weighted sum of three color components
R, G, B according to the relation

I = w3B + w2G + w1R (7)

The R, G, and B (Red–Blue–Green) matrices contain image color components;
the weights w are determined with all the possibilities of human perception [16]. The
PCA method observes the problem in some another way. Equation 6 gives the idea
where the matrix A is replaced by the matrix A in which only one highest (instead
of n) eigenvalues are used for its forming. The vector x̂ of reconstructed variables is
given by the relation

x̂ = ATky + xm (8)

True-color images of size N*M are generally saved in the three-dimensional
matrix P with size N*M*3 that means the information about the intensity of color
components is stored in the three given planes. The vector of input variables x in
Eq. (1) can be formed as the n = 3-dimensional vector of each component of the
color.

Forming three 1-dimensional vectors x1, x2, x3 from each plane P (M, N, i) with
the length of M·N can be more helpful for better programming and understanding.
The covariance matrix Cx and corresponding matrix A are then solved and then 3-
dimensional reconstructed vector x̂ according to Eq. (8) may be called as the first,
the second, and the third component of the given image. According to the matrix
theory, it implies that the image formed by reconstructionwith thematrixA1 (only the
first—largest eigenvalue was used for its definition) contains the maximum number
of information so that the image will have the maximum contrast. Following are the
properties could be significant in the following image processing.

If the data is in the form of “text,” then the whole text is broken down into
sentences and sentences are broken down into words and we use “bag of words” in
which keywords (value is assigned to words whether positive, negative, or neutral)
are stored and categorized into three ways

1. Words which show the positive attitude are categorized into “positive.”
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2. Words which show negative attitude are categorized into “negative.”
3. If the sentence contains both positive and negative keywords, then that sentence

is categorized into “neutral.”

4.3 IBM Watson Questioning Answering System Proposed
in Natural Language Processing

One more technology we are using to analyze more accurate mood of the user, after
getting the result from the “data analysis” and “heart rate monitoring device,” we
combine the results of both methods and depending upon that “questionnaire” is
pop-up on the screen of the user, and user gives the answers in one word whether
“yes” or “no” [16]. This questionnaire uses a simple algorithm as used in online
game “Akinator” (described above).

Depending upon the answers given by the user, we can easily analyze the mood
of the user with “high accuracy.”

• IBM Watson plays a vital role in our application; this is one of the major factors
through which we can easily get more accurate results.

• This special technology can easily analyze the mood with the unstructured content
of the user.

• The basic working principle of IBM Watson is to parse keywords in a clue while
searching for related terms as responded by the user.

• Watson gives instantaneously frequent reactionwhich is consistent; it generates the
corresponding response and is immune to human players’ psychological tactics,
such as jumping between sections on every clue.

• Mountains of structured and unstructured (About 80%) content are over the Cloud,
IBM Watson struggle to understand every day.

4.4 Once the Questionnaire Does Its Work and We Get
a Calculated Result, Provisions Are Made of What to Be
Done for Each and Every Emotion

• If a person is found out to be sad (i.e., low heart rate and a greater percentage of
neutral and negative keywords used in 24 h), then timeline from Facebook or the
user’s favorite song will pop up. Or even clips of funny videos or most searched
videos by the user will come up as suggestions. Since the android application will
have the access to the phone book as well, top five frequently contact people will
also lined up on the screen in case the user wants to talk to someone.
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• If the person is unwell (i.e., low heart rate and not much social media activity
throughout the day), then again top five frequently contacted person’s number will
pop up along with a local doctor’s phone number.

• If the person is angry (i.e., showing very high heart rates and greater percentage
of neutral and negative keywords used in 24 h), an online audio or video to calm
down will pop up on the screen along with five frequently contact number and
suggestions of motivational and funny videos will be shown on the user’s screen.

• If the person is tensed (i.e., showing very high heart rates and a greater percent-
age of neutral keywords used in 24 h), then five frequently contact number and
suggestions of motivational and funny videos will be shown on the user’s screen.

• If the person is happy (i.e., showing very high heart rates and a greater percentage
of positive keywords used in 24 h), a message would pop up that “congratulations”
for being motivated and happy throughout the day.

Figure 5 explains the overall working of the proposed moody buddy application.
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Fig. 5 Flow chart of moody buddy application
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5 Comparisons with the Related Technologies

Considering Table 1, the comparison chart we find that there has been no such
considerate work done in the field of mood detection and sentiment analysis. Big
brands like Google have implemented quite a few algorithms for sentiment analysis.
However, in terms of detecting the mood of the user that to very close to accuracy, it
is a long way to go.

Table 1 Comparison between related technologies and moody buddy application

Existing state of
art

Technologies
used in the art

Year in which
was discovered

Application Drawbacks

Twiggle Artificial
intelligence,
deep learning,
natural language
processing

2014 It finds its
application in
the e-commerce
area by
enriching your
product catalog
with
standardized
structured data,
product
attribution, and
automatic
clustering to
enable one and
their customers
to find products
in a snap

Clearly, it has
nothing no
scope to detect
on the mood
detection part.
Its work is
sorely
concentrated on
keyword
analysis and
experiential
learning

Chatbots Neural
networks, deep
learning, natural
language
processing, data
mining

2014 It finds its
application as an
artificial
conversational
tool which is
used in many
other software
industries like
Facebook,
Google, etc.
This kind of
technology is
also used in toys
like Barbie

It works like a
simple machine
which works
learns under the
continuous
learning
experiences to
provide the user
with an
all-round
experience,
however, no
possibilities of
sentiment
analysis are
shown

(continued)
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Table 1 (continued)

Existing state of
art

Technologies
used in the art

Year in which
was discovered

Application Drawbacks

Google assistant Artificial
intelligence,
natural language
processing,
android (4.1
jelly beans), big
data analysis,
data mining

2012 Acts as a virtual
assistant to the
user
It also learns
from
experiences

Though it shows
some part of
sentiment
analysis like
wishing one
during one’s
birthdays or
options like
playing games
or
complimenting
however it fails
in mood
detection

North face Artificial
intelligence in
the platform of
IBM Watson,
natural language
processing

1966 It mainly finds
its application in
e-commerce

No such scope
for sentiment
analysis or
mood detection

Alexa Artificial
intelligence,
natural language
processing, IoT

2014 It finds its
application in
home
automation
systems, a
virtual assistant

No such scope
for sentiment
analysis or
mood detection

Akinator Artificial
intelligence

2007 It is a
questionnaire
game

It is just an
entertainment
game. No such
scope for
sentiment
analysis or
mood detection

6 Conclusion

From the above discussion, we can conclude that a breakthrough solution in the path
of mental health is being made. Taking social media inputs as the starting points, we
have formed a solution to take over the depressionwhich has been caused by the social
media itself. The way in which we have made the culprit of the entire depressing
component as a key ingredient of this project is a true stunner. We are not stressing
on the fact that all these will reduce the usage of social media. Rather on seeing the
results on their social networking activity even getting the preprogrammed solutions
which are curated especially for each and every moods and emotion of the user, to
some level the user’s mood will be elevated. Now in this twenty-first century where
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we are always attached to our cell phones, it feels good to know that our gadgets
could intelligently take care of ourselves. This applicationwill also help to cherish the
mood of the user to a certain level of happiness. According to Neurological science,
inspirational quotes stimulating funny videos are said to instill very firm optimistic
vibes within the users. So the videos, links we would be using would really impact
the mental health of the user. It would create a small amount of timelapse for the
user to get rid of all the hardships and encroaching realities. Also in our solution list,
we provide with frequently contacted numbers. It says that sharing thoughts or pain
helps to calm down one. All in all, we have devised a technology which would not
only help us to detect the current mood of the user (very close to accuracy) and if the
according to the moods, well-tested solutions will be provided. This project aims at
finding a solution to the problems which seem fairly challenging and intriguing to
us, by creating a solution from the source which is the prime responsible key behind
all the problems.
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Predictive Strength of Selected
Classification Algorithms for Diagnosis
of Liver Disease

Prateek Singh, Deepak Chahal and Latika Kharb

Abstract Human liver is believed to be the largest gland in human body. Weight of
healthy human livers is around 1.2–1.5 kg and contributes approximately 3.3% of
total body weight. Liver breaks down nutrients from our daily diet into substances
which are less toxic to our body such as ammonia to amuch less toxic substance called
urea. According to data released by National Institute of Nutrition (NIN), Hyderabad
suggests that food we consume are lesser nutritious then we used to consume in last
three decades. According to data published by WHO in 2017, deaths due to liver
disease reached 259,749 or 2.95% of total deaths which makes liver disease one
of leading cause of death in India. With the power of machine learning and data
science, we can provide better information to doctors so that they can start treatment
of disease at its initial stage of disease. This paper investigates the performance of
logistic regression, K-nearest neighbor algorithm, decision tree and support vector
machine algorithm on liver reports of Indian patients. Dataset of Indian patients is
collected from UCI repository. Some patient whose age exceeds 79 years is listed as
of age 80 years. Algorithms are evaluated on the basis of: (i) recall, (ii) precision,
(iii) F1-score and (iv) support.

Keywords National institute of nutrition · Machine learning · Data science ·
Logistic regression · K-nearest neighbor · Decision tree and support vector
machine · UCI repository

1 Introduction

Patients with liver disease have been continuously increasing because of [1] poor
quality food, excessive consumption of alcohol [1], consuming fatty acids that cause
obesity which results non-alcoholic fatty liver disease (NAFLD), induction of med-
ication that induced liver problems. Liver diseases are increasing day by day that
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ranks at 10th leading cause of death in India. Indian Cuisines are known or extensive
use of spices they use spices to add flavors. Spicy food items are not good for our liver
functionality consumption of hot chilies which produce heat in our body are hard to
digest for our liver whereas there are some good spices like turmeric and ginger that
help our liver to recover from various diseases. Functioning of liver disease is hard
to discover at early stage as liver function normally even if it is partially damaged.
Liver diseases can be diagnosed by analyzing patient’s blood enzymes. Moreover,
with the development of machine learning algorithms patients can diagnose their
liver diseases at its initial stage. Through usage of classification models, one can
check for the occurrence or absence of liver disease.

In this paper, five classification algorithms [2] were measured to compare their
performance based on data of liver patients namely, support vector machines, Naive

Fig. 1 Sample of dataset from UC Irvine Machine Learning Repository

Fig. 2 Liver patients are represented with 1 and non-liver patients are denoted by 2
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Bayes classification, K-nearest neighbor, decision tree classification and logistic
regression. The patient’s records are collected from the UC IrvineMachine Learning
Repository (also called as UCI repository). Dataset contains patient’s records from
Andhra Pradesh state in India, it contains 584 records, four hundred and sixteen
(416) patients have liver ailments and one hundred and sixty-seven (167) patients
have healthful liver. The dataset column is a class label dividing groups into liver
patients (1) or not (2) (Figs. 1 and 2).

2 Data Visualization and Data Analysis

See Figs. 3, 4 and 5.

3 Proposed Technique

For detecting liver disease patients, proposed techniques are used in this paper. The
comparisons are made for different machine learning algorithms viz., logistic regres-
sion algorithm, support vector machine algorithm, Naive Bayes classification algo-
rithm [2], K-nearest neighbor algorithm and decision tree to find out which algorithm
suits best and can categorize patients suffering from liver disease; cross-validation of
data is done through k-folds cross-validation model. Figure 6 shows the architectural
diagram for representing the overall system framework.

Fig. 3 Only gender is non-numeric value in our dataset. There are 10 features and one output
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Fig. 4 Number of males and females in dataset

Fig. 5 Female having age 45–55 are more prone to have liver diseases, whereas males having age
35–65 are highly prone to have liver disease
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Fig. 6 Architectural diagram for system framework

3.1 Cross-Validation Algorithm

Cross-validation is similar to training and test split but it is applied on more subsets.
It means we split our data into K subsets and prepare our model on K − 1 subset.
In this paper, we have applied K-folds cross-validations, dataset are divided into k
subsets and the last subset is considered as test data. We then average the model
against each of the folds and then test it against our test set. In this paper, we have
used 15 folds that are divided into 15 each and from these parts, 14 parts are the
training sets and the last part is taken as test set. It ensures that each piece of dataset
is helpful for training and testing and therefore helps to shrink the trial bias (Fig. 7).

3.2 Logistic Regression Algorithm

The logistic regression algorithm is highly used to predict binary values in a given set
of variables (True/False, 0/1). To represent categorical variables, dummy variables
are used; in this paper, we used OneHotEncoder to convert categorical values to
dummy encoding. To predict which class a particular data belongs, threshold can be
set. According to this threshold, the obtained estimated property is classified. Let say
predicted value ≥0.5, then classify patient has liver disease.

Y = b0 + b1x1

P = 1

1 + e−y
(Sigmoid Function)

ln

(
p

1 − p

)
= b0 + b1x1 (Logistic Regression Formula)
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Fig. 7 Label encoding and K-folds cross-validation

Cost function used in logistic regression is different from cost function we use in
linear regression this is because linear regression uses squared errors as cost function.
If we use it in logistic regression, then it will show non-convex function parameter.
Gradient Descent will only converge global minimum only if our function is convex
in nature.

Cost(hθ(x),Y = − log(hθ(x)) if y = 1

− log(1 − hθ(x)) if y = 0

The gradient of cost function with respect to each component of parameter vector
[3] is:

∂

∂θ j
= (y − hθ (x))x j

Once we acquire gradient, our next step is to revise the fresh set of parameter
vector using [3] (Fig. 8)
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Fig. 8 Predictions made by logistic regression where pred_LR represents predictions

θ j := θ j + α
(
yi − hθ

(
xi

))
xij (∝ = step towards direction of gradient).

3.3 Support Vector Machine Algorithm (SVM)

SVM algorithm is a popular choice for linear and non-linear problems. SVM try
to locate largest margin between points on either side of decision line [4]. It is less
prone to overfitting and by the use of appropriate kernel, they are considered to work
well even if data is not linearly separable [5]. Support vector tries to find hyperplane
that separate the outcome of classes with intend of finding greatest distance to the
neighboring point of two classes. Hyperplanes are decision boundaries that help to
classify the data points. Given labeled training data, the algorithm [6] yields a ideal
hyperplane that helps to classify new precedent. In two dimensional spaces, this
hyperplane is a line separating a plane in two sections where each class lays in either
side.

Tomaximize themargin between the data points and the hyperplane, loss function
helps to maximize the margin is hinge loss.

c(x, y, f (x)) =
{
0, if y ∗ f (x) ≥ 1
1 − y ∗ f (x), else

c(x, y, f (x)) = (1 − y ∗ f (x)) + cost is 0

if the predicted value and actual value have same sign, if different signs are there
then we need to calculate the loss value.

min
w

λ||w||2 +
n∑

i=1

1 − yi 〈xi ,w〉)+

Partial derivates work with respect to weights to find the gradients. With the help
of gradient, we can update our weights (Fig. 9).
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Fig. 9 Predictions made by support vector machine where pred_SVM represents predictions

δ

δwk
λ||w||2 = 2λwk

δ

δwk
(1 − yi 〈xi ,w〉)+ =

{
0, if yi 〈xi ,w〉 ≥ 1
−yi xik, else

3.4 Decision Tree Classification

As decision trees work for categorical as well as continuous input and output vari-
ables, we will first split our data according to type of situations and scenarios till we
reach our optimal homogenous sets of data, in other words making data less impure.
Impurity is traces of one class division into another. To measure impurity in data, we
use term Entropy. It can be calculated with the help of probability [7].

H = −
∑

p(x) log p(x)

If we have multiple features in dataset. Which feature we should select for Divi-
sion. If we divide classes into multiple branches, the information gain for given node
is defined as [7] (Figs. 10 and 11):

InformationGain(n) = Entopy(x) − ([
weighted average

] ∗ entopy(children for feature)
)

3.5 K-Nearest Neighbors

It is often used when model training should be quick, but predictions are typically
slower. It categorizes a new data record by comparing it with analogous records from
training set [3]. If dataset record consists set of numbers say n, we can find distance
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Fig. 10 Decision tree classification

Fig. 11 Predictions made by decision tree classification where pred_DCT represents predictions

between records with distance formula

d =
√
n21 + n22 . . . n2n

√√√√ n∑
i=1

(qi − pi )
2

When algorithm ismaking prediction for newdata point, it finds the nearest known
record and assigns it to new record. This would be 1 nearest neighbor classifier [4].
The number of neighbor we consider for classifying the new data point is according
to the k value we provide to our algorithm, and it picks the class that is most common
among the neighbors. Training phase is faster in KNN, because we index known
records for fast distance calculations to new data point.

The K-nearest neighbor algorithm firstly chooses the number K of neighbors;
then takes the nearest neighbor; then counts number of data points in category, and
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Fig. 12 Predictions made by K-nearest neighbor where pred_KNN represents predictions

finally assigns the new data point to the category [8] where you counted the most
neighbors (Fig. 12).

3.6 Naive Bayes Algorithm

Naive Bayes algorithm based on Bayes Theorem works on supposition that outcome
of one aspect of a class is independent of values [1, 9] in other attributes; this supposi-
tion is called class conditional independence [1, 8]. It is mostly helpful for extremely
big datasets. Bayes theorem provides method of calculating posterior probability
[10, 11]:

P(c|x) = P(x |c)P(c)

P(x)

P(c|X) = P(x1|c) × P(x2|c) × · · · × P(xn|c) × P(c)

P(c|X) Posterior probability of class (c, target) given predictor (x, attributes).
P(c) Prior probability of class.
P(x|c) Likelihood probability of predictor given class.
P(x) Prior probability of predictor.

It would be computational expensive to compute P(X |Ci ), to reduce computation
in evaluation naïve assumption of class computation independence is made. It pre-
sumes that values of attributes are conditionally independent of each other, the class
labels of tuples, i.e., that there are no dependence relationship between the attributes.

P(ci |x0, . . . , xn) ∝ P(x0, . . . , xn|ci )P(ci )

∝ P(ci )
n∏
j=1

P
(
x j |ci

)

In case where features are continuous in nature, they may follow Gaussian distri-
bution (Fig. 13).
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Fig. 13 Predictions made by Naïve Bayes classification where pred_NB represents predictions

Table 1 Confusion matrix
structure

Predicted values Actual values

Positive (1) Negative (0)

Positive (1) True
Positive

False
Positive

Negative (0) False
Negative

True
Negative

4 Performance Metrics and Experimental Result

The basic performance measures derived from the confusion matrix. Confusion
matrix is a table often used to describe performance of classification model on the
basis of test data [12]. Confusion matrix is also known as error matrix. Various mea-
sures such as precision, recall, f1-score and support can be derived from confusion
matrix (Tables 1 and 2; Figs. 14, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24).

Accuracy:Accuracy is the ratio of number of correct prediction divided by number
of total predictions (Table 3; Figs. 25, 26, 27, 28, 29 and 30).

True Positive + TrueNegative

True positive + TrueNegtaive + False positive + False Negtaive

5 Conclusion

In this paper, various machine learning models were used to detect liver dis-
ease in patients. Precision, recall, F-Score, support, micro-average, macro-average,
weighted-average and accuracy score are used to evaluate the performance for pro-
posed system. The accuracy of logistic regression, K-nearest neighbor, support vec-
tor machine, Naive Bayes and decision tree classification is 86, 84, 84, 71 and 76,
respectively.
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Table 2 Understanding concepts behind

Precision Recall Fl-score

Precision signifies the
proximity of two or more
measurements with each
other. Thus, precision is
inversely linked to standard
error. If standard error is
huge, sample estimates are
fewer precise. True positives
are data points that are
predicted as positive by
model and are actually
positive (correct predictions)
and the false positive are the
data points predicted as
positive but actually labeled
as negative

Capacity of a model to find
out the important cases inside
a dataset. Exact meaning of
recall is the number of true
positives divided by number
of true positives plus number
of false negative [13]. False
negative are the that are
predicted as negative but they
are actually positive
(incorrect prediction)

recall =
true positive

true positive+false positive

Fl-score can be interpreted as
a weighted mean of precision
and recall, where fl-score
achieve its best value at 1 and
worst case at 0. The general
commitment of precision and
recall in fl-score is equivalent.
It is required to seek balance
between precision and recall.
Fl-score is also known, as
F-Score or F-measure [3]

F1 = 2 × (precision×recall)
(precision+recall)

Micro-average Macro-average Weighted-average

Micro-average aggregates to
contribution of all classes to
calculate average metric. If
we are using multi-class
classification, micro-average
is preferable because there
can be class imbalance, i.e.,
there can be many more
examples in one class than of
other class. It calculates the
metrics by counting the total
true positives, false negative
and false positives

Macro-average computes the
metric independently of each
class and then returns the
average. In other words, it
calculates the metrics of each
class and computes their
unweighted mean. Unlike
micro-average, it treats all
classes equally

Each data point contributes in
equal portion in final mean;
some data points contribute
more “weights” than others.
If weights of all data points
equal, then weighted mean
will be equal to arithmetic
mean. Calculate metrics and
their average weight using
support (the number of true
instances for each label). This
account macro for label
imbalance, thus it can result
in a F-Score that is not
among precision and recall

Fig. 14 Confusion matrix for: (i) logistic regression, (ii) support vector machine, (iii) K-nearest
neighbor, (iv) Naïve Bayes, (v) decision tree classification



Predictive Strength of Selected Classification Algorithms … 251

Fig. 15 Graphical report for
support vector machine

Fig. 16 Classification report for support vector machine

Fig. 17 Graphical report for
Naïve Bayes
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Fig. 18 Classification report for Naïve Bayes

Fig. 19 Graphical report for
decision tree classification

Fig. 20 Classification report for decision tree classification

Fig. 21 Classification report
for K-nearest neighbor
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Fig. 22 Classification report for K-nearest neighbor

Fig. 23 Graphical report for
logistic regression

Fig. 24 Classification report for logistic regression

Table 3 Accuracy score for different models

Models Logistic
regression

K-nearest
neighbor

Support
vector
machine

Decision tree
classification

Naive Bayes

Accuracy
score

86.84 84.21 84.21 76.31 71.05
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Fig. 25 Graphical accuracy
report

Fig. 26 Accuracy score for Naïve Bayes

Fig. 27 Accuracy score for decision tree classification

Fig. 28 Accuracy score for K-nearest neighbor

Fig. 29 Accuracy score for logistic regression

Fig. 30 Accuracy score for support vector machine
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A Review of Applications, Approaches,
and Challenges in Internet of Things
(IoT)

Anil Sharma and Renu Sharma

Abstract Internet of things “IoT” is now an integral part of our life. Its widespread
usage is almost in every application starting from smart home, smart cities, smart
farming, remotemonitoring, industrial automation, and transport and the list is cumu-
lative. Although this is very useful technology, many challenges are hampering its
growth. The crucial challenges faced in the development of IoT are: security, privacy,
constrained resources (as first layer in IoT is of sensors and they are quite constrained
as far as resources are concerned), interoperability, and integration. Tremendouswork
has been done in these directions but much more is needed to overcome these barri-
ers. Based on the literature review, this paper provides comprehensive information on
IoT, its applications, approaches, and various challenges faced by existing approaches
used in smart devices, which in turn can be helpful in finding future prospects.

Keywords Web/Internet of things · Smart health · Smart farming · Security
thermostats · Smart meters

1 Introduction

Internet and its applications have become an integral part of today’s life. The term
“Internet of things” (IoT) is a combination of two words “Internet” and “things,”
where Internet is World Wide Web which is based on TCP/IP protocol, while things
are distinguishable entities, so semantically IoT is a system of connected objects
having exclusive address which is based on typical communication protocols [1, 2].
The IoT is anything that can be a part of network and can be communicated using
different types of sensors [1, 3]. IoT refers to a system in which sensors can gather
data from a network and thereafter share that data over the Internet, where it can be
utilized for various interesting reasons [1, 4]. Additionally, this is inter-networking
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Fig. 1 Layered architecture
[7]

of physical objects, vehicles (moreover implied as “relate gadgets” and “smart Gad-
gets”) assemblies and individual things presented with tools, programming, sensors,
actuators, by using framework that approves these articles to collect and operate data
[5]. For illustration, an object, in the IoT, has the capacity to deal with exchange
information in system like in smart home all the sensors are deployed to give infor-
mation and by using Web, a man-made request that can be entrusted an IP address
and furnished with the capability to replace information [6]. A smart architecture is
based upon layers as depicted in Fig. 1.

IoT typically involves many wireless sensor networks (WSNs) and for identifica-
tion, radio-frequency identification devices (RFIDs) can be used. AWSN comprises
smart sensors that can connect through a medium like radio communication. RFID
devices are easy to use. They mainly comprise two parts: (1) integrated circuits (ICs)
with some computational abilities and (2) a transmitter for communication [8, 9]. In
the 1970s, structures for checking meters remotely on the power-driven framework,
telephone lines were used [9]. During the last 20 years progression in remote sens-
ing, permitted “Machine-to-Machine” (M2M undertaking and assembling answers
for hardware observing and operation to turn into wide-ranging appreciation). Most
of these untimely M2M suggestions were depended on close function built frame-
work and exclusive on manufacturing particular principles instead of Internet Proto-
col (IP)-based framework and Internet principles [10]. To associate objects through
IP to the Web is not a first thought. The starting Internet enabled gadget is an IP-
linked toaster with Internet connectivity could be used was highlighted in 1990 at
an Internet consultation [11], early Internet enabled devices like a coke machine at
the University of Carnegie Mellon in the USA [12]. With this early development, a
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strong area of innovative works into brilliant entity networking helped to make the
establishment for today’s Internet of things [13].

Furthermore, like the quantity ofWeb-attached strategy grows, evaluation of activ-
ity they produce is predictable to go up fundamentally. For example, Cisco predicts
that movement of Internet delivered through non-PC items will climb from 40% in
2014 to only below 70% in 2019 [14]. Cisco similarly anticipated that the amount of
M2M affiliations (incorporating into current, home, social insurance, auto, and other
IoT objects) will rise from 24% of each and related device in 2014 to 43% in 2019
[10, 15]. Moreover, the IoT is a growing matter of mechanical, communal, and mon-
etary importance. Shopper things, solid merchandise, autos and trucks, present-day
and effectiveness parts, sensors, as well as other ordinary articles are being merged
with Internet accessibility and viable data informative capacities that assurance to
change the means of effort, survive, and play [16]. It is estimated that the effects of
IoT on the Internet and financial system are extraordinary. With several associations,
billions of IoT devices and an overall monetary impact of extra $11 trillion by 2025
are projected [15, 16].

2 Application Areas of Internet of Things

2.1 Smart Home

The smart home is the main area of application of IoT. From the Amazon Echo to
the Nest Thermostat, there are numerous things accessible that customers can be in
command of their voices to create their lives more associated than in previous times.
The keen home machines can be partitioned into two classes: (1) Non-schedulable
machines, for example, lights, PCs, and TVs, depend on manual control to finish an
undertaking and are required just when the clients are home [17]. (2) Schedulable
home machines, which can be planned for ideal operation, are exchanged on/off
whenever, e.g., clothes washer, cooling system, press, water warmer, and EVs. The
machines which can finish an undertaking with no manual control, for example,
ventilation and cooling system and water warmer are schedulable [18].

2.2 Smart City

A smart city provides an intelligent way to deal with components such as transport,
power, health, smart buildings, and smart atmosphere.Moreover, smart city basically
improves the living standards of citizens by connecting every object to the Internet.
Smart activity controller, keen stopping smart wastage, smart water supply, etc. are
few of the instances [19].
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2.3 Wearable

In IoT, watches are no longer just for time. The Apple Watch and various smart
watches have changed ourwrists into phone holsters by engaging elements education,
phone calls, etc. and that is just the tip of the ice sheet. Likewise, devices Fitbit and
Jawbone have changed the well-being scene by giving people more data about their
workouts [19].

2.4 Smart Farming

The use of IoT can really help in the farming sector. As sensors can help to monitor
need of manure, pesticides, and irrigation, effective utilization can be done on the
resources. Innovation has crossed obstacles by utilizing remote monitoring, remote
organizing, and portability to efficiently usage of the resources. This can really help
in rural advancement [20].

2.5 Machine-to-Machine

Machine-to-machine (M2M) interchanges, similarly called MTC for “Machine-
Type-Communication” by the Third Generation Partnership Project (3GPP) [21],
allude to correspondences among little and economical gadgets wherever no or min-
imal human intervention is required [21, 22]. There have been around 5 billionM2M
gadgets associatedwith the remote systems, and their number is going to be 50 billion
before this decade. These gadgets are heterogeneous, running from remote sensors
with lesser requirements [23, 24].

3 Literature Review

In [25], authors have described that little devices can be fitted with computational
power. Authors also described the utility of bionetworks in this area. In [26], authors
have proposed a system based on sensors to give safety for elderly people. Sensors
are used widely at floor, bathtub, toilet, and shower [1]. In this, big data has been
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used. The main focus is to provide safety to aged people in the bathroom through
IoT. In [27], authors have explained prediction of an event in an IoT-based environ-
ment. Bayesian event prediction model has been used. A prototype system has been
used to forecast outbound flight delay events after studying inbound flight delays
[1]. In [28], a system is proposed based on IoT, which is using big data analysis to
provide a solution to the water supply of USA which is actually based on 17,000
different systems. Authors have suggested for one system based upon WSNs which
can efficiently manage the water supply with keeping in mind of existing system
and providing solution for the existing problems like legitimate usage of water, con-
cerns of pressure and flow, and water losses. In [29], authors have developed an
interaction system between a human and machine. To make a more humanized inter-
action, various aspects of interaction have been dealt like analysis of various existing
emotional models, developing new models, recognition of emotions through text.
In this system based upon smart home technology, after text analysis, a more per-
sonalized, Chinese language-based interaction system has been proposed. In [30],
authors have proposed routing protocol to deal emergency fast routing. Authors have
explained the need of fast routing because IoT devices are kept on increasing and in
case of disaster or emergency reduced response time is must to decrease the effect.
Authors have described emergency response IoT-based global information decision
(ERGID). The main aim is to have reduced response time. Authors have demon-
strated the above protocol on STM32W108 sensor nodes. In [31], author presents a
framework for semantic interoperability between different formats of documents. In
an IoT-based environment, information is being produced in abundance and that is
too in different formats. Authors have suggested common dictionary “CONEX” for
same group of semantic document and a “semantic interference algorithm” (SIA)
has been proposed. Proposed framework has been implemented on flight booking.
In [32], authors have presented a context-aware parking system. In this by using
technology, a new parking system is given which is capable to use cloud and sensors
to have efficient parking. This [32] paper uses semantic interoperability technique. A
semantic inference algorithm has been proposed to infer a document. This can really
help to provide interoperability. If one sees into the problem areas of IoT, they will
find that it is mainly comprised of privacy, security, energy efficiency, and interop-
erability. In Table 1, literature of these four categories has been analyzed intensely,
which can help researchers to have possible future prospects.
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4 Challenges

4.1 Privacy

From the literature review, it is found that privacy is the main issue in IoT. In much
appearance including a layer of encryption will deal with most protection issues.
However, in IoT, the genuine esteem lies in the examples of correspondence and the
metadata that is never scrambled, including the planning and repetition of information
trade [49]. For example, by just observing the information activity that is going all
through your home, a hoodlum can remotely make sense of your living examples
and the times your home might be empty, and in this manner plan to burglarize your
home without coming near your home. In order to realize opportunities, strategies
have to develop individual privacy preference over a broad scale of expectations [37,
50].

4.2 Security

It is found that security is the most challenging issue of IoT worldwide. The IoT is
based on a wide range of semiconductor advancements, including power administra-
tion gadgets, sensors, and microchips [40]. Execution and security necessities differ
significantly starting with one application then onto the next. The more noteworthy
the volume of touchy information we exchange over the IoT, the more noteworthy
the danger of information and wholesale fraud, gadget control, information misrep-
resentation, IP robbery, and considerably server/arrange control [37, 48].

4.3 Energy Efficient

From the findings given above, it is noticeable that time organization is necessary
for the utilization of broad-scale wireless sensor networks (WSNs). Nevertheless,
numerous procedures of time synchronization encounter the evil impacts of high
correspondence overheads while looking for high exactness [42]. Such overheads
cause basic lifetime shrinkage of WSNs since incessant information data correspon-
dence expends much vitality which is confined in every sensor at the center point.
The vitality utilization expanded quickly with the improvement of WSNs thickness
[29]. It is found that the battery reinforcement or long existence of sensors or gadgets
is the enormous challenge.
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4.4 Interoperability

The challenge of interoperability is facing worldwide in the area of Internet of things.
The Web of things is a network between individuals, procedures, and things and the
communication between heterogeneous devices. In IoT industry companies develop-
ing load of devices every day with different operating systems, different platforms,
and different programmability, these dissimilar devices cannot communicate with
each other so this is the problem of interoperability [8]. Intelligent gateways can
really help to solve this problem [44].

5 Conclusion and Future Work

Authors have enlightened the introduction of IoT and its applications areas. Literature
survey of this paper highlights the different areas and their respective challenges,
which can be used as a ready reckoner to pick a particular area to pursue further
research. Implementation of IoT is facing challenge in terms of security, privacy,
energy efficiency, and interoperability. Comprehensive information is given to get an
insight into these different parameters. A lot of work is already done but much more
is still need to be done in all these above-discussed directions. Growth rate of smart
devices is tremendous. IoT will definitely be premier technology in coming years.
The paper contains the real-life examples and applications of Internet of things. In
future work, the various limitations and challenges in smart devices are needed to
tackle and the area of IoT should be explored with new techniques. Further research
can be done to overcome the problem of interoperability that is major challenge of
Internet of things of the hour.
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Web Search Personalization Using
Semantic Similarity Measure

Sunny Sharma and Vijay Rana

Abstract Web search personalization is the process of providing personalized
results to the user for his query. In this paper, we present a relevance model to
personalize search results which is based on query personalization. The user query
is directly matched to the keywords of the user profile, and the original query is
altered according to the keywords which is more likely similar or related according
to the similarity measure. By finding the similarity between the user original query
and user profile, a linear combination of preference space is generated at run-time to
determine more accurately which pages are truly the most important with respect to
the modified query. A heuristic algorithm is used to maintain the user profile based
on the ongoing behavior. Our experiments prove that retrieving the search results
based on query modification is effective in providing the personalized results to the
user.

Keywords Web search personalization · Query modification · Semantic
similarity · Semantic annotations

1 Introduction

Web search personalization is the process of providing the personalized search results
to the user for his/her query by taking the advantage of knowledge acquired through
the Web usage mining. Different clients have diverse interests. Thus, for some users,
the initial document may be related, but for others not. Thus, we study Web per-
sonalization [2]. We have projected an easy way for personalized search based on
long-term user queries that matches or outperforms the state-of-the-art for this task.
Current search engines are not personalized up to the mark: returned search results
based on the keywords entered by the user. From a set of documents, those items that
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best match the query are returned to the user. Personality of the user is not considered
when processing a query [14]. Personalized Web search, on the other hand, requires
the specific profile for each user into the process of finding the considered documents
[19] for a search query by mounting the amount of a priori input information offered
to the search algorithms. In this personalization process, our main focus on the query
modification.

For the purpose of query personalization, user preferences are provided in the
form of a user profile. The goal is to locate which set of preferences should be
considered in the context of a given query and personalize the query accordingly.
Our approach to modify the query is based on similarity score between query and
user profile data. The user profile contains information like previous searched queries,
clicked links, meta tags [12], and semantic annotation-based Web documents [23].
Our system is composed of different modules and algorithms: A simple interface
consisting of a search box, Web user identification techniques, intuitive algorithms
for preprocessing of Web user query and for finding the semantic similarity between
the current user query and the past queries. The user profile is also continuously
being updated while user interacts with the systems. And at the final, the results are
being provided to the user after discovering and analyzing the patterns. The patterns
are primarily based on the semantic similarity score and data mining techniques [26].
By using accessible software package, an analyst can find the similarity distance, of
words and phrases [15]. But somehow, these methods are still insufficient for natural
language processing and information extraction in the light of ambiguous keywords.
At the end, we present that the proposed work retrieves overall better results than
direct approaches such as the KNN method in terms of accuracy.

In the next section, we present some novel work to personalize and describe
its theoretical backgrounds. Section 3 describes the detailed methodology with ter-
minologies and the process of personalization. Section 4 outlines the process and
implementation for similarity, and using such a system in practice, the experiments
in this section analyze the feasibility and usefulness of our approach, followed by the
evaluation of the experimental work and the conclusion. In the conclusion section,
we briefly summarize our work and outlining our future plan.

2 Related Work

The author in [22] performsWeb personalization. It mainly focuses on the re-ranking
of the results that are already ranked by the search engine for the different users. They
have personalized (re-ranked) on the basis of the clicks and dwell time of the user
for a Web page. The paper begins with probabilistic graph model to identify the
relationship between user, user’s query and the ranked documents. Thereafter, the
author of paper [25] states that using the collected user profile directly for the purpose
of personalization is not a good practice because it can deteriorate the Web search
results. The author starts the paper with a new embedding approach to make user
profile. Themanuscript is focused on learning user profile for search personalization.
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To handle these problems, they represent user profile using a user embedding and
two projection matrix which are based on LDA-based vector embeddings of the
submitted queries and the documents.

In this paper [17], the author presented a new embedding model to model the
3-way relationship to re-rank the documents for personalization. The 3-way relation-
ship is described as user, query and documents which is represented as three-column
matrix with three embedding vectors. The general architecture of the proposedmodel
includes three crucial steps. In thefirst step, they extract featuremaps from the embed-
ding triple vectors. In the second step, they do perform the routing algorithm to only
one final capsule which is the composition of three vectors. Finally, the length of
the vector output of this final capsule is a score measured and is used to calculate
the objective function. The paper [3] presents Personalized Social Document Repre-
sentation (PerSaDoR) collected in bookmarking system which is based on the social
information. The PSDR is expected to provide social representations for each doc-
ument in order to rank the retrieved documents. The system is valuated with large
data sets which show that it increases linearly as the data sets grow, so eventually, it
can be employed to large data sets [8, 11].

However after all, the author in [10] presents still there is dearth of personalization
which creates problems for the users as well as for the search engine to perceive
whether the results presented to the user fit well or not? As the user behavior presents
only false signals. So, in response, they collected user explicit response.

The other problems that may occur are: A Web user seeking for the information
on given term would return search results having the specified term but would fall
short to get back the Web document that is described by its synonymy term [1];
data sets of the information are not interlinked with one another which make mining
even more complicated to manage and produce the identical set of outcomes in the
equivalent way for all the clients [13].

We, in this paper, purely depend on the semantic similarity between the user query
and the user profile. That similarity helps to change the query into the personalized
query which matched to annotation-based documents for further expanding.

3 Methodology

Figure 1 depicts picture of our proposed model for search personalization. The user
query is required to be preprocessed before taking it into the approach. The prepro-
cessed query is matched with user profile for semantic similarity. After analyzing
it with the user profile, the query is altered to personalized query which is passed
to third-party search engines. The results from these search engines are parsed in
order to extract meta information. Ontologies are used to describe the Web docu-
ments. The fetched documents are further ranked and provided to the users. A user
profile can be learnt automatically from the past history of the user. The user profile
is being updated implicitly while the user is interacting with the provided results.
Implementation results show that our technique to Web personalization is efficient
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User query

Query preprocessed
Intended results

User profile Semantic similarity
Keywords 

matching

Ranking engine

Query modification

Personalized query

Mapping process

Personalized resultsSemantic web

Fig. 1 Overall working of personalization

and effective. A number of ontology-based search tools have been developed [4, 6,
7, 13, 20, 27].

Earlier work (OntoBroker, WebKB, Corese, SHOE OntoSeek) mainly focused
on ontology language for knowledge representation. In this manuscript, we focus on
information retrieval.

3.1 User Identification

Web usage mining is the process of collecting and analyzing the Web usage logs,
and it is important to preprocess the Weblogs before actually using it. One of the key
issues in preprocessing [13] is Web user identification to identify each unique user
on the Web before personalizing the contents to the user. User can be well identified
by three approaches [21] IP address, Cookies and User Identification.

3.2 Query Preprocessing

It is better to preprocess the query before passing it to the algorithms for finding the
similarity. Web search engine plays a vital role for the user in retrieving the intended
information from the Web. Nevertheless in many cases, search engines have some
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difficulties in retrieving the information. These difficulties can be come due to the
ambiguous nature of the user query. So, in due course, it is important for the search
engines to preprocess the user query before taking it in the regards. The preprocessing
includes removal of stop words, spelling correction, stemming and tokenization. A
well-defined preprocess approach is stated in Algorithm 1. In our system, we exploit
supervised learning, can also be described as the corpus-based approach, and suitable
machine learning-based classifiers such as Decision Tree (D-Tree) and K-Nearest
Neighbor (KNN) are applied to a manually annotated data set.

Algorithm 1: Effective Preprocessing for User Query

Input: input query. 
Output: concept/ tokens. 
parse (): designed library for parsing the sentence, 
stem (): designed library for stemming the keywords, 
sw[]: an array contains all the stopwords. 

1. Import sw[], stemmer, dic[], k=0 
2. Input t = query 
3. arr[] = parse(t) 
4. for i= 1 to size of arr[] 
  for j= 1 to size of sw[] 
  if words[i] == sw[j] 
  Eliminate words[i] 
  end if 
  end for 
  end for 
5. arr2[] = meaningful query without stopwords 
6. for i= 1 to size of arr2[] 
 if arr[i] == compound word 
 stemmer.stem(arr[i]) 
 end if 
 end for 
7. arr3[] = stemmed words 
8. for i= 1 to size of arr3[] 
 for j = 1 of dic[] 
 compute min distance(arr3[], dic[j]) 
 end for 
 k++ 
 arr4[k] = arr3[i] 
 end for 
9. for i= 1 to size of arr[] 
 print arr[i] 
  end for 
10. End 
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3.3 User Profile

In our system, the ontology-based user profile is formed implicitly while the users
interact with the system. The client profile is basically reference ontology in which
every concept has associated terms showing the client’s apparent enthusiasm for
that concept. It stores user’s hits with meta tags generated after analyzing the query
and the document itself. The user profile is constructed by analyzing the browsing
behavior of the user which includes user past queries, hits, specifically the content,
length and time spent on each Web page they visit. The Web documents, the user
visits, are implicitly classified into the concepts with meta tags contained in the
reference ontology. User feedback is not required.

3.4 Semantic Similarity

We start by describing a general description of our similarity-based personalized
search and the intuitions behind it. It provides the most personalized results with
respect to the user query according to the context in which it occurs. It computes the
similarity between user query and the user profile. User profiling is a vital part of
Web personalization. A user profile is a set of personal data includes past queries,
hits with meta tags associated with a specific user. Integrating tagging information
can assist to advance personalization and retrieval techniques. The basic plan of the
tag mark extension is to store the search query, e.g., “mobile phones,” in memory
when the user evaluates search results. Whenever he finds a relevant Web document
and clicks on it, our system will automatically convert the search query to tags and
automatically store to the user profile with the clicked link. Tag marking is a well-
situated way to enhance the search and personalization. Before starting any Web
project, it is imperative to understand the target.

The user query is directly matched to the keywords of the user profile, and the
original query is altered according to the keywords which is more likely similar or
related according to the similarity measure. The similarity measure [5] among words
is computed either directly using the terms in WordNet or the associated meanings
of terms those defined in WordNet, respectively. Probability model and page rank
algorithms [9] have been used to resolve the issues relating to re-ranking. Probability
model is based on probability of relevant and non-relevant results while PageRank
computes the backlinks of Web pages. Both these algorithms address the solely
problems of ranking not of personalization, therefore, the motivation to propose
context similarity-based Web personalization. The working algorithm for finding
semantic similarity is given in Algorithm 2, and Fig. 2 outlines the algorithm.
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Fig. 2 Similarity between
user query and user profile

Preprocessed 
user query

Preprocessed 
user log

Receive user query 
and user log as inputs

Calculate the similarity 
between the two inputs

Sort score in 
descending score

Algorithm 2: Semantic Similarity

Input: keywords  
 Output: similarity distance (user profile, user query) 
 Len (xi,xj): the length of the shortest path from synset xi to synset xj in WordNet. 
 depth (ci): the length of the path to synset ci from the global root entity and depth(root)=1 
 lso(xi,xj): the lowest common subsumer of x1 and x2 
1. Import WordNet (wn), user logs as array ul[] 
2. Declare the array score[], sw[] 
3. sw[]=wn.getSynset(query) 
4.  for i=1 to size of sw 

 for j=1 to size of ul 
  score[]=(2*depth (lso (sw[i],[j])) / (len (sw[i],ul[j]) + 2 * depth (sw[i],ul[j])))  

 j++ 
end for 

  i++ 
 end for 
5. Sort score in descending order. 
6. End.
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The user query is preprocessed before passing for semantic similarity. Various
algorithms have been designed and used here as removing stop words, spelling cor-
rection, stemming and tokenization which has been described above. The user query
after preprocessing is transferred to the log files where the identification of the user
is identified and the data accessed by the user is determined from the database. The
similarity match is performed between the users input query and the tags by the
semantic similarity algorithms. If the similarity found between the user input and the
accessed data is some extent similar, then the user receives the result by exploiting
some patterns even the data can be provided from the local cache. There is no need
of accessing, again and again, the same inputs. The data of the cookies is stored in
the database of the log files. So, fetching the data from the database if the probability
of the similar data is high, then the desired result is given to the user, taking the data
from the log files database. That similarity helps to change the current query into
the personalized query which matched to annotation-based documents for further
expanding illustrated below.

3.5 Query Modification

Query personalization is an optimization problem. Query q given by the user u, the
intention is to find the parts of the profile of u, when combined with q, will retrieve
the personalized results (Fig. 3).

• Preference space: Given a query q is modeled to the user profile p, a set of
preference space is produced from p which is related to the original query q.

• Parameter estimation: It generates estimations on the set of personalized queries
generated by integrating preferences of a subset of p into the original query q.

• Personalized query construction: This is the module used for generating the
actual personalized query.

Method

We consider two methods into account: (i) similarity between t and tj, and (ii) sim-
ilarity between tj and user profile, where query term: t; related term: tj. The user

Fig. 3 Personalized query construction
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profile is represented as a unit vector: pu = {wt1, wt2, …, wtn}, where wtj is user term
frequency.

After computation of these two similarities, a merge operation is required to
obtain a final ranking value that indicates the similarity of tj with t with respect to the
user u. We obtain a final ranking for indicating the similarity in terms of Weighted
Borda-Fuse as rank Ut(ti).

Algorithm 3: Query Modification

U : a user; Q: a query. 
Pu [m]  extract profile of u 

for all ti € Q do
l  list of neighbor of ti 

     for all tj € l do
        tj.value  Rank U ti (tj)     
sort l on the basis of tj value and consider only top k terms in l, 
make a logical OR between ti and all terms of l,
Update Q’

3.6 Ontology-Based Retrieval

Ontology is defined as “Explicit specification of conceptualization.” In general, it
refers to the action or process of framing a concept or idea of something with the
use of explicit knowledge. On the Web, It aims to solve the limitations of keyword-
based search engines. The system takes input query as SPARQL query. The query is
executed using a list of semantic entities that satisfy the query, with the above formal
instance, and the annotated documents are retrieved, re-ranked and presented to the
user in order to satisfy his/her needs. The documents can be manually annotated or
by scanning the whole documents and finding the most frequently used keywords
on the page which can be used to annotate the Web documents. To make the use
of domain knowledge in data mining process or any other sources, the first step is
to make the model of domain knowledge in such a way that machine can analyze
and process it. Ontology is the best way to make it remarkable. OWL has been an
accepted standard language for defining the ontology. Our framework of ontology-
based information retrieval can be viewed as an upgradation of simple keyword-
based search retrieval techniques by developing ontology knowledge base instead
of keyword-based index. The general outline of semantic retrieval process is shown
in Fig. 4. Our system consists of a usual interface which initially takes a user query
which is further analyzed to formal Resource Description Query Language (RDQL)
query. This query could be generated from the knowledge used as ontology, as in
[18]. TheRDQLquery is analyzed next to the knowledge domain, which fetches a list
of results that satisfy the user query. A query matching system [16] is used to match



282 S. Sharma and V. Rana

UI Ranking

RDQL Query

Query engine Document 
Retrieval

Semantic 
Web

Fig. 4 Explicit view of ontology-based information retrieval

the query to the annotated Web documents. Finally, the annotated documents with
these instances are fetched, re-ranked according to the user behavior and presented
to the user.

It is more effective to retrieve the information from the Web when having proper
domain knowledge. The domain knowledge can be implemented on the Web using
ontology.Ontology can be seen as an explicit specification of conceptualization (clas-
sification of objects with words and examples) [24]. All the conceptual knowledge
is stored in the ontology level which further transformed to ontology library using
OWL. When a Web user interacts with an agent with various data parameters, the
agent begins to explore the ontology to discover the entire feasible nodes associated
with the user’s specified parameters. Thereafter, this intuitive becomes reasonable
because all the data sets are well defined in semantic Web and interlinked with one
another. We design a Web of interlinked information for our work, where we ana-
lyze the information by following semantic Web approach. In this study, we reflect
on e-commerce data which is downloaded from the eBay, Amazon and other plat-
forms.Wewish to explore somemanuallymade ontology. For conciseness, categories
like mobile phone, camera, laptop and tablet-related information are measured. We
encode generic information using OWL. The semantic Web technologies, XML [25]
and RDF, are used. XML: XML is an extensible markup language which is more
than the HTML. It provides the facility of syntax creation for content structure within
theWeb documents. RDF: It stands for Resource Description Framework. RDF is an
easy language which is used to describe the resources and the relationships between
the different resources.
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4 Experiments and Results

The modified query is forwarded to third-party search engines, and the results
retrieved are parsed in order to extract information by scanning the whole indi-
vidual document and looking for the most occurring keywords which can be taken
as meta tags. Ontologies are used to define different keywords.

The entire method of Web search personalization works as follows:

1. The user makes a query of his choice on the search engine,
2. The user’s profile is generated on the server side (the user’s computing device),
3. The query goes to the similaritymodule for finding the similaritywith annotations

(tag marking) in user profile, and the query is altered to the personalized query,
4. With respect to the altered query, the documents are returned from third parties,
5. The personalized documents are re-ranked and presented to the user.

Thepersonalized results are hereby shown inFig. 5 for the query “best 4Gphones”.
The user query is transferred to the user profile model for developing the patterns.
The generated pattern is further exploited to the annotation-based documents for
generating personalized results. The results are worth showing in Fig. 5 that the
user is much interested in these phones based on his past history. The user profile is
updated every time the user interacts with the system.

Fig. 5 Personalized results
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The system has been designed on Eclipse, an essential tool for any java developer
and implemented on open-source general-purpose scripting language java, including,
XML, SQL and Workbench. The modules are being implemented with knowledge-
based technique and integrated with WordNet 3.0, one of the popular databases for
the NLP domain.

5 Discussion and Evaluation of Experimental Results

Data Set

In our experiments, five data sets are collected from five different users in the two
sessions, and each user is supposed to submit number of queries. Each user is assigned
a different computer. For each query, the user indentified the set of relevant pages.
For each query, at most ten pages are evaluated by the user as relevant or irrelevant.
Each query with relevant documents comprises a search record in the user profile.
The statistics of the data set is shown in Tables 1 and 2.

While using search engine, users usually formulate the ambiguous queries to the
search engine. The search engine always presents the results to the user, however,
failed to understand the user’s search of real intention. On the other hand, Web
search personalization provides the accurate results as intended by the users even
the user tend to formulate the short and ambiguous query. We specially ran our
experiments after considering the short and ambiguous queries. The two different
users can formulate the exact same query, however, they want the different results.
For example, for the keyword “Samsung” one can prefer the Samsung phones and
the other one can prefer the Samsung camera or tablets.

Our experimental results show that reformulation of the user query on the basis
of ontological-based user profile is an effective approach. The personalized results

Table 1 Statistics of the five data sets (first session)

Statistics User 1 User 2 User 3 User 4 User 5

Search queries 13.0000 16.000 14.000 23.000 24.000

Total relevant documents 21.0000 21.0000 16.000 21.000 26.000

Avg. of related search records to one query 1.6151 1.3125 1.142 1.61 1.083

Table 2 Statistics of the five data sets (second session)

Statistics User 1 User 2 User 3 User 4 User 5

Search queries 17.0000 11.0000 18.0000 21.0000 16.000

Total relevant documents 39.0000 31.0000 31.0000 51.0000 38.000

Avg. of related search records to one
query

2.2941 2.8181 1.7222 2.4285 2.375
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are hereby shown in Fig. 5 for the query “best 4G phones” after modifying it to the
Q = “Samsung + phones + 4g” based on user history and query formulation.

In order to measure the effectiveness of our method proposed in this paper, the
precision is measured. The precision is fraction of fetched or retrieved documents
that are relevant. The recall which is also used inmany cases is the fraction of relevant
documents that were retrieved.

Precision = TP/(TP+ FP)

i.e., (number of True Positive (correctly fetched documents))/(Total number of doc-
uments retrieved):

Recall = TP/(TP+ FN)

i.e., (Number of True Positive (correctly fetched pages))/(Total number of relevant
documents retrieved):

F1 is also used for finding the conservation average: F1 = (2·P·R)/(P + R).
We computed precision as the fraction of predicted documents for query that agree

with preferences obtained from the human. We retrieve the results from the different
e-commerce platforms: eBay, Amazon and Flipkart, which are further re-ranked and
provided to the user. The user finds his relevant results with a very general query
“best 4g phones”; however, he is interested in Samsung and Apple phones. In the
initial stages when the system does not have enough information about the behavior
of the user, it becomes tiresome task to provide the results with good accuracy. The
precision is measured at the three different sessions. The first session is when the
user formulates the query first time and the system has no knowledge about the user
intention; the second session is when the user formulates the same search query
and gets much better recommendation due to the browsing behavior collected at the
first stage. And similarly, precision is measured for the third and last stage which is
considered as the most personalized results based on the data set collected in the first
and second sessions.

We compared our results to the eBay and Amazon search engines. The same
query is submitted three times to these search engines. The personalized results are
considered at third time which retrieved a large number of personalized documents,
but only first ten results were considered to limit the study. The mean precision of
the different search engines for the queries is shown in Fig. 6. Comparing the mean
precision, ourmodel has high precision followed by theAmazon,while ebay received
the lowest precision. Note that each study used a different set of query logs, so results
cannot be directly compared.
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Fig. 6 Precision at personalized level

6 Conclusion

In this paper, we present our system that takes user query as input and offers the
personalized results after correlating the user query with the usage logs. We have
proposed a new simple and novel approach for personalized search based on long-
term behavioral signals that match or outperform the state-of-the-art for this task.
This research study can assist other researchers, developers and other stake holders in
building successful e-commerce business. However, this researchwork is in progress.
In the future, we devise to validate the findings in this paper by carrying out a user
study to verify the efficiency of the ethics identified.
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Efficient Data Transmission in Wireless
Sensor Networks

Brahm Prakash Dahiya, Shaveta Rani and Paramjeet Singh

Abstract Wireless sensor networks (WSNs) are collection of sensor nodes. The
main goal of wireless sensor nodes is to sense the medium and process the data
to specified location. WSNs suffer with many technical challenges such as node
deployment, battery power, self-configuration, slow convergence, and packets drop
during the data transmission. This paper focuses on efficient data transmission, quick
convergence and optimizes lifetime of WSNs using hybrid artificial bee colony with
salp (HABCS). This paper also generates the different frame formats such as hello
message, bond message, route request message, route reply message, and data pack-
ets. The proposed approach is implemented using network simulator-2 and it is more
energy-efficient than other existing classical and SI protocols.

Keywords SI · ACOPSO · Hybrid artificial bee colony with salp

1 Hybrid Artificial Bee Colony with Salp Meta-Heuristic

1.1 Standard ABC

Artificial bee colony (ABC) algorithm was introduced to optimize multi-objectives
function. It is popular because, it uses less computational energy because it works in
less number of phases. Its work is based on three groups of bees: Employed, onlooker
and scout bees [1]. Employed bee works in exploitation phase. It shares information
with onlooker bee of path and reachability of food. Onlooker bee will select a food
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sources based on information supplied by employed bee and fitness function. In the
last, scout bees work in exploration phase.

They search food source randomly and update status again as an employed bee.
Other hand, if food source is fully exploited then the employed bees and onlookers
bees change the phase exploitation to exploration phase and become scout bees. The
solution is to move globally called exploration process. Exploration identifies the
most suitable area in the search space and avoids local solution. The solution is to
move locally is called exploitation process. Standard artificial bee colony (ABC)
optimization has faced many problems related to slow convergence area, narrow
exploited in employed bee phase and not proper balancing between exploitation and
exploration phases [1] (Fig. 1).

Therefore, hybrid artificial bee colony with salp (HABCS) meta-heuristic
approach is proposed with high convergence and increase balancing rate between
exploitation and exploration phases based on salp behaviour in employed bee phase.
HABCS approach is combination of two families: Standard ABC and salp swarm,
respectively. Salp is family of Salpidae. Slap chain is designed using leader and fol-
lower. It has two sets: Leader and follower, respectively. Leader is head swarm and
follower follows leader. Salp swarm approach is represented as [2] (Fig. 2):

Fig. 1 Artificial bee colony working cycle
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Fig. 2 Salp swarm working

P1 j =
{
f j + C1

((
u j − l j

)
C2 + l j

)
C3 ≥ 0

f j − C1
((
u j − l j

)
C2 + l j

)
C3 < 0

(1)

where, P1 j represents the position of first leader. f j represents the location of food
source and jth represents dimension of food source. Upper and lower bounds are
represented by u j and l j , respectively. C1, C2, and C3 are random coefficients. C1

indicates balancing between exploration and exploitation phases. The coefficient C1

is defined as:

C1 = 2e
−

(
4y
Y

)2

(2)

According to Eq. 2, y presents the current cycle and Y defines maximum no. of
cycles.
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2 Hybrid Artificial Bee Colony with Salp Meta-Heuristic

This section proposes hybrid artificial bee colony with salp (HABCS) meta-heuristic
approach for fast and large area convergence to solve ABC problem. It also improves
balancing between employer bee phase and scout bee phase using the salp coefficient
function C1. Therefore, the proposed algorithm performs the cluster head selection,
cluster formulation and select the paths with optimal energy consumption.

2.1 Initialization Phase

In the initial phase, HABCS generates an initial population number (PN), here P is
initial population andN represents size of population. SN is food source. Single food
source is searched by only single employed bee. Therefore, (Equal no. of employed
bee = Equal no. of food source). The initial population of food source (SN) is
represented as:

Xi j = Xl j + r(0, 1)
(
Xu j − Xl j

)
(3)

where, i ∈ (1, 2, … SN) and j ∈ (1, 2, …D).D indicates dimensional vector. Xl j and
Xu j define lower and upper limits.

2.2 Improved Employed Bee Phase

Improved employed bee phase replaces existing food source location by new one
using the following equation:

Wi j =
{
Xi j + (∅i j

(
Xi j − Xkj

)) + f j + C1
((
u j − l j

)
C2 + l j

)
C3

f j − C1
((
u j − l j

)
C2 + l j

)
C3

(4)

where C1 = 2e
−

(
4y
Y

)2

.
According to Eq. 4, select the high fitness value from all food sources. Wi j is

obtained after comparison with Xi j only if Wi j is better as compared to Xi j . If
Wi j is not better than Xi j then it will be exploited with existing solution Xi j . This
phase improves search ability using local exploitation. Therefore, it performs bal-
ance between exploitation and exploration phase using the C1 salp coefficient. Thus,
HABCS is resolved dimensional problem.
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2.3 Improved Onlooker Bee Phase

The salp withC1 coefficient has a better outcome and it is used in the whole updating
process. When salp does not perform balancing, then salp phase will be ended, and
in this way, onlooker phase of standard ABC algorithm will be started.

Pi = fi∑SN
i=1 fi

(if r(0, 1) ≤ Pi ) (5)

Yi j

{
Wi j (if r(0, 1) ≤ Pi )
Xoptimal, j otherwise

Xi j

{
Yi j

(
if f

(
Yi j

) ≤ f
(
Xi j

))
Xoptimal, j otherwise

Yi j =
{
Xi j + (∅i j

(
Xi j − Xkj

)) + f j + C1
((
u j − l j

)
C2 + l j

)
C3

f j − C1
((
u j − l j

)
C2 + l j

)
C3

(6)

Onlooker bees activate to enhance the solution of employed bee using Eq. 4. A
greedy selection procedure is applied on Xi j and Yi j and selected the best one. If
fitness value of Yi j is best one as compared to Xi j then save the details of new one
and delete details of old one. In the parallel way, salp is activated and it performs
balancing in exploitation and exploration phases. Otherwise, the previous position
is reserved in memory.

2.4 Improved Scout Bee Phase

In standard ABC, the scout bee phase generates random solution. It is suffered with
pick convergence rates due to multiple cycles. The modify scout bee phase covers
the whole search space with C1 coefficient to keep up the balancing with employed
phase and shares the information fast. It plays an important role in fast convergence
and improves diversity in the population.

Xi j = (
Xl j + r(0, 1)

(
Xu j − Xl j

))
C1 (7)

3 Efficient Data Transmission Using HABCS
Meta-Heuristic

This section proposes optimal cluster head selection, cluster formulation, and optimal
path selection from source to destination using HABCS meta-heuristic approach. It
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is working in three cycles, i.e., HABCS-Cluster initialization phase, HABCS-Route
Searching Phase, and HABCS data transmission phase.

3.1 HABCS-Initialization Phase

HABCS-Initialization phase starts after sensor nodes randomly deployed over homo-
geneous regions. It performs CHs selection and formulation. The working of each
phase will consist of number of steps which are to be carried out in sequence as
follows:

Step 1: Exchange hello message The first step allows the hello message local
flooding, which helps all SNs to be aware of the current status of their nearby neigh-
bors. In second step, the choosy flooding of hello messages from BS enables each
SN to compute its shortest distance (squared Euclidean distance) to the BS. The
hello message acts as a control message, communicated between nodes during the
HABCS-Initialization phase and contains preliminary information about the network
components. The frame format of hello message is shown in Fig. 3.

Where the fields of the packet are specified as follows:

• Sequence no of frame (SEQ): It has a unique sequence number of 2 byte each
for all the event communications, which get incremented when a new message is
created.

• Type of message (MSG): This field is of 1 byte each and tells about the type of
message (data or control) in the packet.

• Source Identification (SID): This 1-byte field provides the source identity.
• Node Type (NODE): This field denotes the type of node (BS/CH/SN) and is of 1
byte each.

• Hop-Count (H-COUNT): It counts the number of hops for a packet from its source
to destination and of 2 byte in size.

• Previous Node Identification (PID): This 1-byte field contains the identity of pre-
vious node, which forwarded the message at last hop.

• Energy of Previous Node (E-PID): The 2 byte-field contains the residual energy
of previous node, which forwarded the message at last hop.

When the hello message arrives for the first interval time, all SN will perform
updating in neighbor node table, which it maintains along with the values of PID and

2byte 1byte 1byte 1byte 2byte 1byte 2byte

SEQ MSG SID NODE H-Count PID EPID 

Fig. 3 Frame format of hello message
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EPID. Further, the SN confirms if the NODE is set to be BS. At final stage, the hello
message from theBS is again broadcast with theH-COUNT, PID andE-PID updated.
This choosy hello messages flooding from BS helps each SN to acknowledge the
status of the BS and assists to compute the shortest hop distance to each SN. At the
completion of step 1, each SN will have the neighboring node table updated with
distance and remaining energy of each node.

Step 2: Cluster Head Selection Optimal cluster head selection is must to improve
the lifespan of WSNs and reduce energy consumption. CH is acting as gathering
data from the various radio nodes and performs data aggregation to handle the huge
amount of data. The optimal cluster head selection optimizes WSNs performance.
Therefore, this section proposes the HABCS meta-heuristic approach for optimal
cluster head selection with following steps that are represented as:

a. Fitness function notation:

This notation creates a fitness function to analyse food source of population. The
cluster head selection using HABCS approach adopts the following objectives such
as cluster head selection based on highest remaining energy, selection of minimum
distance between cluster head and base station, and selection of minimum distance
between existing cluster head and newly elected cluster head.

fi ↔ MAX
(
Ermni

)
(8)

fi ↔ 1

min
(
Dbs,CHi (max) + DCHi ,CHl (max)

) (9)

Merged Eqs. 8 and 9 represented as:

fi ↔ Q
MAX

(
Ermni

)
min

(
Dbs,CHi (max) + DCHi ,CHl (max)

) (10)

where Q = 1 is proportion constant.

fi ↔ MAX
(
Ermni

)
min

(
Dbs,CHi (max) + DCHi ,CHl (max)

) (11)

Equation 11 is used to drive fitness value of food source. Therefore, optimal
cluster head selection is performed by using HABCS meta-heuristic approach. After
every cycle, CH will be replaced by best one based on highest fitness value. After
execution of these phases, optimal CHs are obtained for each round which exhibit
optimal attributes among a finite set of SNs. These CHs will now act as single point
of contact for event communication and data aggregation.

Step 3: Broadcast CHs list to SNs After selection of CHs, the BSwill broadcast the
list of CHs to all the SNs in the network. This is a type of floodingmessagewhichwill
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2byte 1byte 1byte 1byte 2byte 1byte 1byte

SEQ MSG SID NODE H-Count CH-ID CL-ID

Fig. 4 Frame format of bond message

make SNs aware about the current status of other nodes updated as CHs. Whenever
list of CHs will be updated after each round, it will be rebroadcasted among SNs in
the network. Further, CHs receiving this message will update their node type as CH.

Step 4: Bond Message Generation and Cluster Formulation Now cluster for-
mulation is the most important phase in WSNs. This section shows the creation of
clusters. In the initial stage, every cluster head sends bond message to the nearest
sensor nodes. After receiving bond messages from cluster heads, every sensor node
shows interest in cluster formulation. The frame format of bond message is shown
in Fig. 4.

SEQ, MSG, SID, NODE, H-Count have discussed in frame format of hello mes-
sage. Where the other fields of the packet are specified as follows:

• Cluster Head Identification (CH-ID): The 1-byte field contains the CH identity.
• Cluster Identification (CL-ID): The 1-byte field contains the cluster identity.

But at the time sensor nodes are confused because these nodes have already got
the message to formulate cluster from other cluster head also. Therefore, to avoid
this confusion, weight (wi) is assigned to each sensor node based on distance. Thus,
optimal cluster is obtained at the end of this process (Table 1).

Wi ↔ CDCHp,rni (Max) (12)

Table 1 Cluster formulation

Sensor nodes
(rni )

Cluster heads
(CHp)

Cluster head
weight (ui )

Sensor node
weight (wi)

Wi =
|ui ∗ wi |

CH chosen

n1 CH1, CH2,
CH3

3 0.89 3 CH3

n2 CH1, CH3 2 0.78 1 CH1

n3 CH1, CH3 2 0.98 1 CH1

n4 CH1, CH2,
CH3

3 0.56 3 CH3

n5 CH1, CH3 2 0.34 1 CH1

n6 CH2, CH3 2 0.87 2 CH2

n20 CH3, CH4 2 0.32 1 CH1
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3.2 HABCS-Route Searching Phase

The next challenge is to find the shortest route to improve energy efficiency of
WSNs. This section helps in selecting the shortest route selection using HABCS
meta-heuristic approach. Optimal route selection from sensor nodes to base station
is effective for energy efficiency of WSNs. It selects optimal route based on the least
hop count from sensor nodes to base station and it consumes less energy during
transmission.

Step 1: Initiate Route-Request (R-REQ) In the beginning, the SN initiates one
Route-Request (R-REQ)message to each nearby neighbour node with a unique route
ID, to explore multiple disjoint routes form source to final destination as shown in
Fig. 5.

Not all R-REQ messages will arrive at the BS and few of them will be dropped
out by the intermediate nodes in order to avoid common routes that go through same
SNs. Frame format of R-REQ message is as in Fig. 6.

SEQ, MSG, SID, PID, E-PID have discussed in frame format of hello message.
The fields of the R-REQ message are specified as:

• Target Identification (TID): This 1-byte field provides the target or destination
identity.

Fig. 5 Route request cycle

2byte 1byte 1byte 1byte 1byte 2byte 1byte 1byte

SEQ MSG SID TID RID R-
Cost

PID E-PID 

Fig. 6 Frame format of R-REQ message
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• Route Identification (RID): A 1-byte unique route ID is being assigned to every
route discovered through R-REQ message.

• Route Cost (R-COST): It contains the accumulated route cost associated with
every route ID consumes 2 bytes.

After receiving the R-REQ message, an intermediate SN checks SID and TID
fields, respectively. If the TID represents BS that is in neighbor node table and
performed route table updating. The R-REQ message is sent to the BS directly with
updated PID and E-PID. Otherwise, the SN has to select one of the neighbor’s nodes
to forward the R-REQ message until BS is located. The selection of the neighbor
node to forward the R-REQmessage will depend upon two factors. In first condition,
it should be joined the same pair of BS and source nodes and it should have been
selected samepath. Secondly, the link cost of the selectedneighbor has to beminimum
among all the available neighbor nodes. Further, if no one of the neighbors fulfill
these terms and conditions, the R-REQ message will basically be dropped out from
the network. In this way, multiple disjoint routes will be obtained from SNs to BS
with minimum route cost.

Step 2: Select optimal Route Now to obtain an optimal route from available set of
multiple disjoint routes is a multimodal optimization problem, which can be solved
by incorporating HABCS meta-heuristic. The procedure for selecting optimal route
is as follows:

a. Fitness Function evaluation:

In this section, the fitness of different path and maximum fitness value will be eval-
uated by HABCS approach. This approach is based on objectives such as sensor
nodes collected data sent to base station with the least number of hop count and
energy utilization during transmission data from sensor node to base station. These
objectives are achieved to find minimum distance based on less number of hop count
that is represented as:

fi ↔ Min
{
HCrni ,rnN+1(Max)

}
(13)

fi ↔ Min
{
D(rni ,bs)(Max) + D(CHl ,bs)(Max)

}
(14)

Fitness value is evaluated after merging Eqs. 13 and 14:

fi = QMin
{
HCrni ,rnN+1(Max) + (

D(rni ,bs)(Max) + D(CHl ,bs)(Max)
)}

(15)

where Q is proportional constant, here Q = 1.

fi = Min
{
HCrni ,rnN+1(Max) + (

D(rni ,bs)(Max) + D(CHl ,bs)(Max)
)}

(16)

Therefore, optimal route Routeoptimal will be obtained to transmit data from source
to destination.
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2byte 1byte 1byte 1byte 1byte 2byte 1byte 1byte

SEQ MSG SID TID RID D-
Rate PID E-PID 

Fig. 7 Frame format of R-REP message

Step 3: Initiate Route Reply (R-REP) Message After selection of optimal route,
BS communicates the route reply (R-REP) messages to the source node through this
optimal route to assign data rate for transmitting data packets. The frame format of
R-REP message is shown as in Fig. 7.

SEQ, MSG, SID, PID, E-PID have discussed in frame format of hello message.
The fields of the R-REP message are specified as follows:

• Target Identification (TID): This 1-byte field provides the target or destination
identity.

• Route Identification (RID): A 1-byte unique route ID is being assigned to every
route discovered through R-REQ message.

• Data Rate (D-RATE): It represents the actual data rate assigned for the optimal
route and maximum of 2 byte in size.

When an in-between SN gets the R-REP message, it examines its routing table
entry that corresponds to SID,TID, andRIDvalues.After that it forwards themessage
to the next hop after updating the fields PID and E-PID. But if a source node gets the
R-REP message, it first searches the entry related to TID and RID from its routing
table, then update it with the data transmission rate assigned in the R-REP message.

3.3 ABCS-Data Transmission Phase

After selection of optimal routes, the source node starts transmission of data packets
with the allocated data rates on selected optimal path through data packets; the
detailed procedure is explained in following step:

Step 1: Initiate Data Transmission
After data rate assignment to optimal route, a (TDMA) time division multiple access
schedule sends data to reduce collision chances. Data is collected from different
sources and redundancy is eliminated. Then the aggregated data is sent to the base
station. The frame format of DATA packet is shown as in Fig. 8.

SEQ, MSG, SID, PID, E-PID have discussed in frame format of hello message.
The fields of the DATA packet are specified as follows:

• Target Identification (TID): This 1-byte field provides the target or destination
identity.
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2byte 1byte 1byte 1byte 1byte 2byte 4byte 40byte 1byte 1byte

SEQ MSG SID TID RID PKT-ID
T-
STAMP 

PAYLOAD PID
E- 
PID

Fig. 8 Frame format of DATA packet

• Route Identification (RID): A 1-byte unique route ID is being assigned to every
route discovered through R-REQ message.

• Data packet Identification (PKT-ID): It contains a unique ID for data packet which
is transmitted and of 2-byte size.

• Time Stamp (T-STAMP): It carries the time stamp. It is time duration of data
message that is created at the source node.

• Data Payload (PAYLOAD): It contains the actual data which is transmitted form
SID to TID with maximum size of 40 bytes.

In all steps, the SN can obtain the next hop by using its routing table and the
information placed in the data message that are SID, TID, and RID. At the BS, the
values of PID and E-PID will be updated each time a DATA packet arrives which
helps to monitor the status of multiple routes being used time to time. Further, to
identify the failure route, the BS also performs monitoring of delay of data packets
on very route. When the delay is crossed the already defined threshold, the BS pre-
assumes that the route is destroyed and initiate R-REQ message to re-discover the
optimal routes again.

4 Performance Evaluation and Result Analysis

The proposed HABCS meta-heuristic approach is implemented using network
simulator-2 (NS-2) tool. NS-2 evaluates the performance of the proposed approach.
It is open source software and installed using Kubuntu that is open source operat-
ing system. HABCS meta-heuristic technique performance is evaluated with other
classical routing and swarm intelligence algorithms. The wireless sensor network is
represented by 50, 100, 150, 200, 250, and 300 sensors nodes, respectively There
sensor nodes are deployed in 200 * 200 m2 square area. Initial energy is 10,000 J,
20,000 J, 34,950 J, 48,000 J, 55,500 J, and 60,000 J, respectively, depends on dif-
ferent WSNs scenarios. Simulator is defined a multi-path routes between the sensor
nodes and cluster head (CH). It is also performed single path routing between cluster
head and base station (BS) to send data packets. The proposed HABCS algorithm
results are compared with results of LEACH [3], ESO [3], HBO [4], ACO [5], ABC
[6], PSO [7], and hybrid ant colony optimization and particle swarm optimization
(ACOPSO) [8]; these are based on performance metrics such as remaining energy,
consumed energy, network lifetime, and end to end delay.
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Figure 9 shows remaining energy with the same energy in Joules. Remaining
energy is also called residual energy. It is remaining energy after completion of
each round in the wireless sensor network. Figure 9 shows that proposed algorithm
delivers better result and the highest remaining energy ratio as compared to existing
classical and SI protocols on the same energy level. Therefore, proposed algorithm
is more energy-efficient than the existing classical and SI protocols.

Figure 10 shows that proposed algorithm delivers better result and the consumed
energy ratio as compared to existing classical and SI protocols on the same energy
level. Therefore, proposed algorithm is more energy-efficient than the existing clas-
sical and SI protocols.

Figure 11 shows performance of proposed algorithm with existing algorithms
LEACH, ESO, HBO, ACO, PSO, ABC, and ACOPSO, respectively, in term of end
to end delay using the same energy level. End to end delay means total time taken to
transfer the data over the network. Figure 11 shows the proposed algorithm delivers
better results in term on end to end delay as compared with LEACH, ESO, HBO,
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Fig. 9 Remaining energy with the same energy level in Joule
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ACO, PSO, ABC, and ACOPSO. Therefore, proposed algorithm is more energy-
efficient than other existing classical and SI algorithms.

Figure 12 shows performance of proposed algorithm with existing algorithms
LEACH, ESO, HBO, ACO, PSO, ABC, and ACOPSO respectively in term on net-
work lifetime using the same energy level. Figure 12 shows that proposed algorithm
delivers better results in term on network lifetime as compared with existing pro-
tocols. Therefore, proposed algorithm is more energy-efficient than other existing
classical and SI algorithms.

Figure 13 shows performance of proposed algorithm with existing algorithms
LEACH, ESO, HBO, ACO, PSO, ABC, and ACOPSO, respectively, in term on
number of rounds (LND) last node dead.
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5 Conclusion and Future Work

This paper is presented novel algorithms to improve lifetime of wireless sensor net-
works. Here, a hybrid artificial bee colony with salp (HABCS) meta-heuristic is
proposed with high convergence and increase balancing rate between exploitation
and exploration phase. HABCS approach is a combination of two families: Standard
ABC and salp swarm, respectively; wireless sensor networks (WSNs) are collec-
tion of sensor nodes. This paper is generated the different frame formats such as
hello message, bond message, route request message, route reply message, and data
packets. This paper is performed efficient data transmission, quick convergence by
using hybrid artificial bee colony with salp (HABCS). In future work the proposed
algorithms can be applied in mobile network.
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Lifetime Improvement in Wireless
Sensor Networks Using Hybrid
Grasshopper Meta-Heuristic

Brahm Prakash Dahiya, Shaveta Rani and Paramjeet Singh

Abstract The energy efficiency and lifetime of wireless sensor networks (WSNs)
are the more focusing points. The WSNs faced many challenges during the data
transmission. Node deployment, leader selection, and optimal route selection are
challenges that affect the energy level and lifetime of WSNs. Many existing tech-
niques have been proposed to node deployment, cluster leader and optimal route
selection. But, all existing techniques have not given satisfactory results in the net-
work energy optimization. Therefore, this paper presents hybrid artificial grasshopper
optimization algorithm (HAGOA). It is an inherited behavior of artificial grasshop-
per optimization and artificial bee colony variance. The proposed algorithm will
place sensor nodes using artificial grasshopper optimization technique. These sensor
nodes may be static or dynamic that depends on the network scenario. The cluster
head selection and optimal route selection will perform using artificial bee colony
variance. It also performs balancing between exploration and exploitation phases
in the given search space. This algorithm is a combination of two families: Artifi-
cial grasshopper and ABCVariance, respectively. It compares with existing classical
and swarm intelligence (SI) protocols in the terms of remaining energy, sensor node
lifetime, consumed energy, end to end delay and maximum number of rounds.
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1 Introduction

Wireless sensor networks (WSNs) are collection of small sensor nodes which have
sensing, communication, and computational capabilities. The energy efficiency and
lifetime of WSNs are more focusing points. WSNs have capability to sense, process,
and transmission of the data from sensor nodes to base station. Battery life is impor-
tant factor during the sensor nodes deployment in geographical area. In wild areas,
battery charging is not easily possible. So, energy utilization is the main issue [1].
The network lifetime is utilized by the following factors such as node deployment,
cluster leader selection, cluster formulation, and optimal path selection [2]. Wireless
sensor networks (WSNs) are progressively used in the fields such as military, medic-
inal services, natural, organic, basic health observation, and state built forecasting
[3–6].

A novel technique, namely hybrid artificial grasshopper optimization algorithm
(HAGOA) is proposed for promising node deployment, cluster leader selection, clus-
ter formulation, and optimal path selection. The rest of the paper is organized as
follows: Section 2 presents the hybrid artificial grasshopper optimization algorithm.
Artificial bee colony (ABC) variance is presented in Sect. 3. Energy optimization
using HAGOA is discussed in Sect. 4. HAGOA execution is presented in Sect. 5.
Section 6 introduces the performance evaluation and results. In the last, conclusion
and future works are discussed in Sect. 7.

2 Proposed Hybrid Artificial Grasshopper Optimization
Algorithm (HAGOA)

2.1 Artificial Grasshopper Optimization (AGOA)

Artificial grasshopper optimization (AGOA) is population-basedmeta-heuristic algo-
rithm. It is a nature-inspired approach that performs balancing between exploitation
and exploration phases. It starts working with in a group. The group is gathering of
larva and adult grasshoppers, respectively. The adult phase describes the exploration
search in the given search space, and larva phase describes the exploitation in given
search area. Both phases work together and find promising global solution in given
search space. Therefore, AGOA can be better performed with static and dynamic
sensor node deployment in WSNs. It can enhance convergence area in given search
space.

Grasshopper is represented as:

AGOA is a set of grasshoppers. %A indicates adult grasshoppers and remaining %L
indicates larva grasshoppers. The management of group is performed by resistance
based learning that assists in finding promising position target. The grouping of the
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most extreme wellness grasshopper is considered as the middle grouping and the
position of target is identified with the position of selector using Eq. 1:

ATP =
∑ Asel(n1,n2,n3,n4,...nNV )

Number of selector
1 ≤ NV ≤ N (1)

where ATP represents the position of target and Asel indicates position of selector.
Selector is larva grasshopper. During the selection process, the selector is elected
randomly.

The position of target and mute selector is updated in the left, right, and central
direction in the given search space by using Eqs. 2, 3, and 4, respectively. Mute
selector is adult grasshopper.

ATp′ = (
ATP + rnd ∗ peri ∗ (

ATP − Asel
))

(2)

where ATp′ indicates the updated position of target. Per i is % of enhancement in
fitness of mute selector. The rnd is random function and generates number in range
[0, 1] and where 0 and 1 indicates the lower and upper bound. The update in fitness
value of mute selector is represented by using Eqs. 3 and 4, respectively:

Asel′ =
{
rnd ∗ (

2 ∗ ATP − Asel
) + ATP if

(
2 ∗ ATP − Asel

)
< ATP

rnd ∗ ATP + (
2 ∗ ATP − Asel

)
if
(
2 ∗ ATP − Asel

)
> ATP

(3)

Asel′ =
{(

rnd ∗ Asel + ATP

)
if
(
Asel < ATP

)
(
rnd ∗ ATP + Asel

)
if
(
Asel > ATP

) (4)

The position of mute selector can be changed in the left or right direction using
Eq. 3, otherwise Eq. 4 can be applied for center direction. Here, rnd is random
number.

The interleaving process defines the success of mute selector if it improves best
position in the last round RND:

succ(k,RND,W )

{
1 BESTRND,k,W < BESTRND−1,k,W

0 BESTRND,k,W = BESTRND−1,k,W
(5)

where succ(k,RND,W ) is the success of mute selector k in groupW at round RND.
BESTRND,k,W is best position found by mute selector k at round RND (last round).
1 indicates mute selector higher success rate with best position near the solution and
0 indicates lower success rate without significant enhancement. Therefore, using
all the above equations, one grasshopper may beat another grasshopper. The adult
grasshopper beats the other adult grasshoppers in the group. All defeated grasshop-
pers leave the group. Some grasshoppers die and other grasshoppers switch the group.
The concept of the grasshopper algorithm can be implemented in WSNs for node
deployment and cluster leader selector.
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3 Artificial Bee Colony (ABC) Variance

Artificial bee colony with salp (HABCS) meta-heuristic approach is proposed with
high convergence and increase balancing rate between exploitation and exploration
phases based on salp behavior in employed bee phase, Onlooker bee phase, and Scout
bee phase. Artificial bee colony variance is a combination of two families: Standard
ABC and salp swarm, respectively. Standard ABC salp is family of salpidae. Slap
chain is designed using leader and follower. It has two sets: leader and follower,
respectively. Leader is head swarm and followers follow the leader. Salp swarm
approach is represented as [7]:

P1 j =
{
f j + C1

((
u j − l j

)
C2 + l j

)
C3 ≥ 0

f j − C1
((
u j − l j

)
C2 + l j

)
C3 < 0

(6)

where P1 j represents the position of first leader. f j represents the location of food
source, and jth represents dimension of food source. Upper and lower bounds are
represented by u j and l j , respectively. C1, C2, and C3 are random coefficients. C1

indicates balancing between exploration and exploitation phases. The coefficient C1

is defined as:

C1 = 2e
−

(
4y
Y

)2

(7)

According to Eq. 7, y presents the current cycle and Y defines maximum no. of
cycles. In this section, HABC variance meta-heuristic approach is discussed that
performs the cluster head selection, cluster formulation and select the paths with
optimal energy consumption.

3.1 Initialization Phase

In the initial phase, ABC variance generates an initial population number (PN),
here P is initial population and N represents size of population. SN is food source.
Single food source is searched by only single employed bee. Therefore, (Equal no
of employed bee = Equal no of food source). The initial population of food source
(SN) is represented as:

Xi j = Xl j + r(0, 1)
(
Xu j − Xl j

)
(8)

where i ∈ (1, 2, … SN) and j ∈ (1, 2, … D). D indicates dimensional vector. Xl j and
Xu j define lower and upper limits.
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3.2 Improved Employed Bee Phase

Improved employed bee phase replaces existing food source location by new one
using the following equation:

Wi j =
{
Xi j + (∅i j

(
Xi j − Xkj

)) + f j + C1
((
u j − l j

)
C2 + l j

)
C3

f j − C1
((
u j − l j

)
C2 + l j

)
C3

(9)

where C1 = 2e
−

(
4y
Y

)2

.
According to Eq. 9, select the high fitness value from all food sources. Wi j is

obtained after comparison with Xi j only if Wi j is better as compared to Xi j . If
Wi j is not better than Xi j then it will be exploited with existing solution Xi j . This
phase improves search ability using local exploitation. Therefore, it performs bal-
ance between exploitation and exploration phase using the C1 salp coefficient. Thus,
HABCS is resolved dimensional problem.

3.3 Improved Onlooker Bee Phase

The salp withC1 coefficient has a better outcome and it is used in the whole updating
process. When salp does not perform balancing then salp phase will be ended and in
this way, onlooker phase of standard ABC algorithm will be started.

Pi = fi∑ SN
i=1 fi

(if r(0, 1) ≤ Pi ) (10)

Yi j

{
Wi j (if r(0, 1) ≤ Pi )
Xoptimal, j otherwise

Xi j

{
Yi j

(
if f

(
Yi j

) ≤ f
(
Xi j

))

Xoptimal, j otherwise

Yi j =
{
Xi j + (∅i j

(
Xi j − Xkj

)) + f j + C1
((
u j − l j

)
C2 + l j

)
C3

f j − C1
((
u j − l j

)
C2 + l j

)
C3

(11)

Onlooker bees are activated to enhance the solution of employed bee using Eq. 11.
A greedy selection procedure is applied on Xi j and Yi j and selected the best one. If
fitness value of Yi j is best one as compared to Xi j then save the details of new one
and delete details of old one. In the parallel way, salp is activated and it performs
balancing in exploited and exploration phase. Otherwise, the previous position is
reserved in memory.
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3.4 Improved Scout Bee Phase

In standard ABC, the scout bee phase generates random solution. It is suffered with
pick convergence rates due to multiple cycles. The modify scout bee phase covers
the whole search space with C1 coefficient to maintain the balancing with employed
phase and shares the information fast. It plays an important role in fast convergence
and improves diversity in the population.

Xi j = (
Xl j + r(0, 1)

(
Xu j − Xl j

))
C1 (12)

4 Energy Optimization Using HAGOA

4.1 Fitness Function Notation for Node Deployment

The artificial grasshopper optimization algorithm is applied on WSNs to optimize
energy. Here, numbers of sensor nodes (SNs) are treated to be the number of larva
grasshoppers, andmobile nodes (MNs) are treated to be the number of adult grasshop-
pers. The concept of attacking by grasshoppers derives when data has to be trans-
ferred by the sensor nodes. In this section, HAGOA performs static and dynamic
node deployment, cluster formulation, and optimal cluster head selection.

SNs = {rn1, rn2, rn3, rn4, . . . rnN } 1 ≤ i ≤ N (13)

Here, SNs indicates set of static sensor nodes.

MNs = {m1,m2,m3,m4, . . .mN } 1 ≤ i ≤ N (14)

Here, MNs indicates set of dynamic sensor nodes.
The total area covered in WSNs and numbers of nodes in given search area are

represented as:

MINnonodes = Ar

π · ran2 (15)

where ran represents the communication range or sensing range and MINnonodes indi-
cates the least number of sensor nodes that are needed to make connected network
during the data transmission. Ar indicates the total area to be covered.

Ar = (
Xi − X j

) ∗ (
Yi − Y j

)
(16)
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The distance between rni , and rn j located in position
(
Xi , X j

)
and

(
Yi ,Y j

)
is

calculated as:

d
(
rni , rn j

) =
√(

Xi − X j
)2 + (

Yi − Y j
)2

(17)

Sensing range between sensor node rni and rnj is rs radius. If d
(
rni , rn j

) ≤ rs is
said to be connected nodes.

Cov(SN) =
∑ 1, d(rni , t) ≤ rs

0, d(rni , t) > rs
(18)

where d is the distance between sensor node (rni ) and target node (t). The coverage
(SN) function equal to one means target is sensed or covered. Zero indicates target
that is not sensed or covered.

f1(Mi ) =
∑ f1(Mi ) + 1, d(Mi , t) ≤ rs and t ! ∈ {SN,MN/Mi }

f1(Mi ) Otherwise
(19)

where f1(Mi ) indicates mobile sensor node fitness. Here, target (t) does not belong
to static nodes (SN) and exempted (Mi ) other mobile sensor nodes (MN).

Fitness Ratio =
(

f1(Mi )∑
t

)
% (20)

where fitness ratio defines total number of targets can be covered or sensed by each
mobile sensor node (Mi ).

TCov defines the total coverage of static node and mobile sensor node.

TCov = Cov(SN) +
m∑

i=1

f1(MN) (21)

Derived the fitness function to identity the week node and optimize the position
of mobile sensor nodes:

f1 = β1

Dis
+ β2 ∗ Del + β3 ∗ Dropratio (22)

f 1 is the fitness function to calculate week node, β1, β2 andβ3 are constants such
as β1 + β2 + β3 = 1. Week node means connected node but exploited with week
coverage, high delay, and high drop ratio. Dropratio indicates the drop ratio of packets.
Dis indicates distance between sensor node and previous sensor node.
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4.2 Fitness Function Notation for Cluster Head Selection

This notation creates a fitness function to analyze food source of population. The
cluster head selection using ABC variance that adopts the following objectives such
as cluster head selection based on highest remaining energy, selection of minimum
distance between cluster head and base station and selection of minimum distance
between existing cluster head and newly elected cluster head.

fi = MAX
(
Ermni

)

min
(
Dbs,CHi (max) + DCHi ,CHl (max)

) (23)

Equation 23 is used to drive fitness value of food source.

4.3 Fitness Function Evaluation for Optimal Path Selection

In this section, the fitness of different path and maximum fitness value will be eval-
uated by ABC variance. The objective is achieved to find minimum distance based
on less number of hop count that is represented as:

fi = Min
{
HCrni ,rnN+1(Max) + (

D(rni ,bs)(Max) + D(CHl ,bs)(Max)
)}

(24)

Therefore, this derivation can be applied to find fitness value in every round.

5 HAGOA Execution

5.1 HAGOA Initialization Phase

It performs sensor node deployment and setup the base station position. It is also
deployed some dynamic node for the backup purpose in emergency time. After the
deployment of static nodes, the minimum number of mobile sensor nodes are placed
using Eq. 15. The fitness function helps to calculate maximum number of sensed
target by each mobile sensor nodes only when these target nodes are un-sensed or
uncovered by static and other mobile nodes. It also reduces the overlapping chances
in the coverage area. Figure 1 shows the working of HAGOA.
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Fig. 1 Flow chart AGOA meta-heuristic algorithm in WSNs

5.2 HAGOA Cluster Phase

It performs cluster formulation and cluster leader selection. Optimal cluster head
selection is must to improve the lifespan of WSNs and reduce energy consump-
tion. Cluster leader is acting as gathering data from the various radio nodes and
performs data aggregation to handle the huge amount of data. The optimal cluster
leader selection optimizes WSNs performance. Therefore, this section proposes the
HAGOAmeta-heuristic approach for optimal cluster leader selection with following
steps that is represented as:

Cluster Leader Selection Algorithm:

Input and Parameters Setup:

PN        It indicated population number
Mi         Maximum Round (R)                                             
D           It indicates vector dimension  
SN        It indicated sources of food        Parameters Initialization

It indicates lower limit of elements 
It indicates upper limit of elements   
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end for
for (i=1,2,……………………………………,SN) do
Produce by using equation no. 9.        Improved Employed Bee Phase
Evaluate optimal solution and fitness fi ( ) 
R++
if fi ( ) < fi ( ) then

fi ( )          fi ( ) 
else
Previous existence solution is stored in memory 
end if 
Update C1 co-efficient 
end for
if R==Mi  then 

$          Parameter Controller
Probability of selected food source

C1           Balancing Coefficient
Output:

{ 
start:
R          0                            Initialization Bee Phase 
for (i=1,2,……………………………………,SN) do        
Produce
If r ≤ $ then             
Produce ϵ (–
{ 
else
Produce ϵ (0,1)
} 
end if
Evaluate optimal solution and fitness fi ( ) 
Update C1 co-efficient 
R++

Stored optimized solution in memory and is optimal solution and exit.

Update C1 co-efficient 
end if
end for 
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for (i=1,2,……………………………………,SN) do 
then      

Improved Onlooker Bee Phase     
else 
Previous existence solution is stored in memory 
end if
Evaluate optimal solution and fitness fi ( ) and fi ( ) 
If  fi ( )  ≤ fi ( ) then 

if fi ( )  > fi ( ) then 

fi ( )          fi ( )
end if
end if
if solution is unsatisfactory then replace with new solution generated by using 
equation no. 13.    
R++  Improved Scout Bee Phase
end for
if R== Mi then

end if
} 

After execution of this algorithm, optimal CHs are obtained for each round which
exhibit optimal attributes among a finite set of SNs. These CHs will now act as single
point of contact for event communication and data aggregation.

5.3 HAGOA Transmission Phase

It selects the data rate. It is also performed the optimal path selection basis on least
hop. This section helps in selecting the shortest route selection using HAGOAmeta-
heuristic approach. Optimal route selection from sensor nodes to base station is
effective for energy efficiency of WSNs. It selects optimal route based on the least
hop count from sensor nodes to base station and it consumes less energy during
transmission.
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Optimal Route Selection Algorithm:

Input and Parameters Setup:

PN        It indicated population number
Mi         Maximum Round (R)                                             
D           It indicates vector dimension  
SN       It indicates sources of food             Parameters Initialization

It indicates lower limit of elements 
It indicates upper limit of elements   

$          Parameter Controller
Probability of selected food source

C1           Balancing Coefficient
Output:

{ 
start:
R         0
for (i=1,2,……………………………………,SN) do 
Produce Initialization Bee Phase
If r ≤ $ then
Produce ϵ (–1,0)
{ 
else
Produce ϵ (0,1)
} 
end if
Evaluate optimal solution and fitness fi ( ) 
Update C1 co-efficient 
R++
end for
for (i=1,2,……………………………………,SN) do                       
Produce by using equation no. 9 Improved Employed Bee Phase
Evaluate optimal solution and fitness fi ( ) 
R++
if fi ( ) < fi ( ) then

fi ( )          fi ( ) 
else
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then Improved Onlooker Bee Phase   

else 
Previous existence solution is stored in memory 
end if
Evaluate optimal solution and fitness fi ( ) and fi ( ) 
If  fi ( )  ≤ fi ( ) then 

if fi ( )  > fi ( ) then 

fi ( )          fi ( )
end if
end if
if solution is unsatisfactory then replace with new solution generated by using 
equation no 13. Improved Scout Bee Phase
R++
end for
if R== Mi  then

end if
} 

Previous existence solution is stored in memory 
end if 
Update C1 co - efficient 
end for
if R==Mi  then 
Stored optimized solution in memory and is optimal solution and exit.

Update C1 co -efficient 
end if
end for
for (i=1,2,……………………………………,SN) do 

Therefore, optimal route Routeoptimal will be obtained to transmit data from source
to destination. After the completion of first round it checks the energy level. If energy
is left for execution, it performs monitoring of whole network and find out the week
nodes in the network using fitness function. If week nodes will be existed in the
network then HAGOA will locate mobile sensor node between the week node and
connected sensor nodes basis on best positioning fitness function and helps to avoid
local optima andhiddennodeproblem. It improves the coverage andnetwork lifetime.



318 B. P. Dahiya et al.

6 Performance Evaluation and Result Analysis

The proposed HAGOA meta-heuristic algorithm is implemented using network
simulator-2 tool. The wireless sensor network is represented by 50, 100, 150,
200, 250, and 300 sensors nodes, respectively. These sensor nodes are deployed
in 200 * 200 m2 areas. Initial energy is 10,000 J. Sensor node coverage range is vary-
ing from 20 to 90m. The proposed algorithm is defined amultipath route between the
sensor nodes and cluster head (CH). It is also performed single hop routing between
cluster head and base station (BS) for transmission of data packets. The proposed
HAGOAalgorithm results are comparedwith results ofAGOA[8], LEACH [7],ACO
[9], PSO [10], ABC [11], hybrid ant colony optimization and particle swarm opti-
mization (ACOPSO) [12] and hybrid artificial bee colony with salp (HABCS) [13]
and they are based on the performance metrics such as remaining energy, consumed
energy, sensor node lifetime, and end to end delay.

Figure 2 shows that proposed algorithm delivers better result and the highest
remaining energy ratio as compared to existing classical and SI protocols on the
same energy level.

Figure 3 shows the proposed algorithm delivers better results in term of end to
end delay as compared with LEACH, ACO, PSO, ABC, ACOPSO, HABCS, and

7150
7160
7170
7180
7190
7200
7210

50 100 150 200 250 300R
em

ai
ni

ng
 E

ne
rg

y
(J

ou
le

s)

Number of node per round

LEACH ACO PSO ABC ACOPSO HABCS AGOA HAGOA

Fig. 2 Remaining energy

2.6

2.8

3

3.2

3.4

50 100 150 200 250 300E
nd

 to
 e

nd
 d

el
ay

 (m
s)

Number of Nodes per round

LEACH ACO PSO ABC ACOPSO HABCS AGOA HAGOA

Fig. 3 End to end delay



Lifetime Improvement in Wireless Sensor Networks Using Hybrid … 319

2.5

2.52

2.54

2.56

2.58

50 100 150 200 250 300R
em

ai
ni

ng
 E

ne
rg

y
(J

ou
le

s)
 

Number of node per round

LEACH ACO PSO ABC ACOPSO HABCS AGOA HAGOA

Fig. 4 Lifespan of sensor node on same energy level

0
100
200
300
400
500
600

50 100 150 200 250 300

N
um

be
r o

f R
ou

nd
s

Number of nodes per round 

LEACH ACO PSO ABC ACOPSO HABCS AGOA HAGOA

Fig. 5 Network lifespan

AGOA. Figure 4 shows the proposed algorithm delivers better results in term of
network lifetime as compared with existing protocols.

Figure 5 shows performance of proposed algorithm with existing algorithms
LEACH, ACO, PSO, ABC, ACOPSO, HABCS, and AGOA, respectively, in term of
number of rounds.

7 Conclusion and Future Work

In WSNs existing classical and SI algorithms are suffered with node deployment,
cluster leader selection, and optimal route selection. Prefect node deployment means
more energy saving during data transmission. Thus, this paper HAGOA meta-
heuristic algorithm is performed promising node deployment, cluster leader selec-
tion, and optimal route selection. It is implemented using NS-2 simulator. The effi-
ciency of proposed algorithm has already evaluated with benchmarks function using
MATLAB in previous work. The proposed HAGOA has given best results in terms of
remaining energy, consumed energy, network lifetime, and end to end delay as com-
pared to LEACH, ACO, PSO, ABC, ACOPSO, HABCS, and AGOA, respectively.
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Therefore, proposed algorithm is more energy efficient than other existing classical
and SI algorithms. The future of this work can be considered to inherit the behavior
of another swarm to optimized energy and increase the lifetime of WSNs.
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Routing Topologies and Architecture
in Cognitive Radio Vehicular Ad hoc
Networks

Priya Bakshi, Prabhat Thakur and Payal Patial

Abstract With the advancement in the wireless communication, there has been an
immense growth in the number of vehicles on the road. The unpredictable nature
of vehicular ad hoc network (VANET) due to random increase and decrease of the
nodes/users (vehicle) on the roads is a challenging issue.Moreover, the increase in the
number of nodes creates the problem of spectrum scarcity due to shortage of licensed
spectrum for vehicular services. In order to solve the issue of spectrum scarcity, the
cognitive radio network (CRN) has been developed which exploits the unlicensed
spectrum for communication without affecting the licensed communication that is
using interference avoidance. The CRNs are more vulnerable to the security and the
privacy of the networks because the transmission parameters required for communi-
cation avoid the interference with the licensed and unlicensed users. Moreover, the
safety message among the vehicles ensures the safety of the vehicles in the cognitive
radio vehicular ad hoc network (CR–VANET) and also manages the sharing of the
licensed/primary and the unlicensed/secondary users in the network. The routing and
network topologies are a challenging issue due to mobility of vehicles. Therefore,
in this review paper, we present the applications and various routing topologies for
CR–VANET.
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1 Introduction

Increase in number of vehicles on the road has conveyedmain emphasis on enhancing
safety of vehicles.With this demand, we are observing arise in expansion of the novel
presentations and facilities for VANET situations. The most common instances are:

(i) Safety of roads
(ii) Collision avoidance
(iii) Traffic management
(iv) Vehicle-to-vehicle communication (V2V) [1].

For VANET, all the vehicles/nodes need communication with each other (V2V))
and other roadside units (vehicle-to-infrastructure (V2I)). The radio spectrum is
the compulsory resource for communication and the allocated spectrum bands for
VANETby theFederalCommunicationsCommission (FCC) andEuropeanTelecom-
munications Standards Institute (ETSI) are 75 and 30 MHz of spectrum in 5.9 GHz
band [2, 3]. However, in future with increase in vehicles, these allocated bands will
be insufficient for communication; therefore, we need some platforms which can
fulfill this demand of spectrum bands. The cognitive radio network is an emerging
solution to overcome the problem of spectrum shortage. The main idea of CRN is to
share similar bandwidth with secondary/unlicensed users (SUs) without causing any
interference to primary/licensed users (PUs). Cognitive radio equipment detects the
available channel and allows SUs to occupy the bandwidth. The CR includes spec-
trum knowledge representation which vigorously changes routing topology protocol
in order to satisfy requirement for more proficiency [4].

The use of CR in the VANET can improve the issue of spectrum shortage. There-
fore, CR–VANET is an emerging technology that can support VANET applications.
Vehicular ad hoc networks defined as unstructured ad hoc network shifting on the
road. The vehicle can communicate with each other or with roadside infrastructure to
increase the safety of roads. The main challenges for cognitive radio network (CRN)
deal between nodes in VANET in high-mobile network under dynamic channel situ-
ations. In addition to this, the unpredictable behavior of VANET, data security, node
mobility, and priority assignment are the main challenges [4]. There are some chal-
lenges in developing CR–VANET. The open problems in CRN development network
like control channel (CC), joint spectrum sensing (JSS), and cognitive implementa-
tion architecture (CIA).

2 Overview of Cognitive Radio and Its Architecture

Spectrum users are categorized as licensed users, and unlicensed users or cognitive
radio. Licensed users legally operate in a specific frequency band while cognitive
users are not granted with any specific frequency to transmit and receive the data.
Cognitive radio provides the spectrum to unlicensed users for communication pur-
pose [5–7]. Cognitive radio network users identify the spectrum holes, these holes
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Fig. 1 Cognitive radio for
vehicular ad hoc networks
(CRV) architecture
(noncentric) [10]

are defined as a provisionally nonutilized spectrum that can be accessed by CUs. If
a spectrum band is available, then cognitive radio (CR) fully utilizes the channel,
although primary users are there.

The major applications of Cognitive Radio are:

(i) White space and regulation [8]
(ii) Smart grids [9]
(iii) Wireless sensor network (WSN)
(iv) Public security and medicinal network
(v) Internet of Things
(vi) Vehicular networks [10]

Cognitive radio in VANET is one of the major submissions of CR. Each vehicle
in a geographical area can interconnect with each other straightly via some commu-
nication infrastructure.

The VANET architecture of cognitive radio vehicles based with on-board units
(OBUs) and infrastructure services. The network architecture for cognitive radio are
as follows:

(i) Incomplete infrastructure support [10].
(ii) Complete structure provision [10].

The architecture is defined as without infrastructure support or noncentric con-
struction. The detecting could be communal among the network. Organization sup-
port nonappearance minimizes the geographical attention of communication per-
formed in Fig. 1. The repeaters and routers are connected through main highway
with fixed infrastructure support and low complexity. The range of data is fixed by
minimum infrastructure, thus data are conveyed only to the vehicle in the range of
services installed above in Fig. 2.

3 Cognitive Radio Vehicular Ad hoc Network

Currently, all automakers are capitalizing to stretch infotainment explanations and
new substitutions to passengers and car drivers. Geographies and facilities tend to
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Fig. 2 Limited structure
cognitive radio architecture
[10]

overload the obtainable range in automotive background. In cars, high suffering of
the internet is determined in high traffic roads. Cognitive radio can be introduced to
vehicle communication.

Cognitive radio enhances the throughput and alsoCR–VANETs enablemore users
to function in high user-friendly scenarios. Transceiver with reconfigurable software-
defined radio (SDR) equipments is being included to vehicles. The operating param-
eters can be dramatically changed via software, which reduces data flexibility and
operations of dissimilar bands [10]. So, hardware limitations are optimized in the
development of novel equipments. The spectrum sensing (SS) is fundamental in cog-
nitive radio networks as well as in CR–VANET. SS means to detect the presence of
license users or secondary users in a specific frequency band more correctly; this
reduces the practice of spectrum holes resourcefully.

Spectrum sensing (SS) methods are categorized as:

(i) Per-vehicle sensing.
(ii) Spectrum database (DB) methods.
(iii) Cooperation.

In per-vehicle sensing, each car achieves the range sensing independently and sep-
arately from the others. SS is performed with traditional spectrum sensing strategies
as energy detection (ED), matched filter detection (MFD), cyclostationary detection
(CD), and others [11]. However, despite the fact that individual car can achieve its
own sensing with no record of any infrastructure support, the accuracy of the sensing
decreases in situations of obstructions in Fig. 3 [11].

4 Literature Review

Uddin et al. [12] proposed the cognitive radio (CR) enabled vehicular ad hoc net-
works mainly for the multiagent relied on traffic management system (TMS). Due
to the continuous interest of researchers in the concepts of CR, the demand of CR-
based vehicular ad hoc networks was flourishing. It played out a major role in the
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Fig. 3 Adaptable
communication in VANET
[10]

communication of sensor nodes with high efficiency and reliability. In VANET, the
sensor nodes are the moving vehicles that continuously changed the topology of the
network. In the present researchwork, a cognitive radio-based networkwas proposed
mainly for the vehicles that used the multiagent. A skeleton was introduced mainly
for the learning purposes and for the decisionmaking. The present technique had two
basic phases. The first one was the dynamic and the second was the semi-dynamic.
The dynamic was the communication of vehicle to vehicle without accessing any
other device for the data exchange, whereas the same dynamic was the data commu-
nication of vehicle with roadside units (RSU). The communication was taking place
by accessing a wireless link with the use of cognitive radio. Subsequently, a cluster
formation approach was utilized to acquire the more accuracy in the data transmis-
sion. The experiment was proven better in terms of the throughput, consumption
of energy, delay considered while data packets were sent, and the overhead of the
network. Elgaml et al. [13] recommended the low delay and high throughput CR–
VANET. Because of the advancement of the technology, thewireless sensor networks
were utilized for various purposes in most of the applications and CR–VANET was
one of them. It exploited CR for the access of unused channels by vehicles under
the radio region. Therefore, CR–VANET was not just passed through the common
challenges of cognitive ratio mainly the spectrum sensing. But it also faced some
difficult issues related to the mobility of the sensor nodes in the network. The current
research was described the low delay and high throughput CR region method for the
better working criteria of CR–VANETs that had the tendency to manage with the
general stands of VANET as IEEE802.11p. The experiment depicted that the current
technique was easily declined the time consumption and the throughput was flour-
ishing. Ahmed et al. [14] described the cooperative spectrum sensing, particularly
for the CR–VANET with the detailed description and the research challenges of CR.
These days, VANETs are being more interested in the field of intelligent traffic man-
agement and it enhanced in several ways to serve the people with better performance
while data are transmitted from one node to the other. In VANET, the sensor nodes
are the moving vehicles. It was supportive to various kinds of applications, mainly
for the safety purposes, traffic efficiency, and even for the entertainment require-
ments. It makes the driving more comfortable with a lot of facilities. The cognitive
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radio simply increased the bandwidth mainly for the communication of moving vehi-
cles. The main purpose of using cooperative spectrum sensing (CSS) was to exploit
the temporary and spatial diversity to search out quickly the primary users of the
data. The current research introduced the detailed description of the CSS approach
mainly for the CR–VANETs. The major advantages of the technique were discussed
in the literature review section. The other objective of the research was to clarify the
common research challenges and future direction of the current research approach.
JalilPiran et al. [15] proposed the fuzzy-based sensor fusion approach mainly for
the CR–VANET. Generally, in the field of wireless sensor networks (WSN). The
sensor fusion was introduced to integrate it with the gathered data via sensors basi-
cally to give access for the unified interpretation. The biggest characteristic of the
sensor fusion was the high-level data in the statistical and in the definitive ways. It
was difficult to acquire by using a single sensor. The current research initialized a
dynamic sensor fusion method which was fully dependent upon the fuzzy theory.
For the present approach, input sensor readings and final output were considered.
The sensor nodes in CR–VANET were concatenated with the diverse sensors. Along
with this, the crash severity was utilized as the consequent variable. The procedure
and the fusion were obtained via using the fuzzy logic criteria. The results obtained
from the present research approach were introduced the applicable system mainly to
decline the causality rate of the vehicles. Eze et al. [16] give the explanation about
CR technology which was utilized with VANET. The present status, issues, and
research trends were described in detail. The vehicular networks and the cognitive
radio networks both were being a fascinating advancement of the technology. The
applications of cognitive radio were utilized for the intelligent vehicles and to sort
out the common issues occurred because of the scarce spectrum. Current research
gave the description of cognitive radio advancements which set a goal to enhance
the efficiency in the vehicle communication. The description given in the research
was introduced the dynamic technique and the major issues that were linked to the
cognitive radio. Additionally, the research work also identified the different issues
which were faced by the design and the creation of cognitive radio vehicular ad hoc
networks. Table 1 defined the basic comparison of TCR, VANET, and CR–VANET,
respectively.

Table 1 Comparison of traditional cognitive radio (TCR), VANET, and CRV [17, 18]

TCR VANET CRV

Range ~30 km Few km Few km

Mobility
characteristics

Stationary High mobility can,
exceeds 100 km per
hour

High mobility can
exceed 100 km per
hour

Topology Centralized V2I, V2V, and V2P Both integration path

Performance Throughput delay Transmission delay
and capacity

Transmission capacity
and delay
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5 CR–VANET for Topology and Routing Protocols

CR–VANET has the characteristics of highmobility and rapid dynamic topology and
data reliability for road safety. Designing appropriate media access control (MAC)
protocol for CR–VANET is the main task. According to the review paper [4], there
is still no domination structure of the CR–VANET protocol.

Moreover, in order to provide a normal view of Cognitive Radio Vehicular Ad
hoc Network (CRVANET) MAC-LAYER, we summarize some essential articles
[19–22] and present a preliminary structure of the CR–VANET protocol (MAC).
The slot design of CR–VANET network system is shown in Fig. 4.

Routing in CR–V faces unique challenges when compared with mobile ad hoc
networks (MANETs). In VANETs, the routing topologies are expected to accept
the vehicle mobility of the node and the state of the channel. In CR–V, allotted
route shall be more rapidly changed according to the event of license users and
frequency in the spectrum pool [24]. In most of these topologies routingmethods, the
route is designed during the route-discovery and it can be modified when messages
are missed or novel PU activity is detected. Algorithms suffer from performance
degradation, when the spectrum state or spectrum availability, vehicle node positions
modify speedily than the rate of route-updates. Various routingmethods for VANETs
have been implemented in [23]. Moreover, most of them are focused on short-range
communication in ad hoc networks to aid intelligent transport system (ITS) in urban
areas. The distance between binary vehicle nodes is much smaller than broadcast
range. Furthermore, none of them measured the adaptable range access unlicensed
industrial–scientific–medical (ISM) band to obtain more capacity. At current, the
research on routing schemes for CR–VANET is really rare.

Fig. 4 Slot design of CR–VANET [23]
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Table 2 Comparison between dissimilar routing protocols [25]

Methods Advantages Disadvantages

PCTC Most effective and reliable topology
than other, low rerouting frequencies
and delay

Requires local link knowledge
consequence in huge message overhead

SABE Overhead for choosing delay vehicle
nodes is substantially reduced

Robustness of proposed algorithm shall
be enhanced

Co-Cast Channel overlap in frequency Overhead for communication might be a
problem

A. Prediction-based Cognitive Topology Control (PCTC) Routing

It is a distributive prediction-based technology control method over the cognitive
capability of routing CR–V. It is a middleware like cross-layer module residing. It
utilizes cognitive connection data availability forecast, which is conscious of dis-
tortion to primary users and predicts the available duration connections. Based on
connection predicts, it considers the dynamicmodification of the topology and builds
enhancing effective methods, which is objective in reducing routing frequency and
enhancing end-to-end (E2E) delay network performance like as throughput anddelay.

B. Spectrum Aware Beacon Less Geographical Routing (SABE)

The main objective of spectrum aware beacon is that the routing rules as well as the
resource allocation policy is made by receivers on a per-packet and hop basis, so
that the SABE protocol can be effective in spectrum dynamic. A CRV broadcasts
advancing request packet and adds its data available resources and location.

C. Cognitive Multicasting uses Orthogonal Frequency Division Multiplexing
(OFDM)

It is a cognitive multicast routing protocol inspired by on-demand multicast routing
protocol. Its attempt to provide adequate throughput performance by choosing and
using idle ISM channels. After searching the channels, vehicle nodes collaborate to
form a multicast tree using and ad hoc demand distance vector [23] (Table 2).

6 Conclusion and Future Scope

In this paper, CR–VANET was described and the work done in this area was catego-
rized and few key attainments were studied. CR is a developing wireless announce-
ment topology (WAT) that can spread the vehicle announcement networks character-
istics. CR motivates the development and growth in vehicle-to-vehicle, vehicle-to-
infrastructure, and vehicle-to-peer communications. Though, there are still structural
problems to combine the cognitive radio vehicles. Themain problems and challenges
in cognitive radio vehicles have been studied. Various high-lighted issues SS, MPs
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of observation, interference, end-to-end delay, and security system are the main
concepts in CR–VANET. The future scope will improve the lack of data-adaptive
approach and optimization of the recent CR–VANET varieties.
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Parameter Optimization Using PSO
for Neural Network-Based Short-Term
PV Power Forecasting in Indian
Electricity Market

Harendra Kumar Yadav, Yash Pal and M. M. Tripathi

Abstract Because of developing concern to environmental changes, renewable
energy is being looked as a key alternative to the conventional sources. Photovoltaic
power is a green and an abundant renewable energy source. Photovoltaic power is
dependent upon the solar irradiation which is highly intermittent in nature. So the
precise forecasting of PV power is necessary to improve the operation of an electrical
grid with the distributed energy resources. This paper proposes a novel hybrid model
by combining particle swarm optimization (PSO) and the feed-forward neural net-
work (FFNN) together. Proposed hybrid model is applied to forecast the PV power in
Indian electricity market. One-year data consisting of hourly PV power generation,
direct radiation, diffused radiation, and ambient temperature from the Indian energy
market has been used for PV power forecasting. The developed model is applied
for one-week ahead PV power forecasting for winter, summer, rainy, and autumn
season, respectively. The performance of the proposed hybrid model outmatches and
compared with some recently reported model.

Keywords Solar irradiation · Autocorrelation · Neural network · PSO and PV
power forecasting

1 Introduction

The Due to the rising temperature, economic issues, climate change, and carbon
emission the electricity market structure of the world is adopting new strategies to be
relevant. As a result, renewable energy is emerging as the possible energy option of
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the future. The solar photovoltaic (PV) power is attracting more people in the world
as an alternative solution to the future power problems. The growth rate of the PV
power installations is increasing rapidity due to the continuous reduction in the cost
of the solar PV panels. India has the tremendous scope of the solar power generation
due to the geographical location of the country.

From last two decades, the advancement in smart grid technologies has made it
possible to integrate the solar PV generation with the power grid. The smart metering
infrastructure encourages the consumer to become a prosumer. The prosumers are
allowed to consume the electricity, produce energy and are also allowed to inject extra
power into the smart grid as per the rules laid down by electricity regulatory commis-
sion. Inmany countries, governments are promoting the distributed power generation
and providing subsidy also on the installation of small photovoltaic rooftop power
generation plant.

However, the PV power is intermittent and difficult to dispatch, due to the varying
nature of solar irradiation and it may cause a power imbalance. Power distribution
centers are facing difficulty to dispatch the power to the consumers, due to this power
imbalance. Solar PV power forecasting based on the limited geographical as well
as previous year data may be the key solution to this problem and may enhance the
effective use of solar PV power generation. Solar PV power forecasting can reduce
the impact of uncertainty in solar PV power generation, resulting in maintenance
of power quality, improvement in system reliability and enhancement in solar PV
power generation penetration into the grid [1].

Many researchers have developeddifferentmodels for thePVpower forecasting. It
is observed that generally two approaches are adopted for the PV power forecasting,
indirect [2–8] and direct approach [9–16]. In the direct approach researchers are
forecasting solar PV power output directly and in indirect approach researchers are
first forecasting solar irradiation from the available metrological data, followed by
the solar PV power forecasting with the help of solar irradiation forecasting.

Many statistical and artificial intelligence techniques are used for PV forecasting.
Persistence model is a benchmark model for the entire developed model for both
types of forecasting. ARIMA [2], wavelet analysis [3], wavelet-ARIMA, support
vector regression (SVR) [4], spatio-temporal [5], artificial neural network (ANN)
[6], and hybrid ANN-based methods [8] is used for the indirect forecasting. In the
direct forecastingmethods, support vector regression (SVR) [9–14],ANN [15], fuzzy
logic [16], ANFIS [17], and other many hybrid methods [18–24] are also used. These
methods have some advantage and disadvantage over each other. All the above-cited
models are developed for the specific time horizon forecasting,mostly for the one-day
and one-week ahead forecasting.

ANN method is adopted for all type of forecasting by the researchers, for linear
as well as nonlinear modeling. ANN model requires setting the model parameters
and networking topology. The results of ANN models are highly correlated with
the model parameters. As a result, the performance obtained from the ANN method
is not up to the desired level and it requires improvement in the approach. In this
paper, a hybrid model combining feed-forward neural network and particle swarm
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optimization is used for PV power forecasting. PSO is used for optimizing FFNN
parameters, bias, and weights.

The one-year hourly solar PV power generation data obtained fromKolkata, India
located at latitude 25.64°, longitude 79.45°, for the year 2014 is used for training and
testing purpose of the proposed model. This one-year data of one-hour resolution
are divided into four groups January to March, April to June, July to September, and
October to December which corresponds to the winter, summer, rainy, and autumn
seasons in India, respectively. Again data of each group is divided into two groups
for training and testing purpose. Simulation results are quite encouraging as mean
absolute percentage error, root mean square error and mean absolute error have been
calculated to evaluate performance of the developed model. All the error parameters
have shown that developedmodel is very accurate in short-termPVpower forecasting
for each season.

Rest of the paper is arranged in the following manner. Section 2 discusses the cor-
relation of solar PV power with the input variables. Section 3 discusses the proposed
approach. Section 4 presents the working of a proposed hybrid model of solar PV
forecasting and Sect. 5 discusses various performance evaluation matrices. Results
and discussions are presented in Sect. 6. Section 7 presents the conclusion.

2 Factors Influencing the Solar PV Power Output

Solar direct radiation, diffuse radiation, and atmospheric temperature are used as
an input variable to developed forecasting model. This section shows graphical and
Pearson correlation coefficient r to study correlation between PV power output w.r.t.
solar direct radiation, solar diffuse radiation, and atmospheric temperature.

2.1 Solar Radiation Intensity

As we know that the photovoltaic power is highly dependent upon the solar irradia-
tion. The solar irradiation is the combination of direct radiation and diffuse radiation.
Seven days data from June 1, 2014 to June 7, 2014 were used to draw a curve of PV
power output versus solar direct radiation and PV power output versus solar diffuse
radiation as shown in Figs. 1 and 2, respectively, to show the correlation between
them.

Figure 1 shows that PV power output is highly correlated with direct radiation.
So we can say that the dependency of PV power is very high on direct radiation and
therefore it is taken as one of the main input variables that affects PV power output.
Similarly, Fig. 2 shows relation between PV power output and solar diffuse radiation
and it shows a positive relationship between them. But it shows less correlation as
compared to the solar direct radiation, so the dependency of the PV power is less on
the solar direct radiation, and it is also considered as an important input factor.
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Fig. 1 Curve of PV power output and direct solar radiation

Fig. 2 Curve of PV powers output and diffuse solar radiation

2.2 Temperature

PV power conversion efficiency is dependent upon the atmospheric temperature.
PV cell voltage and current both are dependent on the atmospheric temperature. As
the temperature is increased, the PV cell voltage is reduced and PV cell current is
increased, but the reduction in voltage is more as compared to increase in current.

So according to the maximum power tracking the overall power output from PV
cell is reduced as temperature increases and the conversion efficiency is reduced. In
order to analyze effect of atmospheric temperature on PV power output, data of seven
days from June 1, 2014 to June 7, 2014 were used to draw a curve of PV power output
versus temperature as shown in Fig. 3. The occurrence of the local maximum point
of the temperature and PV power slightly differ from each other as shown in Fig. 3
and shows as lightly positive correlation between the PV power and temperature.
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Fig. 3 Curve of PV power output and atmospheric temperature

2.3 Pearson Correlation Coefficient

Pearson coefficient r is used to study correlation between input variables with PV
power output. Pearson coefficient r is calculated by the following Eq. (1) [18].

r =
∑

AB −
∑

A
∑

B
N√(∑

A2 −
∑

A2

N

)
−

(∑
B2 −

∑
B2

N

) (1)

where A is PV power output, B is the different input variables, and N is the number
of samples. Table 1 shows degree of correlation coefficient and their respective value
of r.

The data of seven days of four seasons fromMarch 1, 2014 toMarch 7, 2014, June
1, 2014 to June 7, 2014, September 1, 2014 to September 7, 2014, and December 1,
2014 to December 7, 2014 were collected and analyzed. Table 2 shows the correla-
tion between PV power output and input variables such as solar direct radiation, solar
diffuse radiation, and atmospheric temperature. From Table 2, it is clear that solar
direct radiation shows strongly linear autocorrelation with the PV power with auto-
correlation coefficient 0.993, 0.993, 0.993, and 0.987 of March, June, September,
and December, respectively. Solar diffuse radiation shows slightly less autocorre-
lation with the PV power with autocorrelation coefficient 0.867, 0.897, 0.899, and

Table 1 Degree of
correlation coefficient

S. No. r Degree of correlation

1. −1 Completely negative

2. <0 Negative

3. 0 Uncorrelated

4. >0 Positive

5. +1 Completely positive
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Table 2 Correlation
coefficients of input variable
w.r.t. PV power output

S. No. Season Influence factor Correlation
coefficient (r)

1. Winter Direct solar
irradiation

0.993

Diffuse solar
irradiation

0.867

Atmospheric
temperature

0.605

2. Summer Direct solar
irradiation

0.993

Diffuse solar
irradiation

0.897

Atmospheric
temperature

0.684

3. Rainy Direct solar
irradiation

0.993

Diffuse solar
radiation

0.899

Atmospheric
temperature

0.684

4. Autumn Direct solar
irradiation

0.987

Diffuse solar
radiation

0.861

Atmospheric
temperature

0.709

0.861 of March, June, September, and December, respectively. The autocorrelation
coefficient of atmospheric temperature is moderate with the PV power with autocor-
relation coefficient 0.605, 0.684, 0.684, and 0.709 of March, June, September, and
December, respectively.

3 Proposed Approach

There are several approaches which have been developed for the PV power forecast-
ing on the various time scale. In this paper, a fusion of feed-forward neural network
and optimization algorithm PSO is used for developing the forecasting model. Feed-
forward parameters are tuned by the optimization algorithm PSO.
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3.1 Feed-Forward Artificial Neural Network

Generalized three-layer architecture of feed-forward neural network is shown in
Fig. 4. It consists of three layers input layer, hidden layer, and an output layer. In
the literature, it is found that a number of hidden layers are highly correlated with
the output. In many cases, it is found as number of hidden layers increase output
of neural networks model increased and so the accuracy of the model. At the same
time model complexity and computational time also increases which is undesirable.
In certain applications, as a number of hidden layer increases output of the network
deviates from the actual result. In this paper, neural network has been optimized with
an appropriate number of hidden layers with the help of hit and trial method.

The proposed neural network has been trained using particle swarm optimization
(PSO) algorithm so that mean square error (MSE) becomes minimal for given set of
input-output parameters as given by the following Eq. 2 [20].

f (wt , β) =
N∑

i=1

[yi − f (xi ,wt , β)]2 (2)

where xi and yi are the input and target set, respectively, wt is the weighted value of
input link, β represents threshold correlation coefficient value, and N is a number of
hidden neurons in each layer.

Fig. 4 Architecture of feed-forward artificial neural network
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With the help of PSO, the new value of wt and β are updated with a substantial
increase in weight (δwt) and correlation (δβ) coefficient of approximation parameters,
as given in Eqs. 3 and 4 after iteration, respectively.

wt = wt + δwt (3)

β = β + δβ (4)

Corresponding values of (δwt) and (δβ) could be evaluated by approximating input
functions by their linearization as given by the following Eq. 5.

f
(
xi ,wt + δwt, β + δβ

) ≈ f (xi ,wt , β) + Ji
(
δwt, δβ

)
(5)

The updating process of wt and β for evaluating the function f (wt, β) is continued
till the desired value of a function or a maximum number of iteration is not achieved.

3.2 Particle Swarm Optimization

Particle swarm optimization is a search-based stochastic optimization algorithm pro-
posed in 1995 by Kennedy and Eberhart [22]. PSO is encouraged by social and
competitive activities of swarms to fulfill their need. The algorithm is supervised by
personal; overall experience and present movement of swarms to decide their next
position in search space [17]. If initial population of PSO has M individuals, each
individual is being treated as a volume-less particles in N-dimensional space, the
particle moves according to Eqs. 6 and 7 below.

vi (t + 1) = ω × vi (t) + c1r1
(
xPbesti − xi (t)

) + c2r2(xGbest − xi (t)) (6)

xi (t + 1) = xi (t) + vi (t + 1) (7)

where ω is inertia factor, c1 and c2 are positive acceleration coefficients and r1 and
r2 are two different random numbers uniformly distributed between [0 and 1].

Figure 5 shows the search mechanism of the optimization technique PSO using
velocity update Eq. 6 and position update Eq. 7 as given above.

In this paper, values of c1 and c2 are extracted for a different number of hidden
layers of feed-forward neural network by using hit and trial method for minimum
forecasting error. IWA (inertia weight approach) is used during optimization process
and inertia weight ω is modified by Eq. 8 [14, 17].

ω = ωmax −
(
ωmax − ωmin

)

max iteration
× current iteration (8)
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Fig. 5 PSO search
mechanism for updating the
position of the particle

where ωmax andωmin are final and initial inertia weight, respectively. Max iteration is
the highest number of iteration and present iteration is a current number of iteration.

4 Working of Proposed Forecasting Model

A hybrid PV power forecasting method is proposed here that combines feed-forward
artificial neural network (FFANN) and PSO. The flowchart in Fig. 6 shows detail
working on the proposed hybrid method.

4.1 Data Summary

In this paper, one-year data from January 1, 2014 to December 31, 2014 is obtained
from Kolkata, India located at latitude 25.64°, longitude 79.45°, and data is divided
into four data groups according to the season in India. Again every season data is
divided into two parts for training and testing purpose of developed models. In each
season, first two-month data is used for training purpose and next one-week data of
next month is used for testing purpose [25].

4.2 Pre-processing Stage

In pre-processing stage, all data are scaled between ranges of 0 and 1 using Eq. 9 as
training algorithm give more accurate result when all data are scaled in same range
[8].
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START

Input Data

Data Preprocessing

Training Data

Set Input Parameters of feed-forward neural network of size ‘n’
and set parameter’s of PSO  

Ini�alize popula�on of par�cles with posi�on and velocity

Evaluate ini�al fitness of each par�cle and select Pbest and Gbest

Set itera�on x=1

Update posi�on and velocity of each par�cle

Evaluate fitness of each par�cle and update Pbest and Gbest

If k≤Maximum Itera�on
Or

Objec�ve achived 

Op�mum value of op�mized weight and bias of ANN

x=x+1

Fig. 6 Flowchart of methodology used to develop forecasting model

xscaled = ymin + (
ymax − ymin

) × x − xmin
xmax − xmin

(9)

where ymax and ymin being 1 and 0.1, respectively, and xmax and xmin is maximum and
minimum value of corresponding parameters, and xscaled is normalized value. The
data was rescaled back to original dimensions after the network has been processed.
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4.3 Data Preparation

As stated above, one-year data of solar radiation (direct and diffuse radiation), tem-
perature and PV power are taken for testing the model. Model is tested for Indian
context data of Kolkata region. In this paper, one-year data of one-hour resolution
are divided into four groups January–March, April–June, July–September, and Octo-
ber–December according to season winter, summer, rainy, and autumn, respectively.
Again each group data is divided into two sets, i.e., training set and testing set. Train-
ing and testing set data are divided such that first two-month data are used for training
of model and one-week data are used for testing.

4.4 Training Stage

Once data are normalized and divided into groups, two-month data of each group are
used to train ANN-PSO hybrid model, for forecasting of 1-week ahead, PV power
of the corresponding group which is not considered in training dataset. During the
training process of the model, model parameters are adjusted according to inputs and
output data given for training. Feed-forward artificial neural network parameters are
optimized and updated with help of particle swarm optimization algorithm. Weights
and bias of feed-forward neural network are being updated during the iteration pro-
cess. The parameter related to PSO algorithm is given in Table 3.

The training process stops whenever the iteration will reach maximum value or
goal of training error is achieved. Summary of the workflow of the feed-forward
artificial neural network is given below.

• Number of input: 4 (direct and diffuse radiation, temperature, and PV power)
• Number of hidden layers: 5
• Number of input layer: 3
• Number of output layer: 1
• Comparison function: MAPE, MAE, and RSME
• Data distribution: Two months (one-hour resolution) for training and one-week
data of the next month is used for testing of the corresponding group.

Table 3 Parameters of PSO
[17]

Parameters Value

Size of particles 30

Total count of iterations 2500

C1 1–2.5

C2 2.5–3

Initial inertia weight ωmax 0.9

Initial inertia weight ωmin 0.4
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4.5 Forecasting Stage

Developed ANN-PSO hybrid model is used to forecast PV power for one-week time
horizon of different four seasons. Direct and diffuse solar radiation and temperature
are used as an input variable and PV power as a target for the developed model.

5 Performance Evaluation Index

There is no single indicator that can evaluate the performance of forecasting models.
Based on the literature, there are many performance evaluation methods which are
used by researchers to evaluate the performance of forecasting models.

Following three evaluation indexes, root mean squared error (RSME), mean abso-
lute percentage error (MAPE), and mean absolute error (MAE) is used to check fea-
sibility and ability of proposed PV power forecasting model as given by Eqs. 10, 11,
12, and 13, respectively [1, 17].

• Root mean square error

RMSE =
√
√
√
√ 1

N

N∑

j=1

(
Xmj − Xcj

)2
(10)

• Mean absolute percentage error

MAPE = 100

N

N∑

j=1

(
Xmj − Xcj

)

Xm
(11)

Xm = 1

N

N∑

j=1

Xm (12)

• Mean absolute error

MAE = 1

N

N∑

j=1

∣
∣
(
Xmj − Xcj

)∣
∣ (13)

where Xmj is jth measured value, Xcj is jth calculated value, and N is the number of
measurement taken. Xm is the average PV power of the forecasting period. Average
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PV power is used in Eq. 11 to keep away from adverse outcome of PV power close
to zero [14].

6 Result and Discussion

As mentioned above that the one-year data from January 2014 to December 2014 is
obtained from Kolkata, India for the purpose of training and testing of the developed
PSO tuned FFNN model. A code in MATLAB and R environment is developed
for training and testing purpose of the model. The one-year data is divided into
four groups according to the season, January–March (winter), April–June (summer),
July–September (rainy), and October–December (autumn), respectively. From each
group, first two-months data are used for training purpose and one-week data of last
month is used for testing purpose.

Figures 7, 8, 9, and 10 show the one-week ahead forecasted and actual solar PV
power for the months of March 2014, June 2014, September 2014, and December

Fig. 7 Forecasted result of the March 1st week

Fig. 8 Forecasted result of the June 1st week
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Fig. 9 Forecasted result of the September 1st week

Fig. 10 Forecasted result of the December 1st week

2014, respectively. The mean absolute percentage error (MAPE) has been shown for
all the four months in Figs. 11, 12, 13, and 14, respectively. It is evident from these
plots that the proposed model is able to forecast the week ahead solar PV power
with least error. The average MAPE of one week for the months of March 2014,
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Fig. 11 One week absolute % MAPE error of March 1st week
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Fig. 12 One week absolute % MAPE error of June 1st week
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Fig. 13 One week absolute % MAPE error of September 1st week
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Fig. 14 One week absolute % MAPE error of December 1st week

June 2014, September 2014, and December 2014 are 2.36, 1.45, 29.18, and 3.80%,
respectively.

In the month of June forecasted results is best with minimum error as compared
to the other seasons because during these periods solar irradiation is consistent. The
result of the September month shows that forecasted results are poor as in these
periods the solar irradiation is very random due to the rainy season, humidity in the
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Table 4 Summarized result of all four seasons

Season Evaluation matrix Forecasting methods

ARIMA ANN Proposed approach

Winter MAPE 24.699 3.019 2.365

MAE 0.344 0.042 0.033

RMSE 0.434 0.066 0.048

Summer MAPE 24.585 3.960 1.454

MAE 0.315 0.051 0.019

RMSE 0.404 0.076 0.029

Rainy MAPE 24.429 7.488 29.180

MAE 0.315 0.056 0.217

RMSE 0.407 0.097 0.341

Autumn MAPE 26.326 7.847 3.798

MAE 0.328 0.098 0.047

RMSE 0.468 0.166 0.072

air, and random temperature variation. Also during rainy season, the solar irritation
is highly variable due to clouds. In December, forecasted result is comparable with
the summer season.

Along withMAPE, theMAE and RMSE have also been calculated to evaluate the
accuracy of the proposed model. Table 4 presents the summarized MAPE, RMSE,
and MAE error results of all the four seasons for the ARIMA, ANN, and proposed
PSO tuned FFNN model for week ahead solar PV power forecasting. All the three-
season errors are very good for the proposed model for each season except rainy
season where the ANN has performed better. However, the summer season (sunny
days) shows better solar PV power forecasting result than other seasons as the error
is very less in this period. The forecasting results indicate that all four season results
are good and able to perform PV forecasting with an acceptable error, except rainy
season.

7 Conclusion

Although renewable power, especially solar PV power generation has become a
reality of today, its integration to the grid is a challenge which can be tackled by
better forecasting of solar PV power generation in advance. This paper presents
the development of a new hybrid model combining PSO and feed-forward neural
network (FFNN) for prediction of solar photovoltaic (PV) power generation in the
Indian electricity market. The developed model is applied for one-week ahead solar
PV forecasting using the data of the year 2014 from Kolkata, India. The results are
presented for four different seasons namely winter, summer, rainy, and autumn. The
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results show that the developed model is able to make week ahead forecast of solar
PV power with minimum possible error as evident from MAPE, RMSE, and MAE
results. The MAPE for winter, summer, rainy, and autumn season’s are 2.36, 1.45,
29.17, and 3.79%, respectively. All error parameters are best for the summer season
and poorest for the rainy season. The proposed hybrid FFNN-PSO model emerges
as a right tool for forecasting of solar PV power generation which can be further
applied to other renewable energy markets.
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Exploring the Effects of Sybil Attack
on Pure Ad Hoc Deployment of VANET

Nishtha and Manu Sood

Abstract A type of ad hoc network formed amongmoving vehicles that come in one
another’s radio transmission range is called Vehicular Ad Hoc Network (VANET).
VANETmay be deployed using three architectures: pure ad hoc, WLAN and hybrid.
Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) are the two modes in
VANETused for communication among vehicles. These features not only distinguish
a VANET from other ad hoc networks but also make these networks more exposed to
attacks and increase their complexity. These networks being the primary mechanism
for communication in VANETs, appropriate and timely delivery of information is of
prime importance. Due to the existence of various vehicular traffic scenarios, a single
category of routing protocols is not sufficient for the VANETs. Therefore, various
categories of routing protocols have been tailored to meet specific kinds of routing
requirements in this framework. Most significant ones are ad hoc/topology-based,
position-based, geocast-based, cluster-based, broadcast-based protocols. There exist
a number of attacks that apart from affecting various other parameters also affect
the routing protocols in these VANETs. Most of these attacks may be launched in
all the above-mentioned three architectures. But, one of the most dangerous attacks
is the Sybil attack that may be initiated in pure ad hoc deployment of VANET
where vehicles communicate with one another in one to one manner using carry
forward approach. In this paper, with the help of illustrative example for each of
the five categories of routing protocols, we show how Sybil attack affects these
protocols. Considering the ad hoc scenarios in VANETs, we also discuss a prevention
mechanism for the Sybil attack briefly.

Keywords Vehicular ad hoc network (VANET) · Global positioning system
(GPS) · Vehicle to vehicle (V2V) communication · Vehicle to infrastructure (V2I)
communication · Pure ad hoc architecture

Nishtha (B) · M. Sood
Department of Computer Science, Himachal Pradesh University, Shimla, India
e-mail: nishtha16@yahoo.com

M. Sood
e-mail: soodm_67@yahoo.com

© Springer Nature Switzerland AG 2020
P. K. Singh et al. (eds.), Proceedings of ICRIC 2019, Lecture Notes
in Electrical Engineering 597, https://doi.org/10.1007/978-3-030-29407-6_26

349

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29407-6_26&domain=pdf
mailto:nishtha16@yahoo.com
mailto:soodm_67@yahoo.com
https://doi.org/10.1007/978-3-030-29407-6_26


350 Nishtha and M. Sood

1 Introduction

Vehicular ad hoc network (VANET) is a wireless communication network that is
created among vehicles moving on the road for the purpose of communications
[1]. One of the main reasons behind the deployment of VANET is to share real-
time traffic information while some other reasons being to make entertainment-
based and user-related services such as internet access, e-commerce, business-related
services, etc. accessible to vehicles involved in intra-vehicular communication (IVC)
[2, 3]. Every vehicle participating in VANET is equipped with On-Board Unit (OBU)
that contains processors, memory, Global Positioning System (GPS) unit, sensors
as well as user interfaces for connection establishment with other vehicles in the
VANET [1, 4]. Two modes of communication in VANET are (a) Vehicle to Vehicle
(V2V) communication in which vehicles communicate in a peer to peer manner with
each other, and (b) Vehicle to Infrastructure (V2I) communication where vehicles
communicate through Road Side Units (RSUs) [1, 3–7]. There exist three different
architectures for deploying VANETs. One of these is the pure ad hoc architecture in
which vehicles communicate onlywith one another inV2Vmode. In this architecture,
a packet forwarded from the source vehicle to the destination vehicle moves using
multi-hop approach and each in-between vehicle also acts as a router. The second type
of architecture that can be deployed is pure cellular in which the RSU behaves as an
access point by forming wired connections with other RSUs and wireless connection
with vehicles. In this architecture, RSU acts as a centralized infrastructure for a group
of vehicles in the specified region. The third type is the hybrid architecture in which
both ad hoc and pure cellular architectures simultaneously exists [8].

Two aspects of VANET that significantly distinguish these networks from other
types of ad hoc networks are the architecture and broadcasting of beacons. Vehicles
in VANET that are one hop apart periodically transmit beacons among each other.
These beacons are the packets containing information about the vehicle’s ID as well
as its velocity and every vehicle broadcasts these beacons at regular intervals of time.
Other neighboring vehicles store this information in a tabular form [9]. Therefore, a
VANET helps in increasing the capability and safety of any transportation system.
But, security of VANET is of utmost importance as many attacks exist to degrade its
performance or sometimes totally demolishes this network [10]. Among these, one of
the most hazardous attacks is Sybil attack. In Sybil attack, by forging or creating fake
identities, a malicious vehicle creates an illusion that a few extra vehicles are present
in the network although these extra vehicles are virtual, they donot exist in reality. The
malicious vehicle is also known as Sybil attacker and the virtual vehicle(s) created by
it through fake identities are known as Sybil vehicle(s) [3, 5, 10–12]. The presence
of these fake vehicles affect real traffic scenario and also affect voting, misbehavior
detection, fair resource allocation, data aggregation and routing in VANET [5, 13,
14]. Sybil attack can effectively disrupt the functioning of the network only in the
peer to peer networks. The existence of centralized infrastructure makes Sybil attack
easily detectable [5, 13, 14]. Out of the three architectures, in pure cellular and
hybrid architectures where a centralized infrastructure in the form of an RSU is
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always present, Sybil attack is easily detectable. Therefore, the likelihood of Sybil
attack in pure ad hoc architecture is the highest where no centralized infrastructure
is present and all vehicles communicate in a peer to peer manner with one another.

In order to utilize the full functionality of VANET, the presence of RSU is com-
pulsory. The RSUs are deployed in most of the scenarios such as cities, urban areas,
highways, etc. But in spite of this, the specific situations in which the RSUs are
not deployed are (a) Interior parts of a country, (b) Hostile/Disputed locations, (c)
War-field/Enemy-area towards which group of army vehicles are moving, and (d)
Services from RSU are temporarily withdrawn due to natural calamities or some
other reason.

There are few situations where vehicles communicate with one another in pure
ad hoc manner and only these are the particular situations where a malicious vehicle
by entering in VANET may launch a Sybil attack. But, real-time traffic information
sharing is the prerequisite in VANET and that too with minimum or zero time delay.
In order to meet the communication requirements of three different architectures
present in VANET, diverse categories of routing protocols have been framed. These
categories include ad hoc/topology-based, position-based, geocast-based, cluster-
based and broadcast-based routing protocols [8, 15–18].

Vehicles in VANET are recognized by their Internet Protocol (IP) addresses
and Media Access Control (MAC) addresses and a malicious vehicle may easily
spoof these addresses [12]. Majority of the routing protocols such as position-based,
geocast-based protocols, etc. in VANET utilize GPS information provided by OBU
for making routing-related judgments [16]. But this GPS information is also liable
to be spoofed or jammed by a malicious vehicle [19]. Therefore, because of the
vehicle’s ID spoofing, spoofing and jamming of GPS signals, a high probability of
Sybil attack in pure ad hoc VANETs always exist.

The rest of the paper is organized as follows. In Sect. 2 of this paper, the impact
of the Sybil attack on one of the significant ad hoc/topology-based protocols, i.e.
Dynamic Source Routing (DSR) protocol is discussed with the help of an illustra-
tive diagram. Section 3 presents the influence of Sybil attack on one of the signif-
icant position-based protocols, i.e. Anchor-based Street and Traffic-Aware Routing
(A-Star) protocol with the help of another illustrative diagram. Section 4 highlights
impact of Sybil attack on one of the significant geocast-based protocols, i.e.Mobicast
supported with another illustrative diagram Sect. 5 depicts the effects of the Sybil
attack on one of the significant cluster-based protocol, i.e. Cluster-Based Routing
(CBR) protocol and on one of the significant broadcast-based protocol, i.e. Density-
aware reliable broadcasting protocol (DECA) in Sect. 6 again with the help of appro-
priate illustrations. Further, a mechanism for prevention of Sybil attack is discussed
in Sect. 7, followed by the conclusion in Sect. 8.
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2 Ad Hoc/Topology-Based Routing Protocols

These routing protocols are specially deployed for pure ad hoc networks. In these
protocols packet from a source to destination is forwarded using the carry-forwarding
approach in a multi-hop manner. In these protocols, the next intermediate vehicle
used to forward packet is chosen on the basis of network topology information [8,
15–18].

2.1 Dynamic Source Routing (DSR) Protocol

DSR protocol comes under reactive routing category of protocols in which the route
is established only when it is required. DSR does not use periodic beacons but
dynamically determine the route on the basis of cached information. This cached
information is accumulated by each vehicle. This information is regarding source
routes that every vehicle has learned in the network. When a packet from a source
vehicle is to be forwarded to a destination which is not in the transmission range
of the source vehicle then the packet is forwarded using multi-hopping. In place
of using a routing table in order to establish a routing path, DSR uses dynamic
source routing. This is a routing technique in which a source vehicle that needs to
forward packets to the destination vehicle establishes the entire route depending on
the prior information it has stored and accordingly set up a route up to the destination.
While forwarding the packet, the source vehicle encapsulates this information in the
packet’s header. Therefore, whenever a source vehicle has to forward a packet to the
destination, it searches in the route cache for a route to the destination. If a route
is present in the route cache then this route is established to forward the packets,
otherwise, the route is searched using route discovery protocol. In route discovery,
the source vehicle broadcasts a route request (RREQ) packets to all vehicles in its
transmission range and on discovering a route froman intermediate vehicle the source
vehicle receives back a route reply (RREP) packets. These intermediate vehicles
present in the network again rebroadcast the RREQ packets. In this way, the route
request broadcasted in the network ultimately reaches the destination vehicle and
the destination vehicle finally replies back to the source vehicle by sending the
RREP packet. An intermediate vehicle may utilize its own route cache and may not
employ route cache information it has received from another vehicle. In a multi-
hop forwarding while transmitting packets from an intermediate vehicle to another
vehicle the route maintenance mechanism checks that every hop in the specified path
isworking at that timeor not. In case a transmission error occurs, then the intermediate
vehicle sends back an error packet containing addresses of both the intermediate
vehicles between which the error occurred. The source vehicle on receiving the
error packets removes the intermediate vehicle for which the error occurred. It also
destroys all paths involving the said vehicle from its source cache [15, 16, 20].
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Fig. 1 Sybil attack on dynamic source routing (DSR) protocol

Consider a VANET topology with six vehicles where a source vehicle A needs
to forward a packet to destination vehicle D as shown in Fig. 1. Using the DSR
protocol, in order to establish a path among the source and the destination, vehicle
A searches its route cache. If there does not exist such a route in its route cache, then
the specific path is discovered using the route discovery protocol. Suppose vehicle
M is a malicious vehicle that has managed to enter in the network and has launched
two Sybil vehicles: S1 and S2. Suppose in the route cache of vehicle A no route
to vehicle D exists. Therefore, the route is discovered using the route discovery
mechanism. Hence, the source vehicle A broadcasts a route request (RREQ) packet.
Thus, the route request (RREQ) packet reaches the malicious vehicle M that has a
path to the destination vehicle D. As a result, the path discovered from A to D is
through M and is A → M → S1 → S2 → B → D. Therefore, the RREP packet
is sent back to the source vehicle A. But, in the meantime, the malicious vehicle
destroys the Sybil vehicle S2. As a result, an error packet is sent back to the source
vehicle A. Consequently, vehicle A destroys all paths that involve vehicle S2 from its
route cache. In this way, the presence of Sybil vehicle disrupts the DSR protocol by
increasing routing overhead, communication delay as well as over utilizes network
resources.

3 Position-Based Routing Protocols

These are one of the most significant protocols in VANET. These protocols do not
require routing tables and GPS information is used to locate vehicles. The GPS
information is further utilized for making forwarding decisions between source and
destination [8, 15–18].
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3.1 Anchor-Based Street and Traffic-Aware Routing (A-Star)

One of the important position-based routing protocols is A-Star that is specifically
designed for urban areas. The basic principle involved in this protocol is to forward
packet through specific anchor paths in cities that have the maximum number of
vehicles. Each road is being assigned a weight and roads with a sparse density of
vehicles are provided with more weights and vice versa. Therefore, in this protocol,
those anchor paths are preferred that are having minimumweight and as a result have
the maximum number of vehicles. In order to analyze which of the road has maxi-
mum vehicles at any instance of time, this protocol utilizes bus route information.
Therefore, to ensure packet delivery roads that have maximum vehicles are preferred
as anchor paths. Each vehicle is provided with local street map information, and
anchor paths are calculated by means of Dijkstra’s least weight algorithm. Apart
from using anchor paths, this protocol works on greedy forwarding strategy [8, 21].

Consider aVANET topologywith nineteen vehicles inwhich intermediate vehicle
B receives a packet from source vehicle that is to be forwarded to destination vehicle
D as shown in Fig. 2. Using A-Star routing protocol, the packet from B is to be
forwarded to a vehicle by calculating the anchor paths among roads {R1, R2, R3,
R4}. Assume that in road R3, a malicious vehicle M has managed to enter and has
placed a Sybil vehicle S in the network. Using the A-Star protocol, minimum weight

Fig. 2 Sybil attack on anchor-based street and traffic-aware routing (A-Star)
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is with road R3. As a result, road R3 is selected as it is having the maximum number
of vehicles and is also the shortest to reach the destination vehicle D. Therefore,
the packet is forwarded along the road R3 to vehicle S because it is the next hop of
vehicle B and is nearest to destination among all neighbors of B. But, in fact, the
packet is forwarded to the vehicleM, the physical vehicle of Sybil vehicle S. It shows
that A-Star protocol is affected by the placement of a Sybil vehicle in the network.

4 Geocast-Based Routing Protocols

These protocols are used in situations where a message is to be delivered to all the
vehicles moving in a specified geographic area known as Zone of Relevance (ZOR)
[8, 15–18].

4.1 Mobicast

One of the important protocols in the geocast-based category of protocols is mobi-
cast. This protocol helps in prevention of temporal network fragmentation problem.
Consequently, mobicast messages are distributed effectively to each and every vehi-
cle in the specified Zone of Relevance (ZOR) within a suitable time. Unlike other
geocast protocols mobicast considers time as an important issue. In mobicast, when-
ever an event occurs the first vehicle that notifies this event is considered responsible
to broadcast this event-related message to all other vehicles in the ZOR. This is
achieved in this protocol by dynamically estimating the exact ZOF (zone of for-
warding). ZORt is divided into four quarters with the center of the region to be the
same as the location of the vehicle that is held accountable for the broadcasting of
event-based message. To accomplish this, mobicast protocol defines ZOAt (zone of
approaching), ZORt (zone of relevance) and ZOFt (zone of forwarding). The proto-
col assumes that irrespective of time every vehicle disseminate the message to other
vehicles even if these vehicles are not moving in the particular ZOR [22].

Consider a VANET topology with eighteen vehicles. Assume that vehicleM is a
malicious vehicle that has managed to enter in the network and has launched a Sybil
vehicle S. Let vehicle B met with an accident on the highway as shown in Fig. 3.
The first vehicle that reveals this event is vehicle S moving behind vehicle B. The
dotted circle outside S denotes its communication range. Using this protocol, with
vehicle S as its origin, its communication range is divided into four quadrants: ZOR1,
ZOR2, ZOR3, and ZOR4. Using mobicast protocol, vehicle S becomes responsible
for broadcasting the event-relatedmessages in the network.But in reality, the physical
location of Sybil vehicle S is the vehicleM. As a result, being a Sybil vehicle S may
broadcast fake messages to disturb the traffic in VANET. In this protocol, if the Sybil
vehicle launched by a malicious vehicle is not selected as a vehicle responsible to
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Fig. 3 Sybil attack on mobicast [22]

rebroadcast the message, even then the addition of Sybil vehicle(s) results in extra
utilization of network resources, consequently disrupting the mobicast protocol.

5 Cluster-Based Routing Protocol

Cluster-based routing protocols are characterized by the formation of a number of
clusters with one member in each cluster elected as a cluster head (CH). The cluster
head selection in these routing protocols is done using different strategies and it is
accountable for all management related functions in the cluster [8, 15–18].

5.1 Cluster-Based Routing (CBR) Protocol

In this protocol, the geographical area is bifurcated into segments of equal size known
as grids. Each grid is similar to a cluster having a cluster header and a unique ID.
Maps are used to divide the geographic area into grids. The data packet is forwarded
through these grids by the cluster header. As we are considering V2V routing only,
therefore, we assume that RSU is not placed in this geographic area. Even if an RSU
is there we assume that the RSU is not in the working state. In this protocol, the
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cluster header is selected on the basis of its location. Hence, a vehicle that is nearer
to the center of a grid is selected as a cluster header [23].

The cluster header selection is made by broadcasting LEAD, APPLY, and LEAVE
messages. The LEADmessage is broadcasted by the cluster header, APPLYmessage
is broadcasted by any vehicle to become a cluster header and LEAVE message is
transmitted by the cluster header when it is about to leave the grid. When a vehicle in
the grid does not receive a LEAD message from the cluster header within a specific
time interval it then broadcasts a APPLY message specifying coordinates of its grid
and its own position. If the cluster header receives this APPLYmessage then it sends
a reply with a LEAD message to this vehicle. If any other vehicle that is not the
cluster header receives APPLY message from any other vehicle, then this vehicle
checks that if it is nearer to the grid center. If this vehicle is nearer to the grid then
it sends an APPLY message specifying its grid coordinates and its own position to
the other vehicle. But, if a vehicle present in the grid for a specific amount of time
does not receive a LEAD or an APPLY message then this vehicle itself becomes the
cluster header.When a cluster header is about to leave the grid it broadcasts a LEAVE
message and then accordingly the new cluster header is selected. Each cluster header
in a grid maintains a cluster header table that keeps its own location, the location
of all vehicles present in the grid as well as the location of all grids existing in its
neighborhood. This protocol in order to forward packets from source to destination
uses optimal neighbor cluster header strategy. As the forwarded packets contain
destination location, the header in the grid always identifies where the destination is
located. Therefore,whenever a packet that is to be forwarded to a specified destination
comes in a grid, the cluster header in the grid consults its cluster header table to find
its neighbor grids. As the cluster header always makes out the direction where the
destination exists. With this direction, it compares the angle formed by this grid
center with each of its neighbors’ grid center. It then selects the particular grid to
forward the packet which forms the least angle with the direction to the destination.
But, the cluster header forward the packet to a specific grid computed on the basis
of optimal neighbor cluster header selection. Using this strategy, the packet is only
forwarded if the grid header in the neighboring grid has a higher priority than the
grid header from where the packet is to be forwarded [16, 17, 23].

Consider a VANET topology with nine vehicles arranged in VANET. The geo-
graphic area is divided into grids G1, G2, G3, G4, G5, and G6. The grid G1 = {A,
B} is having two vehicles, G3 = {G} having one vehicle, G5 = {C, M, S, E} four
vehicles, G6 = {D, F} two vehicles and Grid G2 and G4 are empty grids without
any vehicle at a particular instance of time as shown in Fig. 4. Let us assume that
the source vehicle A present in grid G1 needs to send a packet to destination vehicle
D in grid G6. Let a malicious vehicle M enters the grid G4 and is able to produce
one Sybil vehicles S. Suppose malicious vehicle M is able to place S as a center
header in G4. Using CBR protocol, the packet from A is to be forwarded to grid G4
as it forms the least angle with the direction towards the destination. But in fact, the
packet is forwarded to vehicle M, the physical location of S thereby, disturbing the
CBR protocol.
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Fig. 4 Sybil attack on cluster-based routing (CBR) protocol

6 Broadcast-Based Routing Protocols

Single-hop messages called beacons in VANET are the main criterion on which
these protocols make their routing decisions. These beacon messages are flooded
periodically in the network to acquire information regarding neighboring vehicles
that are at a distance of one-hop [8, 15–18].

6.1 Density-Aware Reliable Broadcasting Protocol (DECA)

One of the routing protocols in the broadcast-based category is Density-Aware Reli-
ableBroadcasting (DECA). It is tailored for dense traffic areas such as urban areas and
also for sparse areas such as highways. This protocol does not utilize GPS informa-
tion but only employ information gathered through beacon from one-hop neighbors.
In this protocol whenever a vehicle needs to broadcast a message among all the one-
hop neighbors it searches for a neighbor vehicle that has the highest density of local
information in order to further rebroadcast the messages. As a result, this vehicle is
made responsible for rebroadcasting the message. On receiving a broadcast message
every vehicle checks whether it is the selected vehicle to rebroadcast the messages.
If a vehicle is the selected vehicle for rebroadcasting then this vehicle broadcasts
the message otherwise it stores the message. If vehicles do not receive a rebroad-
cast message from a selected vehicle within a specified time, all these vehicles start
rebroadcasting themessage.With the help of periodic beacons, vehicles identify their
neighbors. Each vehicle further identifies which of its neighboring vehicles have not
got themessage and it then again rebroadcast themessage for those neighbor vehicles
[15, 18, 24].
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Fig. 5 Sybil attack on density-aware reliable broadcasting (DECA) protocol

Consider a VANET topology with fifteen vehicles. In this topology, ten vehicles
{A, B, C, F, H, I, J,M, S, Y} are at a distance of one hop and five vehicles {D, E, G,
L, K} are also one hop apart with one another at an instance of time. Let a malicious
vehicleM enters in the VANET and creates a Sybil vehicle S as represented in Fig. 5.
This protocol does not consider GPS information and only relies on periodic beacon
messages. VehicleM and S make their presence recognized by sending periodic bea-
cons. Let a vehicle A needs to broadcast a message. Thus, it selects a vehicle among
all its one-hop neighbor vehicles having the highest density of local information.
S is a vehicle that has the highest density of local information and is selected as a
vehicle to rebroadcast the message. But, S being a Sybil vehicle it may broadcast
fake messages in the network. Hence, this will disrupt DECA routing protocol with
the dissemination of fake messages in the network. The situation will become worst
if the malicious vehicle is able to produce more and more Sybil vehicles in the net-
work, therefore, it becomes impossible for legitimate vehicles to analyze the validity
of messages. As a result, all the legitimate vehicles in the network are under the
influence of fake beacons transmitted by Sybil vehicle(s) consequently, disrupting
the DECA protocol.

7 A Mechanism for Prevention of Sybil Attack in Pure Ad
Hoc VANET

It has been discussed above that all categories of routing protocols designed for pure
ad hoc VANET are prone to Sybil attack. We have analyzed various scenarios where



360 Nishtha and M. Sood

VANETs operate in an ad hoc manner using V2V communication among the moving
vehicles.Most of these scenarios can be interior parts of a country, some hostile areas,
disputed locations, war-fields, situations arising from natural calamities, etc. In all
these situations, especially hostile areas, war-fields are the scenarios where security
of moving vehicles is of utmost importance since the soldiers move in a troop of
vehicles so as to cooperate with one another in a number of ways. All categories of
routing protocols designed for pure ad hoc VANETs are defenseless against Sybil
attack. Therefore, due to vulnerabilities present in VANET, enemies may easily
launch a Sybil attack, making the security of these vehicles a major issue. Therefore,
we here look for a mechanism to fight this challenge. As explained by Douceur, Sybil
attack may easily be carried out in a peer-to-peer environment but with centralized
management, we can easily detect such an attack [14].

Thus, the placement of a centralized authority may lessen or prevent such attacks.
To overcome Sybil attack one way could be the placement of dedicated vehicles after
a number of legitimate vehicles in the troop [25]. Each dedicated vehicle present in
VANET is responsible for observation and management of neighbor vehicles that
fall in its radio range in the same manner as the cluster head controls its members
in a cluster. All these dedicated vehicles in the group collaborate with one another
for data sharing and management related information. Therefore, at any instance of
time, each of the dedicated vehicles present in the network has information about
entire VANET.

Consider a troop of fifteen vehicles moving toward a war-field as shown in Fig. 6.
As depicted, three of the vehicles A, B and C are dedicated vehicles having their
respective radio ranges specified as a cluster. The only function of these dedicated

Fig. 6 Prevention of Sybil attack by placing dedicated vehicles to observe and manage its neigh-
boring vehicles
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vehicles is to control, monitor and store management related information of vehicles
falling in their clusters. Trust establishment among vehicles in VANET is one of
the most promising techniques for detection of Sybil attack. In this technique, the
reliability of vehicle is computed on the basis of its behavior with other neighboring
vehicles that are at a distance of one hop apart in the network. For example, (a)
a vehicle that is working together with other vehicles in the network for message
exchange will add to its trust value; whereas (b) a vehicle that adds or deletes packets,
drops few or all packets, forward the same packets repeatedly, etc., its trust value
is accordingly decreased. Therefore, depending on specified metrics each vehicle
calculates the trust value of every vehicle in their cluster and forwards this information
to its respective dedicated vehicle.Aminimum trust value is declared by the dedicated
vehicle. If the trust value of any vehicle is less than the specifiedminimum trust value
then these vehicles are kept in the category of suspectedmalicious vehicle. Therefore,
by computing the trust value for eachvehicle, the dedicated vehiclesA,B andC judges
the malicious behavior of vehicle(s) present in their respective cluster. Consequently,
the vehicles that are in the category of a malicious vehicle are forbidden to take part
in the network [26]. Dedicated vehicles present in the network also interchange the
data-related information with one another.

As a result, a single dedicated vehicle is capable of viewing a complete picture of
VANET. Hence, these dedicated vehicles thus acting as a centralized infrastructure
help in preventing Sybil attack in such scenarios at any instance of time.

8 Conclusion

In this paper, it has been shown that for pure ad hoc deployment of VANET, each
protocol in every category of routing protocols is prone to Sybil attack. Sybil attack
may disrupt these routing protocols through any of these actions: (a) non-delivery of
forwarded packets, (b) forwarding wrong packets, (c) delay in forwarding packets,
(d) disrupting the voting strategies such as cluster head selection in case of cluster-
based routing protocols, (e) inability to detect misbehaving vehicle etc. This results
in deteriorating the functionality and quality of service in VANET, making such
networks even unsuitable for use at times.

One of the most appropriate methods for prevention of an attack in such a VANET
is to design the routing protocols in a structured way that delivers packets to destina-
tion vehicle(s) in minimum time, have optimal efficiency for routing of packets and
with minimum consumption of network resources. These protocols must include
mechanisms for detection and prevention of malicious vehicle(s). Moreover, the
GPS information used in most of the routing protocols in VANET must be secured
by having an inbuilt mechanism to detect and overcome spoofing and jamming of
GPS signals in each and every vehicle taking part in VANET. In this context, we have
explored the idea of using a group of dedicated vehicles in preventing the attacks
such as the Sybil attack and have suggested that the combination of dedicated vehi-
cles in the manner shown can prevent the VANET from getting affected by the Sybil
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attack. One such scenario is when soldiers are either approaching the war-fields or
moving towards hostile locations in groups of vehicles with deployment of ad hoc
VANET for communication. Using dedicated vehicles and the trust value associ-
ated with each vehicle falling in their radio ranges, the malicious vehicle(s) can be
identified before it can launch the Sybil attack. In our future work, we would like to
explore the implementation of the proposed mechanism for the detection, removal,
and prevention of the Sybil attack in such pure ad hoc VANETs.
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Analysis and Design of WDM Optical
OFDM System with Coherent Detection
Using Different Channel Spacing

Sakshi Sharma, Davinder Parkash and Sukhpreet Singh

Abstract In this paper, WDMoptical OFDM systemmodel with coherent detection
has been proposed for different channel spacing. Coherent optical OFDM system is
mostly used in various applications because of its various advantages such as high
spectral efficiency and flexibility. Four different frequency channels with same power
are used and their effects on the output in term of Q factor, minimumBER is analyzed
using optisystem software. The proposed OFDM system provide high Q-factor with
minimum bit error rate (BER) making system more efficient. At a channel spacing
of 100 GHz the system provides the best result.

Keywords Orthogonal frequency division multiplexing · Coherent detection · Bit
error rate and quality factor

1 Introduction

With the rapid growth in the communication at a global level, transmission of data at
higher rate is in demand these days. Fiber optics communication is a technology that
is used to transmit signals like data, video or voice [1]. The ongoing communication
systems are generally based on the transmission through the microwave, radio or
the coaxial cables, etc. that has its own restrictions about the bandwidth and faces
high amount of loss during the transmission that makes these traditional systems
outdated for meeting the existing and future demands of the bandwidth. On the other
hand Optical fiber has the provision of large bandwidth and has fewer losses for the
transmission that make the optical fiber suitable for the future demands of audio,
video, and combined data transmission. This is the reason optical fiber is taken as a
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reliable way of communication media in the recent telecommunication engineering
[2].

In a traditional communication system, the high-speed data transmission was pro-
vided to the user by using wired network structure, specifically optical fiber, whereas
the mobile-based communication only supports the wireless network infrastructure.
It has been seen that the wireless network faces several issues such as degradation
in system performance [3].

Figure 1 shows the block diagram of the OFDM system. Orthogonal Frequency
DivisionMultiplexing (OFDM) modulation technique uses multi-carrier with differ-
ent subcarriers which are orthogonal to each. OFDM is a method of digital signal
modulation in which a single data stream is split across several separate narrowband
channels at different frequencies to reduce interference and crosstalk. Nowadays the
OFDM is applied in several wireless applications. It is utilized in various 3G, 4G,
WLAN standards; Digital Video Broadcasting (DVB) [4]. Coherent optical OFDM
system is mostly used in various applications because of its various advantages such
as high spectral efficiency and flexibility [5]. OFDM is also used to remove channel
dispersion. It is widely used in systems because of its ease of signal processing due
to less complexity of efficient algorithm of FFT/IFFT [6]. Both multiplexing and
modulation are attained using inverse fast Fourier transform (IFFT) [6].

Fig. 1 Block diagram of OFDM [4]
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Fig. 2 Optical coherent detector [7]

Optical detection methods:

• Non-coherent detection
• Differentially coherent detection
• Hybrid of non-coherent and differentially coherent detection
• Coherent detection.

Coherent detection
Among all the mentioned detection methods, coherent detection is the most effi-
cient as presented in Fig. 2. Coherent optical OFDM (CO-OFDM) is considered as
the technology of coming generation in the field of optical communication. In this
technique, receiver determines the decision variables with respect to amplitude and
phase information. This mechanism provides highest amount of flexibility in mod-
ulation formats, where coding of information is employed both in amplitude and
phase. Coherent detection demands the receiver to contain information regarding the
carrier phase when the Local Oscillator (LO) performs demodulation and behaves
as absolute phase reference. Conventionally, Phase-Locked Loop (PLL) is employed
to obtain carrier synchronization [7].

Optical systems can employ both the optical as well as electrical PLL. Utilization
of Electrical PLL is found to bemore beneficial than optical in case of duplex systems
because the trans-receiver can employ a single laser as TX and LO together.

In this paper, the author developed a mechanism for downstream communication
in OFDM-PON system by using various lengths of fiber at remote node for various
m-QAM mapped OFDM signals over various data rates. The proposed scheme was
implemented by using the coherent detection at the user end. The analysis of pro-
posed work was done on various subcarriers [8]. OFDM was a desired modulation
arrangement that currently attained a lot of consideration in the fiber-optic network.
The fundamental preferred standpoint of optical OFDM was that it can adapt to
practically unlimited measure of ISI. In fast optical transmission frameworks, ISI
was caused for example by chromatic scattering and it was severe issue in long-term
frameworks whose bit rate was higher [9].
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This research work presents a performance analysis of coherent WDM optical
OFDM system for different channel spacing. In this system, four different channel
frequency having power −4 dBm are used to study their effect on Q factor and bit
error rate at different channel spacing of 50, 100, and 150 GHz. Section 2 describes
the design and simulation of WDM optical OFDM system, Sect. 3 discusses the
simulation result, and Sect. 4 concludes the whole work.

2 Design and Simulation

Figure 3 shows the block diagram of OFDM system with coherent detection consists
of two parts transmitter as well as receiver with transmission channel. Transmit-
ter parts consists of PRBS (Pseudo Random Bit Sequence) generator, QAM gen-
erator, WDM multiplexer 4 × 1, OFDM modulator, Quadrature modulator, NRZ
pulse generator, CW laser source, MZM (Mach Zehnder Modulator), optical filter
and receiver part consists of photodetector, Quadrature demodulator, QAM decoder,
WDM demultiplexer 1 × 4, OFDM demodulator, BER analyzer. PRBS generator
is a binary sequence generator which is obtained using deterministic algorithm, dif-
ficult to predict and used in telecommunication, encryption, simulation, etc. NRZ
pulse generator is a binary sequence generator in which one is represented by pos-
itive pulse and zero is represented by negative pulse. Mach Zehnder modulator is
employed for controlling the varying amplitude of optical signal. Laser is an optical
source which is used for generating a coherent beam of light. WDM multiplexer is
used to combine multiple wavelengths into single wavelength optical signal. OFDM

Fig. 3 Block diagram of WDM OFDM system based on coherent detection [8]
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modulator uses input data in different format like BPSK,QAM, etc. Optical amplifier
is used to amplify the optical signal. Semiconductor optical amplifier (SOA), Raman
amplifier, etc. are the examples of optical amplifier. WDM demultiplexer is used to
split single wavelength into multiple wavelength at receiver side. OFDM demodula-
tor demodulates an OFDM input signal by using an FFT operation. Photodetector is
responsible for optical to electrical conversion. Different types of photodetector are
PIN, Avalanche photodiode (APD). This simulation utilizes three visualizes in par-
ticular optical power meter, optical range analyzer and BER analyzer. Optical power
meters give the power both in dBm and Watts. BER analyzer naturally computes the
BER value, Q factor and show eye graph.

The Simulink model for Coherent WDMOptical OFDMmechanism is presented
in Figs. 4, 5 and 6. First of all, there are four transmitters are utilized that are of
10 Gbps, after that by utilizing the WDM mechanism these four signals of 10 Gbps
are multiplexed. Then, for one-span 60 km transmission fiber, an optical amplifier
mechanism is utilized. Moreover, bit-error-rate is additionally determined when the
equalizer is introduced so as to demonstrate the basic enhancement when the equal-
izer is utilized in the framework. Afterward, for every condition, the constellation
diagrams are additionally analyzed, at a value of attained power of just about−4dBm.
The noteworthy enhancement would be noticed from the transmitted frameworkwith
equalizer, particularly when the fiber length is expanded, from those constellation
diagrams (Table 1).

3 Results and Discussion

In this section the performance of downstream coherent detection m-QAM-mapped
OFDM is analyzed for various parameters like Constellation Diagram, BER, Q-
factor, etc. for different frequency spacing of 50, 100 and 150 GHz.

The Electrical constellation of receiving coherent detection m-QAM-mapped
OFDM downstream signal (512 subcarriers) at ONU is shown in Fig. 7. The red
section in this graph depicts the obtained signal whereas the blue section signifies
the occurrence of noise in the signal because of transmission by feeder fiber. Because
the constellation diagrams are clear therefore performance obtained for downstream
coherent detection OFDM is better.

Figures 8, 9 and 10 Shows amplitude variation on the y-axis that ranges from 0 to
1 whereas time variation on the x-axis that ranges from 0 to 1. The minimum value
of BER is 0.0029295 which is less than 50 and 150 GHz. The maximum value of
Q-factor for proposed model is 9.22647 at spacing frequency of 100 GHz which is
higher than other spacing frequency at 50 and 150 GHz.

Table 2 shows the comparison of the different parameters like Q-factor, BER and
eye diagram of OFDM system model with coherent detection. The different values
of Q-factor depict that at higher q-factor the noise in the system is minimum and the
BER is also minimum which makes the system more reliable. It has been observed
from the tables that OFDM system better results at spacing of 100 GHz.
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Fig. 5 Optical transmission link

4 Conclusion

The proposed OFDM system model with coherent detection is used to investigate
the results for different values of BER and Q-factor at different spacing between the
LASER frequencies. At a frequency of 193.2 THz a minimum value of BER i.e.
0.0029295 and high-quality factor i.e. 9.22647 is achieved using optical amplifier
having channel spacing 100 GHz. The proposed system provides high-quality factor
which reduced the noise whichmakes it more efficient system. The simulation results
have demonstrated that the results obtained for channel spacing of 100GHz are better
as compare to results obtained for channel spacing of 150 GHz as well as for 50 GHz.
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Table 1 Design parameter specification

Parameters Values (unit)

Channel power −4 dBm

Bit rate 10 Gbps

Attenuation loss 0.2 dB/km

Optical fiber length 60 km

Fig. 7 Constellation diagram of downstream coherent detection OFDM signal
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Fig. 8 Eye diagram of OFDM system with channel spacing 50 GHz

Fig. 9 Eye diagram of OFDM system with channel spacing 100 GHz
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Fig. 10 Eye diagram of OFDM system with channel spacing 150 GHz

Table 2 Parameter analysis for different spacing frequency of 50, 100 and 150 GHz

Parameters 50 GHz 100 GHz 150 GHz

Max. Q factor 8.8163 9.22647 0.0310383

Min. BER 0.0031899 0.0029295 0.484539

Eye height 0.655449 0.67087 −2.22562

Threshold 0.00299642 0.00247532 0.452579

Decision inst. 0.5 0.5 0.5
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Design and Investigation of Multiple
TX/RX FSO Systems Under Different
Weather Conditions

Shubham Mahajan, Davinder Parkash and Harjeevan Singh

Abstract In the proposed model, effect of number of transmitters and receivers on
performance of proposed free-space optical (FSO) communication system is simu-
lated as well as analyzed under various weather conditions like clear, haze and fog.
FSO communication provides a strong and efficient method for transmission and
reception of information through free channels because of its higher data transfer
capacity and inbuilt ability of security. The effect of environmental parameters has
been investigated for range of 1 km. The effect of attenuation increases in badweather
conditions affecting the performance of FSO system while designing a system the
weather conditions have to be taken care. The effect is to beat the impact of fog
attenuation on FSO system by assessment and execution through simulated results
of the executed model with respect to Q factor, height of eye, power received and
bit error rate. The proposed multiple TX/RX FSO system shows better results as
compared to the 1 TX/1 RX system.

Keywords FSO · Optical fiber · Optical wireless communication · Q-factor and
weather conditions

1 Introduction

FSO communication system is an optical communication innovation that utilizes
line of sight (LOS) way propagating in free space for transmission of information
between two points for communication. FSO basically is “fiberless optics” transmis-
sion. “Free-space” in this relates to air, space, vacuum or remote. The FSO corre-
spondence depends on the optical communication with contrast to system ignoring
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utilizing solid, for example, fiber optical link of transmission. For the most part an
FSO system is embraced when a physical association is impractical but a practicable
arrangement because of staggering expenses or different analysis. It is additionally
embraced to satisfy the necessity of higher transfer speed so as to deal with the
information transmission of the system [1]. Various services such as voice, data,
text, video, etc. are used to transmit data from one end to other. Laser beam radiate
through arbitrary medium, for example, climate or beneath the surface of water has
been concentrated widely for a long time. This innovation has a few points of interest
over customary radio frequency (RF) or microwave communication outstanding to
its expanded power effectiveness, low mass and space demand, higher oriented (i.e.
bigger antenna gain), and prize free very higher data transfer capacity [2]. FSO Tech-
nology is the progressive remote communication which furnishes high transfer speed
with high information rate of transmission over high connection extend. The real test
of FSO innovation is climatic depletion that hampers information transmission of the
system by expanding bit error rate. Travelling wave semiconductor optical amplifier
is useful devices that can take reduce the impact of fog in FSO system [1].

FSO communication is relied upon to very important job in 5G communication
systems. FSO link offers a promising option in contrast to the traditional fiber optic
links used for backhoes connects because of the simplicity of sending, fast setup time,
and low cost. Optical fiber communication and FSO use the similar infrared (IR)
wavelengths of light with high rate of data transmission. FSO system requires less
power, less cost with higher privacy and high date rates. These kinds of connections
are appropriate for 1–2Gbpswith distances up to 1–5 km [3–6]. In addition, it tends to
be utilized as a choice for expanding range of fiberless communication. Despite this
other advantages of FSO are no requirement of licensed band, no radiation effects,
easy to install [7]. It uses the idea of transmitting data at high speed using optical
beam from TX end to RX end in free space. Due to which clear line of sight (LOS)
is needed to be maintained between both ends for effective communication, LOS
offers various advantages both to service providers and telecommunication.

Fiber optics is imperative for worldwide broadband network as with the accelerat-
ing number of users there is demand of wide broadband network that can provide less
delay in transmission. In any case, since this innovation exclusively utilizes the air
as transmission mode, defenselessness towards weather conditions is unavoidable.
These aggravations will essentially influence FSO transmission efficiency. The envi-
ronmental turbulences affect the power received along with decreasing the system
performance.

Figure 1 shows the Block diagram of FSO system. In this system, the informa-
tion is sent from transmitter to receiver through space. Information is moved on to
modulator where optical carriers (LASER/LED) are used to fed transmitter andmod-
ulated carrier signal with information signal is moved on to atmospheric channel.
Information is received and detected at receiver end and sent to destination using
photo-detector, filter and demodulator. In this work, we have used multiple TX/RX
i.e. number of laser beams in FSO system for analyzing communication link per-
formance. The numerous TX/RX used to analyze the performance and efficiency
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Source Modulator Drive LASER Diode 

Transmit 
Optics Atmospheric Channel Receiver 

Optics 
Photo 
Detector 

Filter Demodulator Destination 

Fig. 1 Block diagram of FSO communication system

of FSO system under different weather conditions. The simulation is done by using
optical system simulator named OptiSystem 13.0 by Optiwave.

2 FSO Challenges

2.1 Absorption and Scattering Loss

In the process of propagation through earth’s atmosphere the laser beam has to
interact with particles and gas molecules present in atmosphere. Absorption and
scattering loss is major reason for loss in atmosphere channel [8–10]. Attenuation in
atmosphere is represented as below:

α = e−σd (1)

distance of measurement is denoted by d, coefficient attenuation particular to length
per unit is denoted by σ .

σ ∼= 3.912

V

(
λ

550

)−q

(2)

Visibility is denoted by V and is measured in km, wavelength is denoted by λ

and measured in nm, diffusing particles distribution is of size q attained by Kim and
Kruse [11, 12].
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2.2 Fog

It results in atmospheric attenuation leading to absorption and scattering losses. It
will result in high attenuation 350 dB/km in dense fog conditions [12].

αFog = 10 log V%

V (km)

(
λ

λo

)−q

(3)

Visibility is denoted by V, measured in km, V% is percentage of air drop, wave-
length is denoted by λ in nm, range of visibility is denoted by λo (550 nm), and
diffusing particles distribution is of size q. Now by Kruse model [12] parameter of
q is defined as

q =
⎧⎨
⎩
1.6 if V > 50 km;
1.3 if 6 km < V < 50 km;
0.585V if V < 6 km.

(4)

Kim [13], has defined q parameter as below:

q =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1.6 V > 50 km
1.3 6 km < V < 50 km
0.16V + 0.34 1 km < V < 6 km
V − 0.5 0.5 km < V < 1 km
0 V < 0.5 km

(5)

From Eq. (2), we get to know that for higher wavelengths there is less attenuation.

2.3 Rain

Its brunt is not more than fog. Wavelength of FSO is smaller than drops of rain. It has
been suggested that 2.5 mm/h. corresponds to light rain and 25 mm/h corresponds
to heavy rain [14, 15]. According to Carbonneau [16]

Attenuation of rain = 1.076 ∗ R2
3 (6)
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2.4 Snow

Attenuation because of snow is more than rain and not as much as fog as size of
snow particles is in the middle of fog and rain. Attenuation because of snow is
30–350 dB/km [17, 18].

3 Simulation and Design

The proposed model is classified into three number of parts named as transmitters
Tx, propagation channels and receivers Rx as shown in Fig. 2. Transmitter comprises
of information source, NRZ modulator, and continuous wave (CW) laser. The data
source is a pseudo-random binary source (PRBS) generator, which delivers a chain
of numbers that is required for transmission. The result of the PRBS is chain of bits
including a combination of 1’s (ON) and 0’s (OFF). Data in the subsystem is encoded
using NRZ encoding framework where “1” is characterized by vital bit and “0” is
characterized through a substitute bit. The simulation model represented in Fig. 3
has PRBS generator which produced information at data rate of 10 Gbps and light
is regulated utilizing Mach Zehnder Modulator (MZM). The laser source operates
at power of 10 dBm and wavelength of 1550 nm. The gain of the amplifier is set to
10 dB. Signal is then specifically sent to the recipient through FSO channel.

Attenuation of three different weather conditions clear, fog and haze are
0.44 dB/km, 6.8 dB/km and 8.8 dB/km, respectively. Initially, the weakening quality
is set as 0.44 dB/km (clear). The optical signals from the FSOchannel are collected by
photodetector (APD). Low pass Bessel filter is used to utilize the channel-free from
noise. This simulation utilizes three visualizers’ in particular optical power meter,
optical range analyzer and BER analyzer. Optical power meter gives the power both

PRBS 
Generator

NRZ Pulse 
Generator

Mach-Zehnder 
Modulator

Optical 
Amplifier

FSO 
Channel

Optical 
AmplifierPhoto 

Detector
Low Pass 

Filter
BER 

Analyzer

Fig. 2 Block diagram of 1TX/1RX FSO system
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Table 1 FSO system design parameters

Parameters Value

Transmission rate 10 Gbps

Transmitted power 10 dBm

Wavelength 1550 nm

Modulation format NRZ

Range 1 km

Gain 10 dBm

LASER frequency 193.1 THz

Clear weather condition 0.44 dB/km

Fog weather condition 6.8 dB/km

Haze weather condition 8.8 dB/km

in dBm and Watts. BER analyzer naturally computes the BER value, Q factor and
eye diagram. The proposed FSO SystemDesign Parameters are presented in Table 1.

The numerous Tx/Rx FSO system simulation model as presented in Fig. 3b under
different weather condition. Further despite using a single FSO channel, the proposed
model has four channels. Power splitter is implemented for replicating the input signal
to all four channels.

4 Results and Discussions

The proposed FSO interface system is used to examine the performance of the system
with respect toQ-factor, BER, overall eye diagram and received power. The proposed
FSOsystemhas implemented1TX/1RXand4TX/4RXby takingbit rate of 10Gbps,
power equal to 10 dB and range of 1 km. Both the systems are examined under the
three different weather conditions clear, fog and haze. Figure 4a eye diagram of
1 TX/1RX with BER value of 2.6884e-138, Q-factor of 25.0033 and eye height
of 7.57637e-005 Fig. 4b shows the eye diagram of 4 TX/4 RX with eye height of
7.86847e-005, BER of 5.33472e-224 and Q-factor 31.9287 of under clear weather
conditions. Figure 5a shows eye diagram of 1 TX/1 RXwith BER value of 1.78819e-
014, Q-factor of 7.57478 and eye height of 1.19173e-005 Fig. 5b shows eye diagram
of 4 TX/4 RX with eye height of 6.8778e-005, BER of 9.09062e102 and Q-factor
21.3848 of under fog weather conditions. Figure 6a eye diagram of 1 TX/1 RX with
BER value of 3.29806e-007, Q-factor of 4.97248 and eye height of 4.90184e-006.
Figure 6b shows the eye diagram of 4 TX/4 RX with eye height of 4.03178e-005,
BER of 2.8413e-050 andQ-factor 14.8631 of under haze weather conditions. Results
are represented in tabular form in Tables 2, 3 and 4.
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Fig. 4 Eye diagram of 1 TX/1 RX. b Eye diagram of 4 TX/4 RX under clear weather condition
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Fig. 5 Eye diagram of 1TX/1 RX. b Eye diagram of 4 TX/4 RX under fog weather conditions
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Fig. 6 a Eye diagram of 1 TX/1 RX. b Eye diagram of 4 TX/4 RX under haze weather conditions
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Table 2 FSO system results under the effect of clear weather conditions

TX/RX combination Q-factor Bit error rate Eye height Power received

1 TX/1 RX 25.0033 2.6884e–138 7.57637e–005 −23.873 dBm

4 TX/4 RX 31.9287 5.33472e–224 7.86847e–005 −17.782 dBm

Table 3 FSO System results under the effect of fog weather conditions

TX/RX combination Q-factor Bit error rate Eye height Power received

1 TX/1 RX 7.57478 1.78819e–014 1.19173e–005 −30.232 dBm

4 TX/4 RX 21.3848 9.09062e–102 6.8778e–005 −24.142 dBm

Table 4 FSO System results under the effect of haze weather conditions

TX/RX combination Q-factor Bit error rate Eye height Power received

1 TX/1 RX 4.97248 3.29806e–007 4.90184e–006 −32.232 dBm

4 TX/4 RX 14.8631 2.8413e–050 4.03178e–005 −26.142 dBm

5 Conclusion

The proposed FSO system has been simulated and analyzed under various weather
conditions for 1 TX/1 RX and 4 TX/4 RX at 1550 nm wavelength. The effect of
environmental parameters has been investigated for range of 1 km. The proposed
FSO interface system is used to examine the performance of the system with respect
toQ-factor, BER, overall eye diagram and received power. The proposed FSO system
has implemented 1 TX/1 RX and 4 TX/4 RX by taking bit rate of 10 Gbps and with
10 dB power. It has been concluded that the FSO system with 4 TX/4 RX is more
efficient than 1TX/1RXFSOsystem.The proposedFSO systemprovides an efficient
link for the transmission of data under dense weather conditions for higher data rates.
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Dynamic Distance Based Lifetime
Enhancement Scheme for HWSN

Sumit Kumar Gupta, Sachin Kumar, Sudhanshu Tyagi and Sudeep Tanwar

Abstract Nowadays Wireless Sensor Network (WSN) is popular research field for
new scholars. This technique has huge potential in various fields like energy effi-
ciency, data gathering, network security, etc. The bitty sensor nodes are formed a
wireless sensor network which has capabilities of communication, transmission and
sensing with certain limitations. Limited capability of energy or battery life which
attracts many scholars to do the research and find appropriate solutions. Cluster-
based heterogeneous WSN (HWSN) is a possible solution to improve the network
life time. Keeping in the view of above, this is the key area we have taken in this
paper to improve the network life time with the use of less battery consumption.
Here, we proposed “Dynamic Distance based Lifetime Enhancement scheme for
Heterogeneous WSN”. In the proposed scheme cluster head is selected by dynamic
hopping for data transmission to base station. By the selection of dynamics hopping
transmission, network life time improved significantly as compared to pre-existing
techniques like LEACH, SEECP protocol.

Keywords WSN · Clustering · Companion node · Dynamic radius · Dynamic
hopping

S. K. Gupta
Department of ECE, SRMS College of Engineering, Technology and Research, Bareilly, India
e-mail: sumikg@gmail.com

Department of ECE, Amity School of Engineering & Technology, Lucknow Campus, Uttar
Pradesh, India

S. Kumar
Department of ECE, Amity School of Engineering and Technology, Lucknow Campus,
Uttar Pradesh, India
e-mail: skumar3@lko.amity.edu

S. Tyagi (B)
Department of ECE, Thapar Institute of Engineering & Technology, Patiala, Punjab, India
e-mail: s.tyagi@thapar.edu

S. Tanwar
Department of Computer Science and Engineering, Institute of Technology, Nirma University,
Ahmedabad, Gujarat, India
e-mail: sudeep149@rediffmail.com

© Springer Nature Switzerland AG 2020
P. K. Singh et al. (eds.), Proceedings of ICRIC 2019, Lecture Notes
in Electrical Engineering 597, https://doi.org/10.1007/978-3-030-29407-6_29

389

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29407-6_29&domain=pdf
mailto:sumikg@gmail.com
mailto:skumar3@lko.amity.edu
mailto:s.tyagi@thapar.edu
mailto:sudeep149@rediffmail.com
https://doi.org/10.1007/978-3-030-29407-6_29


390 S. K. Gupta et al.

1 Introduction

WSN is still challenging topic for researchers in different areas like energy effi-
ciency, clustering, network security, data gathering and node heterogeneity [1–4].
Many researchers are working in the field of energy efficiency, how can be improved
the network life span so that for a long time, we can collect the sensed data like
temperature, humidity, etc. In the network, there is no such element in which we can
increase the life time except the sensor node. The sensor node has the different func-
tional unit like sensing, power management, signal processing and transmission unit.
In all these units, the power unit is most limited resource which we cannot replace
once we deployed because the placement of sensor node is entirely random. There
are many applications like surveillance and military area where the replacement of
battery is impossible that’s why researchers are always trying to increase the battery
life of SN and to decrease the distance between SN and BS. To accomplice this task,
Researchers have proposed different routing protocol that can prevent to deplete the
energy of sensor node.

There are many areas like environment monitoring in which temperature, humid-
ity, pollution control, etc., military operations like surveillance, vehicle monitoring
system, earthquake monitoring, target tracking and surveillance system, patients
monitoring system, where WSNs are playing a vital role [14]. All these applications
and many more can be performed by a group of sensor nodes with some essential
parameter like energy, security, data gathering, etc. Although there are many more
issues discussed in literature, we are discussing heterogeneity parameter in WSNs
as they are playing significant role in real-time scenario.

Cluster is defined as a group of similar members or like objects which have same
property [3]. Here the similar object is sensor node and the same property is distance.
Thus Cluster is formed using distance criteria of closer sensor node. In the litera-
ture, we have lots of clustering based protocols. Clustering-based protocol [6] and
threshold-based protocol [15, 16] are widely used protocol which is using to enhance
the network life time using less energy of the sensor node. To improve network life,
researchers are using node heterogeneity in which sensor nodes have different energy
levels in the network [7, 8]. Low Energy Adaptive Clustering Hierarchy (LEACH)
is the very basic protocol for clustering which shows enhancement of lifetime and
stability of the network [9]. In clustering, few sensor nodes formed the cluster and
one of them worked as Cluster Head (CH) and other sensor node worked as Cluster
Member (CM).

1.1 Motivation

Althoughmany researchers havedone a lot ofwork in literaturewith abovemotivation
[6, 9, 15, 16]. But a lot of potentials is still available in the field of clustering and
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node heterogeneity of sensor nodes Which motivate us to do research work in this
area. So our objectives are

• To study of the different protocols related to clustering and node heterogeneity.
• To enhance the lifetime of network using heterogeneity of sensor nodes.

This paper is organized as follows: A brief summary of related work is provided in
Sect. 2. The proposed approach is discussed in Sect. 3. The performance evaluation
and analysis are discussed in Sect. 4. Conclusion is summarized in Sect. 5 with
possible future scope.

2 Literature Review

In the literature review, Clustering and thresholding technique are the most popular
technique in the routing protocol. LEACH is most popular clustering protocol in
which clustering is done on the probability basis and one of the sensor node is
elected as CH and rest are the cluster member (CM) [6]. CM selection is based on
the distance from the base station and cluster head. This protocol is divided into
two phases, one is setup phase and the second is steady-state phase. In the setup
phase, cluster formation is done and steady-state phase transmission of data from
sensor node to base station is done via cluster head. LEACH protocol is the very
first paper which is based on homogeneity on the basis of sensor nodes. Stable
Election Protocol (SEP) is another very basic research paper based heterogeneity of
sensor nodes which improves the energy efficiency of the whole network [7]. EHE-
LEACH, i.e. Enhanced Heterogeneous LEACH is another protocol based on direct
communication and clustering is done after certain radius of region which shows
better energy efficiency [9] compared to [7].

Kumar et al. [5] proposed Enhanced Threshold Sensitive Stable Election Protocol
(ETSSEP) which shows better result in comparison of [7] about the network lifetime
and stability. This protocol is based on dynamically changing cluster head selection
probability. It elects CHs on the basis of remaining energies of sensor nodes andmin-
imum number of clusters per round of the communication. Mittal et al. [11] proposed
Distance-based Residual Energy Efficient Stable Election Protocol (DRESEP) for
wireless sensor network. This is an event-driven protocol and a reactive algorithm. It
uses dual-hop communication between CH and BS to balance the load. This protocol
improved the utilization of energy and network lifetime significantly. Benkirane et al.
[12] proposed Distance-based Stable Election Protocol (DB-SEP) for heterogeneous
WSNs. In this paper, authors select the CHs on the basis of initial energy of SN and
distances between SNs and the BS. The result shows DB-SEP increases the network
lifetime as compared to SEP. Kumar et al. [13] proposed Multihop Communication
Routing (MCR) protocol for heterogeneous WSNs. In this paper, authors select the
CHs on the basis of weighted probabilities among different types of sensor nodes.
In this protocol, the CHs send the data using the optimal multi-hop path to the BS.
Hence MCR is the multi-hop version of EEHC.
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TEEN i.e. Threshold-sensitive Energy Efficient Network and TSEP, i.e. Thresh-
old sensitive Stable Election Protocol are the threshold-based protocol in which the
sensed data is transmitted to the base station only when the particular threshold has
reached [15, 16]. Such protocols are used Soft Threshold (ST) and Hard Threshold
(HT) to avoid redundancy of data and to transmit the data to CH respectively. Zhang
et al. [18] proposed dynamic heterogeneity of sensor node in terms of energy. They
proposed Adaptive Clustering algorithm for Dynamic Heterogeneous wireless sen-
sor networks (ACDHs) in which they combined static heterogeneity and dynamic
heterogeneity. They added a certain percentage of sensor node in the network when
the operations of the network are evolved. In this protocol, CH is selected on the
basis of initial energy of the SN, remaining energy of SN and average energy of net-
work. Singh et al. [19] has proposed multilevel heterogeneous network model which
is based on HEED protocol. In the proposed MLHEED (Multi-Level HEED) proto-
col, the heterogeneity is divided into nth-level. This protocol has two parameters as
primary and secondary parameter. The primary parameter decides the heterogeneity
level using the secondary parameters. At every level of heterogeneity, the numbers
of nodes are determined by the secondary parameter. The MLHEED protocol has
implemented fuzzy in which four variables are used for deciding the cluster head like
residual energy, node density, average energy and distance between BS and SNs.

Tyagi et al. [20] have proposed a Lifetime Extended Multi-Levels Heterogeneous
routing protocol for wireless sensor networks (LE-MHR). In this protocol, authors
have proposed k levels horizontal energy heterogeneity which improves network life-
time at a significant level. Rizk et al. [21] have proposed stable and energy-efficient
clustering protocol for heterogeneous WSNs. In this paper network has divided into
two cluster in which one cluster has only Normal Nodes (NN) which sense the data
and transmit to another cluster. Another cluster has Advance Nodes (AN) which
collected the data and transmit to base station. In this protocol advance nodes make
sure have enough energy and maintain minimum energy with respect to normal
nodes. Zaatouri et al. [22] present a comparative analysis among different protocols
of homogeneous and heterogeneous environments. In homogeneous environment,
all sensor nodes have the same technical specification like initial energy, bandwidth,
etc. while in heterogeneous environment, sensor nodes have different technical spec-
ification like initial energy, bandwidth, etc. In heterogeneous environment, some
sensor nodes have different initial energy than others. In this paper, researchers are
classified a number of protocols and maintained comparative chart on the basis of
the node’s typology and mobility aspects. Aznoli et al. [23] reviewed the deployment
mechanism of the sensor node which has been used in WSN systematically. Sensor
node can be deployed on the basis of deterministic and non-deterministic deploy-
ment techniques. They have reviewed a number of publications from the year 2004
to 2016 and produced a number of open issues which needs to be addressed. Table 1
shows the comparison of different protocols with proposed approach.
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Table 1 Comparison of pre-existing protocols

Protocol CH selection LS ST Merit Demerit

LEACH [6] Random α – LT increased Unbalance load

SEP [7] WEP α α LT better Stable region is poor

EHE-LEACH [9] WEP α α LT and ST improved –

MCR [13] WEP α α LT improved Poor stability

TEEN [15] Random α – LT improved Throughput reduced

TSEP [16] WEP α α LT and ST improved –

ACDN [18] WEP α – LT improved –

MLHEED [19] WEP α – LT improved –

SEECP [17] Fixed α α LT improved SN exhausted early

Proposed approach Fixed α α LT and ST improved –

LS-Life span, LT-Lifetime, ST-Stability, SN-Sensor node

3 Proposed Approach

Here, we discussed the energy model used in this approach. Then we discussed
selection of CH and CMs of cluster. We discussed for selection criteria of dynamic
region and dynamic hopping of transmission. In the proposed protocol, we select the
CH in deterministic manner but the selection of dual-hop communication is based
on node density which select the radius of circle through which outer circle CH will
send the data to the inner circle CH that has the higher energy. The proposed protocol
is a reactive, energy-efficient, load-balanced and stable protocol for HWSN. In the
proposed protocol, CH selection is deterministic approach which is based on leftover
energy of each sensor node [17]. Each simulation round of the proposed protocol is
divided into the two phases i.e. setup and steady-state phase. During the ow of paper,
we use following symbols as elaborated in Table 2.

3.1 Assumptions

In addition to proposed protocol, we have made some following assumptions-

• It is assumed that the network is heterogeneous i.e. SNs have different level of
energy.

• It is assumed that all the SNs and BS are stationary after the deployment.
• It is assumed that sensor nodes have bidirectional capability of transmission.
• It is assumed that those SNs are at the boundary of the network can communicate
without any problem.

• It is assumed that Received Signal Strength(RSS) is calculated with help of
distance.
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Table 2 Symbols and
abbreviation

Symbol abbreviation

N Total number of nodes

M * M Size of the network

EDA Data aggregation energy

K packet size

mp Radio amplifier energy for multipath

fs Radio amplifier energy for free space path

En Initial energy of normal nodes

Ei Initial energy of intermediate nodes

Ea Initial energy of advance nodes

α Incremental energy of intermediate nodes

β Incremental energy of advance nodes

a Percentage of normal nodes

b Percentage of intermediate nodes

c Percentage of advanced nodes

• It is assumed that every SN have the capability for data aggregation by which
multiple data packets can compress into single data packet.

3.2 Problem Formulation

RecentlyMittal et al. [17] proposed distance-based routing protocol which is energy-
efficient and stable protocol for WSN. CH determination on the basis of residual
energy of the alive SNs. It is deterministic protocol which eliminates the uncertainties
of CH election. Each round of the SEECP is bifurcated in two phases as setup and
steady-state phase as proposed in LEACH [6], The advantage of SEECP are as
follows:

• SEECP choose the criteria to select CH is deterministic which eliminates the
uncertainty of number of CH.

• SEECP is based on residual energy of each node which improves the certainty of
CH.

• SEECP is randomly distributed which does not require inclusive information of
the network.

• In SEECP, CH communicate with the BS using two-hop communication which
improves the energy efficiency of the network.

• Although the above-mentioned advantages improve the network life it may be
vulnerable to the following limitations.

• Although SEECP has improved the life time of first node to die but reduce the
stability of the overall network life which depends on the difference between last
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node die and first node die. This is the main crucial parameter of any network
because if the first node will die in early stage, the remaining nodes must sustain
in the network for the longer life so that we can get the information from the
network like monitoring of the forest area, it is least bothered if one node die early
stage but we must get the information for longer time.

• In the SEECP, there is no such valid justification for the selection of radius.
• In SEECP, once the selection of CH is done that node remains CHuntil its energy is
higher which impose to die faster which may reduce the efficiency of the network.

3.3 Energy Model

In this section, we cover the energy model used in the proposed protocol. The basic
energy model is LEACH protocol and it is homogeneous environment based model
[6]. The Received Signal Strength (RSS) is the criteria for selection of cluster mem-
bers. The selection of CH is random and sensor node are randomly distributed. But
SEECP is heterogeneous environment based model [17]. It shows the three level of
heterogeneity. SEECP have three types of sensor nodes like normal node, interme-
diate node and advance node. The selection of CH is deterministic and sensor node
are randomly distributed. It has fixed 5% selection of nodes to be CH.

In this paper, we have used radio model same in [6] in Fig. 1. According to this
radio model, the transmitting energy is given by as in Eq. (1)

ET x (k, d) = k ∗ Eelec + k ∗ εamp ∗ k ∗ dn (1)

Fig. 1 Energy model [10]
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where n (2 or 4) is path-loss component and amplification factor εamp (εfs or εmp) are
defined as free path and multipath environment respectively.

ET x (k, d) =
{
k ∗ Eelec + k ∗ εfs ∗ d2, (d < d0)
k ∗ Eelec + k ∗ εfs ∗ d4, (d ≥ d0)

(2)

The above set of Eqs. (2) is the dissipation energy per bit of transmitter circuitry
and d0 =

√
εfs
εmp

The receiving energy is

ERx (k) = Eelce ∗ k (3)

The proposed protocol has three-level heterogeneous environment as shown in
Fig. 2 in which level one has only normal nodes which are a times of N and has En

energy. Level two has intermediate nodes which are b times of N and has Ei = αEn

energy. Level three has advance nodes and has Ea = βEn energy. So initial energy
of all nodes is given by Eq. (4).

Etotal = En + α ∗ En + β ∗ En (4)

Fig. 2 Random node deployment in the network
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3.4 Setup and Steady-State Phase

The selection of setup and steady-state phase is same as in [6] but the CH selection
is on the basis of remaining energy of SNs as in [17]. In the first round, BS will
select only 5% CHs randomly as in [17] but in the following rounds, the node that
has higher remaining energy will elect as CH [17]. In the second phase, every cluster
member transmits its sensed data to the respective CH only when the event triggered
i.e. H(T ) ≤ C(V ) where C(V) is the current value of the sensed parameter and the
hard threshold value is given by H(T ). The re-transmission is only possible when
the condition C(V ) − S(V ) ≥ S(T ) is satisfied where S(V ) is the sensed attribute and
the soft threshold value is given by S(T ) [15]. The aggregated data is sent by CHs to
BS either using dynamic hop or single-hop route depending on the distance among
CH, BS and radius of dynamics region.

3.5 Dynamic Region Selection

The selection of dynamic region is based on node density of the network. The node
densitywill remain same for any type of network. Itmay be square region, rectangular
region or circular region as in our case it is circular region as in [17]. So we choose
the square network in which we choose dynamic circular region on the basis of node
density.

N1

M2
= N2

πR2
d

(5)

⇒ R2
d = N2

N1

(
M2

π

)
(6)

⇒ Rd =
√

N2

N1

(
M2

π

)
(7)

where M is the dimension of square network, Rd is the dynamic radius of circular
region, N1 is the total number of SNs in square network and N2 is total number of
SNs in dynamic circle. BS is situated in the center of circle i.e. center of the square
network and center of circle coincide. Therefore, as we increase the number of node
inside the circle as radius of the circle will increase.
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3.6 Dynamic Hoping Selection Process

The selection of dynamic hoping is based on fixed 5% CH whenever in the inner
region, there is 3 or 4 CHs than only the sensed data is transferred via dual hope
communication otherwise data is transferred by single-hop communication in both
region (inner and outer). In such way the load balancing can be done efficiently. In
this protocol for distant CH, dynamic hop communication exists if the dCH−BS is
greater than dynamic radius Rd and inner region has 3 or 4 CH otherwise single-hop
communication will exist and CHwill send the data directly to BS for both inner and
outer regions. In dual-hop communication, distant CHwill look another CHwhich is
known as companion node within dynamic region that has higher energy to transmit
the data to BS.

3.7 Algorithm of Proposed Approach

In this paper,we use the following algorithm for the proposed approach. The selection
of CH is fixed for 5% after that CM are elected which send the sensed data to CH as
per threshold value. CH aggregates the data and sends the data to BS using single or
dual-hop transmission. The selection of hopping is based as per the algorithm.

4 Performance Evaluation

4.1 Performance Metrics

Network lifetime: This is most wildly used metric for the analysis of the sensor
network. Network lifetime is defined as the total time during which the sensor nodes
will transmit the data of the dedicated task to the base station where the time is
defined in terms of number of round. Sensor nodes will transmit the data till they
are alive which means they have energy if all the dedicated energy is drained out,
the sensor node is considered as dead. Hence the network lifetime is the difference
between Last Node Alive (LNA) and the starting of the network.

Algorithm 1 Pseudo code for Proposed Protocol

1. Initialize the network parameters
2. Identifies the normal, intermediate and advance Nodes
3. BS selects5%CH at first Round
4. CH broadcast message for CM
5. CH broadcast TDMA Schedule for CM
6. CM checks C(V)
7. if C(V) ≥ H(T) then
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8. Test = C(V)-S(V)
9. else go to 6
10. end if
11. if test ≥ S(T) then
12. Data send to CH
13. else go to 6
14. end if
15. CH aggregates data
16. CH checks distance CH to BS
17. If dCH2BS < Rd
18. Data transmit to BS using single hop transmission
19. Else if (dCH2BS > Rd) and (more CH within Rd)
20. Data send to BS using Dual hop transmission
21. Else
22. Data send to BS using Single hop transmission
23. Check higher energy SN for CH
24. Select 5% CH for next Round
25. Go to 4

Stability: The another most wildly used metric is Network Stability. Stability of
the network is defined differently by different researchers. We considered stability
in terms of first Node Die (FND) i.e. this is the time duration from start of operation
until first sensor node that has exhausted its total energy. After that nodes start to die
as they exhausted their energy. So the network is stable till all the sensor nodes are
alive, after that, they start die out and decrease the stability of the network.

Throughput: This is another performance metric which shows the network qual-
ity. This is defined by different researchers differently but the overall meaning will
remain same. Throughput is defined as the total number of bits per second which are
transmitted to base station.

The performance of proposed protocol is evaluated in terms of FND, HNA and
LNA for the evaluation of network stability. The comparing protocols are imple-
mented in our simulation environment by MATLAB. The 10 different iterations are
performed on designed network which has 100 sensor nodes randomly distributed
in square sensing field that have base station (BS) at the x-axis of 50 m and y-axis
of 50 m. The characteristics of network are used for simulations as summarized in
Table 3.

This analysis is done to analyze the effect of proposed protocol in heterogeneous
environment only because in the homogeneous environment, it will perform better
due to different SN of higher energy. Simulations are performed with different tem-
perature ranging from 0° to 200 °F in different regions of the network. 50 °F is set as
the hard threshold and 20 °F is set as the soft threshold values [17]. In the heteroge-
neous environment, 20% SNs are set as intermediate nodes and 10% SNs are set as
advance nodes of the total nodes. The normal node has E0 = 0.1 J as initial energy
and the advance nodes and intermediate nodes are assigned 3 (β = 3) and 2 (α = 2)
times initial energy of normal node respectively.
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Table 3 Simulation
parameters

Parameter value

N 100

M * M 100 * 100 m2

BS x-axis = 50 m, y-axis = 50 m

EDA 5 nJ/bit/round

K 4000 bits

mp 0.0013 pJ/bit/m4

fs 10 pJ/bit/m2

En 0.10 J

Ei α times of En

Ea β times of En

α 2

β 3

a 70% of N

b 20% N

c 10% of N

Figure 3 shows that different dynamic region that has different node density. As
we increase the node density correspondingly dynamic radius will increase. Initial
when the node density was low there is no significant improvement in FND of the
proposed protocol but as we reached to 20 node density, the radius becomes 25.24 m
that shows the significant improvement that means we have achieved better result
at low radius as compared to [17]. Figure 4 shows dynamic radius of different node
density. As we increase the node density, the dynamic radius will increase.

Figure 5 shows the average result of LEACH, EHE-LEACH, SEECP and pro-
posed protocol with different radius of different node density under 10 iterations of
heterogeneous environments. The CH selection process is same as [17] which has
5% of alive sensor nodes in every round. The selection of CH is based on the residual
energy of the SNs. In every round CH transfer the data to BS either via direct or
single-hop communication using higher energy CH in the calculated radius of circle.
This radius is calculated on the basis of node density. As the node density increases,
the radius proportionally increases. Both the protocols are reactive type protocols
because the transmission is possible when the conditions are met. Sensor nodes
sensed the data continuously but can transmit only when the threshold condition is
met.

Figure 5a–c show the stability of different routing protocols. No doubt LEACH
performances least stability other than analyzed protocols because of LEACH is
homogeneous routing protocol in which all SNs have equal energy. Other protocols
have heterogeneous routing protocols.

Figure 5a shows better result other than analyzed protocols in terms of FND. Since
FND shows the inactiveness of the first SN i.e. it will no longer with the network
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Fig. 3 Scenarios of a dynamic radius of 20 SNs, b dynamic radius of 25 SNs, c dynamic radius of
30 SNs and d dynamic radius of 35 SNs

Fig. 4 Different node density versus dynamic radius



402 S. K. Gupta et al.

20 25 30 35
0

50

100

150

200

250

300

350

400

450

500

550

600

650

700

Node Density in Different Regions

N
um

be
r 

of
 R

ou
nd

s

FND

20 25 30 35
0

50

100

150

200

250

300

350

400

450

500

550

600

650

700

Node Density in Different Regions

N
um

be
r 

of
 R

ou
nd

s

HNA

20 25 30 35
0

50

100

150

200

250

300

350

400

450

500

550

600

650

700

Node Density in Different Regions

N
um

be
r 

of
 R

ou
nd

s

LNA

(a) (b)

(c)

Fig. 5 Scenarios of a FND at different node density, b HNA at different node density, and c LNA
at different node density

and can’t send the data to respective CH. The proposed protocol shows better result
because of single-hop communication and data is transmitted only when triggered
valued is reached.

Figure 5b shows better result other than analyzed protocols in terms of HNA.
Since HNA shows the inactiveness of the 50% SNs i.e. 50% sensor node has died
and they are no longer with the network and can’t send the data to respective CH. The
proposed protocol shows better result because of dynamic hopping communication.

Figure 5c shows that proposed protocol has not better results other than EHE-
LEACH but better than SEECP protocol in terms of LNA. EHE-LEACH shows the
better result; it means we can get information for longer duration.

Figure 6a shows the comparison of LEACH, EHE-LEACH, SEECP and proposed
protocol for the throughput analysis. Throughput shows that howmanynumber of bits
are transmitted to base station from the cluster head. The comparison figure shows
that proposed protocol outperforms as compared to other protocols. This shows
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Fig. 6 a Comparison of throughput of different protocols, b number of dead nodes of different
protocols, and c total energy of node per round

that proposed protocol transmits more numbers of bits to base station which can
analyze for the intended purpose. The proposed protocol may transmit large number
of data in the network because of dynamic selection of transmission of data to BS
via either dual-hop or single-hop communication. When 3 or more CHs are within
the dynamic radius, transmission is done using dual-hop otherwise transmission is
done via single-hop whether CH is in dynamic radius or out of dynamic radius.
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Fig. 7 Stability of different routing protocol

Figure 6b shows the comparison of dead nodes for LEACH, EHE-LEACH,
SEECP and proposed protocol. This graph shows that proposed protocol have longer
life time of the sensor nodes. Sensor nodes which use LEACH protocol have least
life time because of homogeneous sensor nodes. Figure 6b also shows that proposed
protocol has high network stability. This happens because of heterogeneity of the
sensor nodes but the proposed protocol performs well because of selection of CH in
every round among higher energy sensor nodes. Figure 6c shows the total energy of
sensor nodes in a given round. This is the most important metric of the network. As
soon as the energy of the SN exhausted, the node will die and will not send any data
to CH or BS. As long as the sensor node sustain in the network, it will have energy
and transmit the data.

Figure 7 shows the stability of LEACH, EHE-LEACH, SEECP and proposed
protocol. Stability performance metric shows the FND of different protocols which
shows first node die in the network. As soon as the first node die in the network,
the network became unstable. The proposed protocol outperforms with respect to
other protocol. This happens because the selection of higher residual energy of CH
and dynamic selection of transmission hopping. Therefore, always higher energy CH
will select and balance energy load among the sensor node.

5 Conclusion

There are many designing issues in routing protocols in WSN like energy efficiency,
load balancing and stability and these problems can be solved by different routing
algorithm. This paper describes threshold-based routing protocol that is suitable for
time-based critical events. In this proposed protocol, residual energy is the parameter
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ofCHselection.This protocol selects the dynamic radius basedonnodedensitywhich
shows better result than [17]. The deterministic CH selection approaches improve
load balancing among the SNs and provide balanced energy consumption using
dynamic hopping. This proposed protocol is outperforming over SEECP because of
dynamic region and dynamic hopping of communication Themobility of BS and SNs
are another crucial area of research in wireless sensor network which is untouched
in this proposed protocol. Hence the mobility of SN and BS may be considered as
future scope for designing the protocols in the applications of real-time scenario of
wireless sensor network.
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On Security of Opportunistic Routing
Protocol in Wireless Sensor Networks

Archana Sharma and Yashwant Singh

Abstract With the passage of time, Wireless Sensor Networks (WSNs) gain impor-
tance and have become one of the most fascinating areas of research in the past few
years. Reliable and efficient data routing, that helps the data to reach its destination,
remains the bottom line of research problem. Hence, various routing protocols are
developed which are based on different parameters. But opportunistic routing has
fascinated many researchers these days because of its broadcasting nature that makes
it more efficient than the old routing methods. However, while routing in this sensor
network the loss of data takes place because of its security lack. Therefore, security
is also a challenging issue with the routing ofWSN. This paper presents an overview
of the WSN, its architecture, applications of WSN in different fields presented. An
overview of the security aspect of routing in WSN is given. Finally, a comparison of
different security methods of opportunistic routing is also presented.

Keywords Wireless sensor networks · Routing protocol · Opportunistic routing ·
Security

1 Introduction

A wireless sensor network can be defined as an assembly of different sensor nodes,
clustered to form a collaborative network. Sensor networks include spatially dis-
tributed independent sensors that track physical and natural conditions at different
locations, like temperature, pressure, motion, vibration, etc. and gather the data and
pass this data to a main location regarded as a sink. The Wireless sensor network
consists of the extensive amount of sensor nodes, ranging in numbers, from a few
hundred to even thousands, and they are connected through wireless transmission.
The Sensor nodes are typically known as motes. The sensor node typically has five
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key components (as appeared in Fig. 1): radio transceiver, microcontroller, mem-
ory, electronic sensing device and vital source, typically a battery [1]. In WSN, the
sensor nodes are deployed in two types: organized and unorganized. In unorganized
deployment, the nodes are spread in an abandoned environment in which no human
intervention is allowed, whereas, the case in which all the nodes are arranged in a
specific manner, is the organized deployment.

The Wireless Sensor Network is one of the developing technologies that is
enabling the aggregation of information in different scenario ranging from envi-
ronmental monitoring to various health and military applications. The applications
of WSN are numerous, however, these are based on strategies like monitoring, con-
trolling and tracking. Figure 2 below displays us some of the applications of WSN
in different fields.

The process of selection of the best path for travelling of data packets to reach
their destination is regarded as routing. If the motes and the sink have less distance

Fig. 1 Architecture of wireless sensor network [1]

Fig. 2 Applications of wireless sensor networks
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between them, then it is a single-hop communication, but if the sensor nodes are
placed far away from the sink node, then it is a multi-hop communication [2]. The
Opportunistic Routing (OR) is an innovative routing methodology that uses features
of broadcast communication [16]. It broadcasts the data packet so that numerous
neighboring nodes can overhear it. Later, the node that has successfully received that
broadcasted packet coordinate among one another and then selection of best node
is done which is used for packet forwarding. Finally, the packet of data is again
broadcasted and it is performed again and again until the packet attains its final
destination. It has two main components: selection of candidates and coordination
method. The candidate selection method helps in the creation of a list of nodes which
are used for data forwarding. Coordination method helps in selection of the best node
from the list, which can be used for reaching the destination. It increases reliability
[14] and also has better performance in comparison to traditional routing methods.

The security is most important parameter in any field. Security in these net-
works is a very challenging task because there is no physical protection, an open
and shared communication medium is used, nodes are deployed in a hostile envi-
ronment, constraints on sensor nodes make WSNs more vulnerable to Denial of
Service (DOS) attack, a distributed network architecture and many more. Security in
WSN consists of network security, data security, source security. For safe and secure
communication, some security necessities should be fulfilled byWSN. The Security
requirements of WSN include confidentiality, authentication, integrity, availability,
authorization, and non-repudiation. Some secondary security requirements are data
freshness, source localization, and self-organization [20]. These requirements pro-
vide information of the sensor network.

OR protocols working is greatly affected by the existence of malicious nodes and
invaders. Thus, a large number of security improvement methods are developed by
the researchers, that is based on the specific characteristics of OR protocols. These
security-related protocols are divided into classes: trust-management method, game
theorymethod, andother interrelated protocols [25]. In the trustmanagement process,
every node of the network is assigned a distinct value known as the trust value. This
trust value shows their level of trustworthiness. These trust values are determined
basedon their successful or unsuccessful communicationswith the other sensor nodes
of network. Likewise, the game-theory-based method considered the cooperation
between the nodes. In this method, network cooperation can be intended as a match
that is based on certain rules. Other security-related protocol includes Anonymous
Wireless-mesh Encoded Opportunistic Routing, A packet salvaging model for OR
methods, Modeling and performance evaluation of security attacks for OR.

In this paper, Sect. 2 discusses the literature survey, Sect. 3 provides an analysis
of various security protocols in opportunistic routing and the last section concludes
the paper.
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2 Literature Survey

In the current scenario, great amount of work has been done in the area of WSN and
opportunistic routing. WSN is a network of small nodes of sensors, whose compo-
nents encapsulate various processes like sensing, processing of data and communi-
cation. There are various factors like fault tolerance, scalability, production, costs,
operating environment, sensor network topology, etc. The protocol stack of WSN
consists of physical layer, data link layer, network layer, transport layer, application
layer, power managing level, mobility managing level, and a task managing level
[3].

The standards can be defined as the protocol and functions used by the sensor
nodes to interface different kind of networks. Some of the standards used in WSN
are IEEE802.15.4, ZigBee, WirelessHART, Wibree, etc. There are two types of con-
figurations of sensor nodes. In one configuration, nodes directly communicate with
the sink, while in second configuration nodes do not communicate directly with the
sink because of the presence of large coverage area [4]. In [5] author presented that
the design of WSN depends on its application. If there is any change in the applica-
tion, then design of WSN is also changed. The topologies of network also change if
any, physical changes occur in the WSN.

WSN has various applications in different fields. Some of the important appli-
cations of WSN are military and security applications, civil applications, environ-
mental applications and ecological application [6]. There are some factors that affect
practical applications of WSN. These factors are cost, energy consumption, minia-
turization, location, performance, mobility and hardware security [7]. Rashid and
Rehmani [8] performs a survey of deployment of WSN in the urban areas. TheWSN
in urban areas can be used in gully pot monitoring, disaster management, transporta-
tion applications and security applications.

The routing protocol finds out the best path between sensor nodes and sinks node
and then transmits the data through this best path. Node distribution strategy, data
reporting method, nature of the node, fault tolerance, network dynamics and node
localizations are the various factors that affect the designs of routing protocol [9]. In
[10] different routing protocols are formed for WSN on the basis of issues that are
degrading the performance ofWSN. The classification is based on five main key fea-
tures: energy efficiency, operational model, routing objectives, network architecture,
and route selection. On basis of energy efficiency, two protocols are given: Fixed and
Adjustable. On the basis of operational model: path selection, QoS based, delivery
model. The Routing objectives include non-real time, network lifetime and real-
time. The network architecture-based routing includes Data-Centric, Hierarchical,
Location-Based. The route selection includes Proactive, reactive and hybrid. Chahal
and Singh Gill [11] compare pegasis protocol with leach protocol and found that
pegasis protocol is a chain-based protocol improvement over leach. HEED Proto-
col increases lifetime by distributing energy consumption between nodes and also
minimizes the overhead. Misra and Goswami [12] classify routing protocol in vari-
ous categories on the basis of factors like path establishment, structure of network,
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originator of communication and operation of the protocol. The path establishment
classifies protocol in the following types: proactive, reactive and hybrid protocols.
The network structure includes the flat, hierarchical, location-based and direct pro-
tocol. The initiator of communication includes source and destination protocol. The
protocol operation includes negotiation, QoS, coherent, query-based and multipath
protocol.

The opportunistic routing is one of the most promising technologies because it
uses broadcasting method of communication. Opportunistic Routing broadcasts the
packets of data to the nearby nodes and after that the best node is chosen which is
used to forward the packet. This cycle continues until packets reach its final destina-
tion [13]. The Opportunistic routing overcomes various issues of WSN like dreadful
conditions of environment, shortage of predefined network infrastructure, etc. The
allocation of resources is one of most challenging issues which is also overcome by
OR. OR has upgraded reliability, efficiency and throughput of the networks [14]. It
can be considered as an amalgamation of routing protocols and media-access con-
trol. The protocols like EFFORT and EEOR reduces the overall energy consumption
of network and EQGOR protocol enhances quality of service parameter of WSN
[15]. The main objective of opportunistic routing is overhearing and cooperation
between the nodes. OR has better performances in comparison to traditional rout-
ing techniques [16]. Extremely Opportunistic Routing (ExOR) [17] is the first OR
protocol and that has three phases: selection of the forwarding candidates, allow-
ing transmissions, and making a decision to forward the packet or not. It makes
a list of prioritized candidates. The main opportunistic routing protocols used are
Energy Efficient Opportunistic Routing (EFFORT), Simple Opportunistic Adaptive
Routing (SAOR), EEOR, Exclusive opportunistic routing (ExOR), Energy-Aware
Opportunistic Routing (EAOR) [18].

There are various issues related to security are present in WSN. The major task
for holding any security procedure in WSN is determined by sensor size, processing
power, storage, and type of works performed by the sensors [19]. Modares et al. [20]
classified the security requirements of WSNs into following types: Data Authentica-
tion, Data Confidentiality, Data Integrity, Availability, Data Freshness. The common
security requirements are availability, confidentiality, integrity and authentication
[21]. Some other requirements are also considered, they are known as secondary
requirements. Those are source-localization, self-organization and data-freshness
[22]. To overcome these security issues in WSN various secure protocols is used. In
[23] a secure routing protocol based on a robust neighborhood monitoring system
(NMS) is proposed. This protocol is energy-efficient. The protocol drops the packet
if the malicious nodes are present in the routing path. It confirms a consistent node
by node delivery of packets in the routing path. Another secure protocol is proposed
known as Authenticated Routing for Ad hoc Networks (ARAN), that identifies as
well as secures from any nasty assaults done by the outsiders and chums in a single
explicit adhoc environment [24].

The security-related protocols of opportunistic routing into three categories: trust-
based protocols, game-based protocols, and other protocols [25]. Trust-based is a
renowned method applied for the protection against attacks and also for removing
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malicious nodes from the network. The Game-based methods try to convert the
cooperation among the network nodes into a game. In this game, the players are the
nodes that try to enhance their utility. It uses a mathematical model to solve and find
the winner of a game.

The Cryptography can be used for security issue, but this will interrupt the func-
tioning of WSN. Kumar and Singh [26] proposed a new energy-efficient and secure
routing protocol known as trust and packet load balancing based opportunistic rout-
ing protocol (TPBOR). This protocol is based on Trust management mechanism.
It is an energy-efficient protocol and secures the network by calculating the trust
merits of nodes. In calculation of trust merit of nodes, least number of parameters
are considered. The parameters like energy and packet delivery that appears to be
necessary for a network are not taken. The trust and location-aware routing (TLAR)
[27] protocol is a protocol used for commune location concerned routing in the
WSN. TLAR protocol is robust in detecting and segregating the malicious nodes.
This protocol fails to provide load balancing in the network. It is not applied for
the real testbeds. An opportunistic routing protocol is known as Secure and Scalable
Geographic Opportunistic Routing with received signal strength (SGOR) [28] pro-
vides us both scalability and security in WSNs. The proposed protocol has higher
packet delivery rate. In this paper, a method for verifying the secure location of
adhoc networks was not discussed. Rani [29] formed a new OR metric for wireless
sensor network named as a trust aware energy-efficient OR metric for WSN. The
proposed metric is resultant of trustworthiness and energy consumption of nodes.
This metric prevents malicious activities and maintains data integrity. The proposed
metric has higher security and has equal energy load distribution. The one-way delay
rises with a minor increase in overhead computation. Trust-based Security Protocol
(TSP) [30] which secures network of blackhole attack. In TSP, the trust is built on the
quantity of messages that are transported successfully and three other factors also:
Social Group value (SGV), Credits and Hop count. This protocol does not calculate
the relative delivery probability of the nodes and also does not detect the node that
provides forge information regarding delivery probability. Cao et al. [31] proposed a
protocol named Trajectory-Driven Opportunistic Routing (TDOR). In this protocol,
the source node calculates an immune path that should be followed to reach the desti-
nation and that path is used for delivery of message. This protocol provides efficient
message delivery with lower overheads of routing. In [32] authors proposed a model
that will benefit in improving the security of opportunistic routing protocols named
it as A Novel Packet Salvaging Method. The proposed mechanism is based on the
Discrete-Time Markov Chain and also uses node redundancy that is present in each
hop of protocol. Darehshoorzadeh et al. [33] proposed a novel method that will aid
in understanding the behavior of nasty nodes and also help in knowing their effects
on wireless mesh networks. It uses a Discrete Time Markov Chain (DTMC) and can
be applied for calculation of the packet drop ratio. In these methods, removing the
malicious nodes from the network is difficult. A Potential Threat (PT) [34] based
protocol is an opportunistic routing protocol. This protocol has been developed on
the basis of a process that selects the features of the inward nodes on the basis of
the factors like instant messages delivery, reputation of nodes and their history. The
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proposed protocol helps in securing the network against the malicious nodes. This
protocol helps in the better exploitation of resources of networks, timely delivery of
messages, reduces overhead and least amount of dropped packets. In this method,
probabilistic metrics are not merged which calculate the nature of node.

The OR protocols rely on the fact that all nodes are benign and are eager to work
together with each other. All nodes are however not benign, the attackers may affect
some nodes and thus these nodes may act maliciously. These malicious nodes lead to
wastage of network resources and moreover also affects the routing performance. In
order to protect the network from these malicious acts, either nodes are to be secured
from attacks or the communication is to be secured. For promoting cooperation of
all the nodes in network, several other categories of protocols, like trust-based and
game-based protocols are used.

3 Comparative Analysis of Security Methods
of Opportunistic Routing in WSN

Security has been an important challenge and hence various attacks launched on the
WSN. Table 1 shows these attacks, access level, the nature of attack, the protocol
stack and their defenses [35, 36].

Because of wireless nature of WSN, an attacker can easily participate or observe
the communication taking place in network and also due to lack of a proper security
mechanism in many of routing protocols, it makes easier for an attacker to attack on
these networks. Thus, the WSNs are susceptible to various kind of security attacks
as shown in Table 1. Attackers may add some data bits to channel, replay the old
packets or deploy some malicious node to attack the network. So, proper defense
measures are to be used to protect the WSN from these security attacks.

A large number of security attacks are to be launched on the traditional routing
protocols of WSN. Similar to that, various security attacks may be intended and
initiated for OR-based security protocols [25]. Table 2 below lists these attacks and
provide their description also.

The security attacks that can be initiated on the opportunistic routing is shown
in Table 2. These attacks can be started by injecting misinformation into network,
by using some false identity, by using some malicious nodes and by various other
means. These attacks are launched by the attacker for decreasing the efficiency of the
network, decreasing the routing performance and wasting resources of network. In
order to protect the networks from these security attacks, various security methods
are to be used.

In this section, the different security protocols of opportunistic routing are com-
pared and the result is shown in the table below. Table 3 shows the name of various
security attacks, their candidate selection and candidate coordinationmethods, attack
models, security solution and also their advantages and disadvantages.
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Table 1 Different security attacks in WSN

Name of attack Nature of attack Access level Protocol stack Defenses

Jamming [37] Modification and
interruption

Active Physical and data
link layers

Prioritization of
messages,
changing of
mode, lowering
of duty cycle, etc.

Tampering [37] Modification and
interception

Active Physical layer Hiding the nodes
and
tamper-proofing

Collision [37] Modification and
interruption

Active Data link layer Using error
correcting codes

Traffic
manipulation
[35]

Modification and
interruption

Active Data link layer By using
methods like
watch dog and
back-off value

Exhaustion [37] Modification and
interruption

Active Data link layer Rate limitation

Unfairness [35] Modification and
interruption

Active Data link layer Small frames

Sybil attack [36] Modification and
interception

Active Datalink layer,
physical and
network layers

Authentication

Sinkhole attack
[36]

Fabrication,
modification and
interruption

Active Physical layer
and data link
layer

Identity
certificate having
some unique
information

Wormhole attack
[36]

Modification and
interception

Active Data link layer
and network
layer

Packet leash

Hello flood [38] Fabrication and
modification

Active Network layer Authentication
and packet
leashes

Acknowledgement
flooding [35]

Fabrication and
modification

Active Network layer Bi-directional
link verification

Traffic analysis
[35]

Confidentiality
and availability

Passive Data link layer False paths can
be used to
confuse an
attacker

Flooding [35] Interruption and
fabrication

Active Transport layer Mystify the
attacker

Overwhelming of
sensors [35]

Interruption Active Application layer Tuning of sensors
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Table 2 Different security attacks on OR

Name of attack Description Purpose

Impersonation [25] Injects false information in the
network or uses false identity

Attack the whole network

Black hole attack [25, 35] By injecting false information
in the network, malicious node
tries to attack data packet

Decreases the performance of
network

Worm hole attack [35] An attacker attempts to trace
packets of data at one network
location and after that tunnel
them to another location and
their repetition is also done

Creates sinkholes in the
network

Gray hole attack [35] Some received packet of data
are selected by the malicious
node and then they are forward
them

Making detection more difficult

Packet modification [25] Malicious node modifies packet
content and tries to insert false
information

Wastage of resources

Routing looping [25] Malicious node access and
deploys the information of
routing, this leads to rotation of
packet in loop of nodes

The packet never reaches its
destination

Sybil on-off [25] A malicious node falsifies
identities of various nodes, so
that it can create multiple
illegitimate identities in the
network

Decreases efficiency of
fault-tolerant schemes

Replay attack [25] Repetitively reinserting packets
of data into network

Misinformation is infused into
routing tables

From Table 3, it may be analyzed that various security methods can be used for
enhancing the security of WSN. To defend against the various security attacks on
the wireless networks, these protocols use methods like trust management and game
theory-based methods. The trust management secures the nodes by invalidating the
impact of malicious nodes present in the network. The game theory-based protocols
facilitate association between the nodes. These security protocols are used not only
to defend against the malicious nodes present in the networks but also to isolate them
from the network. Therefore, these protocols protect the network from various kinds
of security attacks and also increase its routing performance.
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4 Conclusion

Wireless sensor network is a grouping of sensor nodeswhich have numerous practical
applications. However, in the real world, there are many applications that become
a challenging issue which needs to be overcome for efficient functioning of WSN.
In this paper, the structure of Wireless Sensor Networks is described. Specifically,
the main features and applications of the WSN are presented. Second, the brief
summary of routing in WSN is presented. Third, the opportunistic routing in WSN
is presented and various security protocols of opportunistic routing protocol are
compared. Finally, the comparison of security attacks on WSN and security attacks
on OR is given. In the last, the various security protocols of opportunistic routing
are compared.
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Abstract Lately, there has been an increase in the trend among Mobile Ad hoc
NETwork (MANET) researchers to use Named Data Networking (NDN) as a net-
work stack solution in MANET. Thus, this paper presents an in-depth review of the
potential uses of NDN inMANET environment. In addition, this paper also provides
future research direction that could be undertaken on the subject.
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1 Introduction

Lately, there has been an increase in the trend among MANET researchers to use
NDN as a network layer solution in MANET. This trend can be seen clearly through
literatures of [1–7] review articles.

According to [5], this trend indicates that there is verywide potential to be explored
on the use of NDN in wireless ad hoc networks. By replacing end to end dedicated
link sessions and IP address as endpoint identity with named data retrieval, NDN
has the great potential to be the solution for MANET environment. However, proper
procedures and approaches first need to be realized before NDN can be used in
wireless multi-hop networking environments such as MANET.

M. H. Al-Adhaileh
Deanship of E-Learning and Distance Education, King Faisal University, Al-Ahsa, Saudi Arabia
e-mail: madaileh@kfu.edu.sa

F. Muchtar · A. H. Abdullah
School of Computing, Faculty Engineering, Universiti Teknologi Malaysia, 81310 Skudai, Johor,
Malaysia
e-mail: farkhana2@gmail.com

A. H. Abdullah
e-mail: hanan@ut.my

P. K. Singh (B)
Department of CSE and IT, JayPee University of IT, Waknaghat, Solan, Himachal Pradesh 17334,
India
e-mail: pradeep_84cs@yahoo.com

© Springer Nature Switzerland AG 2020
P. K. Singh et al. (eds.), Proceedings of ICRIC 2019, Lecture Notes
in Electrical Engineering 597, https://doi.org/10.1007/978-3-030-29407-6_31

421

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29407-6_31&domain=pdf
mailto:madaileh@kfu.edu.sa
mailto:farkhana2@gmail.com
mailto:hanan@ut.my
mailto:pradeep_84cs@yahoo.com
https://doi.org/10.1007/978-3-030-29407-6_31


422 M. H. Al-Adhaileh et al.

The history of Named Data Networking (NDN) is closely related to Content-
Centric Network (CCN) introduced by Van Jacobson under the supervision of Paolo
AltoResearchCenter (PARC) in 2006 [8].NDNis part of Future InternetArchitecture
Program and receives grant allocation from U.S. National Science Foundation. In
its early stages, NDN researchers used CCN implementation called CCNx for their
research needs. Subsequently, NDN research communities argued that they require
their own NDN implementation and forked CCNx version 0.7.2 source code and
created NDNx version 0.1 in August 2013 to enable NDN researchers to further
develop their NDN implementation according to their research objectives. This is
because NDN research communities have different objectives than CCN as both are
under different research fund despite sharing the same architecture and philosophy
regarding how future Internet architecture should be designed.

NDN and CCN are categorized as Information-Centric Networking (ICN) even
though ICN begin to be used in 2010, inspired by Van Jacobson’s lecture in the
2006 Google Tech Talk titled “A NewWay to Look at Networking”. Although there
are other network protocols in the same category of ICN such as DONA, TRIAD
and Pursuit but NDN and CCN are the only ICN implementation that does not
completely rely on Internet Protocol (IP) stack and capable of being on its own
without IP technology.

At present, there are copious amount of articles that focus on discussing NDN-
based MANET. This is due to the increase of the trend among MANET researchers
to use NDN as a network stack solution inMANET. Hence, the aim of this paper is to
presents an in-depth review of the potential uses of NDN inMANET environment. In
addition, this paper also provides future research direction that could be undertaken
on the subject.

The paper is organized as follows. Section 1 will provide an introductory outline.
Section 2 elaborates on the history and evolution of NDN and CCN. Section 3 will
provide the introduction of NDN. Section 4 discusses the advantages of NDN for
MANET solution and Sect. 5 presents the final conclusions.

2 History and Evolution of NDN and CCN

NDN and CCN are categorized as Information Centric Networking (ICN) even
though ICN begin to be used in 2010, inspired by Van Jacobson’s lecture in the
2006 Google Tech Talk titled “A NewWay to Look at Networking”. Although there
are other network protocols in the same category of ICN such as DONA, TRIAD
and Pursuit but NDN and CCN are the only ICN implementation that does not com-
pletely rely on Internet Protocol (IP) stack and capable of being on its own without
IP technology.

We laterally use NDN name to represent both NDN and CCN (before CCNx 1.0)
to simplify explanation and avoid confusions on the selection of names, whether
it is ICN, CCN or NDN. This is because CCN and NDN are based on the same
network architecture and shares similar philosophy in its previous work although
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Fig. 1 Evolution of CCN and NDN projects

technical implementation differs beginning with NDNx version 0.1. Although ICN
is too general, it does have its own history before CCN and NDN even existed. To
facilitate readers understanding, Fig. 1 illustrates the difference between CCN and
NDN in terms of implementation.

2.1 CCNx

PARC developed CCN implementation called CCNx as a step forward towards the
actual realization of a much concrete CCN architecture to assist researchers and
developers identify issues that arise in the implementation of CCNas the new Internet
architecture as well as seeking new potentials that can be featured into CCN to make
CCN implementation more practical and ready for use in real-life situations. CCNx
was released as an open-source project under theGNUGPLLicense to attract interest
of other parties such researchers from the academic world and industry to participate
in the development of CCN.

CCNx 1.0 was developed from scratch based on the experience they gained when
developing CCNx 0.x. Source code for CCNx 1.0 is no longer released as an open-
source project, but instead shared with communities based on two different license
versions namely, free evaluation license for academic institutions and commercial
evaluation license for commercial organizations. Binary format of CCNx 1.0 can
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still be obtained for free but its use is limited to Ubuntu Linux platform and not
available in other OS platforms like Windows OS and Mac OS. However, in January
2016, PARC released CCNx 1.0 source code publicly in github.com with simplified
version licensing term (http://www.parc.com/news-release/111/parc-offers-content-
centric-networkingccnx-software-to-advance-next-generation-internet.html) [9].

There are some architectural changes betweenCCNx 0.x andCCNx 1.0. Themain
difference is the design of forwarding engine and different packet formats especially
packet headers (combination of static and optional headers) because CCNx 1.0 uses
nested TLV based packet formats rather than the use of XML binary in CCNx 0.x.
Interestmatching inCCNx1.0 is performedwith exactmatchingwhich is, in contrast,
to name prefixes matching method in CCNx 0.x and it is still being practiced in NDN
implementation [9]. There are lots of other changes added to CCNx 1.0 however, it
cannot be covered completely in this section.

2.2 NDNx

NDNx is a fork of CCNx version 0.7.2 with added additions following NDN Con-
sortium research interest such as ndn-tlv, NDN link protocol (NDNLP), NDN link
state routing protocol based on OSPF (OSPFN), NDN Common Client Libraries
with TLV support and ndnSIM for simulation purposes. Currently, CCNx still main-
tains the use of binary xml for network packet format as opposed to NDNx that has
shifted to Type-Length-Value (TLV) format that is more flexible and efficient. NDNx
0.1 was released in August 2013 extending up to version 0.3 alpha 1 in February
2014 being the last NDNx implementation based on CCNX implementation before it
was replaced with NDN Platform, as NDN come into being the new implementation
developed from scratch under NDN Next Phase project (NDN-NP).

2.3 CCNNDN-NP (NDN Next Phase)

NDN Next Phase or also known as NDN-NP is a continuation of NDN implemen-
tation development undertaken by NDN Consortium based on their own experience
using CCNx implementation and NDNx implementation before deciding to develop
their own NDN implementation from scratch called the NDN Platform. NDN Plat-
form version 0.3 was released in August 2014 consisting of Named Forwarding
Daemon (NFD) version 0.2.0, ndn-cxx library version 0.2.0 and also some NDN
Common Client libraries suite (NDN-CCL) version 0.3 such as NDN-CCP version
0.5 (C++), PyNDN2 version 2 beta 1 (Python), NDN- JS version 0.5 (JavaScript)
and jNDN version 0.1 (Java).

NDN-NP gave focus on NDN implementation that is researchers and develop-
ers friendly with a simpler modular design that is easy to modify. NDN Platform
makes it easier for researchers and developers to add new features into NDN such as

http://www.parc.com/news-release/111/parc-offers-content-centric-networkingccnx-software-to-advance-next-generation-internet.html
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better forwarding strategy, separated routing protocol implementation, robust secu-
rity practice, easier NDN application development through ndn-cxx and NDN-CCL
libraries as well as easier and accurate NDN simulation platforms (ndnSim2).

3 Introduction of NDN

Named Data Networking is a research project that receives research grant from
National Science Foundation (NSF) since 2010 until now, 2016. NDN Consortium
is headed by Lixia Zhang, a UCLA Professor and Van Jacobson, a UCLA adjunct
professor with the focus on designing and developing alternative network protocols
to replace TCP/IP as part of the next generation Internet research effort under NSF.

Eight universities joined for NDNNext Phase, funded by NSF for 2014–2016, led
by UCLA (University of California, Los Angeles) with collaborations from Cisco,
Qualcomm,Comcast,Verisign, Panasonic, Intel,Huawei,Alcatel-Lucent andOrange
as representatives from the communications industry in developing and explor-
ing NDN-related ideas to ensure NDN is a practical solution for future generation
Internet.

During its early stages, NDN uses CCN implementation developed by PARC
(Paolo Alto Research Center, own by Xerox) called CCNx until the second phase
of NDN-NP (NDN Next Phase) where they have already developed their own NDN
implementation as a result from their own experience obtained while using CCNx
for their own research purposes. This is because NDN community has many different
focuses other than PARC despite sharing the same research base.

At the same time, they found that old CCNx implementation (before CCNx 1.0)
was not modular and makes it was difficult for researchers to develop new ideas or
components to meet NDN research interest community. Additionally, NDN devel-
oped on their own by NDN consortium enables them to use new TLV (Type, Length,
Value) format network packet instead of xml binary used in CCNX 0.7.x previously.
This new network packet format is called NDN-TLV.

Therefore, in developing NDN-NP, NDN community themselves has developed
their own NDN implementation beginning with the development of NFD (Named
Forwarding Daemon) and several other NDN libraries such as NDN-CPP, NDN-
CXX, NDN.js and JNDN as well as several other NDN support tools to enable
NDN community to conduct better NDN research and development especially for
the purpose of adapting NDN in real-world of industries.

3.1 NDN Hourglass Architecture

Like TCP/IP, NDN also uses the concept of hourglass architecture in multiple layers
of network stack. TCP/IP multiple-layer design is practical, whereby even though
the design of TCP/IP network packet is permanent but the technology that supports
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Fig. 2 Internet and NDN hourglass architecture [10]

the TCP/IP network layer whether it is overlay technology (layer 4 and above) or
underlay technology (layer 2 and below) are various. As example, for transport layer
(layer 4), various transport protocol options can be used over TCP/IP network layer
such as TCP, UDP, ICMP and so on. Meanwhile, TCP/IP network layer can be
implemented in various forms of physical networks such as ethernet, wifi, cellular
network, telephone network, fiber optic network and so on.

TCP/IP network packet is the basic design for TCP/IP stack where each network
packet represents communication session binding between one end point to the other
end point and each end point is identified with ip address. Therefore, the unique
identity of each TCP/IP network packet is practically a combination of source ip
address, destination ip address and sequence identity of packet.

In NDN however, NDN network packet (content chunck) is the basis of the NDN
network stack (Fig. 2).

3.2 NDN Network Packet Format

In NDN, there are two types of network packets, namely interest packets and packet
data (also known as content packet). Unlike TCP/IP, network layer communication is
two-way, initiated by content requester (or known as content consumer) by sending
interest packets to content producer (also known as content source) based on routing
tables, FIB tables such as TCP/IP network Packet forwarding. The difference is that,
FIB table in NDN stores content name prefix along with network face but FIB table
in TCP/IP stores end point IP address. Further information on FIB table in NDN can
be found in next section.
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Fig. 3 NDN packet structure [10]

When content requester receives interest packet, the requested data packet for-
warded by content provider goes through reversed path of interest packet where
reversed path of interest packet is stored in the PIT table (routing table for data
packet) (Fig. 3).

3.3 NDN Operation

To perform interest and content packet forwarding, NDN routing mechanism uses
three data structures namely, Pending Interest Table (PIT), Forwarding Information
Base (FIB) and Content Store (CS) as shown in Fig. 4. Forwarding strategy com-
ponent determines when and where interest packet forwarding is performed. PIT is
the routing table that stores interest information that has been forwarded but has not
yet been met. Each entry record in PIT contains the desired content name prefix and
information on which network face interest is received for that content.

In NDN, network communication input/output occurs via network face, a superset
to network interface concept used in the TCP/IP network stack. NDN network face
can refer to network interface, local connection or application that is available on the
NDN forwarder.

When theNDNforwarder receives interest packet, forwarding strategy component
will first checkwith content store to determine if the desired content by interest packet
is already available in content store or not. If yes, forwarding strategy proceed to
forward content packet of desired content from content store to the network face
used by the interest packet. Otherwise, the desired content name prefix information
will be stored in PIT as well the as network face id that specifies the origin of interest
packet.

Next, forwarding strategy component will refer to FIB table to perform next hop
interest forwarding up to the point where interest packet reaches the content provider
(or NDN forwarder that stores the content in content store). FIB entry consists of
available content name prefix and a list of network face that can be passed by in
order to obtain the content. If the content name prefix that is required by interest
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Fig. 4 NDN node [10]

and accepted by NDN forwarder is not found in the FIB table, interest will then
be dropped automatically. If available, then the interest will be recorded in PIT and
forwarded through recorded network face in FIB until the desired content is found.

Content packet forwarding, on the other hand, is performed by forwarding strategy
component after the content provider has received interest packet ofmatching content
through similar network path taken by interest packet of the desired content but in
the opposite direction. PIT entries are used by forwarding strategy component to
determine which network face interest of content originates from and uses the same
network face to deliver the desired packet content.

In addition to content provider, another NDN forwarder will store the content
packet in content store before forwarding it to next-hop NDN forwarder (depending
on content store strategy, subset of forwarding strategy). After content packet is
forwarded to next hop NDN forwarder PIT entry that refers to content packet will
be deleted. If interest packet for the same content packet is received again (possibly
from other content requester) forwarding strategy component will retrieve content
packet from content store (if it is still available) to fulfil that interest packet without
having to be forwarded to next hop NDN forwarder or even content provider.

Content store serves as network cache to enable multiple requests for the same
content can be performed efficientlywithout having to repeatedly retrieve the original
location of the content. Instead, NDN forwarders can act as a local copy storage of
desired content, especially popular content (multiple content requester). Due to this,
broadcast or multicast communication can be performed more efficiently in NDN
than TCP/IP network stack approach.
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4 NDN Advantages for MANET Solution

There are two main features that makes NDN very suitable for MANET namely: (1)
Identification is based on data, not host of data (2) Content is secured by itself and
can be cached anyway in network [11, 12].

According to authors in [12], NDN does not require point-to-point routing infor-
mation as being practiced in host-based MANET because data is searched based
on the identity of the data itself rather than the host that stores the data. Without
the need to create dedicated link session between source and destination, NDN pro-
vides a more practical and reliable facility for dynamic network requirements such
as MANET.

More interestingly, security features are part of the NDN standard architecture
where security is placed on the data itself instead of on the host of data or even con-
tainer of content (e.g. connection). Default security features in NDN enableMANET
implementation to be much more secure without the need for additional complex
security features such as host-centric MANET [3, 4, 13].

Additionally, content in NDN can be obtained from more than just one host and
does not necessarily be taken from the original source of content because the content
is not uniquely tied to the host. Separation of content and host allows content to be
stored in network cache or better known as content store in network. Content-store
allows data to be acquired locally thus increasing the availability of the data itself
and reduces the duration required to perform content delivery to content consumer
[1, 14–17].

From Name-based content routing, network caching and adaptive forwarding
features in NDN provides NDN some advantages as the network stack solution in
MANET namely.

4.1 Suitable for Wireless Communication

NDN does not require a dedicated end-to-end link connection between source and
destination but instead uses receiver-driven approach where the data is sent asyn-
chronously in the network because host identifier is not required for content dissem-
ination purposes [8, 10]. Because of this, NDN based MANET can exploit wireless
broadcasting method without having the need to set destination nodes thus making
multi-hop forwarding to be performed with more flexibility and simplicity [9].

Asynchronous communication in NDN is compatible with connection-less nature
of wireless broadcasting, therefore, enables smart-broadcast routing to be fully uti-
lized for content routing purposes inNDNbasedMANETand this is themost popular
approach used in existing NDN based MANET [3].

If unicast communication is used for content request and content delivery pur-
poses, each unique face of forwarder in every individual node represents unique uni-
cast connection link between each node in the neighbourhood. Unlike host-centric
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MANET, it is not necessary to have unique unicast connection to every neighbour
nodes in NDN based MANET. Contrary to host-centric MANET, unique unicast
connection in NDN based MANET need not be obtained through exclusive neigh-
bourhood discovery mechanism but instead, it is dynamically created through con-
tent discovery and path discovery that is performed as smart discovery similar to that
conducted in Airdrop [38] and Dynamic Unicast approach [19].

In addition, network caching through content-store within NDN allows content
consumers to obtain requested content from the nearest source thus increasing the
reliability of wireless communication. Content-store also helps to reduce network
packet redundancy and collision of broadcast communication especially inmulti-hop
environment [20].

4.2 Node Mobility Support

NDN has the advantage in terms of mobility support because it does not use point-to-
point communication model, therefore, allowing mobile node to communicate with
other nodes based on content’s identity instead of content’s host identity [8, 10].
Content consumer communicates based on desired content and does not need the
maintain dedicated routing path to the content provider [11]. Therefore, NDN can
copewith unstable network conditions such as intermittent, broken link of connection
and dynamic changes of network topology in MANET [1].

NDNnaturally support content consumermobility because content consumer only
needs to resend interest of unsatisfied content segment based on FIB entries reference
to other intermediate nodes that acts as new forwarding relay [1, 9, 21–23]. Copy
of required content segment with shortest path obtainable in content-store allows
the content segment retransmission to be performed without the need for content
provider itself shortens the required content delivery distance [22].

However, content provider mobility and intermediate node mobility support are
not easily performed as in content consumermobility inNDNbasedMANETbecause
it requires extramechanisms to update latest FIB entries in neighbour nodes to ensure
interest forwarding will not be sent to distant locations [9, 23–27]. Nonetheless,
content store in NDN is able to reduce problem posed by node mobility in MANET
by increasing the availability of desired content and reducing the dependence on
the content provider for data packet retransmission [25]. Additionally, NDN based
MANET can use broadcasting method that easily can perform content rediscovery if
there are changes to content topology due to node mobility [26], as being practiced
in existing NDN based MANET solution such as LFBL [20, 28], E-CHANET [29]
and Airdrop [38].
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4.3 No Exclusive Control Mechanism Is Required

Host-centricMANET inherited end-to-end communication from infrastructured net-
working such as TCP/IP. In the end-to-end communication, dedicated link session
is required to allow one end to communicate with the other end smoothly as each
communication is based on unique host identity (such as IP address) rather than con-
tent (such as data, files, service, Function or user). Therefore, host-centric MANET
relies heavily on exclusive control mechanism in dynamic routing protocol because
accurate and updated routing information is greatly required to establish a reliable
and stable dedicated link session [3].

Instead, NDN does not require network topology information to perform data
dissemination because interest and data forwarding depended only on available net-
work faces either forwarding face is a broadcast channel or dedicated unicast link to
neighbour nodes [20]. Therefore, NDN-based MANET does not require dedicated
control mechanism to update routing table of multi-hop paths to represent dynamic
network topology information [29]. Without exclusive control mechanism and con-
trol message traffic, NDN based MANET can save network bandwidth usage and
battery power consumption.

Furthermore, NDN based MANET also does not require decentralized dynamic
IP address allocation mechanism or also known as auto-configuration mechanism
to assign IP addresses to each mobile node in MANET [29]. Auto-configuration
protocol is used in Host Centric MANET whether it is for setting IP address for new
mobile node joining the network or mobile node disconnected from the network and
returns the link to other mobile nodes in the network.

To date, there is still no robust and effective auto-configuration protocols to be
used in MANET particularly one that can ensure the uniqueness of network address
of each node. Further, some auto-configuration solution such as Duplicate Address
Detection (DAD) causes broadcast stormproblems and extra overhead [30]. Omitting
the need for auto-configuration mechanisms in NDN based MANET can overcome
auto-configuration problems forMANET and salvages energy usage caused by auto-
configuration protocol.

4.4 Better and Simpler Routing Approach

Unlike forwarding mechanisms in TCP/IP, forwarding mechanism in NDN is smart
and adaptive. In fact, communication in NDN can even be done without the need for
routing mechanism which is the opposite in TCP/IP. NDN forwarder has forwarding
plane that work two ways whereby, content request is performed by sending interest
packet of desired content and the content is then sent back in the form of data packet
using similar route but in the opposite direction. Therefore, content routing can be
performed though/using forwarding strategies in forwarding plane without the need
for exclusive routing protocol as being practiced in the host-centric MANET [31].
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NDN also does not require complete network topology information when routing is
performed because communication between mobile nodes is not conducted as end-
to-end conversation. Instead, each node in the network communicate with each other
based on identity (name prefix) of the requested data [20].

Hop-to-hop communication is performed by referring to the network face that
has the potential to retrieve the requested data and this reference is obtained from
the FIB table that can be updated either through proactive convergence or through
reactive content discovery. Interest packets that refer to the same desired content
will not be forwarded repeatedly, but instead it is only recorded in PIT entries and
if interest packet for the same content originated from the same face, it will auto-
matically drop the interest packet. Hop-to-hop content delivery is performed based
on ‘breadcom trail’ method that refers to PIT table as to determine which network
face does the interest packet originate from about or content request till it reaches
content consumer. If there is new content request for the same content, the requested
content will be retrieved directly from content store and need not be re-requested
from content provider again [3].

Besides that, NDN allows multipath forwarding to enable interest and data packet
to be sent using more than one path unlike host-centric network such as TCP/IP that
practiced single shortest path routing (quote). Multipath forwarding has two main
advantages if it is used in MANET namely internal load balancing advantages on
network traffic routing and also adaptive forwarding that is, if broken link occurs
due to node mobility, current intermediate node can provide NACK message to the
previous intermediate node to resend the failed network packet via an alternative
route. Adaptive forwarding through multipath routes allows broken link recovery to
be performedwithout the need towait for global routing convergence to be performed
[19, 32].

Network cache through content- store inNDNforwarder also providemanyadvan-
tages to be used in MANET especially in terms of content availability where content
consumers are able to obtain the desired content through local copy placed in content
store. Content-store shortens the distance to obtain the content thus indirectly reduces
the amount of time required to perform content routing [33]. Content providers also
benefit from content-store feature in NDN because the same content does not need
to be sent repeatedly to more than one content consumer, hence making NDN based
MANET to be very compatible with multicast communication method in reducing
MANET’s network traffic [1, 3, 20, 33]. Content-store feature can also indirectly
reduces negative impacts due to node mobility and other causes that often result in
changes to network topology because, when content delivery fails to be performed,
broken link occur but the same content still can be recovered from content-store
without the need to do retransmission from content provider [31].
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4.5 Better Security Support

Security is internally backed up in NDN compared to TCP/IP and other host-centric
networks. Unlike security practices in host-centric networking, NDN uses data-
centric security approach whereby that security is placed on the data itself rather
than on the host of data or container of data.

When a particular content needs to be sent in NDN, that content will be broken
into segments or fragments of contents and each of the segmented content will be
encrypted and forwarded to content consumer as data packet together with its digital
signature in the packet header that is generated using content producer private key.
To enable consumer content to re-integrate all the segments and convert it back to
its original content form, public key from content producer is required [10, 34–36].
The policies on how content producers distribute and share public key of encrypted
content are open to any methods and approaches and this issue is also among the
many topics of research that are increasingly gaining attention among researchers
[36].

Encryption on data level in NDN enables content privacy and data access control
to be performed easily without much dependency on third-party security implemen-
tation. Content privacy and data access control can be determined based on digital
signature approach used as well as public-key policy practiced in the network. As
an easy example, content providers can decide who is able to accept the available
content through public-key sharing policy where only content consumer that has the
public key for digital signature can receive the content owned by that particular con-
tent provider. Since content naming prefix is in the form of hierarchies, data access
policy can be performed easily based on name prefix hierarchy without involving
any complex mechanisms as practiced in host-centric networking [10, 34, 35].

Since NDN uses the hierarchical name prefix for content identity, NDN does
not require explicit mechanism to provide names to content such as in DNS or
auto-configuration mechanism for data naming, therefore, liberating NDN free from
name hijacking attacks or also known as DNS hijacking. Other Information Centric
Networks such as DONA and Pursuit do not have this advantage because they are
using flat name prefix for content identity [36].

In addition to that, NDN also has the advantage/have some advantages in terms of
security compared to host-centric networking because its adaptive forwarding strat-
egy can detect anomalies generated by intruders. In fact, NDN forwarding strategy
also prevent occurrences of DDOS attacks because content request is based on name
prefix instead of host address and furthermore, same interest packet will not be sent
repeatedly by the forwarder but rather, it is only included in PIT entries if it originates
from different network face and if it is from the same network face, the forwarder
simply drops the interest packet [36, 37].
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4.6 Energy Efficient

InNDN, interest aggregation is performedefficiently because the same interest packet
will not be “forwarded” repeatedly but contrarily stored in PIT table or dropped if
it comes from the same network face. Further, if the data packet has already been
forwarded by one of each relay, the data packet is then stored in content-store that
acts as network cache and it is directly retrieved from content-store instead of the
original location of content provider. NDN also uses anycast data forwardingmethod
whereby, if the content being requested is coming from more than just one content
consumer, it will not be sent repeatedly by content provider but instead the same
content will be retrieved from local copy stored in content-store or provided in the
form of replicated repository [18, 38].

Interest aggregation, in-network caching and anycast forwarding in NDN for-
warding strategy make NDN more energy efficient than any other network solutions
[38]. Additionally, energy conservation is achieved in NDN through the reduction of
network packet redundancy using those mentioned features and energy conservation
is critical in mobile networks such as MANET [19].

Energy efficiency of MANET can also be achieved through NDN based MANET
because there is no exclusive control mechanism used to perform global network
convergence as practiced in host-centric MANET and at the same time there is also
no extra network traffic when control message needs to be sent repeatedly to ensure
that routing information is up-to-date and accurate [18, 19].

In terms of content delivery recovery due to node mobility in MANET, NDN
possesses superior energy-efficient mechanism because content provider does not
need to retransmit data packet to be sent to content consumers. This is because
intermediate node can perform data packet forwarding retry through broadcasting
method or adaptive forwarding method whereby data packet will be retransmitted
through an alternative path. Without the need to use complex mechanism for broken
link recovery and retransmission from content providers to consumer content, energy
can be effectively be conserved through NDN based MANET solution [19].

5 Conclusion

From the explanations provided in this article, it is opined that this paper has met its
intended objectives, which was to discuss the potentials of using NDN for MANET.
This project is still ongoing. In future research undertakings, the focus will be narrow
down to revealing the potential of using NDN in improving energy efficiency of
MANET only, i.e., as the following:

i. comparison of the energy consumption pattern of theNDNbased content routing
mechanismwith the HCN based routing protocol (OLSRd, Babeld, Batman-adv
and BMX6) by measuring two-parameter metrics relating to energy efficiency;
energy consumption and file transfer completion time.
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ii. comparison of the energy consumption pattern of theNDNbased content routing
mechanism with the HCN based routing protocol when in use with different
network traffic content. Said content will include video on demand (VOD) and
live streaming video, which due to its unique nature will have differing needs
for the file transfer network traffic.

iii. comparison of the energy consumption pattern of theNDNbased content routing
mechanism with the HCN based routing protocol with regards to node mobility
parameters and network topology changes in the testbed.

All the garnered comparison results above is to suggest that the NDN based
WAHN outperforms or vice versa to the other routing protocols in terms of energy
efficiency. Furthermore, the results obtained from future work propose above shall
serve as a stepping stone to better understand the real potential of the NDN based
content routing mechanism and how it can be used as a solution to the issue of energy
consumption in MANET.
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ad hoc network (MANET) implementation. Therefore, a NDN-based content routing
mechanism was compared with two types of HCN routing protocol implementations
in this study: OLSR and Batman-adv. The experimental results obtained from this
research provide early evidence that NDN can increase the energy efficiency of
MANETcompared to the use ofHCNprimarily TCP/IP on the network stack solution
for MANET. Of particular note would be NDN-based content routing’s viability as
a solution for energy consumption issues that plague wireless multi-hop ad hoc
networks. Last but not least, this paper also provides the future research direction
that could be undertaken on the subject.

Keywords Mobile ad hoc network ·MANET testbed · Named data networking ·
NDN · Energy efficiency · Host-centric · HCN · OLSR and Batman-adv

1 Introduction

Energy is a limited resource on anymobile nodes inmobile ad hoc network (MANET)
because the energy source only comes from the battery which only store limited
amount of energy supply, just to enable the mobile devices to be used even if it is not
connected to a fixed power supply such as a mesh router in a wireless mesh network.
Furthermore, the mobile device in the MANET not only serves as a consumer, but
also a router or relay to network traffic from other mobile devices to form amulti-hop
wireless network [1, 2]. Because of that, energy conservation issue in MANET is
one of the critical issues and needs to be addressed effectively, given that the lifespan
of a mobile device in a MANET must be maximized as good as possible. This is
because the lifespan of mobile devices in MANET influenced directly the lifespan
of the network itself [3–6].

Until now, after several decades host-centric MANET exists, and there is still no
evidence indicating that the increase in energy efficiency of the host-centricMANET
can be done effectively. The approach used in the host-centric MANET to tackle
dynamic network topology with additional mechanisms is still less efficient even
though various new better methods have been proposed [7–10].

Circa 2000 a new paradigm appeared to replace host-centric, known as NDN.
NDN has vast potential to improve the network energy efficiency of future Internet
applications [11, 12].

This paper has been divided into six main sections as follows: Sect. 1 provides
the introduction to the paper including the background information and problem
addressed. Section 2 critically evaluates the related work carried out in this field.
Section 3 discusses the advantages of NDN architecture that makes NDN more
suitable to be used as a network stack solution in MANET compared to HCN, e.g.,
TCP/IP. Section 4 describes the research methodology used in this study. Section 5
provides a preliminary result obtained from real-world testbed-based experiment
conducted in this research. And finally, Sect. 6 concludes the paper and presents our
future work.
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2 Related Work

This section takes an in-depth look at the relatedwork carried out by other researchers
and published in journals, conference proceedings, and technical reports. A critical
analysis is carried out on the available literature with a view of understanding those
works as well as identifying the potential issue that can be explored as a research
topic.

Energy-efficient strategies have been researched for decades in IP-basedMANET,
and various solutions have been proposed as a result. In [13, 14], several types of link
costs have been proposed based on the expected power consumption. They are used
for the calculation of classical shortest path algorithms in order to find the optimal
end-to-end path. In [15–17], the authors present the algorithm to find the minimum
transmission power that preserves network connectivity. Since lower transmission
power introduces a smaller transmission range, this approach effectively minimizes
the effect of interference as well as the energy consumption for transmission itself. In
[18, 19], the energy consumption is minimized by making nodes sleep, provided that
network connectivity is preserved. Since low power is dissipated in sleep mode, they
spare energy by turning off the unnecessary nodes for a certain scheduled period. The
schemes in [20–22] minimize the number of message transmissions by information
aggregation, optimized flooding and controlling the frequency of control messages.

Despite being in existence for several decades, there is still currently no evidence to
indicate that energy efficiencyof a host-centricMANETcanbedonemore effectively.
The approach used in a host-centric MANET to tackle dynamic network topology
with additionalmechanisms is still inefficient, though various new improvedmethods
have been proposed.

In a host-centric MANET, an exclusive control mechanism is required to ensure
that the link session for end-to-end connection between two nodes is always updated
reactively or proactively. Any additional control mechanisms and broadcasted con-
trol messages will further increase energy consumption in a host-centric MANET
solution.

Also, the network routing update process is done more frequently in an infrastruc-
ture network as the network topology in MANET is dynamic due to node mobility
and wireless signal interference. A host-centric MANET requires an exclusive rout-
ing protocol to enable network routing updates to be dynamic, with this exclusivity
costing further energy consumption in turn.

Additionally, the IP address assignment on eachmobile node also requires an auto-
configuration mechanism. This need to ensure conflict-free IP address assignment
further increases the energy consumption within a host-centric MANET.

From the past research mentioned above, what makes this research similar to all
of them is the same focus the researchers have, i.e., improving energy efficiency in
MANET. On the other hand, what makes our research differ from all the previous
research is in terms of the proposed solution, where we suggest our solution by using
alternative solution of HCN paradigm, which is by using NDN paradigm, which
offers a prominent feature that can be taken advantage of in order to significantly
reduce the energy consumption in MANET.
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3 Justification of Using NDN for MANET

While the TCP/IP network or HCN paradigm has been proven to serve the Internet
effectively for nearly five decades, HCN still remains a stumbling block forMANET.
After obtaining clearer insights on the limitations and disadvantages of host-centric
networking-based MANET (HCN-based MANET) from this section, attention is
now focused on other available network architecture, like NDN, that can be utilized
as an alternative to improve energy efficiency inMANET. In justifying this proposed
solution, a series of past research that highlighted the advantages of NDN, especially
in terms of energy efficiency, is presented in this section.

According to authors in [23], there is vast potential to be explored by using NDN
in wireless ad hoc networks. By replacing end-to-end dedicated link sessions and
switching IP address as endpoint identity with named data retrieval, NDN has the
potential to be ideal for the MANET environment. However, proper procedures and
approaches first need to be realized before NDN can be used in wireless multi-hop
networking environments like MANET.

NDN has vast potential to improve the network energy efficiency of future inter-
net applications [11, 12]. In fact, experiments conducted by authors in [11] show
that NDN-enabled routers produced far better results in terms of energy efficiency
compared to CDNs and P2P networks.

Energy efficiency in MANET is improved through the use of NDN by the follow-
ing reasons:

i. In NDN, interest aggregation is performed efficiently because the same interest
packet will not be ‘forwarded’ repeatedly, but is instead stored in a Pending
Interest Table (PIT) or dropped if it comes from the same network face. If the
data packet has already been forwarded by one of each relay, the data packet is
then stored in a content store that acts as network cache and it is directly retrieved
from the content store, instead of the original location of the content provider.
NDNalsouses anycast data forwardingmethod,whereby if the requested content
comes frommultiple content consumers, it will not be sent repeatedly by content
provider, but the same content will instead be obtained from a local copy stored
in a content store or provided in the form of replicated repository [24, 25].

ii. Interest aggregation, in-network caching, and anycast forwarding in NDN for-
warding strategy make NDNmore energy efficient than any other network solu-
tions [24]. Energy conservation is achieved in NDN through the reduction of
network packet redundancy as energy conservation is critical inmobile networks
like MANET [26].

iii. Energy efficiency in a NDN-based MANET can also be achieved because there
is no exclusive control mechanism to perform global network convergence, as
practiced in a HCN-based MANET. Additionally, there is no extra network
traffic when control messages need to be sent multiple times to ensure that
routing information is up-to-date and accurate [25, 26].

iv. In terms of content delivery recovery due to node mobility in MANET, NDN
uses superior energy-efficient mechanisms as the content provider does not need
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to retransmit the data packet to be sent back to the content consumers. This
is because intermediate nodes can perform data packet forwarding and retry
using broadcasting methods or adaptive forwarding methods. This means data
packets will be retransmitted using an alternative path. Without the need to use
complex mechanisms for broken link recovery and retransmission from content
providers to content consumers, energy can be effectively conserved by using a
NDN-based MANET solution [26].

From recognition given in the literature on the advantages of usingNDN in improving
energy efficiency, hence, we believe that NDN would be very suitable to be used in
MANET in improving the energy efficiency.

4 Research Methodology

Themethodologyused in this studyhas been adapted from thedesign science research
methodology (DSRM) [27]. Figure 1 shows the research framework adopted in this
study where the links between the stages in the DSRM, methods adopted in each
stage, and themainoutcome (deliverable) at the completionof each stage.Thevertical
downward arrows show the main process flow while the horizontal arrows indicate
the methods adopted at each stage and the expected outcomes of these methods.

Fig. 1 Design research approach [27]
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The proposed methodology consists of five main stages. They are namely (i)
awareness of the problem, (ii) suggestion, (iii) development, (iv) evaluation, and (v)
conclusion. The details about the work carried out at each stage are explained below.

4.1 Awareness of the Problem

The first step in conducting this research would be to fully understand the energy
efficiency issue of the MANET and to figure out the crucial factor that affects it.
Then, the relation between energy efficiency of the MANET and the HCN paradigm
shall be analyzed to determine whether this issue is suitable to be explored. The main
outcome of this stage would be the research gap that needs to be filled at the end of
this research.

4.2 Suggestion

Throughout this stage, a detailed research plan based on the research gap identified
in Stage 1 would be put forward. The research plan would include many important
points including research focus and motivation, description of research problem
along with the research questions, relevant areas to be consulted, research approach
and final deliverables and contributions along with the limitations and future work.

4.3 Development

The heart of the researchwork is conveyed during this stage. The development stage is
the implementation stage of the concept created in the preceding stage. Two types of
MANET implementation has been developed for this research, HCN-basedMANET
and NDN-based MANET.

4.4 Evaluation

During this stage, an extensive set of experiments will be carried out. From this
analysis, a conclusion shall be prepared to relate the result with the objective of
this research, which is to improve energy efficiency of MANET. Statistical analysis
methods such as ANOVAwill be used to ensure that the result is interpreted correctly
and a suitable conclusion can be generated at the final stage.
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4.5 Conclusion

Finally, the performance measures collected at the previous stage will be plotted and
tabulated depending on the type of data for easy visualization and comparison. Based
on the results of the comparison of results, conclusions will be derived so as to which
architecture performs better under which conditions.

5 Preliminary Result

In this research, we use the testbed method to compare energy efficiency of NDN-
based MANET with HCN-based MANET implementation available. In compari-
son, we chose to use the two most popular and active open-source dynamic routing
protocols in the mesh network community, OLSR and Batman-adv. While we use
self-learning NDN to represent dynamic content routing of NDN based MANET.

5.1 Testbed Setup

The focus of this preliminary study is that we first want to see the difference in
energy consumption between NDN-based MANET with two HCN-based MANETs
(OLSR and Batman-adv) when file transfers are done in a multi-hop wireless ad hoc
network environment. Nomobility node is created as the focus ismore on observation
of routing behavior within the multi-hop ad hoc network itself (Fig. 2).

We chose the multicast scenario which is the same content in one producer node
retrieved by multiple consumer nodes as shown in Fig. 3.

This scenario is selected to see how far NDN advantage over HCN is the same
content will not be sent repeatedly if via the same intermediate node and in-network
caching mechanism using the content store in NFD to reduce energy consumption
in each node in multi-hop ad hoc network.

Banana Pro single-board computer (SBC) is chosen as a mobile device in this
testbed because the process of data gathering especially energy consumption is much
easier to do than other mobile devices such as smartphones and tablets (Fig. 4).

This is because Banana Pro has a serial terminal that allows remote access to
be done in serial communication and does not interfere with energy consumption
readings rather than wired Ethernet networks that significantly affect energy con-
sumption readings when experiments are performed. At the same time, Banana Pro
is not included with unnecessary sensors and devices including display, and hence,
it energy consumption reading is more focused on wireless network communication
activities.

Energy consumption measurement is done at node 4 because all network traffic
that happens when the experiment is executed will be via node 4. Monsoon power
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Fig. 2 Network topology of testbed

Fig. 3 Experiment scenario, single content, single producer, multiple consumer
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Fig. 4 Banana Pro single-board computer

monitor is used to capture power consumption of node 4, and calculations will be
made later to find out the value of energy consumption of node 4 during the experi-
ment (see Fig. 5).

In addition, node 4 is controlled in experiments using a serial console approach
compared to other nodes to avoid energy consumption reading disruption if using a
wired Ethernet network.

Fig. 5 Energy consumption measurement using monsoon power monitor



448 F. Muchtar et al.

Table 1 Experiment result Dynamic routing
solution

Energy
consumption (J)

File transfer
completion time
(min:s)

NDN 104.20 01:13.31

OLSR 228.25 02:30.75

Batman-adv 225.04 02:41.04

5.2 Experiment Result

Prior to comparison, first experiment results were tested first using the one-way
ANOVA significance test to ensure that the three values of experiment result (com-
pletion time and energy consumption) of the three different dynamic routing solutions
were significantly different.

Table 1 shows the experiment result obtained in our preliminary test. Energy
consumption reading is derived from node 4, and file transfer completion time is
obtained on average from each consumer node (nodes 5, 6, and 7).

From a one-way ANOVA, test shows the mean of energy consumption result
within all groups significantly different in each group (p= 1.369E−64 < α = 0.05).
Mean of NDN result is significantly different from the mean of OLSR result (p =
6.5958E−13 < α = 0.05) and mean of Batman-adv result (p = 7.1021E−13 < α =
0.05).

Therefore, comparisons can be made to energy consumption results for NDN,
OLSR, and Batman-adv. It is to be noted here, file transfer completion time is only
used as a reference that NDN does not sacrifice the performance of file transfer in
reducing energy consumption in node 4 compared to OLSR and Batman-adv.

Figure 6 shows a comparison of energy consumption of node 4 when file transfer
is done using NDN, OLSR, and Batman-adv. File transfers made using NDN are
much lower than OLSR and Batman-adv. Even node 4 consumed energy node when
using NDN (104.20 J) is less than half when using OLSR (228.25 J) and Batman-adv
(225.04 J).

The results obtained prove that NDN-basedMANET is more energy efficient than
two HCN-based MANETs: OLSR and Batman-adv.

Low consumption of energy when using NDN versus OLSR and Batman-adv
may be known to be due to file transfer completion time as shown in Fig. 7. The use
of NDN allows completion time of file transfer to be shorter that is 1 min 13.31 s
compared to OLSR around 2 min 30.75 s and Batman-adv which is 2 min 41.04 s.

NDN allows multiple content for single content basedMANET single request can
be made more efficient in terms of energy consumption and robustness compared to
HCN based MANET, and this is what make NDN is more ideal to be a solution for
MANET network stack compared to HCN.

This is evidenced by the experiment result we obtained in our preliminary study
through energy consumption reading at node 4 as a relay for all network traffic in
the experiment.
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Fig. 6 Energy consumption comparison during file transfer

Fig. 7 File transfer completion time comparison



450 F. Muchtar et al.

6 Conclusion and Future Work

This paper discussed only surface level of our research work. This project is still
ongoing. In future research undertakings, the focus will be as the following:

i. Comparison of the energy consumption pattern of the NDN-based content rout-
ing mechanism with the HCN-based routing protocol (OLSRd and Babel) by
measuring more parameter metrics relating to energy efficiency and network
performance such as throughput or goodput, delay, jitter, packet loss rate, and
latency.

ii. Comparison of the energy consumption pattern of the NDN-based content rout-
ing mechanism with the HCN-based routing protocol when in use with different
network traffic content. Said content will include video on-demand (VOD) and
live streaming video, which due to its unique nature will have differing needs
for the file transfer network traffic.

iii. Comparison of the energy consumption pattern of the NDN-based content rout-
ingmechanismwith the HCN-based routing protocol with regard to nodemobil-
ity parameters and network topology changes in the testbed.

All the garnered propose comparison results above is to suggest that the NDN
basedMANET outperforms or vice versa compared to HCN basedMANET in terms
of energy efficiency. Furthermore, the results obtained from the future work propose
above shall serve as a stepping stone to better understand the real potential of the
NDN-based content routing mechanism and how it can be used as a solution to the
issue of energy consumption in MANET.
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Fingerprint Biometric Template Security
Schemes: Attacks and Countermeasures

Reza Mehmood and Arvind Selwal

Abstract Biometrics is one of themost promising technologies for providing secure
authentication inmodern computing applications and eradicates the issues associated
with the traditional authentication systems. Almost 50% of the security infrastruc-
ture comprises fingerprint biometric. As themarket share of fingerprints is increasing
tremendously, its security is becoming a challenge for research community. In this
paper, a brief review of different fingerprint template security schemes has been
presented. Moreover, various masquerade attacks on fingerprint template have been
studied and their countermeasures are presented. A comparative analysis of different
template security schemes based on different performance metrics like FAR, FRR,
and EER is also provided. It was seen that the methods employed for fingerprint
may not work for other biometric traits like iris, face, etc., because of their differ-
ence in dimensions of templates. This paper allows to find the research gaps in the
existing template security algorithms and suggests further development in the field
of biometric template protection.

Keywords Biometrics · Fingerprint · Template security · Feature vector

1 Introduction

Biometrics is the science of identifying an individual from its physical and behav-
ioral characteristics. Biometrics is employed in almost every place for authentication
purposes to ensure better security and eradicate the issues that were associated with
the traditional authentication systems. May it be an MNC or an airport, biometrics
plays a significant role in making the authentication process fast and more secure.
We cannot deny the importance of biometric system in marking the attendance of
students and even employees, thus preventing the chance of buddy punching. All
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biometric systems work on biometric traits. The biometric traits used to identify an
individual can be a fingerprint, hand geometry, face, iris, gait recognition, etc. The
fingerprint is the most broadly used biometric trait among all other traits in a bio-
metric system. Fingerprint recognition technology has rapidly grown in these past
years due to its good performance and low cost of acquisition devises. A fingerprint
consists of different patterns of dark and bright regions which are called ridges and
valleys, respectively. Ridge feature point is further divided into local ridge pattern
(ending, bifurcation) and global ridge pattern (loop, delta, andwhorl). The features of
a fingerprint pattern at the local level are calledminutia points. Ridge ending is a point
where the ridges end suddenly and ridge bifurcation is a point where the ridge gets
divided into two or more ridges. Ridge ending and ridge bifurcation are commonly
used minutia types as all other types are combinations of these two (Fig. 1).

A fingerprint biometric system involves two steps: first is the enrollment step,
and second is the verification step. During enrollment, fingerprint of an individual is
acquired using a sensor and the quality of image captured is enhanced before further
processing. After that, features are extracted from the improved image and stowed

Fig. 1 Global and local feature points of a sample fingerprint [1]
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in a secure place in the form of a template. The features used by most of fingerprint
systems are generally called minutia which is the representation of a fingerprint
having bifurcation and termination. Feature extraction process involves estimating
the ridge orientation (θ ) at a ridge point (x, y) followed by binarization and minutia
extraction. The database stores the template in the form of a matrix of size n× 3 with
(x, y, θ ) values. During verification, the stored template in the database is compared
to the query template from the new user using a matching algorithm. If it is a match,
then the user is accepted, otherwise rejected [2]. The different stages of a fingerprint
biometric system are shown in Fig. 2 (adapted from [2]).

The performance of a biometric system can be identified by its percentage of
accepting the genuine users and rejecting the imposters. The proportion of imposters
that the biometric system will incorrectly accept is defined as the false accept rate
(FAR) of that system as given in Eq. 1.

FAR = Number of imposters accepted

Total number of imposters
(1)

The proportion of genuine users that a system will incorrectly reject is defined as
the false reject rate (FRR) as shown in Eq. 2.

FRR = Number of genuine users rejected

Total number of users
(2)

The total number of authentic users accepted by the system is defined as genuine
acceptance rate (GAR), i.e., GAR = 1 − FRR. Equal error rate (EER) is a point

Fig. 2 Enrollment and verification stages in a fingerprint biometric system
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on the graph where FAR equals FRR [3]. Although biometrics is used to provide
security to many applications, it is itself vulnerable to attacks. The vulnerabilities
of a biometric system can be grouped into two classes: intrinsic vulnerabilities that
are caused by the system itself due to failure of sensor or any other module in the
biometric system and external vulnerabilities caused by an attacker deliberately. The
effect of such vulnerabilities causes intrusion in the system [4]. In 2001, Ratha et al.
proposed 8 weak points in a biometric system that can be attacked by the attacker.
These eight basic sources of attack are: spoofing attack on the sensor, replay attack
on the link between sensor and feature extractor, Trojan horse attack on feature
extractor, the interception attack on the link between feature extractor and matcher,
attack on matcher, the modification attack on the template database, attack on the
channel between matcher and the database, and overriding the authentication results
according to thewill of hacker. Among these eight securityweak sources, the security
of the stored template is very critical and more prone to attacks. So the security of
template stored in the database is a challenging task (Fig. 3).

Rest of the paper is organised in the various sections as given: The Sect. 2 describes
various template security schemes. The Sect. 3 discusses a brief literature review on
existing template security schemes. The Sect. 4 provides the analysis of different
template security schemes, and finally, the conclusion is given in the Sect. 5.

Fig. 3 Eight weak points in a biometric system [4]
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2 Taxonomy of Template Security Schemes

There are four major characteristics that a template security scheme must follow
for being an ideal scheme. These include diversity, revocability, security, and per-
formance. But satisfying all these requirements is a challenging task. There are two
schemes that have been devised for template security, namely the feature transfor-
mation approach and biometric cryptosystem.

2.1 Feature Transformation Based Schemes

In the feature transformation scheme, a function known as transformation function (f)
is applied on the biometric template alongwith a secret key (k) and the converted tem-
plate is stored in the database. Feature transformation scheme can be further classified
into two approaches: invertible (bio-hashing) and non-invertible transforms (robust
hashing). Themain difference between invertible and non-invertible transform is that
in invertible transformation scheme the function is defined by a password that needs
to be securely preserved by the user, whereas in non-invertible transform a one-way
function is used to transform the template. Invertible transformation is also referred
as salting, and non-invertible transformation is also called cancellable biometrics.
Cancellable biometrics was brought together so that the biometric template could be
replaced with a newer one if it was being corrupted by the third-party attacker [1].

2.2 Biometric Cryptosystem Based Schemes

Biometric cryptosystem involves a cryptographic secret key and using that key for
encryption of the template. Biometric cryptosystem is categorized into key binding
(fuzzy vault and fuzzy commitment) and key generation approach (secure sketch
fuzzy extractor) [5]. Key binding is the technique where a secret key is bound to the
template within a cryptographic framework and the key cannot be decoded without
the prior knowledge of the template. In key generation, a key is derived from the
biometric template to perform the encryption. Various template security schemes are
shown in Fig. 4 (adapted from [5]).
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Fig. 4 Classification of template security schemes

3 Literature Review

A numerous research work has been done for the security of template data to protect
it from masquerade and other kind of attacks and is discussed below:

Barman et al. [6] came upwith a new protocol for authentication using fingerprint-
based fuzzy commitment scheme. They used three factors for their key agreement
scheme which includes password, smart card, and personal biometric. The security
of the scheme was verified using real-or-random model for session key security and
Burrows–Abadi–Needham logic for mutual authentication. The formal security ver-
ification was carried out using AVISPA. The proposed scheme also shows resistance
to various kinds of known attacks like man-in-the-middle attack, denial-of-service
attack, etc. [6].

Selwal and Gupta [7] proposed a novel method called octet indexing method to
secure and reduce the storage space of the template database. The novel method
is based on transforming the feature vectors of fingerprint and hand geometry into
binary feature vectors using the bio-hashing technique. The binary feature vectors
are the fused feature vectors, and an octet indexing technique is applied to the fused
binary feature vectors to secure the template and reduce its storage overhead by
approximately 50%. The presented novel scheme has a recognition rate of 98.4%
and an equal error rate of 0.48% [7].

Jin et al. [8] proposed a locality-sensitive hashing based on ranking called the index
of max (IoM) hashing for protecting the template. In the given scheme, biometric
feature vector is transformed into a discrete max ranked hash code. The proposed
scheme shows two realizations of IoM hashing, namely Gaussian random projection
and uniformly random permutation. The analysis proves that the scheme is secure
to existing attacks and satisfies revocability and unlinkability criteria. They used
FVC2002 and FVC2004 fingerprint databases for their experiment [8].
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Gomez-Barrero et al. [9] proposed a scheme to compare variable length data using
homographic encryption technique. In this scheme, the data is stored or exchanged
only in encrypted form. The new variable length-based algorithm is combined with
the fixed length technique to acquire better comparison accuracy. This scheme sat-
isfies the unlinkability property of biometrics [9].

Kaur and Sofat [10] designed a multimodal biometric system where they fused
traits of fingerprint and face using feature-level fusion to provide security to the
template by using fuzzy vault scheme. The ordered feature set is made compatible
with the fuzzy vault by converting it to unordered feature set. The performance of
the scheme is calculated on the basis of FAR and FRR by varying the degree of the
polynomial from the range of 8–14 [10].

Selwal and Gupta [2] portrayed four conceptual designs to enhance the inter-class
variation of two modalities, a strong fingerprint biometric combined with the hand
geometry trait. Fuzzy-based analytic hierarchy technique was employed to evaluate
the proposed conceptual designs over five decision factors. Their results show that
fusing fingerprint and hand geometry features using feature-level fusion are most
favorable with an overall ranking of 0.73438, and out of the five decision parameters,
template security is found to be of supreme importance with a rating of 0.3940 [2].

Kaur [11] designed a secure fuzzy vault scheme to protect the fingerprint vault
fromcorrelation attack by combining fuzzy vault schemewithHadamard transforma-
tion technique. Fast Walsh–Hadamard transformation is applied to the set of minutia
point and the chaff points. The experimental results show that FAR is 2% and FRR
is 11% after applying Hadamard transformation technique [11].

Sarala et al. [12] proposed a system in which it was shown that the performance
of a fuzzy vault system remains unchanged even after the blend substitution attack.
They launched a blend substitution attack on the fuzzy vault system and designed
a mechanism to detect this attack and provide corrective measures. The presented
attack detection mechanism comprises vault database linked to a server containing
polynomial genuine points, which checks for any change in the database continu-
ously. The fuzzy vault is recovered back after the attack by substituting the attack
points with the genuine points in the server. The obtained average recognition rates
are GAR of 86.1389% and FAR of 0.4039% [12].

Lafkih et al. [13] investigated the vulnerabilities of the fuzzy vault scheme. The
fuzzy vault scheme was tested practically with low-resolution fingerprint and facial
images of genuine users against the masquerade attack. The attacker can gain access
to a fuzzy vault with 100% probability even if the alteration level of the images is
high for face images, but for the fingerprint images the alteration level has to be low
for the attacker to gain access [13].

Dang et al. [14] combined two new components, chaff point generator and verifier
into fuzzy vault scheme that is capable of detecting any change in the fuzzy vault and
thus protecting the template from blend substitution attack possible in CRC-based
fuzzy vault scheme. Continuous hashing and linear projection are used to generate
chaff points during enrollment. The experimental results show a 12% increase in
GAR with main polynomial degree 8 [14].
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Feng et al. [15] have proposed a masquerade attack algorithm which is a combi-
nation of perceptron learning and hill climbing algorithm to create a synthetic face
image from the transformed binary template and stolen token. They have imple-
mented their algorithm on two scenarios, when the binarization algorithm is known
and when it is unknown. In the first case, when binarization algorithm is known, the
attack algorithm achieves 100 and 98.3% recognition rate for CMU PIE and FRGC
databases, respectively. In the second case, when binarization algorithm is unknown,
the algorithm achieves 20.59–85.29% and 15.14–46.57% recognition rate for same
databases [15].

Prasad and Santhosh Kumar [16] proposed a system in which they generated
the fingerprint template by constructing M rectangles of different orientation angles
around each reference minutia, then selected the minutia that fall in the rectangle,
and calculated the neighboring relation that is applied on a plane to generate bit
string which is converted into complex vector and transformed using user’s pin. The
accuracy of this system is better as it considers every minutia in a fingerprint for
template generation [16].

Moujahdi et al. [17] introduced a new technique for template protection to ensure
revocability, diversity, security, and better performance. They used the information
extracted from the fingerprint minutia to construct special spiral curves and stored
these curves in the database rather than the actual template. The matching is per-
formed by applying similar procedure to query template and usingHausdorff distance
to find the difference between the database template and the query template [17].
Chin et al. [18] proposed amulti-biometric system using fingerprint and palm print to
protect the fused template using three-stage hybrid feature transformationmethod. In
their system, they first obtained a fused template of fingerprint and palm print using
feature-level fusion. Then, using the random tiling method unique features were
extracted from fused characteristics of a unique specific key. Then equal-probable
2n discretization is used to construct a bit string template from unified feature vector
[18].

Mihailescu [19] devised a new enrollment method to secure biometric template.
The proposed scheme is based on a cryptographic method called hash chaos-based
cryptography. A session key was generated using Rossler map and a pseudo-random
generator. The session key is then passed to the hash function that is used in the
enrollment scheme. This scheme provides almost same computational security as
that provided by Davies–Meyer scheme [19].

Nguyen et al. [20] proposed and implemented a novel algorithm for generation
of chaff points so as to reduce the time complexity of the fuzzy vault scheme. In this
paper, a new system was employed where a fingerprint image was split into blocks
and different points were generated randomly in those image cells. The point in the
image cells can be chaff points only if it is unique and the distance between this
point and the adjacent points is larger or equal to the threshold. The experimental
results show that the EER comes out to be 2.4 and 1.9% for FVC2002-DB1A and
FVC2002-DB2A [20].

Jin et al. [21] proposed a method in which a revocable fingerprint template is
generated by transforming a set of minutia into a bit string using polar grid base 3
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tuple quantization technique. The work is carried out in four steps which include
translation and rotation of minutia, tuple-based quantization, bit string generation,
and user-specific permutation and finally performs matching. The system proved
to have better performance on the tested databases except FVC2004DBI with 15%
EER [21]. Bhatnagar et al. [22] presented a new secure watermarking technique to
secure the template from attacks. They used nonlinear chaotic map and Heisenberg
decomposition in their technique for the diffusion of biometric templates. Their
results have proven to the secure template against different kinds of attacks like
resizing attack and rotation attack [22].

Cappelli et al. [23] introduced an approach to reconstruct the fingerprint images
from the original minutia template to study the success rate of masquerade attacks
against eight fingerprint matching algorithms. This approach has shown that it is
possible to generate fingerprint images which have ridge patterns very close to orig-
inal fingerprint patterns and thus a successful masquerade attack can be performed
with 72.8% of success rate at a high level of security and 83.9% at medium level of
security [23].

Jain et al. [24] in a paper named “Biometric template security: challenges and
solutions” described various security issues that can be encountered after storing the
template. They evaluated some of the security breaches that can possibly compromise
template information like hill climbing attack and masquerade attack. Then, they
highlighted the possible solutions to protect the biometric template from these attacks
which include techniques like watermarking, steganography, cancellable biometrics,
and cryptosystem [24].

4 Analysis of Template Security Schemes

The comparative analysis of various template protection schemes is shown in Table 1.
The comparison is performed on the basis of the technique employed, type of fusion
technique used, type of modality, performance, and datasets used. The analysis
clearly shows that most of the template security schemes are used for fingerprint
biometrics and the techniques used for fingerprint may not be applicable to other
biometric traits.

Various attacks like correlation attack, substitution attack, etc., has been observed
which affect the templates. In order to counter these attacks, different transformation
and cryptosystem-based template security schemes has been employed. Fuzzy vault,
a cryptosystem-based approach has been analysed closely, and it has been observed
that the polynomial reconstruction is still a challenge in the case, where the polyno-
mial is of higher degree. Hence, fuzzy vault may be a topic of research in the research
community.
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Table 1 A Summary of biometric template security schemes

S. No. Technique Type of
biometrics and
fusion type

Biometrical
traits

Author Performance

1. Key
agreement
fuzzy
commitment
scheme

Unimodal
biometrics

Fingerprint Barman et al.
[6]

–

2. Octet indexing
method

Multimodal
biometrics and
feature-level
fusion

Fingerprint
and hand
geometry

Selwal and
Gupta [7]

EER = 0.48%

3. Index of max
hashing

Unimodal
biometrics

Fingerprint Jin et al. [8] FVC2002 and
FVC2004
databases used

4. Homographic
encryption
scheme

Multi-
biometrics

Online
signature and
fingerprint

Gomez
Barrero et al.
[9]

EER = 0.12%

5. Fuzzy vault
scheme

Multimodal
biometrics

Fingerprint
and face with
feature-level
fusion

Kaur and
Sofat [10]

FRR = 8.8%
FAR = 0
(when window
size = 1)

6. Fuzzy-based
analytic
hierarchy
technique

Multimodal
biometrics

Fingerprint
and hand
geometry with
feature-level
fusion

Selwal and
Gupta [2]

Ranking =
0.73438

7. Fuzzy vault
with
Hadamard
transformation

Unimodal
biometrics

Fingerprint Kaur [11] FAR = 2%
FRR = 11%

8. Fuzzy vault
system

Unimodal
biometrics

Fingerprint Sarala et al.
[12]

GAR =
86.1389%
FAR =
0.4039%

9. Fuzzy vault Multimodal
biometrics

Fingerprint
and face

Lafkih et al.
[13]

–

10. Chaff point
generator and
verifier in
fuzzy vault

Unimodal
biometrics

Fingerprint Dang et al.
[14]

GAR = 12%
increase

(continued)
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Table 1 (continued)

S. No. Technique Type of
biometrics and
fusion type

Biometrical
traits

Author Performance

11. Perceptron
learning and
hill climbing
algorithm

Unimodal
biometrics

Face Feng et al.
[15]

Recognition
rate = 100%
and 98.3%
(when
binarization
algorithm
known) for
CMU PIE
AND FRGC
databases
resp.

12. Fingerprint
shell

Unimodal
biometrics

Fingerprint Prasad and
Santhosh
Kumar [16]

EER = 4.28
and 1.45 for
FVC2002-
DB1 and DB2
resp.

13. Multi-line
neighboring
relation

Unimodal
biometrics

Fingerprint Moujahdi
et al. [17]

EER =
0.62%, 1.33%,
and 2.64% for
FVC 2002
DB1, DB2,
and DB3 resp.

14. Three-stage
hybrid
transformation
method

Multimodal
biometrics

Fingerprint
and palm print

Chin et al. [18] EER = 10%
for fusing F3
and P1
database

15. Hash
chaos-based
cryptography

Unimodal
biometrics

General
approach

Mihailescu
[19]

–

16. Chaff point
generation in
fuzzy vault

Unimodal
biometrics

Fingerprint Nguyen et al.
[20]

EER = 2.4%
and 1.9% for
FVC2002-
DB1A and
FVC2002-
DB2A
resp.

17. Polar grid
base 3 tuple
quantization
technique

Unimodal
biometrics

Fingerprint Jin et al. [21] EER = 15%

18. Watermarking
technique

Unimodal
biometrics

Fingerprint Bhatnagar
et al. [22]

PSNR =
42.5376 dB
for FVC2002
database

(continued)
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Table 1 (continued)

S. No. Technique Type of
biometrics and
fusion type

Biometrical
traits

Author Performance

19. Masquerade
attack

Unimodal
biometrics

Fingerprint Cappelli et al.
[23]

Success rate =
72.8% at high
level security
and 83.9% at
medium level
security

20. Biometric
template
security

Unimodal
biometrics

Fingerprint Jain et al. [24] –

5 Conclusion

In this paper, various template security schemes mainly based on the fingerprint
biometric trait to protect the template stored in the database have been reviewed. It has
been perceived that there is no ideal template protection scheme that maintains all the
four characteristics of biometrics, which include revocability, security, performance,
and diversity all at once. It was also realized that uni-biometrics is mostly selected as
the type of biometrics. This can be because in multi-biometric system extra overhead
is to be faced to get different biometric traits into a common domain so that fusion
technique could be applied easily. But it is certain to mention that multi-biometrics
is more secure than uni-biometrics. Despite of all these template security schemes,
template data is still vulnerable to attacks. Therefore, there is a need to design more
robust schemes both for unimodal and multimodal biometric systems to provide
better security to the biometric systems.
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Effect of Blurring on Identification
of Aerial Images Using Convolution
Neural Networks

Palak Mahajan, Pawanesh Abrol and Parveen K. Lehana

Abstract The emergence of deep learning in the field of computer vision has led to
extensive deployment of convolutional neural networks (CNNs) in visual recognition
systems for feature extraction. CNNs provide learning through hierarchical inferenc-
ing by providing multilayer architecture. Due to high processing capability of CNNs
inmultidimensional signals like images, they are considered to be predominant artifi-
cial neural networks. CNNs are extensively used in computer vision such as in image
recognition where the intent is to automatically learn features followed by general-
ization and eventually recognizing the learned features. In this paper, we investigate
the efficiency of CNNs: AlexNet and GoogLeNet under the effect of blurring which
occurs frequently during image capturing process. Here, Gaussian blurring is used
since it minimizes the noise embedded into the image. For experimentation, UC
Merced Land Use aerial dataset is used to evaluate CNNs’ performance. The focus
is to train these CNNs and classifying an extensive range of classes accurately under
the influence of Gaussian blurring. Accuracy and loss are the parameters of classi-
fication considered for evaluating the performance of CNNs. Experimental results
validated the susceptibility of CNNs towards blurring effect with GoogLeNet being
more fluctuating to varied degrees of Gaussian blurring than AlexNet.
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1 Introduction

Exploitation of algorithms in computer vision has led to tremendous progress in
machine learning [4]with the expansion of deep learning [1] techniques. Convolution
neural networks (CNNs) [15] and state-of-the-art of deep learning are heavily used for
semantic tasks of computer vision like image classification and object identification.
CNNs are employed in numerous application areas like medical, surveillance, agri-
culture, flood monitoring, etc. The ability of the CNNs to extract high-level features
by applying statistical learning on huge amount of dataset to obtain significant rep-
resentation of input space makes it outstanding over other classical machine learning
algorithms. CNNs not only enhance the accuracy but also offer to be used as feature
extractor for various object detection and identification tasks. However, the increased
state-of-the-art accuracy of CNNs comes with the cost of high computational com-
plexity. AlexNet [11] and GoogLeNet [17] are remarkable CNNs being used over
wide variety of datasets for classification purposes. For a given dataset, CNNs are
more robust compared to typical feature extracting algorithms like HOG [5], SIFT
[13], BOVW [21], and the like. CNNs’ capability to learn features and to apply them
on datasets of different modality makes them efficient in various application areas.

Since CNNs require greater amount of dataset for training purpose, many times
the dataset collected contains significantly distorted images. Image blurring [9] is a
common degradation observed in digital images that occurs during imaging process.
Even a high-end camera sometimes delivers blurred image either due to manual error
or due to improper focal setting of capturing device. A blurred image often contains
reduced amount of information that hampers the quality of image which it intends to
reciprocate. Image blurring refers to loss of sharpness in an image. Themathematical
model of blurred image can be represented using image degradation model [18] as
convolution of original image with the blur kernel and is shown by Eq. (1).

g(x, y) = f (x, y) ∗ h(x, y) + n(x, y) (1)

where g(x, y) is blurred image, f (x, y) is original image, h(x, y) denotes blurring
function, * indicates convolution, and n(x, y) is noise which is considered to be
nullified since the degradation is due to blurring only.

In this paper, blurring is performed via Gaussian blurring that modifies value of
pixels according to average of neighbor pixels. The values of the blurred pixels and
the neighboring pixels can be computed using Eq. (2) represented as follows [9]:

G(x, y) = 1

2πσ 2
e−(x2+y2)/2σ 2

(2)

where σ represents blur factor, e represents Euler number, and (x, y) represents
horizontal and vertical distance with respect to center pixel.

In Eq. (2), the initial distance values for x and y will be 0 for center pixel and
subsequently will increase as the distance increases w.r.t center pixel. Figure 1 rep-
resents the 3-dimensional Gaussian function. Here, the bell-shape distribution is at
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Fig. 1 Bell-shaped distribution of 3-D Gaussian function

contour center point which can be achieved using Eq. (2). Accordingly, the convo-
lution matrix is formed using these distribution values.

This paper focuses on examining the performance of CNNs: AlexNet and
GoogLeNet on image classification under the influence of Gaussian blurring. The
intension is to observe according to precept how blurring hampers the classification
accuracy for image recognition purposes. The loss function has also been computed
to evaluate classification error which is difference between actual and predicted
results. Experiments are performed on benchmark aerial dataset with widely dif-
ferent characteristics, i.e., UC Merced Land Use1 dataset containing 2100 images
respectively.

This paper is organized as follows: Sect. 2 reviews the literature briefly. Section 3
presents different CNN architectures followed by Sect. 4 in which the experiments
and results have been discussed. Conclusion is given in Sect. 5.

2 Background Work

The perception quality of images has always been prime focus of computer vision
applications. With the growth of machine leaning and deep networks, vast research
is going to examine the influence of distortions. LeCun et al. [12] gave an insight of
CNNs in various application areas of computer vision. A comprehensive overview of

1Publicly available at http://vision.ucmerced.edu/datasets/landuse.html.

http://vision.ucmerced.edu/datasets/landuse.html
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deep learning was provided by Sze et al. [16]. It summarized the hardware require-
ments of deep networks. The key points for designing the net through trade-off
between various hardware architectures were highlighted.

In [19], CNN was used for image restoration. The sharp images of the face were
stored using deep residual network followed by the addition of facial regulariza-
tion technique. Similarly, impact of low-resolution images on face recognition in
surveillance systems was expressed in [20].

A CNN-based automatic object detection network was developed by Sevo and
Avramovic [14] on high-resolution aerial images. The networkwas trained and tested
on GPU that increased the processing time. Also, the classification accuracy of the
network was verified using object detection algorithm to precisely detect categories
to which an object belongs.

A comparative analysis of human visual system and deep networks towards image
degradation was generalized in [7]. The classification pattern was verified for var-
ious distortions like contrast variation, additive noise, etc., to test the efficiency of
the system. Results showed decreased performance of deep networks like AlexNet,
VGG, and GoogLeNet with decreasing signal-to-noise ratio. A similar study was
comprehended by Gerhard et al. [8] to acknowledge the impact of image degrada-
tion towards local irregularities in the image. The effect of Gaussian filter on CNN
for semantic segmentation has been referred in [6]. The kernels of various layers
of CNN are modified for different lengths for varied convolution layers. The loss
function has been estimated to compute the system performance.

In [2], AlexNet and GoogLeNet were trained to classify images on sketch dataset
of ImageNet. However, the drawing lines of the sketches were often confounded with
objects since CNNs were unable to abstract the learned concepts to the sketches,
due to which the networks performed poorly, thereby degrading the classification
accuracy of the system.

The brief literature reviewed showed the scope of exploring convolution nets with
respect to various image distortions. The contribution of this paper is to provide an
assessment of performance of CNNs under different levels of Gaussian blurring.
The dataset considered here comprises high-quality images, and it is augmented by
introducing varied levels of Gaussian blurring. The work of this paper demonstrates
impact of blurring effect on classification performance of the CNNs.

3 CNN Architecture

A CNN architecture comprises several layers comprehending multiple neurons. The
structure of each neuron estimates an activation function as shown by Eq. (3) [3]:

f (x) = ϕ
(
wTx + b

)
(3)

where x represents input provided to each neuron, w represents weight vector, b is
bias, and ϕ represents a function encompassing nonlinearity in the network.
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Table 1 Summary of CNNS: AlexNet and GoogLeNet

CNN Developed by No. of layers No. of parameters

AlexNet [11] Alex Krizhevsky, Geoffrey Hinton,
Ilya Sutskever

8 61 million

GoogLeNet [17] Google 22 7 million

In CNN, the image itself is input to network for image identification tasks. CNN’s
layered architecture [12] enables output of one layer to act as inputs to succeeding
layer. The foundation of CNN depends on convolution layer that performs convo-
lutional filtering with filter described by the weights. Stride and padding are two
parameters that control how convolution occurs around input. To minimize com-
putation and memory requirements, the vector w representing weight is generally
shared between neurons instead of assigning separate weight to the neurons. This
vector connects towards neurons from preceding layer into a specific region. CNN
contains layer for handling nonlinearity of data which is called Rectified linear unit
(ReLU) that is one of its prime layer. To reduce spatial size of the image, max pooling
layer is incorporated in CNN. As the architecture proceeds, fully connected layer is
infused in which all the nodes are connected with the nodes of the previous layer.
The latter stage is softmax layer that normalizes outputs of each unit between 0 and
1 in view that they aggregate to 1. This aids the output layer to act as probability dis-
tribution by means of each neuron to conform to probability for a well-defined class.
Primarily, output is computed over a dataset which is then evaluated for well-defined
class labels. The parameters in CNN are trained via large dataset of input images. A
cost function is associated that specifies the likelihood of the predictions made with
ground truth. The gradient [10] is estimated which is the essence of cost function
that allows propagation backwards throughout and assigning optimal weights to the
neurons.

Several CNN architectures have been discussed in this section, and the perfor-
mance of AlexNet and GoogLeNet has been evaluated in this paper. Table 1 summa-
rizes the architectural details of mentioned CNNs.

3.1 AlexNet

The architecture of AlexNet made available in [11] triumph sensation in the deep
learning for accomplishing a boosted performance for ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) 2012. The architecture is represented in Fig. 2.

In computer vision,AlexNet’s architecture popularizedCNNs for classifying Ima-
geNet database comprises around 1.2 million high-resolution images with 1000 cat-
egories. It is implemented through 2 GPUs. The network architecture [11] consists
of eight layers among which there are five convolution layers and followed by three
fully connected layers. The final layer outputs the class labels. Normalization is
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Fig. 2 Detailed architecture of AlexNet with various layers andmultiple GPU implementation [11]

applied in the form of response normalization layer to the first two convolution lay-
ers, while dropout is applied after each layer during the last two fully connected
layers. Max pooling layers are succeeded by response normalization layers and fifth
convolutional layer. Nonlinearity is integrated into the network through ReLU to
the output of every convolutional and fully connected layer. For training the net,
stochastic gradient descent is used with 128 batch size, 0.9 momentum, and 0.0005
weight decay.

3.2 GoogLeNet

The GoogLeNet architecture published in [17] is the deepest and complex CNN. A
22-layer CNN works as multilevel feature extractor. It includes inception module
shown in Fig. 3 that concatenates the filters with varied sizes and dimensions within
a single filter.

Fig. 3 Illustration of Inception3a module of GoogLeNet [17]
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The architecture comprises two convolution layers following two pooling layers
and nine inception layers that indeed entails six convolution layers and one pooling
layer, respectively. As per statistics for ImageNet challenge, GoogLeNet is prevailing
CNN for ILSVRC challenge with top 5 classification error of 5.5% in comparison
withAlexNet’s top 5 classification error 15.3%.TheGoogLeNetwas designed specif-
ically with computational efficiency in mind, in order to execute the net on devices
with limited memory and computational resources.

4 Results and Discussion

This section illustrates the capability AlexNet and GoogLeNet for image classifi-
cation. The implemented architecture of AlexNet and GoogLeNet are as shown in
Fig. 4 representing convolution, pooling layers, kernel size, and inception module,
respectively. Classification competency of CNNs is evaluated on two performance
parameters: accuracy and loss. Accuracy defines percentage of classes correctly clas-
sified to entire number of classes in dataset. Loss on the other hand is not percentage,
rather its summation of errors for each prediction made. The experiment is set up
on Intel(R) Core (TM) i5-3210 CPU @3.40 GHz processor with 6 GB RAM. The
platform used to implement is MATLAB R2018a on Windows 10.

4.1 Data Collection

For validating the performance, the aerial scene classification is applied on UC
Merced Land Use dataset respectively. In UC Merced, the dataset comprises manu-
ally extracted images from the USGS National Map Urban Area Imagery collection.

Fig. 4 Implemented architecture of CNNS: a AlexNet containing 5 convolution layers, 3 pooling
layers, and 3 fully connected layers. b GoogLeNet comprising 2 convolution layers, 3 pooling
layers, and 9 inception layers, respectively
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Figure 5 illustrates few ground truth images for twenty-one land use categories. It
comprises twenty-one aerial scene categories with 256 × 256 color images with 1-
ft/pixel resolution. The images in this dataset cover overlapping categories, and each
category contains 100 images, thereby creating a dataset of 2100 images. The exten-
sive categories of the dataset are defined as follows: agriculture, airplane, baseball
diamond, beach, building, chaparral, dense residential, forest, freeway, golfcourse,
harbor, intersection, medium residential, mobile homepark, overpass, parking lot,
river, runway, sparse residential, storage tanks, and tennis court, respectively.

4.2 Observation

On the basis of the experiment being conducted, the output has been generalized.
Influence ofGaussian blurring on the classification performance of the nets is studied.
The kernel of Gaussian blurring has been varied by fluctuating the standard deviation
from 1 to 7, and accordingly, the size of filter window has been adjusted. Figure 6
represents a close look of Gaussian blurred images at various degrees of deviation
in class category of airplane.

CNNs are trained for multiple iterations (with varied epochs) and classification
parameters: Accuracy and loss have been calculated. Table 2 concludes the perfor-
mance of CNNs: AlexNet and GoogLeNet in terms of accuracy and loss function.

As represented by the graph, AlexNet shows smooth downfall in accuracy as blur-
ring increases, and GoogLeNet on the other hand showsmore fluctuations in terms of
accuracy. Also, loss rate increases evenly in AlexNet compared to GoogLeNet. The
reason being due to limited resources, GoogLeNet achieved validation point earlier
before the completion of its iterations.

The results represent CNNs are susceptible to blurring. The blurring alters the
filter output of foremost convolutional layer that propagates to higher layer, thereby
hindering the result at final layer. Further, as we decrease the quality of image by
increasing the degree of blurring, the accuracy of the CNNs decreases and there is an
increase in the error represented by loss function. Figure 7 represents the graphical
performance comparisons of AlexNet and GoogLeNet over UC Merced Land Use
dataset.
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(a) Agriculture 

(b) Airplane

(c) Baseballdiamond

(d) Beach

(e) Building

Fig. 5 UC Merced dataset for 21 categories, 4 samples per category has been shown
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(f) Chaparral

(g) Dense residential

(h) Forest 

(i) Freeway

(j) Golfcourse

Fig. 5 (continued)
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(k) Harbor

(l) Intersection

muideM)m( residential 

(n) Mobile homepark

(o) Overpass

Fig. 5 (continued)
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(p) Parkinglot

(q) River

(r) Runway

(s) Sparse residential

(t) Storagetanks

Fig. 5 (continued)
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(u) Tenniscourt 

Fig. 5 (continued)

Fig. 6 Blurred images with different degrees of Gaussian blurring: σ = 0 (top left), σ = 2 (top
right), σ = 5 (bottom left), and σ = 7 (bottom right)

Table 2 Experimental results of AlexNet and GoogLeNet over UC Merced Land Use dataset

Blurred image AlexNet GoogLeNet

Accuracy (%) Loss Accuracy (%) Loss

σ = 0 92.06 0.3105 71.43 0.9130

σ = 1 83.45 0.5437 76.9 0.7534

σ = 2 83.97 0.4430 82.06 0.5101

σ = 3 78.05 0.5489 79.02 0.7312

σ = 4 74.6 0.8645 65.22 0.8911

σ = 5 76.67 0.6901 71.11 0.8500

σ = 6 72.54 0.8098 62.67 1.0229

σ = 7 72.38 0.9012 51.11 1.5050
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Fig. 7 Accuracy and loss performance of AlexNet and GoogLeNet towards Gaussian blurring

5 Conclusion

This paper exploits the structure of deep convolution networks for various degrees
of Gaussian blurring. The CNNs, AlexNet and GoogLeNet, are implemented and
trained from the scratch. The performance evaluation is done on UC Merced Land
Use dataset to evaluate the influence ofGaussian blurring onCNNs.The experimental
results validate the utility of CNNs in the presence of blurring as image degradation.
It can be inferred from results that the decreased performance of CNNs under the
effect of blurring is not restricted to a specific CNN model but is universal to both
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AlexNet and GoogLeNet. With AlexNet showing a smooth deviation in classifica-
tion parameters with varied values of Gaussian blurring effect, GoogLeNet exhibits
inconsistent change in accuracy and loss values. A solution to this can be training
CNNs on low-quality images with diverse range of blurring along with increased
number of samples in dataset.

Limited system resources like computing power and time have limited training
of these nets in terms of how far it could have gone for training, due to which the
nets are implemented for few epochs for each net before it plateaued. In future work,
the experimental analysis can be extended using graphics processing units (GPU) to
accelerate the feature learning process of CNNs.
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PSO-Tuned ANN-Based Prediction
Technique for Penetration of Wind
Power in Grid

Vijay Kumar, Yash Pal and M. M. Tripathi

Abstract Today, world is paying more attention on those types of energy sources
that create minimum pollution and fulfill the gap between demand and supply. Con-
tinuous increase in the power demand of consumers from various fields such as
residential, industrial, and commercial, it is difficult to procure the additional sup-
ply from conventional sources with maintaining the pollution standard. So power-
producing companies/agencies invest lot of fund in the development of such sources
of energy which is nearly pollution-free and available from nature. In this regards,
the alternative of conventional sources may be renewable energy sources. Out of
different available renewable sources such as solar, wind, biomass, and small hydro,
wind can be considered one of the good sources for the generation of power. Today,
living standard of any country can be recognized by per capita energy consumption
by its people. As power production from renewable sources may lead to minimum
possible pollution, operating cost, and mostly freely and abundant availability, it will
work as a major driving factor for some countries of the world to spend maximum
available energy fund in the development of such mechanism/technique that will
able to generate energy from renewable sources. Although power generation from
wind has many advantages, major drawbacks are its intermittent nature, frequency
instability, and continuous availability with certain threshold speed that is capable
for power generation at all places. This paper describes the combined technique of
PSO and ANN for forecasting of speed and power of wind to penetrate it in grid.
The proposed method is applied on Indian wind power sector, and its results are
compared with simple ANN and ANN-SVM methods.
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Keywords Prediction technique · Wind power prediction · Particle swarm
optimization (PSO) · Artificial neural network (ANN) · Maximum absolute
percentage error (MAPE)

1 Introduction

Today, power demand and its supply have become a serious concern for progress
of any country. Nowadays, power generation with traditional sources has very dan-
gerous effect on human being and environment and its availability is also limited
in nature. Considering above problems and to balance future power demand, we
have to move toward new kind of technology/method that is able to generate power
from renewable sources [1]. According to the report of central electricity authority of
January 2019, total installed power in India from all resources is 347.22 GW. Renew-
able power contributes 72.53 GW that is around 20% of total power generation in
India [2]. With the development all around the world in the form of industrialization,
nowadays to fulfill the power demand of any country becomes a critical factor. The
above-mentioned problems can be reduced up to some level through implementing
contribution of non-conventional sources in power generation. From renewable point
of view, power generation from wind can be regarded as one of the better alternative
solutions. Main drawbacks with wind power generation is its variable speed nature,
availability to everywhere, and reliability. During power prediction from wind, we
mostly focus on the speed forecasting that must be accurate and with minimum pos-
sible error as power is highly dependent on speed. To overcome the above problems,
there will be requirement of such type of techniques that will provide prediction
result with highest possible accuracy. The share of different renewable sources in
India is shown in Table 1.

As there is remarkable growth in wind sector during last 5 years and result of
this now, India is on 4th rank in the world for power generation from wind. The
development of wind power year-wise is represented in Fig. 1.

In restructured/regulated electricity market, ISO tries to insure minimum possible
per unit cost of power generation through resolving problem related to unit commit-
ment, while in deregulated electricity markets, ISO tries to insure maximum social
welfare for producer and consumer. When wind power plant operates in isolated

Table 1 Share of renewable sources

Source Share (MW)

Wind 34614.16

Solar 24031.64

Small 4507.55

Biomass 8859.12

Total 72062.14
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Fig. 1 Yearly growth of wind power in India (MW)

state, it faces some problems such as variation in generation and frequency fluc-
tuations. So, combined working of renewable sources such as wind, photovoltaic,
and waste biomass may minimize above problems by taking situation of the power
imbalance problem [3]. The critical issue with wind is variable output due to contin-
uous varying speed and frequency variation [4]. Nowadays, many countries of the
world have certain regulated policies to overcome the problem of pollution effects
due to conventional methods of power production, insuring higher contribution of
renewable resources [5]. Current work is distributed into seven sections in which the
first section is introduction, the second gives the details of prediction technique, the
third section is about ANN working, the fourth section explains working of particle
swarm optimization, Sect. 5 discusses different error factors, Sect. 6 gives results,
and the last section is conclusion.

2 Wind Forecasting Methods

Forecasting is a method/process of predicting the future value with the help of past
as well as present data and trends analysis. Forecasting can be categorized into:.

2.1 Time-based
2.2 Historical data/weather data-based
2.3 Technique-based/model-based.

2.1 Timescales-Based Classification [6, 7]

Timescale-based wind energy forecasting with duration and different application
fields is shown in Table 2.
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Table 2 Classification based on timescale

Type Time slot Application

Ultra-short-term forecasting Below 1 h Electricity price clearing, grid
operation

Short-term forecasting 1 h to day ahead Load planning, operational
security

Medium-term forecasting Day ahead to 1 week Unit commitment, reserve
decision

Long-term forecasting Monthly to yearly or above Maintenance, design, feasibility
analysis

2.2 Historical Data-Based Forecasting

Historical-based classification further is categorized into two types: first is statistical,
and second is learning. Statistical technique will try to convert the dependency of
current calculated value in the form of preset time series value of past year’s value.
During short-term forecasting, statistical can be better, but main drawback with this
is that as we increase time interval, there will be increment in error [8–13]. Historical
forecasting is further divided as represented in Fig. 2.

At present, researchers use many methods/techniques in the field of wind power
forecasting like ARIMA, persistence, statistical, ARMAmodel, NWP, and soft com-
puting method (ANN, SVM, fuzzy, SVR). Different techniques are suitable for dif-
ferent time slots such that some technique is more favorable for long-term, while
others are more suitable for short- and medium-term forecasting.

3 Artificial Neural Network (ANN)

Initially, neural network was mainly applied for the prediction of electricity load and
price in deregulated market, but now it is used in the field of forecasting of wind
parameters to improve its reliability into smart grid [14]. Although neural network
has capability to minimize the variables during training process that will save com-
putation time [15]. For time series data estimation that involves the different param-
eters, ANN provides satisfactory response as compared to other methods. Efficiency
of ANN can be improved by involving nonlinear autoregressive exogenous model
(NARX) during modeling phase, as it takes the present value of exogenous input to
reflect the relation with past value; mathematically, basic NARX can be represented
as follows:

Pn = R(yt−1, yt−2, yt−3, . . . , nt , nt−1, nt−2, nt−3, . . .) + et (1)
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Fig. 2 Classification based on historical data

y is variable of interest, n represent determination variable, and et indicate error.
Multilayer ANN structure shown in Fig. 3 involves inputs layer and hidden layer
corresponding to output. Network can be represented by the following expression:

(K , t) = (
K (1), t (1), K (2), t (2)

)
(2)

K (1)
mn is associated weight of unit n in layer l, to the unit m in layer m + 1. This

multilayer structure uses past value of input variables to predict the future value.

4 Particle Swarm Optimization (PSO)

Generally, particle swarm optimization (PSO) is used to maximize/minimize a prob-
lem that is unconstrained type to evaluate k* such that f (k*)≤ f (k) for all real vectors
k, objective function of PSO can be represented by f: Rd → R that is some time also
known as PSO fitness function. PSO is intelligence heuristic method and mostly
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Fig. 3 Multilayer neural network structure

inspired by behavior of bird flocks. Like GA, PSO is also population-based method;
different states of its algorithm are represented via population that will try to find
out suitable termination point through step-by-step modification. In PSO, population
may be represented by P = {p1, p2, p3, …, pn} and most feasible result represents
the swarm, where p1, …, pn are particles of feasible solutions. The PSO method
observes the “space” where particles can move in group and provide best possible
solutions. Figure 4 represents the working of PSO.

5 Error Parameters Estimation

The performance of any prediction technique/model is decided by the estimation
of its error parameters such as mean absolute error, bias error, root mean square
error, and MAPE. The above indicating error parameters are represented in Eqs. 3,
4, and 5.

(i) RSME can be calculated as

RSME =
√√√√ 1

N

n∑

j=1

(pmj − pcj )2 (3)
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Fig. 4 Working of PSO

(ii) MBE can be calculated as

MBE = 1

N

n∑

j=1

(
pmj − pcj

)
(4)

(iii) MAE can be calculated as

MAE = 1

N

n∑

j=1

∣
∣(Pmj − Pcj )

∣
∣ (5)

where Pmj is jth actual power, Pcj is jth predicted power, and n is the howmany
times observation is taken.

6 Results and Discussion

The corresponding MAPE for wind speed and wind power of all three methods is
shown in Tables 3 and 4 (Fig. 5).
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Table 3 MAPE (%) wind
speed

Method Prediction time
(hourly)

Prediction time (day
ahead)

ANN 8.28 9.67

ANN-SVM 6.46 7.36

PSO-ANN 5.33 6.28

Table 4 MAPE (%) wind
power

Method Prediction time
(hourly)

Prediction time (day
ahead)

ANN 9.18 10.17

ANN-SVM 7.89 8.12

PSO-ANN 6.18 6.81

Fo
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or

Number of samples ( interval-5 minute)

Hourly Forecasted wind power Error

ANN

ANN-SVM

PSO-ANN

Fig. 5 Predicted wind power error

7 Conclusions

The results obtained from ANN, ANN-SVM, and PSO-ANN during short-term pre-
diction based on hourly and day ahead time slot are shown in Figs. 6, 7, and 8, and
the corresponding MAPE value of the above method is represented in Tables 3 and
4. By observing the graph and table, it is clear that short-term prediction of wind
speed and power with PSO-tuned ANN provides better result in terms of MAPE
and other error parameters as compared to other two methods, i.e., simple ANN and
SVM-tuned ANN, so PSO-tuned ANN is better than simple ANN and SVM-tuned
ANN method.
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A Comprehensive Review on Face
Recognition Methods and Factors
Affecting Facial Recognition Accuracy

Shahina Anwarul and Susheela Dahiya

Abstract As of late, the need for biometric security framework is elevated for giving
safety and security against frauds, theft, and so on. Face recognition has gained a sig-
nificant position among all biometric-based systems. It can be used for authentication
and surveillance to prove the identity of a person and detect individuals, respectively.
In this paper, a point-by-point outline of some imperative existing strategies which
are accustomed to managing the issues of face recognition has been introduced along
with their face recognition accuracy and the factors responsible to degrade the per-
formance of the study. In the first section of this paper, different factors that degrade
the facial recognition accuracy have been investigated like aging, pose variation,
partial occlusion, illumination, facial expressions, and so on. While in the second
section, different techniques have been discussed that worked to mitigate the effect
of discussed factors.

Keywords Face detection · Face recognition · Biometric security framework ·
Authentication · Surveillance

1 Introduction

Face detection and recognition is one of the pivotal authentication systems based on
biometric which can be used for the authentication process as well as surveillance.
With the rapid increase in frauds day by day, face recognition is becoming a crucial
system for us. Various applications of an efficient face recognition system are foren-
sics, identification of criminals, surveillance, fraud exclusion, etc. A lot of research
has been done on both national and international levels, but even after continuous
research, a truly resilient and efficacious system is not available that can perform
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Fig. 1 Steps of face detection and recognition

well in both normal and real-time conditions. Facial recognition has always been
a very complex and challenging task. Its actual test lies in outlining an automated
framework which parallels the human capacity to perceive faces. Be that as it may,
there is confinement to the human capacity when it manages a lot of obscure appear-
ances. Consequently, a programmed automatic electronic framework with relatively
higher recognition accuracy and fast processing is required.

Face detection and recognition process consists of three steps in Fig. 1 [1]:

1. Face detection: To identify the faces in an image or video using landmark points
on the face like eyes, nose, mouth, etc.

2. Feature extraction: Alignment, normalization of the faces for better recognition
exactitude.

3. Face recognition: To recognize a particular person in an image or video by
matching with the database.

This paper is divided into five major sections. The first section gives the brief
introduction of face detection and recognition. In the second section, different factors
that degrade the facial recognition accuracy have been discussed. The third section
gives a brief introduction of methods involved in face detection and recognition
along with its importance. The next section gives a brief review of the algorithms
used till now for the appearance-based, feature-based, and hybrid method with their
recognition accuracy. Lastly, it concludes with the findings from this research.

2 Factors Affecting Face Recognition Accuracy

Face recognition from images and videos is a formidable task. A lot of research has
been done to achieve 100% precision, but still we are not getting satisfactory results
in view of the various factors confronting this framework. It has been found that the
factors that degrade the accuracy of the face recognition systems are: occlusion, low
resolution, noise, illumination, pose variation, expressions, aging, and plastic surgery
[2–4]. These factors can be classified into two categories: intrinsic and extrinsic
factors [2]. Intrinsic components incorporate the physical state of the human face
like aging, facial expression, plastic surgery, and so on, influencing the system, while
extrinsic factors are responsible to change the appearance of the face like occlusion,
low resolution, noise, illumination, and pose variation given in Fig. 2.
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Fig. 2 Categories of factors affecting face recognition accuracy

Fig. 3 Partial occlusion in the face [6]

2.1 Occlusion

Partial occlusion is one of the major challenges of face recognition. It would be
difficult to recognize a face if somepart of the face ismissing. For example, sunglasses
and specs can hide eyes, earrings and hairs can hide ears, scarfs can hide half face,
mustaches, and beard of boys can hide half of the face, and so on which can be shown
in Fig. 3. These factors can deteriorate the performance of the system. Different
approaches are being proposed by the researchers to overcome these problems [5].

2.2 Low Resolution

The pictures taken from surveillance video cameras comprise small faces; thus, its
resolution is low as shown in Fig. 4. To compare the low-resolution query image with
the high-resolution gallery image is a challenging task. Such a low-resolution picture
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Fig. 4 Frame from surveillance video. a video, b captured face [7]

comprises exceptionally constrained data as the greater part of the points of interest
are lost. This can drastically degrade the recognition rate. Distinctive methodologies
are being proposed by the researchers to tackle with this issue [5, 7].

2.3 Noise

Digital images are inclined to various types of noise. This noise leads to poor detection
and recognition accuracy. Noise can be introduced in images via different ways that
are dependent on image creation. The pre-handling is an imperative factor in the
general face detection and recognition framework [8]. Figure 5b illustrates the salt-
and-pepper noise present in an image.

Fig. 5 Noise in face image [8]
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Fig. 6 Effect of illumination
in face images [14]

2.4 Illumination

The variations in illumination can drastically degrade the performance of the face
recognition system. The reasons for these variations could be background light,
shadow, brightness, contrast, etc. The images taken in different lighting conditions
are shown in Fig. 6. Different approaches related to illumination are being discussed
in [9–14].

2.5 Pose Variation

Different pose distribution is also one of the major concerns of the face recognition
system. Frontal face reconstruction is required to match the profile face with the
gallery face [15]. This reconstruction is required because a database image consists
of frontal view and non-frontal profile face can generate faulty results. Different
approaches proposed by the researchers to convert the non-frontal face to frontal
face could increase the recognition accuracy [15, 16]. How pose variation degrades
the performance of the algorithm dramatically is being discussed by researchers in
the proposed approaches [11, 17]. Different pose distributions of an individual are
shown in Fig. 7.
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Fig. 7 Pose variations [18]

Fig. 8 Different facial expressions [3]

2.6 Expressions

With the help of facial expressions, we can express our feelings as shown in Fig. 8. It
changes the geometry of the face. A small variation in the face can create vagueness
for face recognition system. Facial expression is a rapid signal that is easily affected
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due to the contraction of muscles and changes the facial features like eyebrows,
cheeks, mouth, etc. Continuous research is being done for face recognition by taking
facial expression into consideration [9, 13].

2.7 Aging

Aging is one of the natural components affecting face recognition systems as it swings
to be a wreck for an algorithm. The face is a mix of skin tissues, facial muscles, and
bones. At the point, when muscles contract, they result in the twisting of facial
highlights. Be that as it may, maturing causes critical changes in facial appearances
of an individual, e.g., facial surface (wrinkles and so forth) and face shape with the
progression of time. The face recognition frameworks ought to be sufficiently skilled
in considering this requirement [13, 19, 20]. Different texture of faces of the same
person at different ages is given in Fig. 9.

Fig. 9 Aging variations [20]
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Fig. 10 Surgery effects [21]

2.8 Plastic Surgery

It is also a major concerned factor that affects the face recognition accuracy. Many
incidents happened that because of accidents, numerous people have experienced
plastic surgery and their faces will be unknown to the existing face recognition
framework. Mostly criminals adopt the idea of plastic surgery to bury their identity.
So, as discussed in [21], we need an identification system that is capable of recog-
nizing faces even after reconstructive surgery. The effect of plastic surgery is shown
in Fig. 10.

3 Classification of Face Recognition Methods

Face recognition methods can be classified into the following three categories [22]:

(i) Appearance-based Methods
(ii) Feature-based Matching Methods
(iii) Hybrid Methods

The classification of face recognition methods and the algorithms used in the
above-discussed methods is shown in Fig. 11.

3.1 Appearance-Based Methods

Appearance-based methods are also known as the holistic method where a whole
face is matched with the gallery face. The advantages offered by holistic approach
are:

(i) They concentrate on only limited regions or points of interest without destroy-
ing any of the information in images.

(ii) No knowledge of geometry and reflectance of faces is required.
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Fig. 11 Classification of face recognition algorithms

(iii) Recognition is simple as compared to other matching approaches.
(iv) Fast and easy to implement.

But, they are quite prone to the limitations caused by facial variations such as
illumination, pose, and expressions. Also, recognition accuracy is low in an uncon-
strained environment.

3.2 Feature-Based Matching Methods

In feature-basedmatchingmethods,matchingof probe facewith gallery face has done
using local features of the face like nose, eyes, and mouth. The location and local
statistics of the extracted features has fed into the structural classifier to recognize
the face.

In feature-based matching methods, recognition accuracy is better than
appearance-based approaches. However, high memory usage is required in these
methods and also a large amount of clean and labeled data for training.
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3.3 Hybrid Methods

Hybrid methods are a combination of both appearance-based methods and feature-
based matching methods. Both appearance-based and feature-based methods are
amalgamated to increase the recognition rate. However, this method is complex and
difficult to implement as it is the combination of both feature- and appearance-based
approaches.

4 A Review of Face Recognition Methods Used in Different
Studies

4.1 Appearance-Based Approaches

A lot of research has been done under this category. The main algorithms used for
thesemethods are SIFT algorithm [17], PCAalgorithm [10, 23–26], AdaBoost, LDA,
elastic bunch graph matching algorithms [24], Fisherface, and SVD techniques [25].

Khan et al. [23] proposed an automatic face recognition system. In the proposed
system, the PCA eigenface algorithm has been used for face recognition. Experi-
mental results demonstrate that the proposed approach achieved 86% recognition
accuracy in a constrained environment and 80% recognition accuracy in an uncon-
strained environment. The limitations of the proposed system are that it does not
provide better results for low-resolution videos and large pose variations [23].

In Chawla and Trivedi [24], a comparison between AdaBoost, PCA, LDA, and
elastic bunch graph matching algorithms for face recognition has been illustrated
with their drawbacks, benefits, success rate, and other factors. After the comparative
study, it has been found that PCA has the highest success rate (85–95%) but it is not
suitable for video datasets. All the discussed algorithms are suitable only for smaller
or simple databases.

Abdullah et al. [10] proposed an application of face recognition approach for
criminal detection. In the proposed method, principal component analysis has been
used to recognize the criminal faces. The results showed 80% recognition accuracy,
but a lot of testing is needed for the proposed work.

Dhameja et al. [25] used a combination of PCA, Fisherface, and SVD techniques
for face recognition. The proposed system was tested on AT&T face database and
achieved approximately 99.5% recognition rate by the leaving-one-out method and
93.92% by the hold-out method.

Kavitha and Mirnalinee [15] proposed an algorithm to frontalize the non-frontal
faces. Fitting, mirroring, and stretching operations are done to obtain the frontal
face. Experiments are done on FERET, HP, LFW, and PUB-FIG datasets to prove
the proposed approach reconstruction accuracy. The proposed approach can handle
only up to ±22.5° pose variation.
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In Gao and Jong [17], the authors proposed a face recognition algorithm which
is based on multiple virtual views and alignment error. In the proposed work, Lucas
Kanade algorithm and SIFT algorithm were used. FERET dataset has been used to
evaluate the performance of the proposed approach. The proposed approach reported
approximately 38% improvement in the performancewhen comparedwith the results
obtained from other face recognition algorithms. But the proposed approach can
handle only up to±60° pose distribution. Also, recognition accuracy is poor beyond
40°. Time complexity is high in comparison with other comparing algorithms.

The work proposed by Ahonen et al. [13] used Local binary pattern to represent
the face. Themethodwas applied on FERET dataset. The results showed that the pro-
posed approach achieved 97% accuracy for images with different facial expressions
but did not perform well for other factors [13].

In [2], a comparative research has been done by Sharif et al. [2] on different
approaches and applications of face recognition used till 2014. Different approaches
discussed in this paper are based on eigenface, Gabor wavelet, neural network, and
hidden Markov model. In this review paper, it has been concluded that (i) eigenface-
based methods work well only for frontal faces, (ii) Gabor wavelet-based methods
do not provide better recognition accuracy due to redundancy in Gabor filters, (iii)
neural network-based methods improve the recognition accuracy, but it requires a
large amount of time for the training purpose, (iv) support vector machine is slow in
classification, but in combination with other approaches it generates good results.

4.2 Feature-Based Approaches

The following algorithms such as face recognition through geometric features, elastic
bunch graph matching, hidden Markov model, convolutional neural networks, and
active appearance model are rooted in this classification [23].

Luo et al. [9] proposed unsupervised deep adaptation methods. They adopted
a deep unsupervised domain adaptation neural network. They explained that the
training dataset for supervised learning methods should be labeled and cleaned. The
study reported approximately 17% improvement in the performance when compared
with the results obtained from different face recognition algorithms. The method
was applied to GBU and FERET datasets. CASIA-Webface was used to train the
DCNN. But, the results presented were not sufficiently detailed for video datasets.
The proposed research focused only on different illumination, expression, and age.

The key thought of the study by Zhou and Lam [19] was to provide an age-
invariant face recognition model. The algorithm works on three steps: local feature
extraction, identity subspace, and feature fusion using canonical correlation analysis
(CCA) for facematching. Experimental resultswere conducted onFGNET,MORPH,
and CACD datasets to present the efficacy of the proposed approach. They achieved
approximately 51% improvement in recognition accuracy when applied on FGNET
dataset and 13% improvement on CACD and MORPH datasets.
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The paper authored by Gosavi et al. [27] dealt with the review of different fea-
ture extraction techniques. Different feature extraction approaches like geometric-
based feature extraction, appearance-based feature extraction, template-based fea-
ture extraction, and artificial neural networks for face recognition are reviewed in
this study. Among discussed approaches, template-based feature extraction provides
more recognition accuracy. Backpropagation neural network and convolutional neu-
ral network are more efficient than other feature extraction approaches based on
neural network. It has concluded that the discussed approaches were not as much as
efficient [27].

In the work proposed by Fu et al. [5], a deep learningmodel based on guided CNN
has been used for cross-resolution and occluded image recognition. The proposed
system consists of two sub-models: one is used as a guide which is already trained
with high-resolution images and the other is used as a learner for low-resolution input
images. CASIA-Webface dataset and LFW dataset were used for training and testing
purposes, respectively. This procedure accurately recognizes the cross-resolution
and partially occluded images. They achieved 9% improvement in case of cross-
resolution images and 4% improvement in case of partially occluded images. The
proposed approach requires a lot of training as for each image in the database; the
system needs to be trained for corresponding low-resolution image.

Bhavani et al. [28] used sparse representation technique for the recognition of
faces in a video. Viola–Jones algorithm was used to detect the faces in an image. All
the experiments have done on a real-time dataset. They achieved 75–80% recognition
accuracy. However, they can work only for frontal face images.

Kakkar and Sharma [29] provided an adequate face recognition system for crim-
inal identification by using Haar feature-based cascade classifier and local binary
pattern histogram. The drawback of their system is that it can recognize only frontal
faces [29].

The research done by Harsing et al. [30] proposed a new approach called entropy-
based volume SIFT (EV-SIFT) for the recognition of surgery faces. The system was
evaluated for the following surgeries: blepharoplasty, brow lift, liposhaving, malar
augmentation, mentoplasty, otoplasty, rhinoplasty, rhytidectomy, and skin peeling.
They achieved different recognition rate for the different types of plastic surgeries
[30].

The contemplation in the work proposed by Sameem et al. [31] was to provide
an efficient face detection and recognition system using Viola–Jones algorithm and
MSAC algorithm. To perform experiments, Graz 01 dataset was used. Recognition
accuracy of the proposed approach was compared with the approach proposed by
Hong et al. [32] and achieved a 10% improvement in the recognition rate. It has been
concluded that the proposed system is capable of handling images in an unconstrained
environment.

Gaikawad and Sonawane [33] provided a different perspective on face detection
and recognition from video surveillance. They have not implemented their approach
to evaluate the algorithm on the dataset. However, it has been accomplished that the
suggested method can cope with illumination, pose, shape, resolution, and plastic
surgery.
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Ding and Tao [34] proposed a framework based on convolutional neural networks
(CNN) to cope with the challenges/issues related to video-based face recognition.
Trunk-Branch Ensemble CNN (TBE-CNN) model has been used to confront the
pose and occlusion variations. Mean distance regularized triplet loss (MDR-TL)
function has been used to train TBE-CNN. The success of the proposed method was
evaluated not only on single dataset but also formultiple video datasets likeCOXface,
PaSC, and YouTube faces. They achieved approximately 95% recognition accuracy
on YouTube faces database, 96% recognition accuracy on PaSC dataset and 99.33%
accuracy for V2V, 98.96% for V2S, and 95.74% for S2V on COX database. In BTAS
2016VideoPersonRecognitionEvaluation, their approach acquired the first position.
The proposed approach efficiently handles the problems like blur, partial occlusion,
and poses variations.

Ding et al. [11] deduced a pose-invariant face recognition model by using multi-
task feature transformation learning scheme to train the transformation dictionary for
each patch. Experimental results showed that the proposed method achieved 100%
recognition accuracy for±44° yaw angle on CMU-PIE dataset, 98% accuracy for+
65° on FERET dataset, approximately 87.75% recognition accuracy for ±60° pose
angle with illumination on MULTI-PIE dataset, 98% recognition accuracy for±45°
pose angle with recording session onMULTI-PIE dataset, 91.78% accuracy on LFW
challenging dataset. It has been concluded that the proposed approach outperforms
single-task-based methods. They were the first to use multi-task learning in pose-
invariant face recognition.

In [35], Hu et al. investigated the reason for the promising performance of con-
volutional neural network in face recognition. They proposed 3 CNN architectures
of different sizes: CNN-S (Small), CNN-M (Medium), and CNN-L (Large). The
experimental results showed that the proposed approach is better than some exist-
ing approaches but also provides worse result than other existing state-of-the-art
approaches. In last, they concluded that network fusion can greatly enhance the per-
formance of face recognition systems. Metric learning is also responsible to boost
the face recognition accuracy.

Huang et al. [36] introduced a video database for face recognition called COX face
database. They showed the effectiveness of the introduced database in comparison
with other existing video datasets. They also proposed a point-to-set correlation
learning (PSCL) method to prove the face recognition accuracy on proposed COX
face database. Experimental results showed that the proposed approach achieves
higher accuracy in comparison with other existing approaches on COX database. In
last, it has been concluded that video-based face recognition is more complex when
compared to image-based face recognition. More efforts can be done to improve the
recognition accuracy of the proposed approach.

To authenticating the user for mobile payments, Wang et al. [12] have introduced
face recognition approach based on deep reinforcement learning with convolutional
neural networks.Theproposedmethodprovides 100%recognition accuracywhen the
gamma correction value is 1. In conclusion, the proposed approach outperforms other
existing CNN-based approaches. Q-table learning was incorporated in the presented
approach to fine-tune the previous model in different lighting conditions.
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4.3 Hybrid Approach

Hybrid approach is an amalgamation of both the appearance- and feature-based
methods.

Banerjee et al. [16] contended that deep learning techniques for facial recognition.
They also explained the question of whether to train the system for multiple poses
is beneficial or to frontalize the profile face is propitious. They also compared the
face recognition accuracy using their proposed frontalization algorithmwith existing
Hassner and Enbar [37] frontalization algorithm and simple 2D alignment (i.e., no
frontalization) on PaSC video dataset and CW image dataset. Viola–Jones algorithm
was used for face detection. Generic 3D face model was used to frontalize the profile
image. Image correction and postprocessing was done to obtain the final frontalized
image. They used a supervised learning approach for face recognition pipeline. CMU
multi-PIE dataset with the combination of different facial landmarking algorithms
was used to calculate the frontalization success rate. With the help of experimental
results, they concluded that all the discussed frontalization methods along with facial
landmarking algorithms experienced high failure rates beyond 40° yaw angle. It has
also been concluded that the usefulness of frontalization is dependent on the facial
recognition system used and may not always provide better results.

Fathima et al. [38] proposed a hybrid approach using Gabor wavelet and linear
discriminant analysis for face recognition. AT&T, MIT-India, and Faces94 datasets
are used to evaluate the recognition rate of the proposed approach. They achieved
88% recognition accuracy onAT&T, 88.125%onMIT-India, and 94.02%on Faces94
datasets. Results showed that the proposed approach provides better results in com-
parison with Gabor and efficient for the unconstrained environment.

In [39], Lei et al. [39] proposed an efficacious face detection system. The system
works in two phases: detection phase and the recognition phase. In the detection
phase, they used modest AdaBoost algorithm that maintains a low computational
cost. Improved independent component analysis approach was used in the recog-
nition phase. Hausdorff distance was used in the recognition phase to calculate the
similarity measure between the face and other objects present in an image. An exper-
iment has done on CMU-MIT face database to evaluate the detection rate of the
algorithm. Experimental results showed that the proposed approach provides bet-
ter detection rate in comparison with other existing face detection algorithms. The
proposed approach can be used for other object detection and recognition tasks.

Research gaps of some of the above-discussed approaches are listed in Table 1.
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5 Conclusion

After two decades of continuous research, it has been observed that a lot of research
is going on in face detection and recognition area but still we are not getting satis-
factory recognition accuracy and results. The classifications are broadly classified
on appearance-based approaches, feature-based approaches, and hybrid approaches.
All the approaches have their own advantages and disadvantages depending upon
their area of application and datasets used.

Appearance-based methods do not provide better results for low-resolution video
and pose variation. The method in which a supervised learning approach is used
provides satisfactory results, but it requires a large amount of clean and labeled
training data to train the system for the recognition stage.

Most of the methods do not perform well for non-frontal faces, i.e., faces with
different pose distribution. In addition, the factors such as aging, occlusion, and
plastic surgery also affect the recognition accuracy of the system.

After the literature review, it has been concluded that despite continuous research,
an efficient face recognition system is required that can perform well in constrained
as well as the unconstrained environment.
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26. Baykara, M., Daş, R.: Real time face recognition and tracking system. In: International Con-
ference on Electronics, Computer and Computation, pp. 159–163 (2013)

27. Gosavi, V.R., Sable, G.S., Deshmane, A.K.: Evaluation of feature extraction techniques using
neural network as a classifier: a comparative review for face recognition. Int. J. Sci. Res. Sci.
Technol. 4(2), 1082–1091 (2018)

28. Bhavani, K., et al.: Real time face detection and recognition in video surveillance. Int. Res. J.
Eng. Technol. 4(6), 1562–1565 (2017)

29. Kakkar, P., Sharma, V.: Criminal identification system using face detection and recognition.
Int. J. Adv. Res. Comput. Commun. Eng. 7(3), 238–243 (2018)

30. Harsing, A., Talbar, S.N., Amarsing, H.: Recognition of plastic surgery faces and the surgery
types: an approach with entropy based scale invariant features. J. King Saud Univ. Comput.
Inf. Sci. 1–7 (2017)

31. Sameem,M.S.I., Qasim, T., Bakhat, K.: Real time recognition of human faces. In: International
Conference on Open Source Systems & Technologies, pp. 62–65 (2016)

32. Hong,Y., Li, Q., Jiang, J., Tu, Z.: Learning amixture of sparse distancemetrics for classification
and dimensionality reduction. In: IEEE International Conference onComputerVision, pp. 906–
913 (2011)

33. Gaikawad, P.A.D., Sonawane, P.P.D.: An efficient video surveillance system using video based
face recognition on real world data. Int. J. Sci. Eng. Technol. Res. 5(4), 1245–1250 (2016)

34. Ding, C., Tao, D.: Trunk-branch ensemble convolutional neural networks for video-based face
recognition. IEEE Trans. Pattern Anal. Mach. Intell. 40(4), 1002–1014 (2018)



514 S. Anwarul and S. Dahiya

35. Hu, G., et al.: When face recognition meets with deep learning: an evaluation of convolutional
neural networks for face recognition. In: IEEE International Conference on Computer Vision
Workshops, pp. 384–392 (2015)

36. Huang, Z., et al.: A benchmark and comparative study of video-based face recognition on COX
face database. IEEE Trans. Image Process. 24(12), 5967–5981 (2015)

37. Hassner, T., Enbar, R.: Effective face frontalization in unconstrained images. In: IEEE Confer-
ence on Computer Vision and Pattern Recognition, pp. 4295–4304 (2015)

38. Fathima, A.A., Ajitha, S., Vaidehi, V., Hemalatha, M., Karthigaiveni, R., Kumar, R.: Hybrid
approach for face recognition combining gabor wavelet and linear discriminant analysis.
In: IEEE International Conference on Computer Graphics, Vision and Information Security,
pp. 220–225 (2015)

39. Lei, Z., Wang, C., Wang, Q., Huang, Y.: Real-time face detection and recognition for video
surveillance applications. In: 2009 World Congress on Computer Science and Information
Engineering Real-time, pp. 168–172 (2009)



Detection of Eye Ailments Using
Segmentation of Blood Vessels from Eye
Fundus Image

Parul Datta, Shalli Rani and Deepika Koundal

Abstract Eyes are vital part of the body which can be affected by many diseases
that lead to vision loss. Glaucoma is one such eye disease that may cause vision
loss. There are multiple reasons for vision loss which may be due to the appear-
ance of unwanted blood vessels that can be caused by high level of glucose in the
blood composition. This abnormal growth or change in behavior of the blood vessels
represents underlying indicators of problems associated with eye diseases such as
diabetic retinopathy. Hence, early detection of eye ailments can be expedited with
the help of various image processing technologies. The first step after image acqui-
sition is the processing of images to extract features that exactly match the disease
under observation. This paper attempts to evaluate the blood vessels using different
segmentation algorithms and introduce an improved version of the vessel algorithm.
The evaluation of segmentation approaches shows that Otsu clustering algorithm is
performing best as compared to other state-of-the-art techniques using eye fundus
images.

Keywords Fundus images · Blood vessel segmentation · Diabetic retinopathy ·
Convolution filters

1 Introduction

Glaucoma is a group of eye diseases that are caused due to many reasons. When the
optic nerve is damaged due to increased pressure, infection, blocked blood vessels,

P. Datta (B) · D. Koundal
Chitkara University School of Engineering and Technology, Chitkara University, Solan, Himachal
Pradesh, India
e-mail: parul.datta@chitkarauniversity.edu.in

D. Koundal
e-mail: deepika.koundal@chitkarauniversity.edu.in

S. Rani
Chitkara University Institute of Engineering and Technology, Chitkara University, Rajpura,
Punjab, India
e-mail: shalli.rani@chitkara.edu.in

© Springer Nature Switzerland AG 2020
P. K. Singh et al. (eds.), Proceedings of ICRIC 2019, Lecture Notes
in Electrical Engineering 597, https://doi.org/10.1007/978-3-030-29407-6_37

515

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29407-6_37&domain=pdf
mailto:parul.datta@chitkarauniversity.edu.in
mailto:deepika.koundal@chitkarauniversity.edu.in
mailto:shalli.rani@chitkara.edu.in
https://doi.org/10.1007/978-3-030-29407-6_37


516 P. Datta et al.

inflammation, or injury in the eyes, it leads to this condition. Correlation between the
diabetic condition and glaucoma has been widely found around the world. Subjects
with diabetic condition are twice likely to develop glaucoma as compared to the per-
son who is not suffering from diabetic condition [1]. It is estimated that more than
3 million people living in USA are affected from glaucoma and in India 1.2 million
people are suffering from this eye condition. Another medical condition due to dia-
betes (type 1 and type 2) which may happen is called diabetic retinopathy (DR). The
symptoms include blurring of vision, having spots/floaters while watching around.
In many cases, the subject can feel dark area/empty areas while observing around
their surroundings [2, 3]. The DR can be classified into two groups. The first one
is called the non-proliferative diabetic retinopathy and second one is proliferative
diabetic retinopathy. In the first case, the blood vessels do not grow and get dam-
aged. And in the second case, the blood vessels overgrow abnormally [4–6]. All
these conditions can lead to complications that include vitreous hemorrhage, retinal
detachment, glaucoma, and full blindness. Hence, paying attention to the changes
in eye sighting is important. If someone is a smoker or is suffering from high glu-
cose/high blood pressure, getting screened once a year is recommended. There are
different types of modalities which are commonly used for detecting eye diseases
such as optic coherence tomography (OCT) and fundus photography.

OCT is a noninvasive way to examine eye diseases [7, 8]. This method of exami-
nation uses light waves to take cross-sectional images of the retina. The images can
be analyzed for detecting glaucoma, cataracts, bleeding in vitreous, retina diabetic,
age-related eye complications, macular edema, and many more. The technology has
undergone many changes since it was first applied to taking cross-sectional images
of the retina. The resolution of the images taken by the system has improved due to
the introduction of broadband light sources. It has also given birth to the development
of portable probes that aid the doctors in their workflow. The use of dyes has made
the process more easy, accurate, and useful for detecting foreign particles in the eyes
as the images generated have more detail. Technically, the ophthalmic procedures
follow a protocol to getting accurate ‘region’ of an eye for a specific eye ailment. For
example, usually, the most common scanning protocol followed in the detection of
glaucoma imaging includes the scan size of 3.4 mm around the optic nerve head and
six equally spaced radial scans through the macula (6 mm) and optic nerve (4 mm)
[9]. Based on the protocols, the images are generated for the detection of glaucoma.
Similarly, other modalities of the eyes are examined based on the image scanning
protocols [10]. OCT became obsolete with time and hence was replaced by fundus
photography.

Fundus photography is a branch of photography that focuses on the images of
the eyes [11, 12]. This branch of photography can help ophthalmic telemedicine
[5] become more powerful. This camera helps to document the retina, the tissues
in the eye, and the neurosensory veins and capillaries in the eye. It is performed
with the help of many light color filters such as red, blue, or special colored dyes
(fluorescein, indocyanine green) [13–16]. In a real sense, these devices are a kind of
digital microscope that is attached to a digital camera that has some prefigured filters
to maximize the capturing of eye retina. These digital microscopes are extremely
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helpful in the diabetic screening process, and now, with the advent of the many wire-
less technologies, these microscopes can now be remotely controlled using Internet
connectivity.

Themicroscope provides the magnification and focuses on eyes at a specific angle
(typically 30°) [17, 18], while the camera produces a chance to capture the eye retina
at 2.5 times the normal size of the retina. This makes the screening process easy for
evaluation. This camera, if equipped with a wide-angle lens, helps to produce high-
quality images. These images are normally captured after the dilation of the eyes,
and the quality of images depends on the technical mastery of the person operating
the camera equipment. In this process, the images may suffer from defects such
as blurred focus, white color imbalance, improper exposure, noise, and significant
unwanted artifacts. The alignment of the stereo images and problems related to lens
correction and aberration may be required to be rectified before the images screening
can really happen. Typically, a diseased condition in the eyes can be classified into
four types:

1. Blood Vessels: Blood vessels are tube-shaped canals that help the body to cir-
culate the blood fluid to and from all organs of the body. These tube structures
are divided into four categories which include arteries, veins, capillaries, and
sinusoids. The vessels that take away blood from the heart are called arteries and
their branches are called arterioles. The canals that bring blood back to the heart
are called veins and its branching is called veins. The capillaries make the bridges
between the arteries and veins. The working of sinusoids is similar to capillaries
but they present only in liver, spleen, and bone marrow, whereas the capillaries
are not. The formation of unwanted blood vessels can lead to eye complications.
Images of an unhealthy eye will show the formation of unwanted blood vessels.
Just like an expert, the image processing algorithms have the ability to spot, mark,
and segment such healthy growth of blood vessels. In this paper, we review the
segmentation method that would be best suited for blood vessel segmentation.

2. Exudates: Development of irregular and bright color spots in the eyes is an
indicator of eye ailments. These need to be segmented and analyzed by the
automated systems for detection of the specific eye diastasis.

3. Hemorrhages: Chunks of blood appearing as red blobs. Visually, it can be under-
stood as a high degree of eye redness. The condition may be conjunctiva or glau-
coma. For constructing a computerized system, the first step is to segment such
red blobs.

4. Microaneurysm: Blood filled bulges in the artery walls of the eyes. It is a kind
of swelling that needs to be segmented for the construction of an automated
algorithm for its detection.

Rest of the paper is organized as follows: Sect. 2 presents image processing in
blood vessel segmentation. Section 3 gives the literature review. Section 4 highlights
the current gaps and challenges being faced. Section5gives thematerials andmethods
being used in this paper. Section 6 shows the segmentation results and analysis.
Finally, Sect. 7 concludes the paper with conclusion and future scope.
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2 Image Processing in Blood Vessel Segmentation

This section gives an overview of the image processing operations, methods, and
algorithms that help to build datasets, repositories to automate the process of remote
telemedicine in eye care. The medical condition of the eyes may be glaucoma,
cataract, diabetic retinopathy, macular degeneration, astigmatism, or any other type
of eye complications. But, it is clear from the study of procedures, methods, and
medical protocols that each eye ailment requires a specific type of diagnostic work-
flow. The block diagram shown in Fig. 1 gives generic flow of information on how
by tracking the changes in blood vessels can lead to the diagnoses of eye ailments.

The normality test defines the normal shapes, thickness, size, and color texture
properties of the blood vessels for a normal or the healthy subject. Any deviation
from the standard deviation can lead to diagnoses of eye problems. Hence, in clinical
examinations, automatic image segmentation of the blood vessels aids in measuring
the damage done by the disease condition on the eye. This helps to delineate patho-
logical regions in the eye and help in image-guided support to overcome the eye
complications and medical conditions. Accurate segmentation of the blood vessels
can be used to obtain quantitative information on the physiological changes in the
eyes. The procedure typically followed in the image-guided support is as shown in
Fig. 1. All the images are required to undergo the image preprocessing operation
so that problems related to over/under focus and noise are handled properly. The
next step is to get all the regions that represent the blood vessels. Last but not least,
the shape, thinness, and texture of the blood vessels are analyzed for diagnosing the
health of the blood vessels. If there is deviation from the normal pattern of growth in
terms of thickness, shape, and texture of the vessels (arteries and veins), the normal-
ity test will fail and the subject is said to suffer from some medical condition. The
health of the blood vessels in the eyes depends upon many factors. Typically, when
a person is under some stress due to a disease in the eyes, the blood vessels undergo
morphological, color, and textural changes. These changes (features/characteristics
of diseases condition) can be captured using imagery hardware and software, and
later on, subjected tomachine learning and optimization algorithms to almost replace
the examination process done these days manually. Significant work can read from

Read Retina Fundus Image  

Image Preprocessing Operations   
Blood Vessel Segmentation  

Blood Vessel Shape  Blood Vessel Thickness  Blood Vessel Texture   
Blood Vessel Normality Test

Fig. 1 Eye normality test
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the contemporary literature on the use of neural networks, support vector kernels,
regression-based algorithms, and trees for supervised classification of health and
unhealthy eyes. Most of the research work is focused on fine-tuning these exist-
ing algorithms. This forces to dwell on the evaluations of the previous algorithms
before constructing new systems of diagnoses, detection, and facilities on medical
modalities. Moreover, the experience shared by many researchers shows that the
configuration and tuning of machine learning algorithms are a tiresome yet critical
undertaking, as the performance of an algorithm can be dependent on the optimal
configurations of hyperparameters. This can be done by initiating explorative studies
on performance and optimization of the algorithms with new datasets. These explo-
rative evaluation studies of an algorithm can be manual or automatic in nature to
fine-tune the parameters of the optimization and machine learning algorithms. In the
context of detecting eye complicationswith features of blood vessels, the prerequisite
is to have high-quality image dataset of eye areas having blood vessels demarcated
or segmented.

3 Literature Review

A medical examination of the retina images shows that fundus eye image will have
arteries as well as veins. The image will have the optic nerve and a disk. Other
than this, eye may have exudates and watery tissues. The person might be suffering
from single or multiple ailments or he/she may be at different stages of eye diseases.
As mentioned earlier, the expertise in handling the camera also matters in terms of
clarity, quality, resolution, and number of artifacts in the images. Due to all these
factors, it is amply clear that to segment each type of region of interest (ROI) (optic
nerve, optic disk [19, 20], blood veins, blood vessels, exudates [21], noise, artificial
camera artifacts, etc. [22]), there is a need to employ multiple types of segmentation
approaches, algorithms, and methods to extract the blood vessels. The survey of the
available dataset for blood vessel segmentation shows that most of the images, when
acquired by the fundus cameras, are quite big (typically 3000× 2000 pixels) in size
and need to be downsampled or resized with the loss of information from the images.
By doing cropping, the borders and other unwanted regions are removed. It is, in
fact, a way of rescaling the images to suit the purpose. The authors in [23] subject the
fundus image to color balance, contrast adjustments, and brightness adjustments [20]
to improve the chance of getting accurate segmentation results. In current literature,
artificial padding around the mask has also been used as preprocessing step [23].

Pieces of evidence come up of authors [24–27] constructing several filters and
image processing pipelines to extract features that too manually. This is attributed to
the fact that it required a lot of elimination and removal of many objects to finally
extract the blood vessels. Symmetric, as well as asymmetric, filters have been used
as a precursor to run the thresholding methods to get the blood vessels of the eyes.



520 P. Datta et al.

Adaptive thresholding [22] and local entropy [28] have been frequently used as
helping procedures to get the blood vessels. The author has used the concept of
‘tracing lines’ [29, 30] to find the vessels. This method is similar to the procedure of
skeletonization.

The authors in [31] have used the concepts from differential geometry to get the
segments of vessels from eye images. In such an approach, it is defined that the two
‘principal curvatures’ [31] at a given point of a surface are the eigenvalues. As the
blood vessels branch out and form its shapes, the concepts from differential geometry
become helpful in the location of the blood vessels. The authors have claimed that
the curvelet-based edge detection can be used with good results for the extraction
of blood vessels. Cellular Potts models have been extensively used for modeling
cellular networks in biomedicine. The current literature gives knowledge of the use
of this automata theory [32] and Potts modeling for understanding blood and cell
vessels morphology. This approach helps to understand the shape of the cells and
mathematical models to understand the ‘morphogenesis’ of cells, which means the
behavior of cells in terms of shape and pattern as they grow or die. This is extremely
important for detecting unnatural growth of blood vessels in the eyes. Edge detection
methods such as Canny and Sobel have been ignored in favor of Kirsch operator [33]
method for segmenting the blood vessel boundaries. It was also found that Sobel and
Canny also do not performwell when comparedwith top-hat transformationmethods
of image extraction [27]. White top-hat approach defines the difference between the
opening structural element (shape fits or misses the shapes in the image) and the
input image. In case of black top-hat transformation approach, there is a comparison
between the closing operations. It appears that authors have ignored the output given
by the edge detection algorithms such as pewit, Canny, and Sobel and have work in
the favor of using kirsch’s template concept for building the boundaries and edges of
the blood vessels. But, the authors [24, 34, 35] have usedmorphological mathematics
to segment the vessels. Morphological operations such as open, closing, and dilating
have been used alongwith the pipeline of filters and thresholdingmethods. Clustering
algorithms such as ISODATA, fuzzy [19], and k-means that help in thresholding have
also been used to get prominent blood vessels. Random field models have been used
by authors [36, 37] for extracting blood vessels with good success ratio. The health
of the vascular network of the eyes is most important for the person to remain mobile
and independent in life. An unwanted growth or thickening of the blood veins is not
a good sign of health. To overcome this challenge, the authors in [38] have used the
convolution networks and deep learning approach to extract the blood vessel health
extract. Machine learning algorithms are also used to automatically differentiate
between the artery and veins.

Publically available dataset includes DRIVE [24], STARE [24, 39], DIARETDB1
[39–42] CHASE DB1 [43], Kaggle retinopathy dataset [44], and HRF [45]. All of
these datasets have been made to promote collaborative research work in relation
to eye-related diseases. These datasets have high-quality images that can be used
to construct machine learning algorithms. These image sets also contain the images
marked by the experts based on which the ground truth can be validated. Neural
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networks [35, 38, 46, 47] and deep learning algorithms [48–50] also find a place in
the current literature related to the automation of the eye malfunction detection.

4 Current Gaps and Challenges

1. Feature Separation: Separation of medically relevant blood vessels from other
parts (boundaries of the eyemorphology) for eye disease detection is a challenge.
The pixel intensity and color variation values are most important features that
can help to distinguish the blood vessels from the boundaries and tissues of eyes,
but at the same time, these features make difficult to separate the blood vessels
due to tight range values.

2. Quality of Images: To improve the quality of eye images, the scan time of ‘region
of interest’ needs to be optimal to acquire medical grade quality of images. Due
to the small scanning time, the quality of the images sometimes is not good.
Second, the expertise level of the person taking images also impacts the quality
of the images.

3. Under- or Over-Focused Images: To compensate for the artifacts and noise for
quality improvement, an application smoothing can lead to loss of details in the
images and ultimately may lead to reduced fidelity of the image.

The previous algorithms have been using a pipeline of filters for identifying the
intersections of the blood vessels in the retina and then applying multi-range global
thresholding algorithms to collect the ROI, that is, blood vessels. Application of
edge detection mask templates sometimes misses certain blood vessel boundaries
due to a sensitivity of noise and artifacts in the fundus image. Then, overgrowth of
blood vessels leads to different orientations of lines due to which the segmentation
algorithms miss edges. This is true especially in cases where the pixel value being
supported is of the small range. In such cases, a convolution matrix such as Sobel
and Canny may lead to better detection of blood vessels in combination with the
adaptive thresholding methods. Application of contrast stretching algorithm may
help to increase the gradient between the soft and hard edges and consequently
help in better blood vessel segmentation. The issue is which combination of filter
and thresholding method(s) will produce medical grade segmentation of the blood
vessels.

5 Materials and Methods

This work entails to automatic analysis of the eyes; this section gives information on
the algorithm used for segmenting the blood vessels. This section gives information
about the details of the image segmentation algorithm that has been developed to
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Fig. 2 Logical flow of segmentation

improve the previousmethods of extraction of the blood vessels. The implementation
of the process can be understood from the block diagram in Fig. 2.

5.1 Dataset

For this research work, DRIVE [24] dataset has been used. The dataset contains
images obtained from the retinopathy screening in the Netherlands. The 400 subjects
are between the age of 25 and 90 years. The images were acquired. The camera
equipment used for collecting the data used was Canon CR5 non-mydriatic 3CCD
camera [2]. All the image items in the database have been used in real life for clinical
diagnoses. The identity of the subject’s information has been anonymized to obey
the conventions and rules of privacy. Figure 2 shows segmentation flow.

Step 1:
The input to the segmentation process includes the eye fundus images, array of
gradient filters, array of the global thresholding algorithm functions and constant
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threshold values. The detection of the blood vessels depends on how accurately we
can compute the gradients or the image derivative of various segments that make the
complete image.

Step 2:
The value of a rate of pixel intensity change gives an opportunity to detect boundaries
and edge of the objects in the images. By converting the image color model to
CIELAB color space, the gradient becomes more prominent. This is done in Step
2. But, due to addition of unwanted artifacts and noise, the image derivative change
abruptly leads to detection of false edges or segments of images. Therefore, after the
preprocessing steps such as denoising, there is a need to compute the pixel intensity
difference based on forward, backward, and central differences from a reference
point. This is done by using image 2D convolution filters (Step 5) including Prewitt,
Laplacian of Gaussian (LoG), Laplacian, Sobel, and mean filters. Table 1 provides
information on the filter attributes used in this researchwork. All of these convolution
kernels based on the concept of derivative filtering help to detect the areas of change
in the images.

Step 3:
The third step is to construct the algorithm in such a manner that the image process
does not consume too much of computational and storage resources. For this, each

Table 1 Properties of gradient convolution filters

S. no Convolution
gradient
Kernel

Size Filter attributes/Kernel
approximation matrix

Descriptions

1 Prewitt
[52]

3 × 3 Gx = [+1 0 −1; +1 0 −1; +1 0
1] (X-direction)
Gy = [+1 +1 +1; 0 0 0; −1 −1
−1] (Y-direction)

Horizontal edge emphasizing
filter

2 LoG filter
[51, 33]

5 × 5 [0 0 −1 0 0
0 1 −2 1 0
1 2 −16 2 1
0 1 2 1 0
0 0 1 0 0]

Laplacian of Gaussian [53]
filter. Since the derivative of
image is very sensitive to the
noise and artifacts, it is
preferred to smooth the image
by using Gaussian filter

3 Laplacian
filter

3 × 3 [0 1 0
1 −4 1
0 1 0]

Approximates the
two-dimensional Laplacian
operator [53]

4 Low-pass
Gaussian
filter

3 × 3 Sigma = 0.1 Gaussian low-pass filter [54]

5 Sobel 3 × 3 Gx = [−1 0 1; −2 0 2; −1 0 1]
Gy = [−1 −2 −1; 0 0 0; 1 2 1]

Horizontal edge emphasizing
filter

6 Mean 9 × 9 ones(n(1),n(2))/(n(1)*n(2)) Based on the average
intensity of the image
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image is subjected to the principal component analysis (PCA)mathematics to extract
the coefficients. But, before this step, the color model of the image matrix is changed
to get better approximation of pixel intensities for segmentations. This helps to
transform each image into an invariant matrix and reduces its digital size. The steps
involved in running the principal component analysis are as follows:

(1) Compute the covariance of image matrix ‘I i’.
(2) Sort the computed eigenvectors and respective values in decreasing order.
(3) Select first ‘k’ eigen to construct newmatrixwith ‘k’ dimensions. This step helps

to identify the principal directions of variations between the image matrix.
(4) Run transformation on the original image ‘n’ dimension into new ‘k’ dimen-

sions.

Step 4 and Step 5 are contrast enhancement and application of filters as briefly
discussed above.

Step 6:
In this step, global thresholding methods are applied to collect and group the pixels
that have an intensity greater than the level or threshold found by the automatic
thresholding methods. This step also includes removal of the pixels that are too
small to be considered as blood vessels. These two types of methods were compared
viz, ISODATA and Otsu. The Otsu method of clustering is based on the principals
of reducing interclass variation. The ISODATA method of pixel clustering is based
on splitting and merging groups based on the standard deviation. Following are
the results of these methods with various combinations of edge derivatives/kernels
mentioned in Table 1.

Step 7:
Elimination of the background pixels (filtered image ‘JF’ generated using filters
mentioned in Table 1) to arrive at the intensity values to match the blood vessels
intensity. This is done with the help of set theory using the subtraction method:

Ii = JFi − Ji (1)

where JFi is the filter-generated image matrix containing blood vessel pixels, J is
the image matrix with maximized (stretched) contrast.

Last but not least, the resultant image is subjected to mathematical operation of
complement to obtain the final segmented image.

6 Segmentation Results and Analysis

It is apparent from the visual inspection that segmentation done by the Otsu method
of global thresholding in combination with the mean filter seems to be the best out
of all the combinations evaluated. The blood vessels are more distinct, and there is
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clarity of the shapes of the blood vessels. Clearly, the gradient Prewitt, Laplacian, and
LoG convolution masks do not perform well to get the correct ROI. This is evident
from the below images.

Figure 3 shows results of segmentation algorithms applied to the images.
Figure 3c, f shows visually that blood vessels are prominent and have been prop-
erly segmented. It appears that the Laplacian, LoG, and Sobel filters in combination
with Otsu and ISODATA do not produce appropriate markings to extract the blood
vessels. The Sobel (Fig. 3h) operator is unable to smooth out the image data, and
consequently, the Otsu and ISODATA methods fail to group the pixels. In case of
Laplacian and LoG filters, the segmentation fails miserably. This may be attributed
to the fact that second-order derivate of the special space is unable to detect region
of rapid changes in gradient of the image. An independent application of Gaussian
smoothing as shown in Fig. 3b produces better output in combination with Otsu. The
output of the mean filter in combination with the ISODATA or Otsu is producing
good quality of segmentation. It seems that mean/average filter is able to reduce the
noise and smooth image better as compared to the other filters. Due to this fact, the
image (Fig. 3c) is rendered with better segmentation output.

Figure 4 shows results of segmentation algorithms applied to the images that have
right angle. These results are similar to the results we got in case of left angle images
as shown in Fig. 3. It seems that the type of noise handled by the mean/average filter
is better as compared to the other filters. It is apparent that there are rare pixel values
that are unrepresentative in nature in these images. And mean filter did not require
interpolating new pixels on the edge. If this would have had happened, the edges
would have been blurred leading to blurry blood vessels in appearance.

Fig. 3 Left angle segment results. a Original image, b Gaussian, c ISODATA and mean, d Lapla-
cian, e LoG, f Otsu and mean, g Prewitt, h Sobel
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Fig. 4 Right angle segment results. a Original image, bGaussian, cmean and ISODATA, d Lapla-
cian, e LoG, f Otsu and mean, g Prewitt, h Sobel

Figure 5 shows that Prewitt (Fig. 5g), LoG (Fig. 5e), and Laplacian filters (Fig. 5d)
do not work in combination with any of the thresholding methods. The output of the
Sobel in combination with the Otsu produces unsatisfactory results. All this can be
attributed to the fact that these filters are computing gradient close to zero because
of which the image loses all its bright pixels. In case of mean/average filter, which
acts like a low-frequency filter, produces low-quality segmentation when it is run
in combination with ISODATA. The reason is that it is overdoing interpolation to

Fig. 5 Front angle segment results. a Original image, bGaussian, cmean and ISODATA, d Lapla-
cian, e LoG, f Otsu and mean, g Prewitt, h Sobel
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Fig. 6 Left angle segment results. a Original image, b Gaussian and ISODATA, c ISODATA and
mean, d Laplacian and ISODATA, e LoG and Otsu, f Otsu and mean, g Prewitt and Otsu, h Sobel
and Otsu

compute the blood vessels and pixels get grouped that way. The combination of
Gaussian filter (Fig. 5b) and ISODATA and the combination of Sobel (Fig. 5h) and
Otsu give comparable output. It can be, however, noted that the best combination
here is Otsu with mean filter (Fig. 5f) with size of 9 × 9 grid.

It can also be observed from Fig. 6c that the combination of mean filter and
ISODATA oversegments the blood vessels. If we evaluate the performance of Sobel
convolution, its performance in combination with ISODATA as well as with Otsu
is fair in nature, but not satisfactory in nature. This can be observed in the case of
the combination of Gaussian with the ISODATA and Otsu. LoG Fig. 6e, Laplacian
Fig. 6d, Prewitt Fig. 6g do not work at all. It can be observed in this case that low-
quality false boundaries are created leading to poor quality of segmentation in case
of Gaussian plus ISODATA filters (Fig. 6b). This can be attributed to the fact that a
front view of the eye has more clutter, texture, and noise. The best segmentation is
produced by (Fig. 6f) Otsu global thresholding and mean filter combination.

It can be safely concluded that this evaluation shows that Otsu global thresholding
algorithm is performing better as compared to the use of ISODATAwhen it isworking
along with gradient filters such as mean, Sobel, and Gaussian filters.

7 Conclusions and Future Scope

It is hard to differentiate between the bloodvessels that are pathological in nature from
the normal ones. Constant efforts and progression can be seen in this context, but a
considerable amount of focus is required to find methods to validate the assumptions
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of the healthy blood vessel-based morphological features that can map the ground
truth (normal or pathological). This work is limited to just segmentation of the blood
vessels and not classification of the blood vessels.

In this research work, an explorative study has been done to identify the segmen-
tation algorithm(s) that can accurately segment the blood vessels in the images of the
eye. The purpose of the segmentation is to help in the construction of the systems that
help in eye ailment diagnosis, eye disease treatment planning, and final execution of
the eye medical conditions. The paper investigated segmentation approaches that are
hybrid in nature as we have used image derivatives convolution kernels in combina-
tions with the data clustering/thresholding (ISODATA and Otsu) algorithms. It was
found that the use of Otsu global clustering/thresholding algorithm and mean filter
works best.

The second objective was to identify the weakness of the segmentation algorithms
so that fine-tuning the best-performing algorithm can be done to optimize the output.
The purpose was to also find a way by which the accuracy of the best-performing
algorithm can be improved to the maximum level. From this study, it is clear that a
single approach to blood segmentation leads to poor results. Preprocessing is essen-
tial and combinational approach is best for developing algorithms of segmentation
of blood vessels. After elaborated evaluation and observations following are the
conclusions that can be drawn from this study:

1. The current literature shows a wide variety of vessel segmentation algorithms,
but none of them are universally applicable to all kinds of eye medical image
data. There is always a need to fine-tune, optimize, or construct new segmentation
approaches for a particular set of images.

2. Advancements inmedical imagery are producing a higher quality of resolution of
images. This can help in developing automatic algorithms that can help to detect
pathological blood vessel with the help of better segmentation and mathematical
evaluation.

3. At the same time, higher computing power is also being adopted in the context
of medical imaging processing. Due to these advancements, parallelization of
image segmentation algorithms can be done to improve the overall efficiency of
image processing.
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Multi-focus Image Fusion: Quantitative
and Qualitative Comparative Analysis

Shiveta Bhat and Deepika Koundal

Abstract Multi-focus Image Fusion (MFIF) is a technique that combines multiple
images to obtain a composite image in which all the objects are in-focus and have
improved image quality.More information is stored by the focused image than that of
the information stored by the source image. MFIF provides fused images which can
be used for various image processing tasks like target recognition, feature extraction,
and segmentation. There exists number ofMFIF techniques in spatial aswell as trans-
form domain such as Stationary Wavelet Transform, Discrete Wavelet Transform,
and Principal Component Analysis. In this paper, comparative analysis of various
MFIF techniques which are used to fuse multi-focused images is done. Qualitative
as well as quantitative evaluation has been carried out for various MFIF techniques.
MFIF provides a fused image which helps for high resolution of vision. Various
challenges/issues related to the existing MFIF techniques are also highlighted and
will be helpful in the future.

Keywords Multi-focus images · SWT · DWT and PCA

1 Introduction

Acquiring an image within which all the objects are in-focus is difficult for sensors
due to the limited depth of field (DOF) of the optical lenses [1]. The most important
factor behind this is that the objects which are at a specific distance from the camera
are sharp as well as focused, whereas the other objects are likely to be blurred [2].
To resolve the problem of limited DOF, a low-cost method is used that helps in
obtaining an image in which all the objects are having same focal length. It is done
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by combining at least two images with dissimilar focal length [1]. The resultant
image obtained is known as fused image which is having all the objects in-focus.
Thus,Multi-focus Image Fusion (MFIF) is a techniquewhich consolidates defocused
input images to achieve a single-focused image having more information than the
source images with enhanced image quality [3]. Image fusion (IF) extracts valuable
information present in the source images and emphasizes on the helpful information
without introducing any irregularity in the focused image [4]. The main objective
of MFIF is to lower the redundancy in the output and provide improved geometric
corrections and also enhance those features which are not visible in either of the
images [5]. From the literature, it has been found that MFIF has many applications
in the fields like medical image processing [6], micro-image fusion [7], visual sensor
networks (VSN) [8], remote sensing [9], visual power patrol inspection [10], optical
microscopy [11], and biochemical analysis [12]. Image fusion is in general executed
at three different levels of information extraction namely, pixel level, feature level,
and decision level [13]. Pixel level is the simplest of all which performs IF at the
lowest level. It combines the values and intensities of two input images and based on
its average provides a single resultant fused image [14]. In this, simple mathematical
functions like mean or maximum are applied to the values of a pixel of source image
so as to generate a fused image [15]. This type of fusion has certain demerits as it
produces a blurring effect and smoothen the sharp edges of the fused image. Feature
level is themiddle level among the image fusion levels. In this type of fusion, features
such as textures and edges are taken out initially from the source images and these
features based fusion is performed to match certain selection criteria [16]. Decision-
level image fusion techniques merge information at advanced level of abstraction.
For the purpose of extracting information from source images, the source images are
processed individually. In decision-level image fusion, all-in-focus image is obtained
by fusing the objects of the source image employing an appropriate fusion algorithm
[16].

According to literature,MFIF techniques can also be categorized as spatial domain
and transform domain [15]. Spatial domain methodologies directly deal with image
pixels and pixel intensity-based operations [17]. In this, the defocused source images
are directly fused in the spatial domain. To achieve desirable output, manipulation
of source images pixel values done in spatial domain [18]. Some examples of spa-
tial domain include Intensity Hue Saturation (HIS), Principal Component Analysis
(PCA), and Brovey Methods [3]. Spatial domain methods are accompanied with
certain limitations like image blurring, spatial distortion infused image [16]. These
problems can be solved using transform domain methods. In transform domain,
transformation of input image into a frequency domain takes place and then Fourier
transform is calculated. After obtaining the Fourier transform of the image, IF is
implemented followed by performing the inverse Fourier transform in order to obtain
the resultant image [19].

However, these methods are computationally very complex, and for their exe-
cution, more memory is required. Some of the transform domain methods used in
MFIF algorithms are Discrete Cosine Transform (DCT) [20], Pulse-Coupled Neural
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Network (PCNN) [21], andDiscreteWavelet Transform (DWT) [22]. Thesemethods
are more complex.

There exist various spatial as well as transform domain fusion techniques in lit-
erature that have been applied to multi-focused images in order to develop a single
composite resultant image with all the objects having same focal plane. Some com-
monly used IF techniques from literature such as Wavelet Transform, DCT, Neural
Network, and PCA which are applied on real multi-focused images are discussed
briefly in the subsequent subsections.

Qiguang et al. developed an adaptive Pulse-Coupled Neural Network (PCNN)-
based method for MFIF [23]. Texture information as well as the edges were pre-
served using this method. It overcame the drawback of adjusting parameters faced
by traditional PCNN. Further, Li et al. presented a region-based IF method using
PCNN [24]. In this method, PCNN was used to segment the source images and then
the segmented parts contributed for developing the final fused image. The presented
method achieved better results, i.e., less blurring even for imageswithmisregistration
or any movement in the object. It was less sensitive to noise and was computation-
ally simple. Furthermore, Zafar et al. investigated a fusion method based on DCT for
multi-exposure as well as multi-focus images [25]. This method was also applicable
for images obtained from multi-exposure as well as for hardware-based in-camera
execution to colored images.

Wei et al. reported a method based on Dual-Tree Complex Wavelet Transform
(DT-CWT) for MFIF [26]. Fusion of low as well as high-frequency components
was performed separately. Low contrast and blocking effects problem was resolved
using this method. Also, ringing effect was avoided with the help of this technique. In
addition, Saeedi et al. presented an approach for MFIF grounded on Double Density
Dual-Tree Discrete Wavelet Transform (DD-DTDWT) with fuzzy classifier [27].
Thismethodwas shift invariant and had good frequency decomposition. Thismethod
was helpful in solving the problems like shift variance and poor directionality usually
faced in DWT. This method outperformed standard wavelet transform. Afterward,
Haghighat et al. reported a scheme for MFIF based on DCT [20, 28]. The variance
in the DCT was calculated in order to get a real-time fusion method for MFIF. This
method provided the improved quality of fused image. Also, the complexity of this
method in real-time application was reduced. This method was a little bit weak on
the boundaries.

Yang et al. gave a technique based on DWT for fusion of multi-focused images
[29]. This method used maximum sharpness-based algorithm for coefficients of low-
frequency, and for coefficients of high-frequency, maximum energy-based algorithm
was used. Further, Phamila et al. reported a MFIF method based on DCT for fusing
multi-focus images [30]. Thismethodwas energy efficient and extremely simple. The
main drawback of DCT is that it is complex and is little bit weak on the boundaries.
Furthermore, Jiang et al. developed a method for MFIF by combining SWT, fuzzy
sets, and Local Spatial Frequency (LSF) so as to achieve the goal of obtaining a
high-quality fused image [31]. Input images were decomposed into a sub-images
sequence with the help of SWT, and the membership matrix was obtained from these
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sub-images using Gaussian Median Filter (GMF). This method was able to address
the problem of uncertainty or fuzziness and provided better fusion results.

Zhao et al. reported an MFIF method based on Multi-Level Deeply Supervised
Convolutional Neural Network asMLCNN [32]. This method was capable of captur-
ing both low-frequency aswell as high-frequency contentwhichwas helpful in fusing
two or more images. This algorithm was developed with a natural enhancer which
provided good fusion results even in the presence of misregistration, anisotropic
blur, and non-focus areas. Immensely, misregistered source images were not prop-
erly fused. In addition, Yang et al. developed a method for MFIF by combining
Robust Sparse Representation (RSR) with an adaptive Pulse-Coupled Neural Net-
work (PCNN) to achieve better results for both registered and misregistered images
[33]. This method outperformed present state-of-art techniques, but its efficiency
was needed to be improved.

Farid et al. reported amethod forMFIFbasedonContentAdaptiveBlurring (CAB)
[34]. This method was helpful in extending the depth of field of images. It provided
better results than other state-of-art techniques. Further, Aymaz et al. developed an
IF scheme based on super-resolution-based hybrid technique [35]. This method was
helpful in achieving better results such as better visual perception, less distortion,
and more clear edges.

This paper focuses on the comparative analysis of existing state-of-art techniques
used forMFIF. This study is structured in five sections. Section 2 highlights themate-
rials and methods used. Section 3 concludes the experimental results and discussion.
Section 4 summarizes the conclusion.

2 Materials and Methods

2.1 Material

For quantitative comparison, various evaluation metrics are used and discussed
below:

Signal to Noise Ratio (SNR) [36]
SNR measures the ratio between noise of the fused image and the information it
contains. It is a measure between the resultant and the reference image. When the
fusion results are better, the value of SNR is high. The value of SNR can be calculated
using Eq. (1).

SNR = 10 log 10

∑P
i=1

∑Q
i=1 Ri j

2

∑P
i=1

∑Q
j=1

(
Ri j − Fi j

)2 (1)
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where P × Q depicts image size or pixel totality of the image, (i)th pixel value of
the reference image is denoted by Rij, and Fij represents the (j)th pixel value of the
source image.

Root Mean Square Error (RMSE) [36]
RMSE is defined as an evaluation metric which is helpful in measuring the changes
per pixel due to image fusion techniques. RMSE is calculated using Eq. (2) as given
below

RMSE =
√
√
√
√ 1

P × Q

P∑

i=1

Q∑

j=1

(
Ri j − Fi j

)2
. (2)

When RMSE approaches to zero, there it indicates that there is a similarity in
between the resultant image and the reference image. With the decrease in similarity,
the value of RMSE increases.

Percentage Fit Error (PFE) [36]
PFE is calculated as the norm of the variation among the corresponding pixels of the
image used for reference and fused image to the norm of the reference image. PFE
can be expressed by Eq. (3):

PFE =
∥
∥Ri j − Fi j

∥
∥

∥
∥Ri j

∥
∥

∗ 100 (3)

where ‖·‖ denotes the norm operator. PFE approaches to zero when the resultant
fused image and the reference image are exactly analogous to each other.

Peak Signal to Noise Ratio (PSNR) [36]
PSNR determines the image quality by comparing similarity among the resultant
fused image and the reference image. Higher is the PSNR’s value better are the
fusion results. PSNR is calculated using Eq. (4) as given below:

PSNR = 10 log 10
L

MSE

2

(4)

where the amount of gray levels is denoted using “L”.

Standard Deviation (SD) [36]
SD of gray images reflects its clarity and contrast. The value of SD can be computed
using Eq. (5) as given below:

SD =
√
√
√
√ 1

P × Q

P∑

i=1

Q∑

j=1

(Fi j − MEAN)2 (5)
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Higher the value of SD noisier the resultant image is. Images with smaller contrast
are most likely to be affected by noise.

2.2 Methods

Discrete wavelet transform (DWT)
DWT is a signal representation which provides the frequency component of a signal
at a specific instance of time [37]. It also provides the directional information in the
decomposition levels of the signal. It varies for both the spatial as well as frequency
range. It is implemented using lifting and filter bank approach [38]. Low Pass Filter
(LPF) l[m] and High Pass Filter (HPF) h[m] are used to decompose the image and
get approximation and detailed coefficients. It is decimated by a factor of two [39].
Components of low frequency in the image are preserved by the LPF l[m], and the
HPF h[m] preserves the high-frequency components of the filter. LPF provides the
rowdetails, andHPFprovides the columndetails of the image.DWTis applied in each
dimension separately [38]. The single-level wavelet decomposition results in four
sub-bands namely LL, LH, HL, and HH representing low-resolution approximation,
horizontal, vertical, and diagonal information of the input image, respectively [40].
In DWT, downsampling takes place because of which it is shift invariant, and any
movement of object in the image deteriorates the performance of the wavelet [38].

Stationary Wavelet Transform
SWT is translation invariant, and it solves the invariance faced in DWT [40]. It is
different from DWT as it is shift invariant, and instead of down sampling, SWT took
up samples process [40]. In SWT, convolution of input image is done in the same
way as done in DWT, but no decimation is done to the passed signal and therefore
the number of coefficients is twice than the samples in the input signal [40]. SWT is
more realistic for detecting the changes in signal and pattern recognition. The size
of image using SWT does not reduce and thus the information in the focused image
is also preserved [41].

Principal Component Analysis (PCA)
PCA is a tool of mathematics that is based on linear algebra [42]. This method helps
in transforming the uncorrelated variables from correlated variables, and these uncor-
related variables are termed as principal component. PCA is capable of decreasing
the dimensionality, data representation, and feature extraction.

3 Results and Discussion

For experimental results, several frequently used benchmark/standard multi-focus
image pairs are used which are publicly available online. For comparative analysis,
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DWT, SWT, PCA, DWT + PCA, and SWT + PCA are implemented on a pair of
multi-focused images. The subjective as well as objective evaluation is performed for
these techniques. Figure 1 illustrates the visual results of felora image with different
MFIF techniques.

In Fig. 1, the subfigure (a) depicts the reference image, subfigure (b) illustrates
the source image 1, and (c) illustrates the source image 2. The resultant fused images
obtained using DWT, SWT, DCT, PCA, DWT + PCA, and SWT + PCA fusion
technique are shown in subfigure (d–i), respectively. From subfigure (d), it can be
analyzed that there is a smoothening and blurring effect in the resultant images as
these methods have poor directionality, whereas subfigure (f) obtained using PCA
fusion technique illustrates that the resultant fused image is not sharp as the reference

Fig. 1 Comparison of multi-focused felora image fusion by various techniques. a Reference,
b source image 1, c source image 2, d DWT, e SWT, f PCA, g DWT + PCA, and h SWT +
PCA
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Table 1 Performance comparison of felora image for different fusion algorithms

Technique SNR RMSE PFE PSNR SD

DWT 19.916 17.635 10.097 35.701 53.966

SWT 24.890 19.946 5.694 38.188 57.385

PCA 24.259 10.695 6.123 37.872 53.506

DWT + PCA 23.696 11.412 6.534 37.591 53.777

SWT + PCA 24.288 10.659 6.103 37.887 53.595

image. In subfigure (g) and (h) which are obtained using DWT + PCA and SWT +
PCA, respectively, only one part of the image is clearly visible, whereas the other
part is blurred because of the overshadowing of the useful data. From subfigure (e), it
can be clearly seen that better visual results are achieved for images fused using SWT
fusion technique as these methods are translation as well as time invariant. Various
types of evaluation metrics for felora image using different MFIF techniques are
listed in Table 1. For the quantitative analysis of several MFIF techniques, both the
evaluation parameters, i.e., “with reference” and “without reference” metrics are
calculated. It has been clearly observed from table that SWT has performed better
for all the metrics as SWT is translation invariant and does not downsample the filter
coefficients as done in case of DWT, instead it upsamples the filter coefficients. From
the qualitative as well qualitative analysis, it has been noted that SWT provides better
results and performs well than other MFIF techniques discussed above.

In the past years, various researchers have reported a lot of work in the area of
MFIF using different techniques to fuse the images with limited depth of focus, but
some of the issues remain unaddressed. Thus, a novel MFIF technique is required to
be proposedwhich can address the issues faced by the existing state-of-art techniques.

4 Conclusion

MFIF aims to merge two or more out-of-focused images to obtain a single resultant
image having better quality and more useful information than that of the defocused
images. In this paper, various MFIF techniques of spatial and transform domain
are compared to each other. Additionally, both the evaluation metrics, i.e., “with
reference” and “without reference” metrics are used for evaluating the performance
of these techniques. Thus, it is concluded that for fusion of two or more multi-focus
images, a new algorithm/technique is needed to be developed that can be familiarized
to different dataset providing efficient fusion results.
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Computer-Assisted Diagnosis of Thyroid
Cancer Using Medical Images: A Survey

Vatsala Anand and Deepika Koundal

Abstract Thyroid cancer is the common cancer which can be found mostly in
women as compared to men around the world. Thyroid gland is a butterfly-shaped
gland that is located around the voice box. Earlier, doctors used to evaluate thyroid
cancer manually, but now they are using computer-aided diagnosis (CAD) system
for automatic detection. As incidence rate of thyroid cancer is increasing day by
day, therefore, a better technology is required for its earlier detection. There are
different types of imaging modalities, such as magnetic resonance imaging (MRI),
ultrasound (US), and computerized tomography (CT), which are utilized for early
detection of diseases. This paper presents and discusses the major trends for an
exhaustive overview of thyroid nodule detection, segmentation, classification, and
feature extraction techniques. The approaches used in CAD are summarized with
their advantages and disadvantages.

Keywords Thyroid · Cancer · Computer-aided diagnosis · Classification ·
Segmentation ·Medical images

1 Introduction

Cells are basic building blocks of human body that are used for building various
tissues as human body is formed of various cells. Sometimes these old cells do not
expire, and meanwhile, newer cells grow in the body which go out of management
and become lump or cancer. These cancerous cells can be formed at any part of the
body and can spread by moving into nearby normal tissues [1]. Abnormal cancerous
cells can be categorized as benign or malignant. Benign cancer may grow but does
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not spread to different tissues of body, whereas malignant cancer can spread to other
tissues also. There are different types of cancers that are found in human body such as
kidney, lung, cervical, skin, brain, liver, thyroid, bladder, ovarian, and breast. Among
all cancers, the general type of cancer that is growing day by day is thyroid cancer
[2]. Thyroid is a butterfly-shaped endocrine gland that is found within neck, close
to larynx (voice box). These are commonly found in adults. When abnormal cells
start growing in thyroid gland, then lumps are formed which lead to cancer which
is known as thyroid cancer. In the year 2018, an estimation of 53,990 adults were
diagnosed with thyroid cancer. It is a common type of cancer found in women in
the range of age 20–34 years [3]. Also, about 2% of thyroid cases occur in teens
and children. An increase in rate of 4% of cancer was observed from year 2005 to
2014. The nationwide-calculated new cases of thyroid cancer are 56,870, and the
death estimation is 2,060 in the year 2017. The incidence of all new cancer cases
is 3.4%, and the cancer death is 0.3% [4]. The rate of latest cases of thyroid cancer
was 14.2%, and the number of deaths numbering was 0.5% per 100,000 men and
women per year. In 2014, therewere an estimated 726,646 peoplewith thyroid cancer
living in the USA. Nearly, three out of four cases are found in women. Percentage
of thyroid cancer occurring in children is about 2%. Therefore, early detection of
cancer is required which helps in accurate diagnosis. There are different types of
modalities used for diagnosis of cancer such as magnetic resonance imaging (MRI),
computed tomography (CT), and ultrasound (US) images.

US images are most widely employed because they are portable, suitable, safer,
and low cost. CT scanning is trouble-free, accurate, and non-invasive as it provides
details of various tissues. The focus of this survey is to summarize various methods
for thyroid cancer. Usually, the computer-aided design (CAD) system for thyroid
cancer diagnosis includes four stages as shown in Fig. 1:

Fig. 1 Block diagram of
CAD system
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1. Image pre-processing: It is used for enhancing the contrast of object (nodule)
and suppressing the undesired distortions as well as to reduce the noise. After
pre-processing, these images are used to segment the region of nodule.

2. Image segmentation: Segmentation is the procedure of dividing the regions of
image and to extract the objects from background. In this, regions of thyroid
gland that consist of nodules are segmented so that it can provide information if
the nodule is benign or malignant.

3. Feature extraction and selection: In this stage, features from images are extracted
and then a set of meaningful descriptors is generated. A feature set of tissue is
used to categorize benign and malignant nodules.

4. Classification:Various classifiers are used to classifymalignant or benign nodules
using different classification strategies.

Rest of the paper is structured as follows. Section 2 describes pre-processing, and
segmentation is presented in Sect. 3; classification is given in Sects. 4 and 5 shows
discussion, and Sect. 6 shows conclusion.

2 Pre-processing

Pre-processing of medical images consists of image enhancement and noise reduc-
tion. Speckle noise is mostly found in medical images and is known as multiplica-
tive noise which is generated by different number of scatterers. Generally, images
show fuzziness that include vague tumor boundaries and also show low contrast
between cautious area and neighboring tissues [5]. Therefore, surroundings of cancer
in images are difficult to analyze due to speckle noise. In order to remove noise, it is
important to enhance the quality of an image. Table 1 shows different pre-processing
approaches.

In literature, various authors have reported several denoising and enhancement
techniques for thyroid medical images.

Babu et al. introduced a method for removal of the noise and which preserved the
structure of image. It was used to conquer the issue of estimation of variance of noise
and signal. Furthermore, filtering algorithm based on fuzzy logic was given. It was
analyzed that denoising techniques which were used previously had treated only sup-
pression of noise. To differentiate between noise and edges, this method has to select
tuning parameter that varies according to nature and amount of noise in image [6].
Kim et al. introduced speckle reduction method using the patch recurrence (SRPR)
method, and comparisonwas donewith different approaches of speckle reduction like
Lee filter, Frost filter, OptimizedBlock-wisedNon-LocalMean (OBNLM), andNon-
linear Coherent Diffusion (NCD). These techniques had explored for small patches
and removed speckle noise using minimum mean square error (MMSE) estimator.
This method also improved the accuracy of image. They had not assisted computer-
aideddiagnosis, and also the accuracyof image canbe improved [8]. In 2015,Koundal
et al. introduced Nakagami-based noise removal method in which speckle suppres-
sion is performed by minimization problem and was solved using Lagrange and
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Table 1 Various pre-processing approaches for thyroid imaging

References Technique Dataset Results with metrics

[6] Adaptive fuzzy logic
approach, weighted
averaging filter

US images SSIM = 0.6041
USDAI = 1.3914

[7] Adaptive binary
morphological operation

Natural, US simulated
images

USDAI = 1.2967
SSIM = 0.5945

[8] SRPR US images Normal_CNR = 13.99
Cyst_CNR = 1.11
Nodule_CNR = 6.24

[9] SRR US images Acc = 92%
Sensitivity = 98.14
PRI > 0.83
Boundary error < 1 mm

[10] FESR 30 simulated images SSNR = 23.36 ± 2.55
CNR = 1.70 ± 0.15
MSSIM = 0.57 ± 0.01

[11] Nakagami-based noise
removal

71 images (synthetic =
21, US images = 50)

UQI = 0.7440
FSIM = 0.8778
EPI = 0.8505
MSSIM = 0.7897
VIF = 0.3667
Time(s) = 3.10

[12] Variational model based
on gamma distribution

71 images (synthetic
images = 21 and US
images = 50)

UQI = 0.8606
FSIM = 0.8790
EPI = 0.8718
MSSIM = 0.8099
VIF = 0.3565

[13] Enhancement method 15 simulated and US
images

CNR = 421.80 for
simulated images
CNR = 573.65 for US
images

[14] Interscale wavelet
analysis method

63 US images Phantom image:
SI = 21%
S/mse = 17.9/18.3
US image:
SI = 23%
S/mse = 15.4/16.3

[16] Convex variational
model

Synthetic and real US
images

SNR = 17.21 dB
ReErr = 0.039

[17] Bayes shrink techniques 2 synthetic and 30 US
images

MSD = 69.10
NSD = 42.78

[18] AWMTVR Synthetic images FOM = 0.9599
SNR = 74.2363 dB
NMSE = 0.1141
MSSIM = 0.9177
FSIM = 0.9892
Q-index = 0.4903

(continued)
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Table 1 (continued)

References Technique Dataset Results with metrics

[19] Bilateral filtering US images MSE = 53.19
SNR = 19.92 dB
PSNR = 30.87 dB
AD = 0.0221
SI = 1.32e-5

[20] PLVQNN CT images Acc = 98.34%
Sensitivity = 88.43%
Specificity = 99.07%

Acc Accuracy
AWMTVR Adaptive weighted multiplicative total variation regularization
CNR Contrast-to-noise ratio
DSC Dice coefficient
EPI Edge preservation index
FOM Figure of merit
FESR Feature enhanced speckle reduction
FSIM Feature similarity
LRSG Locally regularized Savitzky–Golay filter
MSD Mean square difference
MAE Mean absolute error
MSSIM Multiscale structural similarity index matrix
MSE Mean squared error
NMV Noise mean value
NMSE Normalized mean squared error
PPV Positive predictive value
PRI Probabilistic rand index
PFOM Pratt’s figure of merit
PLVQNN Progressive learning vector-quantization neural network
ReErr Relative error
RMSE Root mean square error
SRR Similar reflective region
SNR Signal-to-noise ratio
SI Speckle index
PSNR Peak signal-to-noise ratio
SRPR Speckle reduction method using the patch recurrence
SSIM Similarity quality measurement
S/mse Signal-to-mean square error ratio
SSNR Speckle signal-to-noise ratio
SRR Similarly reflective regions
TPR True-positive rate
USDAI Ultrasound despeckling assessment index
UQI Universal quality index
VIF Visual information fidelity
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Chambolle’s projection methods. Quantitative results indicated that the Nakagami
total variation (NTV) approach achievedmore suppression of speckle noise in homo-
geneous areas. The evaluation revealed that the process was fairly vigorous for visual
improvement of real ultrasound images for additional actions like object recognition
and image segmentation. However, author has not employed results on additional
metrics [11]. Huang et al. have given convex variational approach for decreasing
speckle noise in US images [16]. The proposed method was incorporated with Breg-
man iterative and variable splitting method. The optimization problem was solved
by the integration of Bregman iterative method and variable splitting method for
edge preservation and speckle reduction. However, staircase effect occurs in total
variation method [15]. Another total variation-based model was presented by Hacini
et al. that combined a multiplicative regularization function and a total variation
formulation-based data misfit function. However, this method only used the conju-
gate gradient method for updating the approximate solution [18]. Keerthivasan et al.
invented a fuzzy speckle reduction method based on directional differences and his-
togram in which noisy pixels were categorized on the basis of magnitude of noise in
thyroid ultrasound images. However, the method did not preserve the subtle details
as classification of pixels is sensitive to noise [21]. A speckle reducing anisotropic
diffusion (SRAD) approach was presented by Yu et al. that involved a coefficient
of variation which was dependent on noise. However, this method had used only
Lee and Frost filters [22]. Zhao et al. introduced a method based on normalized
cut which combined anisotropic diffusion model and fraction differential [23]. This
had improved the accuracy of segmentation results and also reduced large extent of
computation in designing the weight matrix of the modified normalized cut. With
this method, speckle noise was reduced, and important edges were preserved in the
ultrasound images. However, optimization of multiple controlling parameters was
difficult which affected the versatility of method. The method was not able to retain
certain features like small cysts in ultrasound images. Jaganath et al. gave despeck-
ling algorithm based on adaptive weighted average on density current equations. The
denoising filter changed the values of threshold adaptively which depend on themag-
nitude of noise and nature of image. The method reduced complexity of denoising
procedure that was based on single-scale image denoising [24]. Guo et al. presented
a method by using pulse inversion (PI). In this, interlaced iterative frequency com-
pounding (IIFC) method is introduced. This method had given good performance
of speckle suppression. It enhanced frame rate of frequency compounded speckle
noise removal approach. It maintains high frame rate. However, more metrics can
be used for evaluation [25]. Malutan et al. reported ultrasound image denoising and
estimated the unknown mixing matrix inverse and after that shrinkage operator was
applied to determine independent components. However, the results of this matrix
can be enhanced by parameters adjustment of independent component analysis (ICA)
algorithm [26]. In this, various techniques for denoising of images have been ana-
lyzed by using different types of modalities like CT, MRI, US, etc. Moreover, these
drawbacks and strengths are also discussed.
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3 Segmentation

Image segmentation is second important step in image processing after pre-
processing. For developing a successfulCADsystem,many issues need to be resolved
such as automatic Region of Interest (ROI) generation and the diagnosis of nodules.
Accuracy of segmentation is an important factor for the extraction of various types of
features. For further classification, different methods of segmentation vary widely as
those depend on specialized applications and image modalities as shown in Table 2.

In literature survey, various segmentation methods are mentioned which are dis-
cussed as follows. Savelonas et al. presented a level set method named as Vari-
able Background Active Contour (VBAC) [27]. The method utilized the background
regions in order to decrease consequence of intensity inhomogeneity, speckle noise,
calcifications, and tissue textures presented in the thyroid ultrasound images. The
VBAC method was able to find multiple nodules, and they could be used with-
out pre-processing. It offered greater accuracy, edge independency, and topological
variations in comparison to active contour without edges (ACWE) model. The dif-
ficulty in VBAC method was that it was device dependent (images acquired from
the same ultrasound machine using different settings or from different ultrasound
imaging devices) and required a set of different parameters with optimum values.
The drawback of this was that the work had included the object’s incorporation in
homogeneity and also the textural features embedment that supervises contour evo-
lution. The further improvement on VBAC was introduced by Maroulis et al. who
considered the information from sparse background regions and handled the inten-
sity inhomogeneity in thyroid ultrasound images more effectively [28]. This model
has the capability of multiple nodule delineation and was robust to noise. However,
its application is limited to delineate hyper- or hypo-echoic nodules. To conquer
drawbacks of VBAC, Iakovidis et al. developed genetic algorithm (GA) which was
incorporated with VBAC for thyroid segmentation in ultrasound images by auto-
matic parameter tuning [31]. However, the GA-VBAC framework required time for
training phase with multiple ultrasound images. The drawback of this method was
that they had not enhanced framework by training phase speed that contributed to
possibility of training with numerous US images. Edge detection method that was
wavelet-based was also presented by Tsantis et al. for delineation of thyroid nodules
in US images [43]. The technique was positioned on the multiscale edge repre-
sentation for boundary detection via thresholding modulus-maxima (M-M) chains
across scales. The technique smoothens the image at various scales and detected
the sharp variation points on each smoothened image via the modulus maxima. The
M-M points corresponding to the same edge were grouped to form one-dimensional
chains. The chains those propagated to coarser scales were considered as contours,
and those did not propagate were related to noise or texture which was suppressed.
Themajor limitations of thismethod are that it was not able to preserve the texture and
finer details as these are suppressed along with noise. In 2006, the Hybrid Multiscale
Model (HMM) [28] was presented which combined the edge detection method using
wavelet and Hough transform for nodule segmentation in spite of their echogenicity.
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Table 2 Various segmentation approaches for thyroid image analysis

References Technique Dataset Results with metrics

[27] VBAC US images OV = 88.8%

[28] HMM 40 US images Roundness = 0.77
Nodular area = 0.89
Concavity = 0.75 MAD
= 90.77% Acc= 91.83%

[29] JET 20 ultrasound thyroid
images (benign = 10,
malignant = 10)

TP = 85%, SI = 79%

[30] PSO, RBF US images Acc = 96.76% NPV =
97.47%
Sensitivity = 89.73%
PPV = 94.88%
Specificity = 98.59%

[31] GA-VBAC 71 longitudinal in vivo
digital images

OV = 92.5%

[32] Neutrosophic clustering 80 texture images and
medical images

TPR = 98.86% OV =
96.10%
MAD = 75% ME =
0.010%

[33] TBD, LBP, k-NN 39 thyroid US images Sensitivity = 78% Acc =
82%
Specificity = 81%

[34] SNDRLS US images TP = 95.4% FP = 7.3
OV = 93.1% DC =
94.2%
MAD = 1.8 pixels HD =
0.7 pixels

[35] VBAC US images OV = 94 ± 0.01%

[36] Radon-based US images Acc = 89.4%

[37] JET 74 thyroid US images OV = 92.9 ± 3.9% DC
= 96.3 ± 2.1%

[38] TND US thyroid images and
videos

Specificity = 62%
Sensitivity = 62%

[39] SVM US images Specificity = 86.6%
Sensitivity = 93.8%
Maximum geometric
mean = 90.1%

(continued)
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Table 2 (continued)

References Technique Dataset Results with metrics

[40] SVM, decision tree US images Specificity = 98.5% Acc
= 97.5% PPV = 89.1%
Sensitivity = 89.6%
NPV = 98.3%

[41] Region growing US images NPV = 98.04% Acc =
96.52%
PPV = 89.14%
Specificity = 97.61%
Sensitivity = 91.58%

[42] CNN US images FP = 0.0669 ± 0.0032%
DC= 0.9224± 0.0027%
TP = 0.915 ± 0.0077%
HD = 0.6228 ± 0.14145

Acc Accuracy
CNN Convolutional neural network
DC Dice coefficient
FP False positive
FN False negative
GA-VBAC Genetic algorithms variable background active contour
HMM Hybrid multiscale model
HD Hausdorff distance
JET Joint echogenicity texture
k-NN k-nearest neighbor
LBP Local binary patterns
MSE Mean square error
ME Misclassification error
MAD Mean absolute distance
NPV Negative predictive value
OV Overlap value metric
PSNR Peak signal-to-noise ratio
PPV Positive predictive value
PSO Particle swarm optimization
RBF Radial basis function
SNDRLS Spatial neutrosophic distance regularized level set
SI Similarity index
SVM Support vector machine
SNR Signal-to-noise ratio
TND Thyroid nodule detector
TBD Thyroid boundaries detection
TN True negative
TPR True-positive ratio
TP True positive
VBAC Variable background active contour
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Hence, this is not capable of segmentation of malignant and benign nodules. Also,
this method is very sensitive to noise. In contrast, region-based active contour did not
require previous knowledge about the shapes and boundaries of the nodule and lead
to noise-tolerant image segmentation. Keramidis et al. had given another algorithm
named as Thyroid Boundaries Detection (TBD) for thyroid boundary detection of
thyroid boundaries. It uses linear binary patterns (LBPs) for feature extraction and
k-NN classifier for boundaries detection [33]. The detection of nodules was done by
textural feature extraction. Histograms of LBP encode the textural characteristics of
the thyroid tissue. This scheme had increased the accuracy of nodule detection by
providing training to the classifier. Savelonas et al. presented a joint echogenicity
texture (JET) model that checked LBP distributions and intensity of image [37]. This
model integrated the improvements of VBAC for the delineation of hypo-echoic and
iso-echoic nodules. A drawback of this model was that it was not able to catego-
rize certain structures like real nodules and blood vessels. It was a semi-automatic
method that required the input as a rough ROI within the thyroid gland. Kollorz
et al. presented the segmentation method using power watersheds for thyroid nod-
ules segmentation in ultrasound image [44]. It was a semi-automatic methodwhich is
only able to segment benign nodules and suffered from over segmentation. In 2005,
Maroulis et al. presented CAD detection approach of thyroid nodules in US images
[45]. This technique achieved detailed delineation of nodules and had shown faster
convergence and improved accuracy. The drawback of this method was that it does
not comprise textural features embedment by detecting the non-hypo-echoic nodules
to supervise contour evolution. In 2014, Gireesha et al. have reported thyroid nodule
segmentation in which watershed algorithm was used. The drawback of this was that
they had not used three-dimensional sonographies [46]. Moreover, the performance
of CAD system can also be enhanced by adding different features. Ganesh et al.
presented an automated detection of nodular boundaries of thyroid from US [47]. It
included contrast enhancement, smoothing, and segmentation as sequential stages.
It was not successful in detecting boundaries of US image. A speckle reduction filter
was required so as to improve the diagnostic examination. This method had shown
efficient delineation of thyroid nodules. The drawback of this is that identification of
different nodules is not done. Koundal et al. proposed CAD system for segmentation
and speckle noise reduction of thyroid US images. This method consists of three
features, such as speckle removal, automatic Region of Interest (ROI) generation,
and automatic segmentation of nodule. This is a general method and also can be
applied to other US images [48].

4 Classification

After pre-processing and segmentation, features are extracted to classify images into
benign/malignant. The Thyroid Image Reporting and Data System (TIRADS) is
standardized US characterization data system of thyroid nodules for clinical man-
agement. Table 3 shows classification approach for thyroid image analysis.
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Table 3 Classification approach for thyroid image analysis

References Technique Dataset Results with metrics

[49] SVM with GA feature
selection PNN with GA

First dataset = 215,
second dataset = 7200

PNN with GA: Acc =
96.8%, SVM with GA:
Acc = 99.05%

[50] ANN 187 instances (137 for
training and 50 for
testing purposes)

BPA = 92, RBF = 80
LVQ = 98

[51] ESTDD
–

Acc = 95.33%

[52] AIRS
–

AIRS = 94.82%
IG-AIRS = 95.90%

[53] 3NN-Par, FED IC plain,
Bayes –

3NN-Par = 94.20%
FED IC plain = 96.10%,
Bayes = 94.80%

[54] SVM, k-NN, Bayesian 13 thyroid images SVM: Acc = 84.62%,
TP = 8, TN = 3, FN =
2, FP = 0, Specificity =
1, Sensitivity = 80%,
PPV = 1, NPV = 60%,
GM = 1.34

[55] Feed-forward network 497 images Acc = 68%, TP = 294
TN = 44%, FN = 129
FP = 30%, Specificity =
59.5%, Sensitivity =
69.5%, PPV = 90.7%,
NPV = 25.4%

[56] ACWE,
GLCM

39 US images Acc = 89.74%
Specificity = 91.67%
Sensitivity = 88.89%
PPV = 96.0%, NPV =
78.57%

[57] Decision-tree algorithm
SVM

US images NPV = 98.3%, Acc =
97.5%
Specificity = 98.5%
Sensitivity = 89.6%
PPV = 89.1%

[58] SVM, ELM 50 thyroid images (30 =
nodule, 20 = normal
images)

SVM = 84.78%
ELM = 93.56%

[59] Decision-tree algorithm,
SVM, ACM –

Sensitivity = 93.6%
Specificity = 98.8%
Acc = 97.7%, NPV =
98.2%, PPV = 93.7%
For ACM
Sensitivity = 67.3%
Specificity = 89.1%
Acc = 86.5%, NPV =
94.6%, PPV = 53.4%

(continued)



554 V. Anand and D. Koundal

Table 3 (continued)

References Technique Dataset Results with metrics

[60] Feed-forward neural
network

10 US images Sensitivity = 89.06%
Specificity = 98.90%
Acc = 96.51%, FP =
1.09%, FN = 10.93%

[46] ANN, SVM 40 thyroid images (30
benign nodules and 10
Malignant nodules). 28
textural features

TP = 29%, TN = 8%,
FP = 2%, FN = 1, PPV
= 93.54%, NPV =
88.88%
Sensitivity = 96.66%
Specificity = 80.00%
Acc = 92.50%

[40] Decision-tree algorithm US images Acc = 97.7%
Sensitivity = 93.6%
Specificity = 98.8%
PPV = 93.7% NPV =
98.2%

[61] LDA, SVM
–

0.4559 ± 0.1200%

[62] Fuzzy C-means
Hard C-means –

FCM = 83.7%
HCM = 78.1%

ANN Artificial neural network
Acc Accuracy
AIRS Artificial immune recognition system
ACM Active contour model
BPA Back propagation algorithm
ELM Extreme learning machine
ESTDD Expert system for thyroid disease diagnosis
FN False negative
FCM Fuzzy C-means
FP False positive
GA Genetic algorithm
TN True negative
HCM Hard C-means
k-NN k-nearest neighbor
LDA Linear discriminant analysis
LVQ Learning vector quantization
NPV Negative predictive value
PNN Probabilistic neural network
PPV Positive predictive value
RBF Radial basis function networks
SVM Support vector machine



Computer-Assisted Diagnosis of Thyroid Cancer … 555

In literature survey, various authors have reported classification techniques and
also analyzed different aspects. Chang et al. presented a support vector machine
(SVM) technique which was used to identify components in nodular region. More-
over, the proposed method can be applied to classify more components of nodules.
However, proposed method can also persist to derive a delicate probe which will be
essential to valid the process [59]. Chang et al. discussed an automatic process for
component classification [57]. For identification of nodular region components, sup-
port vector machine (SVM)-based hierarchical classification method was used. The
method reduced the time which was necessary for radiologists to analyze nodules
and manually delineate them and achieve higher accuracy.

5 Discussion

In this survey, a study for CAD systems for thyroid images is analyzed with their
pros and cons. These consist of pre-processing, segmentation, feature extraction, and
classification. The presence of fuzziness and uncertainty inmedical images generally
provides varying results. Segmentation of thyroid nodules with high accuracy and
their classification is still one of the major challenges in thyroid medical images
due to lack of robustness of various methods applied to different image datasets.
Application of different methods to different image datasets or even to the same
image dataset often leads to interobserver or intraobserver variability. Nowadays,
more attention is paid towards 3-D US images. This 3-D can provide all-inclusive
information of thyroid nodule as compared to 2-D characteristics. The advantages
of 3-D US images are understandable in CAD system as it is better for processing
more amounts of data in short time that reduced the variability of observations and
workload of radiologists. Moreover, researchers can also extend the work toward
Doppler US images.

There are different factors on which the image analysis of thyroid depends. As
researchers use different image datasets for analyzing thyroid nodules, they only
examine them locally even though the datasets are not annotated appropriately. How-
ever, a global dataset is required for analyzing images.

Besides this, different performance metrics employed on same or different types
of medical images leads to different results. In order to overcome these interob-
server/intraobserver variations in the thyroid medical image analysis, a standard
benchmark is needed for experimental results and analysis. Moreover, a robust CAD
system is required to provide better accuracy and efficiency. It will improve the
performance and will help to differentiate between benign and malignant nodules
accurately. This survey will be helpful in providing feedback to the endocrinolo-
gists. Further, it would involve the volume estimation of thyroid from segmented
thyroid region based on malignancy risk factor and classification of thyroid nodules
in medical images.
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6 Conclusion

In this survey, an attempt has beenmade to reviewvarious imagemodalities.Different
techniques for denoising of images have been analyzed by using different types of
modalities like CT, MRI, US, etc. Moreover, their drawbacks and strengths are also
discussed. Image segmentation is second important step in image processing after
pre-processing. Accuracy of segmentation is an important factor for the extraction of
various types of features. For further classification, differentmethods of segmentation
vary widely as those depend on specialized applications and image modalities as
described in literature. In future, researchers are working on different images for
good results.
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A Novel Approach of Object Detection
Using Point Feature Matching Technique
for Colored Images
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Abstract For computer vision, image matching is an essential trait which includes
scene or object recognition. Detection using point feature method is much effec-
tive technique to detect a specific target instead of other objects or within clutter
scene in an image. It is done by comparing correspondence points and analyzing
between cluttered scene image and a target object in image. This paper presents
novel SURF algorithm that is used for extracting, describing, and matching objects
in colored images. The algorithm works on finding correspondence points between
a target and reference images and detecting a particular object. Speeded-up robust
features (SURF) algorithm is used in this study which can detect objects for unique
feature matches and which has non-repeating patterns. This approach of detection
can robustly find specified objects between colored cluttered images and provide
constriction to other achieving near real-time performance.
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1 Introduction

The detection of objects is basically an engineering domain that constitutes the
laptop vision of objects present in pictures and videos that are digital in nature. The
pedestrian and face detection are one of the most well-researched fields of object
detection [1]. Laptop vision, recovery of the image, in police video investigation,
etc., are some of the prominent applications of object detection. Object detection
involves technique that is capable of discovering illustrations of objects that are real
world in nature and also that are analogous to the objects present in the image or
video that can be buildings, faces, etc. In order to recognize the object instances, we
use the algorithm for extracting and learning the options that is typically employed
in object detection [1].

Detection of objects in the sequence of pictures and videos is the main job. We
humans can easily detect or acknowledge the object varying in any size in the picture
without any effort, even when the image is translated, turned, or rotated in many
read points [2]. The objects can be recognized by using different kinds of models
which include the algorithmic rule of Viola–Jones, SURF andMSER admiring mod-
els [12], template matching, and algorithms based on boosted learning and image
segmentation.

Vision is one of the strongest senses of humans and most of the knowledge that
the human brain acknowledges from the environment is with the vision itself [3]. A
human vision understands, perceives different objects, and recognizes distinct faces
encircling in the surroundings with the least effort.

1.1 Computer Vision

Computer vision is a scientific fieldwhosemain objective is to dealwith the capability
of computers that how they can perform the gain while understanding the high-level
useful information from the images and videos. And furthermore, it is concernedwith
the analysis and extraction of images. All these functions are gift to human vision,
and therefore, computer vision forms a perspective in engineering by performing all
these tasks [11].

The applications include medical imaging, industrial control, video streaming,
etc., though the applications involving the computer vision are dependent on the
human sensory system [4]. Vision systems have the capability of attention in which
it can closely distinguish the relevant objects through its salient features.
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1.2 Prerequisite of Object Recognition

It is possible to split the human vision in two main phases: the first one being the low
level and the second is high-level vision. It is very crucial to recognize the boundary
that exists between these two phases of human vision. The retina collects the data
being visualized in the low-level phase at the rate of bits per second which is the first
step. Now, in the next step, it is very important to extract the information regarding
the knowledge perceived in the previous step where it is further transmitted to the
high-level phase to continue its operations. Basically, the gathering and extraction
of the knowledge are done in this step.

Practically, in the high-level vision phase, the image contents are acknowledged
meaning matching the illustrative scene points with the objects containing informa-
tion that is very well memorized [10]. The human vision can recognize the huge
number of objects in less time though there is large amount of visual data processing
which is combinational in nature.

Only the human brain neurons have this extraordinary capability of recognizing
such vast degree of data in such a response rate and that is why the human vision
system exhibits high effectiveness due to the human brain performance. Visual atten-
tion is the very first preprocessing step that allows the access of the data [11]. After
detecting the important elements in the visible object, the computer vision owing to
its high-level tasks ponders on the particular locations.

2 Related Work for Object Detection

The following steps are included:
Object representation: In the beginning of object detection, the first step is to

interpret or visually explain the object of interest. Object may be marked or painted
with its appearance and form. Several methods are discussed for marking.

Points—Object of interest in image ismarked by a degree, i.e., collection of points
or center of mass. If the trailing objects occupy tiny space in the image, then this
method of representation is appropriate [13].

Primitive geometric forms—In this representation method, object of interest is
marked by conic, parallelogram, etc. This method is appropriate when the objects
are straightforward or rigid.

Skeletal form models—Medial axis remodel is used to extract object skeleton.
Model is used as form illustration for representation of objects [17, 18].
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Fig. 1 Object tracking

Articulated form—In this representation, two or more sections that are connected
by some flexible joints like legs, hands, etc., that are connected by joints are marked
by integral element victimization ellipse or cylinder. Kinematic motion models are
used to define the relationship between the joint angles, etc. [14–16].

Object tracking: The objects of interest are marked using any method discussed
above. For object tracking, the various techniques are shown in Fig. 1.

Point Tracking—The object of interest is tracked by feature points. Kalman filters
and Multiple hypothesis tracking are used to detect and track the object of interest
in frame [9].

Kernel Tracking—Kernel tracking is used to track object of interest in moving
frames as well. It computes the motion of object of interest frame to border [8].

Silhouette Tracking—This technique is also used to detect object inmoving frame.
It generates the model of object supported to previous frame.

3 Speeded-Up Robust Feature (SURF)

SURF algorithm also works on same principles like scale invariant feature transform
(SIFT), but details in each step are different in SURF [19]. SIFT uses parallel filters
and lower approximated Gaussian Laplace with difference of Gaussian to detect a
particular object, while SURF approximates laplacian of Gaussian with box filter.
The advantage of using box filter in SURF is convolution with box filters can be easy
calculated, and also, it canwork parallely for different scales. Figure shows difference
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in SIFT and SURF [7]. SURF algorithmperforms fast computation of operators using
boxfilters. This enables the algorithms to be used for real-time applications like object
recognition and tracking [20]. SURF algorithm works in three steps namely, feature
detection, feature description, and feature matching. Figure 2 shows the difference
between SIFT and SURF.

In the feature detection process, localmaxima in the imagewhich is determined by
determinant of Hessian are used to select interest point candidates. If the response is
above a provided threshold value, these candidates are validated, and using quadratic
fitting, both location and scale of these candidates are redefined. For a megapixel
image, few hundred interest points are detected [6].

In the feature description step, description is built of neighborhood of each interest
point which is invariant to changes in viewpoint [21]. Haar wavelets that is local
gradient orientation distribution is used to achieve rotation invariance. Based on
Haar wavelet coefficients, 64-dimensional descriptors are built in this step.

Fig. 2 SIFT and SURF approach
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For image indexation, object detection or image registration, while considering
image matching process [5], local descriptors which were done in the second step are
matched.By computing theEuclidean distance between allmatching paris exhaustive
comparison is performed. To reducemismatching combinedwith optionalRANSAC-
based method, nearest neighbor distance ratio matching is done.

Filtering images with a square and sum of image using integral image give faster
result, and the formula is given as

S(x, y) =
⎛
⎝

x∑
i=0

y∑
j=0

I (i, j)

⎞
⎠ (1)

SURF algorithm uses Hessian matrix blob detector to detect object of interest.
For a given point p= (x, y) in an image I, the Hessian matrixH(p, σ ) can be rewritten
as

H(p, σ ) =
(

Lx (p, σ ) Lxy(p, σ )

Lyx (p, σ ) Lyy(p, σ )

)
(2)

where p is point in image and σ is scale.
Lxx(p, σ ) is convolution of second-order derivative of Gaussian with the image

I(x, y) at point x.

Lxx (X, σ ) = I (X) ∗ ∂2

∂x2
g(σ )

Lxy(X, σ ) = I (X) ∗ ∂2

∂xy
g(σ ) (3)

Lxx(x, σ ) is convolution of image with second-order derivative of the Gaussian.
SURF detection works on non-maximal suppression of the determinant of Hessian
matrix.

4 Feature Detection

Feature detection use comparing eachpixel before and after sumof squared difference

E(u, v) =
∑

(x,y)∈W
[I (x + u, y + v) − I (x, y)]2 (4)
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≈
∑

(x,y)∈W

[
I (x, y) + [

Ix Iy
][ u

v

]
− I (x, y)

]2

(5)

This can be rewritten as

≈
∑

(x,y)∈W

[[
Ix Iy

][ u
v

]]2

(6)

where E(u, v) is error by SSD.

5 Algorithm

Figure 3 shows steps involved for implementation of proposed algorithm. Firstly,
the object of interest, i.e., reference image, which is colored image, is read. Then,
the cluttered image is read which is colored and having many objects in scene. Both
images are converted into grayscale so that SURF algorithm can be implemented.
Then, feature extraction is done by SURF algorithm which works in three steps
detection, description, and matching. In first step detection, the unique features are
automatically identified. It approximates Gaussian kernel, and its spatial derivatives
by uniform kernels and the local maxima in rectangular of Hessian distribution are
used to select interest points. In description, each interest point is uniquely described
which does not depend on rotation and scale. Inmatching, the convolutions of second-
order derivatives are matched. One hundred and fifty strongest feature points were
taken for reference image, and 350 strongest feature points were taken in cluttered
images. Then, matching of these strongest feature points is done, and firstly, puta-
tively matched features were displayed then matching point pairing is done with
removal of outlines. The calculation of geometric transform and the transformation
relating thematched points was done, while eliminating outliers. Finally, locating the
object in scene is done using matched points. Another reference image is analyzed
using same algorithm. The approach was implemented for colored images and gave
satisfied results.

6 Results of Proposed Method

See Figs. 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 and 15.
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Fig. 3 Steps for proposed
SURF algorithm Reading reference colored 

image for detec on 

Reading colored clu ered 
image 

conver ng color image into 
grayscale 

detec on of feature points 
(grayscale  in background) 

Extrac ng features 

Detec on of matching 
points between target 

object and  clu ered image 

Loca ng object in clu ered 
image 

Marking the reference 
object in image 
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Fig. 4 Object of interest (reference image)

Fig. 5 Cluttered image with
many objects
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Fig. 6 Feature extraction using SURF to reference image taking 150 strong features

7 Conclusion

In this article, we have implemented point feature matching technique for object
recognition in colored image using SURF approach. SURF algorithm achieves fast
and comparable to other algorithms for image matching. The article presents basic
notations and mathematical concepts for extracting features and detecting object of
interest. The algorithm is modeled and simulated for finding a specific object in
cluttered image, for example, a particular object in many objects image. The related
work has been done on grayscale images, for detection the object of interest the
images taken were in grayscale. The proposed work is capable for detecting the
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Fig. 7 Feature extraction of cluttered image taking 350 strong features

Fig. 8 Putatively matched points between reference image and cluttered image
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Fig. 9 Matched points between reference image and cluttered image in-liner points

Fig. 10 Detected object of interest in cluttered image
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Fig. 11 Another object of interest

Fig. 12 Feature extraction of reference image

object in colored image. The approach works well for uniformly colored objects and
objects containing regular patterns. The fast computation enables this technique for
real-time applications such as object detection and tracking. Algorithm can also be
used for fingerprint matching.
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Fig. 13 Putatively matched points

Fig. 14 Matched points between reference and cluttered image
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Fig. 15 Detected object in cluttered image
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Behavior Study of Bike Driver and Alert
System Using IoT and Cloud

Punit Gupta and Prakash Kumar

Abstract This paper presents a smart and safe bike riding system to provide a safe
and an intelligent driving features with accidental, speeding and rash driving alerts
using fog computing. The system is based on the Ethernet-based 2nd Generation
Intel Galileo Board. This intelligent system will be embedded in the upcoming bikes
and motorcycles to prevent speeding, determine driver behavior and rash driving
accidents. The whole idea of the system is to generate an alert to the user and provide
caution alert to the user about their driving statistics and warn them as necessary.
The system is embedded with various sensors like accelerometers, gyroscope, and
GPS to make this system an intelligent one. The proposed outcome of the system
aims as multiple benefits of preventing accidents, maintaining the ride statistics and
getting the directions for the ride. Smart bike is an IoT-based ride system. In today’s
world, everything is getting automated.

Keywords Internet of thing (IoT) · Power consumption smart devices · Home
automation · Fog computing · Cloud computing

1 Introduction

The future of the Internet of things and fog computing increases the horizons of our
vision and also enabling the public to access and contribute rich resources about
probably everything ever existed in the world. The success of the convergence of
the internet of things and the world is giving the capability to share experience and
personalized insightswith the humans. IoT (Internet of things) has showngreat poten-
tial for integration with the place which needs manual labor which can be at some
points time taking and inaccurate. Information distribution may be rewarded through
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inducements, thus transforming the Internet of things frommeremanufacturing com-
mercial applications to an intelligent infrastructure that would reduce human labor
and could accomplish the task incomparably less time and most accurately. This will
allow us in trading of enriched information and accelerate business innovation. Being
open source and end-user programming will enable people to share to the Internet
of things with data, valued resources and functionalities.

The Internet of things is in itself the summation of various technologies based
on wireless means, system setup which store data retrieved from various hardware
nodes (sensors). Internet connects the above-mentioned systems and services for
useful inference and inference-based decision making for bringing the generated
data to use. This integration has led to quick deduction and compilation of results
along with the more rapid creation of efficient frameworks for boosting applications
in the industry which include automation, higher risk tolerance and quicker delivery
of services.

This interconnected device layout coupled with efficient and robust methods of
data transfer has not only resulted in the accelerated computation of traditionally
high resource and time-consuming tasks like service-threshold evaluation and alert
generation. This has greatly reduced the risk factors associated with the increase in
the user database of these services, mainly addressing the issues of high-end invest-
ment required for installation and commencement of these services, also mitigating
the chances of low user satisfaction owing to more accessible and cheaper device
interconnection setup and low maintenance costs involved for the subscription and
troubleshooting of any of the associated services. The Internet of things has found
out its application in almost all the industries ranging from healthcare to risk man-
agement. Its biggest advantage is the rate of automation provided by it, which has
helped generate real-time data conclusions using commercial grade material, saving
countless hours of effort and also many human lives. Based on one such application,
this paper proposes an IoT-based smart bike ride system that focuses on preventing
the increasing road accidents caused due to speedy and rash driving driver behavior.
This intelligent system will maintain the statistics as well as generate alerts when
necessary about the riding style and hence warn the user.

Paper is structured as follows: Sect. 2 presents motivation and problem statement.
Section 3 presents existing work from the field of IoT and smart devices for vehi-
cles like car, bike and trains, etc. Section 3 discourses the problem statement and
proposed model to detect rash driving and alert system. Section 4 describes the simu-
lation setup, scenarios and results as compared to normal and safe driving. Section 5
concludes the work with result outcomes and future work.

2 Motivation

Internet of things has solved various real-world problems over the years and has
automated various fields of surveillance and alert systems. These systems consist of
various interconnected device collaboratively collecting live data and all data been
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analyzed for alerts. A similar system has been developed for surveillance of vehicles
like car and bikes, but these systems only take track of vehicle position and do not take
into consideration driver rash driving behavior. Existing systems are not capable of
generating alert for driver about the inconsistent behavior in driving. So to study and
analyze the driving behavior, an IoT-based device for the bike is designed to study the
biker behavior and also generate alert about it driving behavior. The system is also
capable to detect any accident and generate alert for family members and authority.

3 Related Work

A lot of research and development is going in the field of Internet of things which
includes from connecting to devices, collecting data from them, analyzing those large
bytes of data and performing the required operation on the data and generates the
desired output. Many IoT devices in all the fields including medical and healthcare,
home automation, agriculture, etc., have been developed and the same goes for our
smart petrol pump solution system. Some of the related IoT devices are discussed
below.

4 eCall

eCall [1] is a service inEuropewhich serves as an example of an authority undertaking
which aims to increase telematics of vehicles. By the time of mentioning, the grand
European coalition had set its target to install the eCall model by 2015 [2]. This entire
system isfixed inside a vehicle and is attached to the air-bag system to sense a collision
in real time, and it is provided with a user-operated button to ask for assistance for a
co-passenger with body issues or to notify the concerned authorities of some other
vehicle. It has been equipped with a global positioning service incoming-acceptor
for finding out the vehicle and its anticipated route before the mishappening took
place. eCall is triggered by itself when the embedded sensors or trigger-attachments
find out of a damaging collision. A basic overview of its working has been shown in
Fig. 1.

After this service is executed for the first time, the contact sequence of the Euro-
pean Union (which is 112), sets-up a cellphone link to the apt quick response unit
quarters (or public safety assuring centers), sending the detail of the happening (or
minimum set of data → MSD) to the savior teams (also incorporating the time of
occurrence), the to-the-point location of the affected vehicle and the direction in
which the vehicle headed. A eCall can be initiated by thyself on pressing a button
given on the vehicle, for example, by an individual who had a look at the scene.
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Fig. 1 eCall system

5 Contran 245 [3]

In Brazil, a legislation was presented which demanded all fresh vehicles manufac-
tured or brought to Brazil to be installed with GPRS-enabled locating systems for
bringing down car thefts. This idea is on its way to fruition.

This bill or act has the ability to transform Brazil into one of the biggest telematic
market in the universe, including car tracing and other services, containing simple
tracing as needed by the act to features including fleet caretaking and setup and
emotion response monitoring for insurance issues.

6 Miroad

Here, Johnson et al. [4] mentioned of which places vehicle driving styles into aver-
age, hostile and ultra-hostile. Like the above cases, sensors like accelerometers,
gyroscopes, cameras and magnetometers) on an iPhone were used with the data
generated into a singular classification program based on the dynamic time warping
(DTW) algorithm. That system “spoke,” i.e., gave an audible output for alert genera-
tion, i.e., if the threshold values were exceeded. In the USA, a significant amount of
insurance companies has begun implementing service consumption-based insurance
to reduce the costs for these customers and also to advocate secure driving.
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In Italy, gains of service consumption-based insurance have resulted in a new law.
Private companies like Octo Telematics provide recommendations for insurance and
other tasks relating to the automotive industry by accumulating vehicle location and
accident data alongwith driver behavior information. To support its pay-as-you-drive
policies.

Some developments [6–10] have taken place in the utilization of mobile devices
(cell-phones) for calculation of various parameters and alert provision. As an exam-
ple, an application on the Android platform made by Chirgupta et al. [5] which
provides quality charts of that specific driver. They had incorporated an accelerom-
eter, a global positioning service sensor and the inbuilt camera device for capturing
the feed. Ranges for accelerating securely were mentioned in the code and values
breaking beyond their extremes (thresholds) marked the happening of the associated
event.

7 Proposed Model

This section introduces a smart and safe riding intelligent system that provides the
driver, along with the concerned authorities (parents, etc.) with safe and intelligent
driving features including that of accident alerts, rash driving, and speeding alerts.
The system is based upon on an Inter Galileo Gen 2 (Quark Processor IoT kit) based
system which acts as the transmission-brain of the whole system and Amazon Web
service EC2 as cloud controller for analysis. The system is connected to the network
via Internet and a database is maintained consisting of the whole ride details, the
speed statistics, bike tilt, GPS location and alerts if any. This system helps the one
concerned person in relationship to bike driver and the concerned authority to study
and stop rash drivers. The sensors used areGPSmodule, gyroscope and accelerometer
which detail us upon the velocity as well as the tilt of the motorcycle. Gyroscope
determines the tilt angle and the rotation of the motorbike, and with the help of
accelerometer, the velocity of the motorbike is calculated. Figure 2 shows a very
basic layout of our proposed model.

Our system responds to the speed alert when amotorbike crosses a threshold speed
which can be determined by the accelerometer. It can also detect whether the person
is doing the rash driving with the help of sudden rotational change readings in the
gyroscope. The gyroscope can determine the rotational reading of the bike and its tilt
angle, and thus can help to detect the rash driving occurrence. The proposed system
focuses on the guidelines set by the local official authorities, which includemaximum
speed, minimum speed and sudden acceleration which are altogether combined with
the measured tilt angle to generate a tested and calibrated parameter which single-
handedly generates an alert for rash driving which is sent to the user and stored
in the database. The authorities which can utilize the alert and stored data include
parents, government officials in case of any lawsuit filing, the data can act as a conduit
for showing the statistics of the moment of event occurrence, thereby helping legal
undertakings proceed at an accelerated rate. Also, the intelligent system is also able
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Fig. 2 Physical layout cum
component setup of the
proposed model

to determine the accidents through a sudden change in an orientation of themotorbike
and will let you know if you are over speeding in an area where the speed limit is
restricted.

Proposed model is shown in Fig. 3 allows a user to upload the ride data to
cloud Web server using cloud software as a service (SaaS) and Amazon as a service

Fig. 3 Proposed architecture
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provider. Data uploaded to the Web server is bike velocity, change in acceleration
with bike tilt and GPS coordinates to the Web server. The Web server is responsible
to compute the data according to the threshold value and generate alert according.
Alert generation includes the first phase of work. Alerts are sent to the authorized
person in case of any rules violation listed below.

The second phase includes comparing the data with the data feed of a normal
driver and analyze the behavior of the driver by comparing the both. Analyzing
includes find the percentage of drastic difference in normal and rash driver velocity
data, acceleration data and tilt degree data, if either of parameter change is too high
the alert will be generated. The data will be useful to the authority to rate the driving
skills of the bike driver and if found to not suitable a strict measure could be taken.
Similarly, it will help the driver family to take a look at the students and other
members of the family.

Cloud service helps to log and analyze a large set of logged data parallel and cloud
can scale the service if a large number of devices is connected to it. Cloud service is
also responsible to send the data with analyzed data to the authorities for effective
actions. In analysis section, cloud service provider checks for anomalies in recorded
data like access tilt in a bike with slow speed and many more rule sets discoursed in
the next section. Figure 4 illustrates the plan to approach the studying of the behavior
of the vehicle’s movement.

The entire process can be executed in parallel, in the first case, it can be used for
direct data retrieval and alert generation. In the second case, location tracking can
be enabled using the GPS available on the user’s end. In this case, guidelines issued
by the local governing authorities shall influence the threshold values for an alert

(Accelerometer)

Gyroscope (Angle)

GPS

Calculate
accelera on Rule Set

IoTBoard

Analysis Alert

Amazon Web Service
SaaS

Velocity

Fig. 4 Proposed behavior study model
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Cloud  Web Service

Alert

Concerned Family Member

Authority

Fig. 5 Proposed model for the alert

generation. Figure 5 shows the structure of the model which generates alerts for the
user.

The software part consists of a database server which helps to maintain the statis-
tics of the ride details. The user can also set the GPS details for the ride using his
smartphone by connecting it via the Bluetooth. The system uses the Internet server
to send the details of the location of the bike in case of accidents or rash driving.
Real-time drive-statistics (with various alert parameters recorded) are sent via the
Internet for complete data logging and future reference. Figure 6 shows how the
system intends to work and Fig. 7 shows how the system works in conjunction with
the guidelines for driving specified by the local authorities (which includes details
of the road the user is treading on).

The hardware part consists of a GY-61 3-Axis accelerometer and the gyroscope
sensor. The sensor used here is MPU6050. The MPU-6050 devices combine a three-
axis gyroscope and a three-axis accelerometer on the same silicon die, together with
an on-board digital motion. Figures 8 and 9 show the working of the individual
sensors and how they are used for measuring the above-mentioned parameters.

7.1 Proposed Rule Set

This section frames out and deduces four conditions for categorizing any form of
driving as rash driving, which include crossing a defined speed limit, sudden stop of
a speeding vehicle, sudden acceleration of a stationary or almost stationary vehicle,
and excess tilt of the bike on that specific instantaneous velocity at that moment
of time which may result in skidding and sudden stop may surprise the neighbor
vehicles resulting in crash.
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Fig. 6 Pictorial representation of the working of the system

Fig. 7 Pictorial representation of the working of the system
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Fig. 8 Dynamics of the gyroscope for angle measurement

Fig. 9 Axial positioning of the sensors

Set of rules and conditions are as follows:

• Crossing The Speed Limit

This defines a specific speed limit of 70 km/h above which if the vehicle goes, then
an alert of “speed limit crossed” is generated and stored in the database. The data
generated is for a specific time instant and if continued over a long period of time
(more than 5–10 continuous iterations), would indicate intentional or self-imposed
rash driving.

• Sudden Stop

If a moving vehicle suddenly stops (i.e., acceleration reduces significantly when its
final velocity is highly reduced), then it indicates that either the vehicle was suddenly
stopped via application of heavy brakes or either it as bumped into another solid,
heavier object, either way, both being the result of rash driving.

• Sudden Acceleration

If a person accelerates the bike all of a sudden then it indicates that either the vehicle
was beingmishandled (i.e., being driven under some influence, etc.) or it was bumped
from behind by another object both indicating toward rash driving by any of the
associated parties.
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Fig. 10 Map Downtown Manhattan (Lower Manhattan, New York, NY, USA)

• Excess Tilt Of The Bike

If at any specific speed, if the vehicle tilts (about its center of mass) excessively for a
prolonged time period then it indicates that the person is sure to get his vehicle flipped,
his knees raptured, or bump into any other object or vehicle having a probability of
causing heavy damage to life and property.

• Authority Rules from Map

The road layout taken for simulating the vehicle drivingwas inDowntownManhattan
(Lower Manhattan, New York, NY, USA), as shown in Fig. 10. The simulation
was performed in broad daylight conditions with the presence of mild traffic. The
starting point of the road trip was from the 259 Adams Street near Brooklyn Bridge
(40° 41′ 45.6′′N, 73° 59′ 19.3′′W) to 6th Ave, Brooklyn, NY, USA (40° 38′ 14.5′′N,
74° 00′ 53.7′′W) with an estimated ride time of 11 min. The total length of the
road covered for making the observations was 6.8 miles. The road comprised of an
estimated amount of 14 turns (including both sharp and mild turns).

• Specifications of Hardware Used

Microcontroller: Inter Galileo Gen 2 (Quark Processor).
Sensors: GY-61 3-Axis accelerometer, Grove Rotary Angle Sensor v1.2

8 Experimental Results

The proposed IoT-based smart bike system has been simulated with sensors been
attached on a bike with GPS connectivity. The testing is done over roadmap over
Downtown Manhattan (Lower Manhattan, New York, NY, USA) with all the rules
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Fig. 11 Sudden of acceleration change

of maximum speed at the specific point of the road from Google maps as shown
in Fig. 10. Figure 11 shows a comparison of acceleration change in the driving of
normal driver and rash driving as shown with blue and red color in the graph. The
figure shows a drastic fluctuation in speed as compared to the smooth change in
velocity in the normal driver.

Figure 12 shows alert generated due to a sudden change in acceleration as shown
in green and red shows the acceleration change due to rash driving as compared to
a dataset of normal driver. Figure 13 shows alert generated due to a sudden change
in velocity resulting in over speeding and an alert is generated due to over speeding
as compared to the authority speed provided by Google maps, if the speed greater
than the threshold. Figure 14 shows alert generated due to sudden stop resulting
in a high probability of bike disbalancing and an alert is generated due to this as
compared normal driver shown in blue color. Figure 15 shows alert generated due
to excess tilt in bike resulting in a high probability of bike disbalancing and an alert
is generated due to this as compared normal driver shown in blue color and high

Fig. 12 Sudden acceleration alert
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Fig. 13 Alert generated due to a sudden change in velocity

Fig. 14 Sudden stop alert

Fig. 15 Sudden excess tilt in bike
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Table 1 Event and violation
count recorded

Violation type Total Count of violation

Tilt 599 34

En stop 599 4

Over speeding 599 115

Sudden acceleration 599 6

High acceleration 599 125

Table 2 Analysis output Violation type % violation

Tilt 5.68

Sudden stop 0.67

Over speeding 19.20

Sudden acceleration 1.00

High acceleration 20.87

peaks show excel tilt than threshold value shown in green color in Fig. 14. Table 1
illustrates total count of events recorded and count of the individual event out of the
total. Table 2 corresponds to the outcome of analysis phase in term of total violated
percentage after removing false alarms.

The output of analysis phase from Figs. 11, 12, 13, 14 and 15 show that 19
percentage high in velocity, 20% high in acceleration and 5.6% high in tilt ration as
compared to the normal driver, which is sufficient to take action against the driver
and send an alert.

9 Conclusion

From experimental result section, it is clear that proposed intelligent system is the
best in its kind for providing better alerts and can detect more type of rash driving
as compared to normal driving skills.

Themain idea of this system is tominimize the road accidentswhich are increasing
day-by-day by alerting and warning the driver of their riding behavior and providing
them the best security necessary and also send the alerts to the parents and one
concerned person about the driving behavior of the driver. State authority can use
this data for gripping and finding the driver with these unfit driving skills and can be
used to study the driving behavior or a specific area.
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E-Learning Web Accessibility
Framework for Deaf/Blind
Kannada-Speaking Disabled People

A. B. Rajendra, N. Rajkumar, Sharath N. Bhat, T. R. Suhas
and Shree Poorna N. Joshi

Abstract E-learning is one of the best tools to support an individual’s education
system worldwide. There is a demand to create an e-learning site in Kannada for
disabled people to remove accessibility barriers. In this paper, we have introduced a
new framework for Web accessibility, providing easy access and lifelong learning to
theWeb site for Kannada’s deaf/blind speakers. The main purpose of this framework
is to support Kannada’s deaf/blind by using the language of Kannada sign, speech
text, and Kannada Moon code. Kannada-speaking disabilities can learn effectively
in this framework.

Keywords E-learning · Accessibility · Kannada · Deaf/blind

1 Introduction

The Web provides new access for people with disabilities to information and com-
munication technology. Web accessibility involves primarily the use of the Web by
people with disabilities. Web accessibility in particular means that people with dif-
ferent skills understand, perceive, interact and navigate the Web [1]. However, for
people with different skills, most Web software tools are not adequately accessible,
making it difficult or inaccessible for them to contribute to the Web. What does it
mean that there is a need for attempts to build a system that facilitatesWeb access for
people, especially those who can do it differently? Worldwide, there is widespread
recognition that users with different abilities have the same right to approach infor-
mation technology [2]. This paper proposes aWeb accessibility frameworkwithmost
types of disabilities (deaf/blind/deaf-blind) to make access to theWeb differently for
people in Karnataka. The proposed framework enables them to use the different Web
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sites at significantly lower cost, time and effort. The proposed framework extracts
the Web site’s content in an accurate format suitable for various users.

This paper is organized accordingly. Section 2 focuses on related work literature.
Section 3 presents the Kannada Moon code for persons with disabilities, Sect. 4
focuses on the Web accessibility framework for deaf/blind persons with disabilities,
Sect. 5 conclusion and future works.

2 Literature Review

The study was conducted to calculate people with certain disorders and to “access”
theWeb [3].What researchersmean by “access,” though, is uncertain. It could simply
mean that a computer can be connected to cyberspace at home or at work or that
the individual in question can make use of active cyberspace. Around 43.3% of the
world’s population has some kind of disorders. In the same study, 56.7% of people
without disorders have access to cyberspace. There is a significant difference [4].

The study is classified according to:

• Deafness: This study contains accessible systems for the deaf to use.
• Blindness: includes accessible systems which blind people can use.
• Deaf-Blindness: contains accessible systems which deaf-blind people can use.

Ramesh and Nagaraj [5] proposed a new interpreting methodology for the Kan-
nada language by means of a sign symbol to easily identify words for the alphabet.
The Kannada Sign Language (KaSL) helps people to communicate with them by
means of hand gestures in a deaf-blind manner. The KaSL must be captured and
saved in the database and used the feature extraction and classification method to
recognize and interpret words. The KaSL has tested various data sets captured. A
paper on Sign Language Recognition for Indian as English and Hindi has also been
presented by Umang and Aarti [6]. They captured their hand and transformed them,
usingMATLAB, into speech and text. Vikram et al. [7] proposed the use of theBritish
Sign Language (BSL) as a new way of developing a wearable manual to detect hand
gesture. This method improves the accuracy of hand gesture detection.

In Rajapandian et al. [8], a new system has been proposed to help the deaf,
blind and deaf-blind interact easily with ordinary people. Joao et al. [9] spoke about
the support for education architecture for communication blind and deaf, which
integrates real-time sign language and language conversion.

Moustafa et al. [10] a bidirectional SVBiComm system, for Sign Voice, runs
bidirectionally for the deaf, blind, dumb and normal people through the use of master
learning, in a speech to text. In order to enable various education applications to be
accessible, Efthimiou and Fotinea [11] have worked on the Greek sign language for
deaf users in a platform environment. The multimedia dictionary construction tool
for Indian Sign Language (ISL) was proposed by Dasgupta et al. [12]. This system
does not provide KaSL.
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Chung-hsien et al. [13] proposed an innovative Chinese Taiwanese Sign Language
(TSL) sentence generator for deaf people. Mateen et al. [14] worked on Microsoft
Kinect V2 to translate deaf people’s sign language. He then dubbed the sign language
and suggested that 3D animation SL be used as a deaf talk. The result of accuracy
is 87% for speech in SL and 84% for speech in SL for deaf speech. Salian et al.
[15] proposed the capture and processing of the SL movement in real time through
MATLAB. In this machine, techniques for learning were used to improve response
time and precision. Fuat et al. [16] worked on the capsule network to help the deaf
and the dump to communicate with the face, hand and lipreading through SL. About
97% of the accuracy results were validated for capsule network SL recognition.

American Sign Language (ASL) supporting deaf children’s learning, Shirali-
Shahreza et al. [17] suggested a system to recognize the SL using the PHP scripting
language and vice versa. Zulfiqar Ali et al. [18] described their goal of interpreting
the real-time SL by using mobile cameras as a conversion medium between deaf-
blind, deaf, blind, dumped and normal. Muttaki et al. [19] used the machine learning
method to detect and identify the Bangla Sign Language (BaSL) using Oriented
Gradients Histogram and support vector machine.

3 Kannada Moon Code for Disabled People

For Kannada-speaking deaf-blind people, the researcher had some difficulty in cre-
ating the Web site for Kannada. They have studied all the communication tech-
niques possible to help the survivors who speak Kannada. For Kannada alphabets,
the researcher used a moon code font as shown in Fig. 1. They built Kannada Moon
topic onKannada font development. KannadaMoon is the new font’s original version

Fig. 1 Official Unicode Consortium code for Kannada [20]
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Fig. 2 KaSL symbol samples [5]

and wishes to have several Kannada updates. The Kannada language read system
is from left to right. The people with the surrounding blind have no difficulty with
their mother tongue as Kannada. So in the proposed Kannada-speaking framework,
the researcher used this Kannada Moon code to help Kannada’s Web access. The
researcher uses the Fontlab application to implement the look of the Kannada Moon
code. The benefits of hand gesture and moon code help the disabled to understand
as shown in Figs. 2 and 3.

4 Proposed Web Accessibility Framework for Deaf/blind
Kannada-Speaking Disabled People

The proposed system and its mechanisms work together to create the information
material for the deaf-blind in combined techniques. In Fig. 4, the system architec-
ture proposed at three levels consists of retrieval of databases, application logic and
presentation of GUI.

In Fig. 5, explains the working of the Web accessibility framework proposed for
the deaf and blind Kannada speakers with disabilities on the client and the server
side.
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Fig. 3 Enumerated versions of the Unicode Standard of Kannada [21]
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Fig. 3 (continued)

Fig. 4 Three-tier proposed system architecture

Step 1: Client-side module User Interface: When the client enters the required
URL first, he/she decides on the type of disability. The server-side modules then
process the request and return the answer to the user.

Step 2: Module for Server Side

• Validator User ID: Check the login data of the user and determine the user type.
• Data Library of users: includes all the information of the user; Name, password,
e-mail address and type of user disabled.

• ScannerWeb site: this is the initial module on the device’s server side. The scanned
content is then passed on to the acceptable module and opens the specified web
page and scans the complete contents.

• Meta-Language Management: This module summarizes the steps that researchers
followed to be prepared to use every web page’s meta-language.

• Tags Library: Scan and insert all web pages in the database for further processing
within the contents generator module.

• Page Content Generator: Two submodules: 1-Web Page Content Extractor and
2-Web Tags Filter.

– Web content extractor extracts the content of the Kannada web page.
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Fig. 5 Proposed web accessibility framework for deaf/blind Kannada-speaking disabled people

– Web tags filter module eliminates the extracted content of each tag and returns
only the pure content of the page. Then the extracted content is transferred to
the next modules.

• KaSL syntax Converter: Interpret KaSL synonymous SL words from the KaSL
library on the specified web page.

• KaSL Library Preparation Module: The KaSL in its vocabulary and descriptive
linguistics is no different from the Kannada language. The primary requirement
is to create a dictionary system for the exchange of data with KaSL specialists,
experts and reading various KaSL references. The second step is to obtain a piece
of writing in an extremely specific field and to apply the knowledge of KaSL. All
words must be converted to their roots in order to induce words that are translated
into KaSL from any page. The synonymous words should then be declared. Then
check the synonymous existence of KaSL.

• Interpretation of KaSL Words in the Animations module: Once the words in the
KaSL module are assembled. It is necessary to declare the gestures of each word
and keep the corresponding word in the database. Then the animation of each word
is meant by gestures of the word. In the information, the animations are finally
reconstructed.
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• KaSL library: It contains almost 6,300Kannada gestures close to themost common
Kannada words. The KaSL syntax device output is then transferred to the module
in question.

• KaSL formatWeb Page Regenerator: This module converts signs to an appropriate
Web format by recreating web page content with tags.

• Text to Speech Converter (TTS): TTS is an external service used in the framework.
If the user is a (blind person), he/she will choose whether the page will be loudly
spoken or not.

• Converter code takes the user input and gets an acceptable output in the blind
language selected (Braille or Moon).

– Kannada Moon Code Converter: Moon Code Converter web page content.
– Braille Converter: Moon code converter web page content.

• Display Device Checker (DDC): display of the output on the appropriate device;
DDC checks whether or not an acceptable display device (Moon Display Device)
is blocked by a personal computer. If it is blocked, it will transfer the output. If
no device is plugged in; a special error message may appear to be a blind user’s
spoken error message and may be viewed as vibrating to the deaf-blind user.

• Content to Document Converter: Enter the device module (Moon Code/Braille)
and create a flying computer file with highly descriptive Web site content.

The Kannada-speaking people with disabilities can access and remove barriers to
effective learning with the KaSL animation system.

5 Conclusion

The proposed framework addresses three disability varieties: deaf, blind and deaf-
blind. The library consists of all Kannada words and corresponding hand gesture
KaSL animations. The system uses Kannada Moon code for the deaf-blind people
with KaSL animation library and is considered as reliable; as they are very small
animated gif images. TheKaSL library hasmore benefits than another sign language.
By this system, deaf-blind Kannada-speaking disabled people can access for their
lifelong learning with less cost, effort and time. In the future, the researcher can take
this method for implementation in another sign language for their learning.
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University
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Abstract An experimental study was conducted to predict the development and
availability (DA) of the latest information and communication technology (ICT) and
mobile technology (MT) in Indian and Hungarian University. A primary dataset with
328 instances and 16 features was analyzed using four supervised machine learning
algorithms such as support vector machine (SVM), artificial neural network (ANN),
random forest (RF), and logistic regression (LR). The dataset was trained and tested
using hold out and K-fold cross-validation methods with classifiers. Further, to com-
pare the performance of classifiers, T-test at 0.5 significant level was also applied.
Feature mapping was also achieved by applying principal component analysis (PCA)
to enhance the prediction accuracy of classifiers. The findings of the study conclude
the feature extraction using PCA enhanced the prediction accuracy of each classifier
except SVMwith tenfolds at 0.5 thresholds of variance.Also, it is revealed thatwithin
the real time of 1.4 s ANN attained stable and highest accuracy in the prediction of
DA of ICT and MT in the University of both countries. T-test implies the significant
difference between RF and others in prediction accuracy. Also, a significant differ-
ence is found in ANN and others considering the processor time to train model for
real-time prediction.

Keywords Artificial neural network · Feature extraction · Machine learning · Real
time · Principal component analysis
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1 Introduction and Related Work

Machine learning (ML) is the process of estimating unknown dependencies or struc-
tures in a system using a limited number of observations and it is used in data mining
applications to retrieve hidden information and used in decision-making [1]. In ML,
for classification, and regression problem various classifiers can be used for learn-
ing decision trees, rules, Bayes networks, artificial neural networks, and support
vector machines, and different knowledge representation models can be used to sup-
port decision-making methods [2]. In addition to statistical methods [3, 4], the use
of ML in trending in the educational domain in the prediction of various targets in
educational datasets [5–8]. The support vector machine (SVM) is a supervised learn-
ing model presented for binary classification in both linear and nonlinear versions
[9] and it performs classification by constructing an N-dimensional hyperplane that
optimally separates the data into two categories [10]. Random forest (RF) is a combi-
nation of tree predictors such that each tree depends on the values of a random vector
sampled independently and with the same distribution for all trees in the forest [11].
Artificial neural network (ANN) is simple mathematical models defining a function
f: X→Y or distribution over X or both X and Y, but sometimes models are also inti-
mately associated with a learning algorithm or learning rule [12]. The binary logistic
regression (LR) is much suitable for a binary classification problem [13]. Recently,
students’ demographic features such as residence state and gender were predicted
using supervised machine learning classifiers [14–16]. Dimension reduction (DR)
is a way to a reduced number of features in the given dataset. Feature extraction is
the type of DR that can be implemented using principal component analysis (PCA)
which transforms or projects a space composing of many dimensions into a space
of fewer dimensions. PCA is a mapping method which transforms several (possible)
correlated features into a (smaller) number of uncorrelated features called principal
component.

Use of ML to provide real-time prediction is also popular and trending. The real
time is the time level of computer responsiveness that a user senses as sufficiently
immediate or that enables the computer to keep up with some external process.
An experimental study was conducted to predict the age group of the University’s’
students and an idea of real-time prediction was added [17]. According to [18], real-
time tasks are produced due to the occurrence of either internal or external events.
In real-time systems, the absolute deadline for task begins with time zero and the
relative deadline iswith respect to the task released time. Real-time predictivemodels
of European school students’ nationality to monitoring online ICT access and ICT-
based activities were also suggested by [19]. The prediction of Indian and Hungarian
University student’s attitude for real time was also conducted by [20]. The present
study is conducted to predict future development and availability (DA) of ICTandMT
in Indian and Hungarian University in real time. To achieve this goal, we compared
predictive models using T-test and CPU time is also calculated. By implementing
the presented predictive models, we can also query across the entire dataset online
or query a subset of the dataset for a suitable match in the real-time prediction of
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DA of ICT and MT. By deploying DA predictive models into the real-time module
of the institution’s Web site followings benefits may be occurred.

1. To identify the latest ICT andMT techniques are developing or not at the institute.
2. To detect the latest ICT and MT resource facilities are available or not to the

stakeholder.
3. To institute administration to aware about the status of development and avail-

ability reporting by the student in real time.

The present study is categorized into five major sections. Section 1 explains the
basic introduction of presented work with little literature about machine learning
and real-time, and Sect. 2 discusses research design and methodology. Section 3
explores the experimental results, and Sect. 4 discusses predictive model evaluation
and debates on the results of experiments. Section 5 concludes the essence of the
present study with a significant recommendation for future work.

2 Research Design and Methodology

2.1 Dataset and Preprocessing

A primary dataset has been gathered using stratified random sampling from Indian
and Hungarian University with Google form and direct discussions at a different
scale. The questionnaire is divided into five parts: The first one is demographic and
the other four belong to ICT and MT parameters represented by attitude (6 features),
development-availability (16 features), educational benefits (9 features) and usability
(6 features). Out of 331 students, 169 students belong to theEötvösLorándUniversity
of Hungary and 162 students belong to the Chandigarh University of India. The
overall dataset consists of 331 instances and 46 features which are related to the 4
major ICT parameters and demographic characteristics.

2.2 Feature Extraction

Using self-reduction, 9 features related to the demographic characteristics such as
age, sex, locality, country are removed, and 21 features that belong to other 3 ICT
parameters are also eliminated because our focused parameter is DA. The missing
values are handled with Replace Missing Value filter in the Weka tool. Based on the
mean score of student’s responses, we framed three distinct classes namedYes equals
to 1, No equals 2, and Don’t know equals 3 under attribute DA status. Only three
instances were removed belong to the class Don’t know due to aminority. Finally, the
target attribute DA status has two values named development and availability (DA)
and non-development and availability (NDA). Afterward, a total of 328 instances
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with 16 features are analyzed using the unsupervised PCA filter. PCA performed
transformation and provided 15 features which are combinations 5 features. The
maximumandminimum standard deviation (SD) of 1st ranked feature and 7th ranked
feature is calculated 1.75 and 0.69. Based on 0.5 thresholds (1.751 * 0.5 = 0.875),
we considered features having SD is greater than 0.875. Hence, we found only 7
features to be trained and tested using classifiers and named as PCA-7.

2.3 Training, Testing, and Validation

Firstly, training ratio or holdout method is applied on the unextracted dataset in
which splitting task performed randomly in two distinct subsets whereas the first
subset from where classifier tries to extract knowledge and second set is used to
the tested extracted information. Hence, the ratio to train and test dataset is used as
66–44%. Secondly, K-fold cross-validation is also applied at various folds such as 2,
4, 6, 8, and 10 to validate the test dataset to train the maximum. To build predictive
models, the unextracted dataset is trained, tested and validated using holdout and
K-fold methods. The accuracy of trained models is compared at various folds using
T-test at 0.5 level of confidence. Afterward, the extracted dataset PCA-7 is also
tested and validated with tenfold cross-validation at 0.5 variance thresholds. Again,
the accuracies of extracted trained models are compared using T-test at 0.5 level of
confidence.

2.4 Classifiers

To predict the development and availability of ICT and MT at University, the unex-
tracted dataset is trained with four supervised machine learning classifiers such as
support vector machine (SVM), multilayer perceptron(ANN), random forest (RF),
and logistic regression (LR) in Weka 3.9.3 tool.

2.5 Performance Metrics

To evaluate the performance of the predictive model in binary classification, we used
the following metrics:

1. Accuracy: The number of correct predictions of DA status from overall predic-
tions.

2. Error: The number of incorrect predictions of DA status from overall predictions.
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3. Receiver operating characteristics curve (ROC): It displays a graphical curve
which shows the true positive rate (Sensitivity) on the y-axis and false positive
rate (1-Specificity) at x-axis with various thresholds.

4. Area Under ROC: To show the accuracy of models’ area under the curve of ROC
is also suitable.

5. F-score: It is harmonic mean of precision and recall which also states the signif-
icance of the predictive model is calculated by the formula

F = 2 ∗ (Recall ∗ Precision)/(Recall + Precision) (1)

6. Kappa Static: The Cohen’s Kappa is statistical which determines the agreement
among instances in the dataset. The formula to calculate Kappa is given below

Kappa = (Calculated accuracy − Expected accuracy)/(1 − Expected accuracy)
(2)

2.6 Real Time

According to the goal of the study, there is a requirement of prediction of the develop-
ment and availability of ICT and MT at University; we need to calculate the process
(CPU) time to training the model. For this experiment application of Weka is appro-
priate which helps to calculate and compare the CPU time to train a predictive model
by classifiers. At a 0.5 significant level, T-test is also applied to compare this real
time to predict the DA of ICT and MT at the University.

3 Experiments and Result Discussions

3.1 Experiment-I

In this experiment, we used the holdout method to train and test the unextracted
dataset using four classifiers. The training ratio 66–44% was considered to test and
train dataset. Usually, a random split occurs on data set under the mining task of test
data. The accuracy of supervised machine learning classifiers was also compared
using T-test at a 0.5 significant level.

Data from Fig. 1 reflects the accurate comparison of four classifiers compared
with T-test for DA prediction of ICT and MT. It is found that two classifiers named
LR and SVM gained the highest and same accuracy of 96.4% in prediction. The
minimum accuracy is achieved by RF which is 75%. According to T-test, we found
a significant difference between the accuracy of RF and the rest of three classifiers
in DA prediction.
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Fig. 1 Train and test using holdout with T-test at a 0.5 significant level

3.2 Experiment-II

This experiment is conducted with the help of the K-fold cross-validation method
to validate the test data. For this, the unextracted dataset is validated using four
classifiers. In this, k considered as train set and k-1 considered as a test set. In
this experiment, we selected k value such as 2, 4, 6, 8, and 10 for the dataset and
trained models using classifiers to examine DA prediction accuracy. To compare the
accuracy of classifiers, we also applied T-test at a 0.5 significant level. T-test found
a significant difference in prediction accuracy of RF and ANN; SVM and ANN; LR
and RF; LR and SVM. Data from Fig. 2 evident that RF and SVM’s accuracies are
directly proportional to the k value and the accuracy (96.2%) of ANN is stabilized
at 6 and 8-fold. Later, at tenfold, it is increased by 0.4. The maximum prediction
accuracy (97.1%) is attained by SVM and LR at tenfold. The minimum prediction
accuracy (89.8%) is gained by RF at fourfold.
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Fig. 2 Validation using K-fold with T-test at a 0.5 significant level
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Fig. 3 Extracted dataset train and test using tenfold with T-test at 0.5 significant level

3.3 Experiment-III

In this experiment, the dataset is extracted using the PCA method. Later, extracted
dataset are tested and validated using K-fold with varying k value. Also, DA pre-
diction accuracy is significantly tested using T-test at 0.5 level of significance. Out
of 15 features, PCA provided 07 features which are combinations 5 features. At 0.5
thresholds, we considered only those features whose variance values are greater than
0.875.

Data from Fig. 3 shows the accurate comparison of the extracted dataset of four
classifiers compared with T-test at a 0.5 significant level. It is revealed that PCA-7
significant enhances the DA prediction accuracy of all classifiers except SVM only.
One hand, the accuracy of SVM decreases with 1.2%, and another hand, ANN accu-
racy enhanced by 1.8% at tenfold which was found the maximum in the unextracted
dataset. Hence, it is concluded that feature extraction enhanced DA prediction accu-
racy (98.4%) of ANN. Also, T-test with feature extraction did not find a meaningful
difference between RF and SVM; ANN and LR in prediction accuracy.

3.4 Experiment-IV

To present a real-time significant model, this experiment compared the induced CPU
time to predict the DA of ICT and MT at the University. For this, we tested and
validated extracted dataset using T-test at 0.5 significant level to keep in view CPU
training time in seconds. In Fig. 4, primary y-axis denotes accurate prediction count
of DA of ICT and MT, and the secondary y-axis shows CPU time in seconds. The
x-axis shows the comparison of CPU time induced to train model by each classifier
on the extracted dataset. For both of classes DA and NDA, the identical prediction
is found by ANN. Out of 328, a total of 322 instances are predicted correctly, and
induced CPU time is calculated 1.45 which is maximum time.

The minimum CPU time 0.17 s is induced by SVM to train PCA-7 with the
prediction of 315 instances. The minimum prediction count for DA is 152 and for
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Fig. 4 Real-time prediction count at tenfold with T-test at 0.5 significant level

NDA is 156 provided by RF. Further, T-test found a significant difference between
ANN’s CPU time and the other three classifiers.

4 Model Evaluation

To evaluate the DA predictive model, four performance metrics are compared by
running an experiment with T-test at a 0.5 significant level. The results are shown in
Table 1.

We displayed the various performance measures to evaluate the significance of
models. The strongest association among instances is proven by excellent kappa
static 0.97 of ANN which signifies the strength of prediction. Highest F-score 0.98
of ANN also proved strong balanced between the precision and the recall. The RF
has maximum prediction error and ANN has minimum prediction error which are
calculated as 5.7 and 1.7, respectively. The area under the curve is 1 which also
proved the significance of the ROC curve of ANN and SVM classifier.

Data from Fig. 5 shows the ROC curve which compared the sensitivity of real-
time models at various thresholds for the DA class. The significant TP rate starts
from 0.75 and ends to 0.99 with updating thresholds. Also, can be seen at thresholds
0.2 the sensitivity is high 0.95 and the FP rate is 0.05 which reveals the significance
of the real-time predictive models.

Table 1 Performance metrics at the tenfold of PCA-7 at 0.5 thresholds

Classifier Kappa static F-score Area under ROC Error

RF 0.89 0.94 0.99 5.7

ANN 0.97 0.98 1 1.7

SVM 0.92 0.96 0.96 4.1

LR 0.95 0.97 1 2.7
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Fig. 5 ROC of DA prediction at tenfold

Figure 6 displays the ROC curve which compared the sensitivity of real-time
models at various thresholds for NDA class. Here, we have found that the ANN
classifier’s TP rate higher than others and it starts from 0.90 and ends to 0.99 with
updating thresholds. The real-time model started sensing at thresholds 0.01 with the
highest TP rate 0.96 and the FP rate is 0.04 which exposes the significance of the
real-time predictive model. Accordingly, ANN with PCA-7 outperformed the others
to predict the DA and NDA of ICT and MT in both countries.

Fig. 6 ROC of NDA prediction at tenfold



614 C. Verma et al.

5 Conclusion

To predict the DA, four experiments are conducted on the primary dataset using
four supervised machine learning classifiers with T-test at a 0.5 significant level.
The dataset is trained, tested, and validated using holdout and K-fold techniques. To
extract features from datasets PCA is also applied to enhance the prediction accuracy
of classifiers. In the holdoutmethod, LR gained the highest accuracy (96.4%) as com-
pared to others. Further, T-test found a significant difference between the accuracies
of RF and the rest of three classifiers at a 0.5 significant level. In the k-fold method,
highest prediction accuracies (97.1%) are given by SVM and LR at tenfold. Here,
T-test also found a significant difference in prediction accuracy of RF and ANN;
SVM and ANN; LR and RF; LR and SVM. Additional, after applied PCA-7 the
accuracies of all classifiers are enhanced except SVM classifier. It is also concluded
that the highest prediction of DA in 1.45 s is gained by ANN classifier with PCA-7.
It is also revealed that the lowest CPU time 0.17 s is induced by SVM to train PCA-7
with 95.9% prediction accuracy. Further, T-test at 0.5 significant level also found
a significant difference between real-time induced by ANN and CPU time of the
remaining three classifiers. Therefore, due to the highest accuracy of 98.4%, it is
proved that ANN is best suited for the real-time prediction of DA of ICT and MT in
the University of both countries. The future research is recommended to implement
deep neural network models to enhance the prediction accuracy with minimizing the
training time.
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AWeb Extraction Browsing Scheme
for Time-Critical Specific URLs Fetching

Sunita and Vijay Rana

Abstract Web browsing is the need of the hour present state of the art problem
of presenting the specific result to the users. This paper works towards creating an
efficient search engine that removes stop words, extract meaningful words and form
clusters of highest frequency words and final stage present the result in terms of
URLs. The proposed system is divided into three phases: In the first phase, pre-
processing is performed by eliminating the stop words. The outcome of this phase
is a reduced query. In the second phase, the extraction of meaningful words with a
frequent word or similar word replacement is applied. In the last phase, meaningful
URLs are fetched through location-sensitive searching and then presented within the
same interface. The result is presented in term of URLs fetched and execution time
it takes to fetch the results.

Keywords Web browsing · Pre-processing · Clustering

1 Introduction

Today, the Internet has become the heart and soul of the modern era. Almost every-
thing required by the users can be located over the Web. In the early stage, [1] Web
browsers present relevant as well as irrelevant material to the user based on the query
presented. Rank-based search engines that are an invention of themodern era presents
a user with the result of allocating rank to contents. Higher contents matched within
the query with the URL contents will yield the output at first place. Earlier such
search engines are paid.

Sunita (B)
Department of Computer Science, Arni University, Kangra, India
e-mail: sunitamahajan2603@gmail.com

V. Rana
Department of Computer Science, Sant Baba Bhag Singh University, Jalandhar, India
e-mail: vijay.rana93@gmail.com

© Springer Nature Switzerland AG 2020
P. K. Singh et al. (eds.), Proceedings of ICRIC 2019, Lecture Notes
in Electrical Engineering 597, https://doi.org/10.1007/978-3-030-29407-6_44

617

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29407-6_44&domain=pdf
mailto:sunitamahajan2603@gmail.com
mailto:vijay.rana93@gmail.com
https://doi.org/10.1007/978-3-030-29407-6_44


618 Sunita and V. Rana

Nowadays, competition is high and due to that reason, search engines are also
evolving. The most popular search engine like Google, Alta-Vista, etc. are free to
use and provide a user with the [2, 3] rank-based results. The most common problem
with these search engines is a specific result, which is not generated in response to
the user query. Overall execution time in such a situation is generally high. This work
is focused primarily on the specific result in response to the user query.

The rest of the paper is organized as under: Sect. 2 gives the literature survey,
Sect. 3 gives the problem definition, Sect. 4 gives the proposed system, Sect. 5 gives
the result and performance analysis and Sect. 6 gives the conclusion and future scope
and last section gives the references.

2 Literature Survey

This section puts a light on the existing mechanism used within the browsing process
to provide efficient results to the user.

In this discussed various mechanisms of extracting meaning from the presented
query strings, the sense embedding [4] using retrofitting mechanisms seems to be
need of the hour and discussed through this literature effectively. Learning vector is
maintained in order to determine the problems if any within the query string. The
pre-processing to words is performed through the learning vector. Similarity graph
calculation is performed to reduce execution time while browsingWebsites. Fetched
URLs are maintained within the buffer and finally, these results are displayed to the
user using the Web browser.

In proposing a cluster of fake account detection [5] in social media, supervised
machine-learning pipeline approach is used . Key features used in this case depend
upon name, email, address and company.

The rank-based algorithm [6], [7] is proposed for semantic Web search. In this
algorithm, the criteria-based information derived from the huge semantic environ-
ment and then user query is analyzed. It mainly utilizes page relevance and then
provides a relevance score for a Web page. The page relevance measure involved
graph-based representations along with the probability-aware approach. The results
show that cost reduction and accuracy are better. But it does not base on Web repos-
itories and multiple ontologies.

In spam-based Web search [8, 9] technologies are used and it is used to detect
Web spam. It firstly detects the content features then non-spam pages are identified.
After that spam pages that are made by spammers are detected. The results show
that it has helped in spam detection. But it does not focus on the semantics which
is utilized in searching and also there are no appropriate methods used for detecting
content features.
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A weighted page rank algorithm [10] in a mobile system that is used to link the
structure of variousWeb pages and calculate the rank of the pages. If a page has more
outgoing links, then it has the highest rank. This rank is used to give probability about
the particular page when a user query is given. In this algorithm, the current rank of
the page is utilized for estimating the probability.

An algorithm [11] that analyzes the structure of Web page links and the authority
is provided in that link. Then, according to the user query, information is stored in
authority pages. It works in two steps: firstly, sampling is done, and then iterative
calculation is performed to solve the user query. It calculates the rank of pages.

Described ontology-based techniques [12] are based on index and relationships.
This provides a better search and also provide pages that are based on user interest.
It also utilizes semantics for searching the Web pages according to a user query. It
only displays those pages that achieved the relationship to the user query.

In describing a system that utilizes an OWL technique for semantic illustration
[13] and utilized for monitoring use. In this data, recuperation method is used for
highlighting the user interest and then semantic comparability is tested. It gives the
group estimation that highlights data, which is according to a user query.

Intelligent Web service [14, 15] uses ontology and retrieves the information in a
précised manner. It provides an intelligent agent that analysis user query and gives
data related to it according to most searches. It utilizes mining and shortlists the
Web pages that are semantically related to it. It decreases irrelevant search result and
précised knowledge discovery is made.

3 Problem Definition

The existing literature focuses on rank-based searchingmechanisms by looking at the
user query. The stop word elimination and meaningful word extraction mechanism
are missing. This causes high noise and generally results fetching through the Web.
To solve the problem, stop word fetching and elimination along with meaningful
word extraction must be used. This work is proposed through this literature using
stop work elimination andmeaningful word extraction phase. Also clustering is done
for improving execution time.

4 Proposed Work

From the literature survey, it is extracted that work has been done towards pre-
processing of user query, but least amount of work is done towards location-based
clustering mechanism that emphasizes on pre-processing phase for keyword extrac-
tion, and word processing and classification of user query includes location-sensitive
site extraction procedure. The entire work of the proposed system is categorized into
phases.
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Phase 1: Identifying Tokens from a User Query

This phase consists of extracting the meaningful work, which exists in the dictionary
representing meaningful words. All these words are known as tokens. In addition to
identifying tokens, it also identifies the misspelled words and suggests corrections.
The corrected words are replaced with existing URL words.

Phase 2: Removing Stop Words

Stop words removal becomes a need of the hour to reduce the time required to
perform searches. These words are bound to ignore by the search engine. These
words will be removed in the proposed mechanism. To accomplish this, stop words
dictionary is maintained. Once the stop words are removed, a length of query string
is subsequently reduced.

Phase 3: Extracting Keywords

Keywords in Web searching represent the most profound search words. The fre-
quency of occurrence of keywords in URL is high as compared to a normal word.
Thus, keywords identification in the proposed system is achieved using a statisti-
cal measure known as a model. The highest frequency of the word will be directly
proportional to the probability of keywords.

Phase 4: Forming Clusters

This phase presents determine from other browsers. In this phase, the most probable
clustering mechanism is proposed. This is a simple mechanism, in which keywords
extracted from the query string are stored within the dataset. These keywords are
accompanied by the count variable. This variable increases as the same keywords
appear againwithin theURL string. In the case, Euclidean distance is evaluated corre-
sponding to each keyword. Threshold distance is also maintained. In case, Euclidean
distance is less than the threshold distance, then keywords are collected within the
cluster.

Phase 5: Location-sensitive URL Result

The algorithm for the proposed system is given as under
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________________________________________________________
Algorithm MPV_Cluster
___________________________________________________________
• URL represents the user input which is stored within ‘U’ variable
• ‘db’ indicates the dictionary of meaningful words.
• Extracted_Tokens indicates the meaningful tokens. 
• Extracted_stop is the variable for maintaining Query without stop words 
• Stop is the database for stop words.
• MPV is the historical information of keywords searched. 
• Cluster is the group of keywords. 

__________________________________________________________
Start
(a) Read the URL from the query string

U=URL(Query_String)
Phase to extract tokens from the query string 

(b) For i=1: length(U)
For j=1: length(db)         
if (U(i)==db(j))

Extracted_Tokens=Extracted_Token+” “+U(i)
Break
End of if
End of for

End of for
Phase to remove stop words and extracting keywords

(c) Extracted_stop= Extracted_Tokens
(d) For i=1: length(Extracted_stop)

For j=1: length(stop)
if (Extracted_stop(i)!=stop(j))

Without_stop= Without_stop+” “+Extracted_stop(i)
End of if
End of for

End of for
(e) Phase to find most probable clustering

For i=1:length(Without_stop)
For j=1: length(MPV)

if Without_stop(i)==MPV(j)
Counti=Counti+1

End of if
End of for

End of for
(f) Finding distance in terms of count and storing the result with 
corresponding cluster index

For i=1: length(Without_stop)
if (count(Without_stopi)<=Threshold)

Clusteri= Without_stopi
End of if

End of for
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(g)   Using Google GPS key retrieving location sensitive URLs
(h) Retrieve website URLs corresponds to Without_stopi  and print result in 
terms of execution time. 
Stop
________________________________________________________

Next section gives the performance analysis and result corresponding to 
algorithm given above.

5 Performance Analysis and Discussion

The performance of this system is predicted in terms of execution time and several
URLs fetched. The execution time is predicted in units of sec’s and the number
of URLs is presented as a collection of Websites which are efficient and specific
enough for user satisfaction. The simulation is conducted in the Open MVC with
asp.net platforms. The result of existing and proposed kinds of literature is compared
and better result is obtained in the case of the proposed system.

This phase, although additional time in dissimilar word handling, yields a better
result in terms of meaningful URL fetching. User query initially is passed through
tokenization where the entire query is parsed and compared against the token dictio-
nary. The process yields meaningful and dissimilar words. The query is then formed
again from the tokens. The tokens, then compared against the stop word dictionary
to eliminate them from the user query. Once stop words eliminated from the string,
the spell checking phase checks the words and proposes corrections. In case the
user accepts the corrections, words in strings are replaced. This will conclude the
pre-processing phase.

Keyword extraction is critical since meaningful information processing is
achieved only if keyword extraction is successful. Keyword extraction phase com-
pares the extracted words after the correction phase. Correction phase gives the
optimal result and the keyword extraction phase consumes less time since the correc-
tion is not a part of an extraction. This determines keyword extraction and correction
enhances performance in terms of time consumed in browsing. The parametric results
of pre-processing and keyword extraction phase without clustering when browsing
is performed by the user is listed in Table 3. Execution time parameter indicates the
total time it takes to produce the result in the form of maximum possible URLs.
Although limited Websites are used for the purpose of simulation, but still result of
time consumption is less than 2 s for each user query (Table 1).

The result produced by the proposed mechanism performs order by determining
the most frequent keywords searched.

The plots in terms of number of URLs fetched of existing literature without
clustering are given as under (Fig. 1).

This will set-up locality of reference to enhance the speed with which searching
operation is being performed. The rank-basedmechanism is termed as most probable
clusters and during searching, the only relevant cluster is required to be searched.



AWeb Extraction Browsing Scheme for Time-Critical Specific … 623

Table 1 Parametric result of
a number of keywords fetched
without clustering from user
query and execution time

No. of keywords No. of URLs Execution time (s)

Apple 1 1.03

8

0

Bank 3 1.85

0

0

Interest 1 1.08

6

0

Java 1 0.85

2

0

Orange 1 1.78

0

0

Giant 2 1.94

0

0

Fig. 1 Number of URL
fetched without clustering
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200

400

Apple Bank Interest Java Orange Giant

Execution Time with No. of URLs Without Clustering

No. of URLs Execu on Time

The result corresponding to the keywords searched and rank assigned is given in the
Table 2.

As the rank is allotted and a cluster is formed, the execution time required is
subsequently reduced. The number of keywords although increased, execution time is
reduced. Table 3 predicts the execution timewith the clusteringmechanism employed
(Fig. 2).

Clustering set-up locality of reference and allows a searching process to be sim-
plified with less complexity. Using the said mechanism, only those clusters which
are likely to contain the specified keyword is searched and the rest of the cluster are
ignored causing least time consuming during the browsing of information.
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Table 2 Most probable
clustering (MPC) with rank
allocation

Queries Keyword Rank

Q1 Apple 4

Q2 Bank 3

Q3 Interest 5

Q4 Java 4

Q5 Orange 3

Q6 Giant 5

Table 3 Execution time with
clustering

No. of keywords No. of URLs Execution time (s)

Apple 100 0.85

Bank 200 1.03

Interest 120 0.65

Java 200 0.30

Orange 500 0.98

Giant 100 1.04

Fig. 2 MPC with rank
allocation

0

2

4

6

Apple Bank Interest Java Orange Giant

MPC with Rank alloca on 

Rank

The execution time in browsing can cause mass users to attract the search engine
or reject it. Execution time thus plays a critical role during browsing. The number of
URLs fetched through the proposed system is given as under (Fig. 3).

The execution time of the fetched URLs through the proposed and existing system
is given as under.

The objective of the proposed browsing scheme is to reduce the complexity during
searching for URL over theWeb. Google API’s plays a critical role in our simulation
work. Locations sensitiveAPI’s are employed to give the result specific to the location
that also limits the search space causing reduced execution time.
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Fig. 3 Number of URL
fetched with clustering
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150

200
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Execu on Time with No. of URLs Without Clustering

No. of URLs Execu on Time

6 Conclusion and Future Scope

The volume of search space usage during Web browsing results in high execution
time during aURL retrieval operation. Execution time reduction can causemass users
to interact with the browser. The proposed work aims to reduce execution time by
the use of most probable clustering mechanisms along with the user query correction
mechanism makes it useful to look for meaningful and specific URLs. The result in
terms of execution time with clustering shows improvement. Direct interaction of a
user during word correction allows better communication and specific URL results.

An additional advantage of the proposed mechanism is location-sensitive Web
URL is fetching that is obtained using the location API’s provided by Google. In
future, the proposed work implication in a real-time environment can be tested and
execution time can be further improved using a high degree of specificity through
redundancy check and elimination procedure.

References

1. Yang, D., Song, J.: Web content information extraction approach based on removing noise
and content-features. In: Proceedings—2010 International Conference on Web Information
Systems and Mining, WISM 2010, vol. 1, pp. 246–249 (2010)

2. Wanaskar, U.H., Vij, S.R.,Mukhopadhyay, D.: A hybrid web recommendation system based on
the improved association rule mining algorithm. J. Softw. Eng. Appl. 2013(August), 396–404
(2013)

3. SinghChouhan, J., Gadwal, A.: Improvingweb search user query relevance using content based
page rank. In: IEEE International Conference on Computer, Communication and Control, IC4
2015 (2016)

4. Panchenko, A.: Senses forWSD and Enrichment of lexical Resources. http://compling.hss.ntu.
edu.sg/ (2018)

5. Freeman, D.M., Hwa, T.: Detecting Clusters of Fake Accounts in Online Social Networks
Categories and Subject Descriptors. IEEE Access (2015)

http://compling.hss.ntu.edu.sg/


626 Sunita and V. Rana

6. Witten, I.H., Moffat, A., Bell, T.C.: Managing Gigabytes : compressing and Indexing Docu-
ments and Images (1999)

7. Aguilar, J., Valdiviezo-dı, P., Riofrio, G.: Original article A general framework for intelligent
recommender systems, pp. 147–160. ACM (2017)

8. Sharma, A.: Spam filtering using k mean clustering with local feature selection classifier. IJCA
108(10), 35–39 (2014)

9. Zaman, Z.: Spam Detection In Social Media Employing Machine Learning Tool for Text
Mining. IEEE Access (2017)

10. Pavalam, S.M., Raja, S.V.K., Jawahar,M., Akorli, F.K.:Web crawler inmobile systems. IJMLC
2(4), 531–534 (2012)

11. Naaz, S.: Analysis of web pages through link structure. IJCA 122(11), 22–26 (2015)
12. Lee, T., Chun, J., Shim, J., Lee, S.: An ontology-based product recommender system for B2B

marketplaces. Int. J. Electron. Commer. 11(2), 125–155 (2006)
13. Chen, Y.S., Chang, W.H., Fang, H.M., Yeh, Y.M., Cheng, R.S.: A context-aware reasoning

framework with OWL for mobile web information acquisition. J. Internet Technol. 11(2),
203–214 (2010)

14. Makvana, K., Shah, P., Shah, P.: A novel approach to personalize web search through user
profiling and query reformulation. In: 2014 International Conference on Data Mining and
Intelligent Computing ICDMIC (2014)

15. Rana, V.: Optimizing performance of user web browsing search. In: International Conference
on Advanced Informatics for Computing Research, pp. 230–239. Springer, Singapore (2018)



A Comparative Study of Famous
Classification Techniques and Data
Mining Tools

Yash Paul and Neerendra Kumar

Abstract Data mining is the procedure or technique of drawing out the facts and
patterns hidden in huge sumof data and converts it into a readable and understandable
form.Datamininghas fourmainmodules like classification, association rule analysis,
and clustering and sequence analysis. The classification is the major module and is
used inmany different areas for classification problems.Classification process gives a
summary of data investigationwhichmay be utilized to developmodels or structures,
telling different classes or predict future data trends for improved understanding of
the data atmaximum. In this survey, various datamining classification techniques and
some important data mining tools along with their advantages and disadvantages are
presented. Data classification techniques are classified into three categories namely,
Eager learners, Lazy learners, and other Classification techniques. Decision tree,
Bayesian classification, Rule based classification, Support Vector Machines (SVM),
Association rule mining and backpropagation (Neural Networks) are eager learners.
The K-Nearest Neighbor (KNN) classification and Case Based Reasoning (CRT) are
lazy learners. Other classification techniques include genetic algorithms, fuzzy logic
and Rough Set Approach. Here six important data mining tools, basic Eager learner,
Lazy learner and other classification techniques for data classification are discussed.
The aim of this article is to provide a survey of six famous data mining tools and
famous different data mining classification techniques.
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1 Introduction

Data mining utilizes investigation packages to determine unidentified, concealed and
legitimate patterns along with their associations from very large data sets. The ana-
lyzing tools comprised of mathematics, statistics, machine learning (ML) methods,
etc. Therefore, data mining is not only dealing with gathering and organization the
data but, also includes investigation or examination and forecasting of the data. There
are quite a lot of applications of ML and the important one of which is data min-
ing. Classification comprises of two steps [1]. Step one is, (Training phase/Learning
step), where a classifier or model is constructed from the training examples set,
which consists of the database records along with class labels. Step two comprises of
application of model built from step 1 on unseen data with no class label to predict
the class label. Because the class label is given along with the training data, the step
one is also called supervised learning or classification. Whereas, when class label
attribute is not given to classify the tuples, this step is called unsupervised learning
or clustering and can be formulated as y = f (x), where x is tuple to be tested and y
is its predicted class label. People are usually committing mistakes during analysis
or while establishing the relationship between number of instances, Therefore ML
algorithms practically can be applied to these above-mentioned problems (mainly
classification and prediction) successfully, which improves the effectiveness, accu-
racy, robustness, etc. of the system and the designs of the machines. In this paper, the
focus of machine learning techniques and their applications is to perform supervised
tasks. Under three above-mentioned categories of classifiers such as Eager, Lazy and
other classification techniques, eight different, important and popular classification
techniques or classifiers alongwith their advantages and disadvantages are discussed.
Under lazy and eager category and three algorithms are discussed as other classifiers.

1.1 Eager Learners

Eager classifiers are those classifiers or models which are constructed from a known
set of training examples before classifying unseen test examples. Therefore, we can
say summarize about these type of classifiers that learned or construct models or
classifiers are already trained and are waiting eagerly to classify unobserved tuples
without class label i.e. test data. In this section, six basic eager learners along with
their properties are discussed.
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Table 1 Training set for decision tree

Name Age Credit-rating Student Buys_CD

Johan Young Fair Yes Yes

Rohan Young Fair No No

Merry Mid_age Excellent No Yes

Tina Senior Fair No No

—— —— —— —— ——

Fig. 1 An example of decision tree

1.2 Decision Tree (DT) Classification

This model looks like a well-known structure called flow chart where interior nodes
of the structure signify various tests on attributes and branches denotes the outcomes
of the tests performed on interior nodes. Finally leaf nodes or terminal nodes of the
tree stores a class label [1, 2].

Decision tree (DT) structure for training set given in Table 1 is shown in Fig. 1.
The basicD-tree algorithm is designed by using top-down, divide-conquer mode and
is based on greedy approach.

1.3 SLIQ and SPRINT

In 1980 J. Ross Quinlan gave a basic well-known D-tree algorithm called as ID3
(Iterative Dichotomiser) [3–6]. Later, he provided C4.5, which was the descendant of
ID3. ID3 and C4.5 use greedy (non-backtracking) technique. The trees are designed
by using top-down, recursive, and divide and conquer way. C4.5 produces accurate
results and takes less model building time, has less searching time and uses less
memory to execute large program. But it suffers from Empty branches, insignificant
branches and over fitting. On the other hand, ID3 gives more accurate results as
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compared to C4.5, usually work with nominal attributes without missing values, with
reduced false alarm and omission rates, high discovery or detection rate with less the
memory utilization [7]. But it is time-consuming while searching an item requires
more memory as compared to C4.5 to execute large program. CART (Classification
and Regression Tree) was discovered by L. Breiman, J. Friedman, R. Olshen and C.
Stone and is employed to produce binary DT. The above-mentioned algorithms, e.g.
ID3 andC4.5work efficientlywhen the given data sets for the classifications are small
because there is a limitation that all training examples must be located in the primary
memory. But this is not feasible when the training data set has millions of training
records or samples. Therefore, SLIQ [8] (Supervised Learning InQuest, where Quest
is theDataMining.) and SPRINT [3] (Scalable PaRallelizable INndution of Decision
Tree) are two algorithms which are capable of handling training data sets that are
excessively huge to fit into primary memory. The strong point of these algorithms is
that they will knob both categorical and continuous data.

1.4 Rain Forest and BOAT

The efficiency and scalability of SLIQ depend on its memory resident data structure,
where in SPRINT memory issue is resolved, but still there is a requirement of a hash
tree relative in amount to the training data set. This becomes more costly when the
size of training data set increases. Rain Forest algorithm [1, 9] further increase the
scalability and efficiency of decision tree induction by maintaining AVC (“Attribute-
value, class label”) for all attribute, at every tree node, which describes the training
records at the node. It can use any selection measure like Gini index, gain ratio [1],
etc. and is more effective than SLIQ and SPRINT. The group of each and every AVC-
sets at node N is designated as AVC group of N nodes and Rain Forests has number
of techniques to handle the AVC group that could not store into main memory.

BOAT [10] (BootstrappedOptimisticAlgorithm forTreeConstruction) has totally
dissimilar approach to scalability and has no special data structures required at all.
It uses “bootstrapping” a statistical method to create number of small subsets of
the training set in such a way that each subset get store into primary memory. Each
sample or subset is then utilized to build the tree structurewhich results inmany small
trees structures. These subtrees are processed and a new tree T will be created, which
is very similar to the tree that could have been produced from the whole training data
if it accommodates into the memory. BOAT may work with all attribute selection
measures like Information Gain, Gini Index and Gain Ratio, etc. and follows the
principle of purity of partitions. Advantage of BOAT as compared to other above-
mentioned technique is that it requires only two scans of D (dataset).
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1.5 Bayesian Classifiers

Bayesianmodels are also called as Statisticalmodel and are based onBaye’s theorem.
These classifiers predict class membership probabilities which mean what is the
probability of a given example associated to a specific class [1, 2, 11, 12]. There are
two types of Bayesian classifiers:

i. Naïve Bayesian classifiers
ii. Bayesian belief network

NaïveBayesian classifiers: “It works on the assumption that the cause of a feature
value in a known class is not dependent on the features values of the other features
and this hypothesis is branded as class conditional independence”. Because of this
assumption the computation concerned is very simple. Bayesian belief networks are
graphical structures, which permit the demonstration of dependencies among various
subsets of features or attributes. Bayesian classifiers predict classes by using Baye’s
theorem. Baye’s theorem, gives a method to compute the posterior probability, P
(H/Y ), from P(H), P(Y /H), and P(Y )

Therefore,

P(H/Y ) = P(Y/H)P(H)

P(Y )
(1)

Description of Baye’s theorem.

i. Y is a tuple or “evidence”.
ii. H is hypothesis, e.g. the data tuple Y pertains to a particular class C.
iii. P(H) is known as priori probability, ofH, it is the probability that the hypothesis

H holds given the explanation of tuple Y.
iv. P(H/Y ) is known as posteriori probability of H trained on Y.
v. P(Y ) is known as priori probability of Y.
vi. P(Y /H) is a posteriori probability of Y trained on H.

Because of their ease in allowing all attributes to contribute in the final decision
equally and independently Naive Bayesian [1] classifiers are well-liked in machine
learning field.

Advantages:

i. Theoretically, Naive Bayesian classifiers are simple and have the least error rate
in contrast to every other classifiers. But, in practice it is not mandatory that this
is always true.

ii. Bayesian classifiers give a theoretical explanation for other models that clearly
not utilizing Baye’s theorem.

Disadvantages:
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i. The main disadvantage of Naive Baye’s classifier is its very strong statement and
imagination about the shape or distribution of the data, Due to this assumption
sometimes it may give very bad results.

ii. Another problem happens due to data scarcity.

Bayesian Belief Networks: If “class conditional independence” conditions are
satisfied, then the naïve Bayesian classifier is the best classifier as compared to all
other classifiers in terms of accuracy. But in practice, dependencies will continue
living among variables. Bayesian belief networks indicate joint conditional proba-
bility distributions [13, 14]. They permit class conditional independencies condition
among variables or attributes. Finally, the learning can be done on these structures
of causal relationships.

Components:

i. A directed acyclic graph (DAG)
ii. A group of conditional probability tables

In the Directed Acyclic Graph (DAG) Nodes are signify as random variables and
these variables may be discrete or continuous. Each one arc shows a probabilistic
dependence. An arc starting a node X to node Y, demonstrate that X is parent or
direct predecessor of node Y, and Y is called a successor of Y. Figure 2 shows a

Fig. 2 a An anticipated
causal model, characterized
by a DAG. b Table contains
values of probabilities for
Lung Cancer (LC) show
feasible grouping of the
values of its parent nodes,
FamilyHistory (FH) and
Smoker (S) [1]
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straightforward belief network, for six Boolean variables and associated conditional
probability table (CPT).

Advantages and Disadvantages:

i. It can handle incomplete data set
ii. It allows one to learn about casual relationship
iii. It readily facilitate use of prior knowledge
iv. Construction of graph is complex

In summary, unlike Naive Bayesian classifiers, Decision Tree classifiers can com-
bine with other provisions and can yield extraordinary outcomes for several domains.
However, training process of a Decision Tree model is very intricate and not simple
and some times the number of trees generated may cross the limit and become hard
to control the situation [1]. Bayesian networks give a natural representation for con-
ditional independence and get better the classification performance by taking out the
inappropriate features, resulting in short computational time. Unfortunately, Naive
Baye’s structures require extremely huge number of examples to acquire excellent
results. In Bayesian classifier there is no correct way to choose a prior information,
and if we do not proceed with care, disingenuous results can be generated.

1.6 Backpropagation (Neural Networks)

Back propagation is a learning algorithm of famous model called neural network and
it performs learning scheduled on multilayer Feed Forward Neural Network [11, 15–
17]. A neural network comprises of coupled input/output components, whereweights
are assigned to each connection, connecting these units. A multilayer feed-forward
neural network [1] along with weights on few connections is shown in Fig. 3.

Each layer comprises of units and these units are known as input units, Middle
units output units. The inputs to the network match to the feature considered or
calculated for each training tuples. The above network has one layer of output units
and is called one-layer network, if it has two layers of output units then this is called

Fig. 3 Simple multilayer
feed-forward neural network
[17]
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as two-layer neural network and so on. Similarly, when a network contains two
hidden layers such network is considered as three-layer neural network, and same
nomenclature is used for further increase in layers accordingly. The gist of feed
forward is that there are no weight cycles back in direction to an input component
or to an output component of prior layer. Neural network is taught by changing the
weights, as a result accurate class label can be predicted. Due to these connections
between the units such category of learning is called connectionist learning. Each
one output component takes a weighted summation of the outputs from components
in previous layers and applies a nonlinear function to the weighted sum.

Advantages

i. The powerful advantage of the neural networks is that they high acceptance of
noisy data and they are capable of classification of examples over which they
are not educated.

ii. They can be applied when we have tiny familiarity about relations among fea-
tures and classes.

iii. Unlike decision tree algorithms, they are well-matched to constant inputs and
outputs values and support Parallelism among various processes.

iv. Theymay be utilized in handwritten character recognition, laboratory medicine,
pathology, and to train a computer to pronounce English text.

v. They able tomodel the class forecasting as a nonlinear permutation of the inputs,
i.e. they perform nonlinear regression.

Working of Backpropagation. Backpropagation can be trained by analyzing
training examples recursively, matching up to the network’s forecast or prediction for
all data examples with the real already identified class label of the training example.
For each one training example the weights are altered in order to limit the mean
squared error between the system’s expectation and the real objective value. These
adjustments are prepared in the backward way (out layers to first hidden layer) and
thus the backpropagation.

1.7 Support Vector Machines (SVM)

Support vector machines [1, 18] is a very fast and new classification technique for
very large (millions of support vectors) linear and nonlinear data sets.

Working Mechanism of SVM: It uses a nonlinear mapping to convert the actual
training data into a higher proportions and dimensions. A hyperplane a “decision
boundary”, separating the tuples of one class from another, is searched in these new
higher dimensions. These hyperplanes are searched by the SVM by using support
vectors i.e. “Essential training tuples” andmargins [19–22]. SVMfor separable linear
data sets: The simplest case where the classes (two) are linearly separable, i.e. there
is a line that can be drawn to take apart the entire tuples of class +1 (Buys_CD =
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Fig. 4 2-D linearly
separable training data

yes) from every single one of the tuples of class −1 (Buys_CD = no). For example
the Fig. 4 shows B1 and B2 are linearly separable data.

In case of 3-D, we look for hyperplane as a replacement for a line. Through the
learning stage, the SVM seeks for the hyperplane having biggest margin because
larger margin is more precise at classifying test examples than hyperplane hav-
ing smaller margin and the large margin is called Maximum Marginal, Hyperplane
(MMH). The mathematical equation for MMH is:

W · X + b = 0 (2)

The weight vector, W = {w1,w2, . . .wn), here, n = overall features, b is just a
scalar. Let us we have two attributes B1 and B2 having values x1 and x2 for tuple
X (X = (x1, x2)), Training tuples are 2-D. If b is considered as a weight, w0, then
Eq. (2) can be written

As:

w0 + w1x1 + w2x2 = 0 (3)

The point positioned on top of the separating plane accepts

w0 + w1x1 + w2x2 > 0 (4)

And the point positioned beneath the separating plane accepts
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w0 + w1x1 + w2x2 < 0 (5)

The hyperplane describe the surfaces of the margin will be summarized as

H1:w0 + w1x1 + w2x2 ≥ 1 for yi = +1 (6)

H2:w0 + w1x1 + w2x2 ≤ 1 for yi = −1 (7)

Example that lies on or above H1 belongs to +1class and an example that lies on
or below H2 belongs to −1 class. On combining (4) and (5) we get

yi (w0 + w1x1 + w2x2) ≥ 1, for all i (8)

Support vector, any tuples that fall on hyperplanes H1 or H2 and satisfy Eq. (8)
are called support vectors.

The size of maximal margin is given by the formula 2
||W || (both sides), Where

||W || is called Euclidean norm of W i.e.
√
W · W =

√
W 2

1 + W 2
2 . . .W 2

n .
Training of SVM. The support vectors are generated by rewriting the Eq. (6) by

using Lagrangian formulation to find finding support vectors using Karush–Kuhn–
Tucker (KKT) conditions. Once MMH and support vectors are found the SVM can
be trained. A trained SVM can be called as linear SVM if it is used to categorize
linearly separable data.

Classifying test tuples. With Lagrangian formulation the MMHwill be modified
as the decision boundary:

d
(
XT

) =
l∑

i=1

yiαi Xi X
T + b0. (9)

Here yi, Xi are class label and support vector, XT is test tuple, αi and b0 are
numeric parameters calculated automatically by classifier. To test a tuple XT , feed
to (9) and the test out the sign of the end result. If sign of the result is plus then XT

is on or above the MMH and example belongs to class +1 (buys_CD = yes). But
if the sign is minus, then XT is on or under the MMH which suggests the example
belongs to −1 class (buys_CD = no).

There is dot product between the Xi and XT

In Lagrangian formulation

D
(
XT

) =
l∑

i=1

yiαi Xi X
T + b0.

SVM for linearly not separable data. This is the case when no straight line like
in linear SVM, can exist that would separate the classes. The linear SVM can be
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extended in two steps to find the solution of such situation and is capable to find
nonlinear decision boundary i.e. nonlinear hypersurface. In first step, we change the
original data into high dimensions by applying nonlinear mapping. In second step,
look for hyperplane which is linear separating in new dimensional space, and then
solve the problem by using linear SVM.

Kernel Function: Without knowing the clever trick to map our space to a higher
dimension, this may lead a very computationally expensive transformation and there
can large number of new dimensions too. Repeating this for all vectors in the database
leads to a lot of efforts. Therefore this motivates us for cheaper solution and kernel
function trick help us to reduce this computation and gives cheaper solution.

SVM needn’t bother with the real vectors to work its electrification, it is really can
be done by just with the dot products. It implies that it avoids the cost computations
of the new measurements or dimensions. Let the new space we required is:

z = x2 + y2

The dot product in that space will be:

a · b = xa · xb + ya · yb + za · zb
a · b = xa · xb + ya · yb + (

x2a + y2a
) · (

x2a + y2a
)

Then we tell the SVM to perform its tasks, but by means of the new dot product
and we name this a kernel function. That is the kernel trick, which bypass a lot of
pricey calculations. In general, when we have linear kernel, the classifier is linear.
However, when kernel is nonlinear then a nonlinear classifier with no transformation
of the data.

Advantages:

i. SVM has a regularization parameter, which helps to avoid over-fitting.
ii. When C and r parameters are chosen approximately good then SVMs provide

a good out-of-sample generalization.
iii. SVMuses the kernel trick, bywhichmachine acts smartly to solve the problems.
iv. SVMs give a single solution because the optimality problem here is convex and

this is an advantage contrast to Neural Networks, which may give number of
solutions related with local minima.

v. The kernel implicitly contains a non-linear transformation.

Disadvantages:

i. One common drawback of non-parametric techniques like SVMs is, not have
transparency of results.

ii. The parameters optimization and kernel selection is challenging, if parameters
are not chosen carefully unaccepted results will be produced. Practically it may
be the most severe difficulty with is the elevated algorithmic complexity and
wide memory requirements.
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In summary, the kernel trick, in fact, is not a part of support vector machines, and
it may be utilized with other linear classifiers e.g. logistic regression. A SVM only
concerns of finding the decision boundary. In many applications, it is found that in
large number of applications SVM is very perfect classifier in terms of accuracy as
compared to other classifiers. It has less overfitting, robust to noise, more famous
in text classification problems especially in high-dimensional spaces. On the other
hand, SVM is a binary classifier and to achieve multi-class classification, pair-wise
classifications can be utilized, i.e. one class against all others, for all classes which
is computationally costly and slow down the speed of the device.

1.8 Rule-Based Classification

To classify a test tuples, rule-based classifier [1, 23–25] is constructed from a set of
IF-THEN rules, and these rules may be constructed from a decision tree or directly
from the raining data set.

IF-THEN Rules-based classification. An IF-THEN rule can be written as:
IF condition THEN conclusion. The IF-part or left-hand side of a rule is called

rule antecedent or precondition. The THEN-part or right-hand side is called rule
consequent. Rule R can be assessed by its coverage and accuracy. Given a tuple,
X, from data set D, let n covers—the number of tuples covered by R; n correct—
the number of tuples correctly classified by R, and |D|—the number of tuples in D.
Coverage and Accuracy of a rule R are:

Coverage (R) = n covers

|D|
Accuracy (R) = n correct

n covers

1.9 Associative Classification

Before discussing the variousmethods of associative classification,wemust be famil-
iar with the necessary ideas of association rule mining and such terms and rules are
mentioned below.

Frequent patterns or itemsets [1], itemsets, substructures, or subsequences that
repeat frequently in a data set are called frequent patterns. Each item in a market
basket can be represented by presence (1) or absence (0) of items, and such Boolean
vectors (0,1) can be analyzed to know the buying patterns of items that frequently
purchased or associated by the customers. The association or relationship between
the frequently purchased itemsets can be represented in the form of a rule called as
association rule [26]. For example, if we want to know the information about the
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customers who purchase CD also have a tendency to purchase head phone at the
similar time is signified by the following association rule,

CD → Head_phone
[
confidence = 70%, support = 20%

]

Support and confidence are to measures which based on some threshold value,
determine the interestingness of an association rule [27]. Support depicts is usefulness
and confidence depicts the confidence or certainty of a revealed rule. The confidence
70% means that 70% of the total clients who bought a CD also purchased the head
phone, and support of 20% means that 20% customers are those customers who
purchased CD and head phone together.

Methods of associative classification.
Association rule mining includes two steps:

i. Frequent itemsets mining, where patterns are searched to find frequent patterns.
ii. Rule generation, here Association rules are produced from the frequent patterns.

There are three important associative methods are given below:

i. Classification based association (CBA)
ii. Classification based on multiple association Rules (CMAR)
iii. Classification based on positive association rules (CPAR)

CBA [28]. Like Apriority algorithm, it also uses the iterative approach to generate
frequent patterns the total number of passes needed are the same as span of the
longest rule found. Classifiers are trained only from the strong association rules
i.e. rules having support and confidence values are above or equal to the minimum
support and confidence threshold values. The classifier stores and organized the
rules according to decreasing precedence based on their confidence and support. To
classify a tuple Y, It chooses the rule which satisfies and matches tuple Y. But when
more than two rules are matched tuple Y, it selects rule having highest confidence.
When no rule matches, default rule, i.e. rule having lowest precedence, is used to
classify a test tuple Y. Rues having identical antecedent (precedence), the rule with
maximum confidence is used to characterize that group of rules. The performance
of CBA is good than C4.5 on good number of data sets.

CMAR [29]. Its approach to finding frequent patterns and generate association
rules are different than CBA. It uses F-P (frequent pattern) tree to generate frequent
patterns and complete set of strong rules association rules. It also uses another tree
for efficient storage and retrieval of rues, by applying some pruning techniques on
the rules based on some criteria. It requires only two database scans to generate
frequent patterns. Association rules are discussed in details in [28–31].To classify a
tuple Y, It chooses the rule which satisfies and matches tuple Y. But when more than
two rules are matched to Y, instead of selecting one rule for classification, it selects
multiple rules. It segregates the matched rules into grouping as per their class labels,
all rules within a group allocate a common class label and each group has dissimilar
class labels as well. The strongest group among groups can be identified by applying
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weighted χ2 measure on each group. Finally the test tuple Y is assigned to strongest
group for classification, and because of this, CMAR has higher Accuracy than CBA.

CPAR [26]. Both CBA and CMAR generate candidate association rules, which
needs to further rectify, to generate strong association rules for classifiers. This pro-
cess is time-consuming. To generate rules it uses FOIL (first-order inductive learner)
algorithm,which generates rules to differentiate yes examples (CD_buys= yes) from
no examples (CD_buys = no). When there are more than two classes in the set then
FOIL is applied to each class. In this multiclass problem the entire examples of class
C may be treated as positive examples and the remaining examples are treated as
negative examples. To classify a tuple Y, it works similar to the CMAR, but instead
of selecting a complete strong group for classification it selects best k-rules from
each group for classifying test tuple Y. Such type of selection keeps away from the
pressure of lower ranked rules. It generates extreme few rules than CMAR and has
much more effective for huge data sets.

2 Lazy Learners

Lazy learners learn or gain from its neighbors. Lazy learner holds up until last
moment before performing any model improvement or growth for the classification
of a specified test example or query in hand. The famous lazy learners that are
discussed below are K-Nearest-Neighbor (KNN) and Case Based Reasoning (CBR)
classifiers.

2.1 K-Nearest-Neighbor Classifiers (KNN)

KNNhas high computing power and is greatly used in pattern recognition and classify
a tuple by comparing it with the training tuples (instances) in database, whose nature
or type is similar to it [1, 32, 33]. The “closeness” between two instances may
be measured by using different distance measures, e.g. Manhattan Distance (MD),
Euclidean Distance (ED) etc. Euclidean distance between two points’ xi, and xj is:

√
(xi1 − x j1)2 + (xi2 − x j2)2 + . . . + (xin − x jn)2

For categorical attribute, the distance is measured by comparing the correspond-
ing values of the feature in example X1 with the example X2. The problem with
these classifiers is that they endure from meager accuracy when noisy or extraneous
attributes are given. They are also slow when the size of the classifying tuples or data
set is large.
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2.2 Case Based Reasoning (CBR)

These sorts of classifiers utilize a data set of solutions of problem for taking care of the
problem Instead of storing training tuples as instances like in KNN, they accumulate
the examples or cases for statement solving as difficult figurative descriptions [34,
35]. To classify a new case or tuple, the classifiers will first verify whether exactly
the same training case exits. In the event that yes then answer for that case is returned
and if not it looks through the training tuples or cases having segments like those of
the new case. Problem with this classifier is that it is difficult to find good similarity
metric and appropriate methods for merging the solutions. On the other hand, other
issues consist of the selection of most important features for indexing training cases
and the progress of effective indexing techniques. The advantage of this technique is
that it effortless to know and implement. Training process is exceptionally fast and
well suited for multilevel classes and also Robust to noisy training data [35].

3 Other Classification Algorithms

These techniques are less preferable but in few applications, these are very efficient
than the techniques until we have studied. The various such techniques are given
below.

3.1 Genetic Algorithms (GA)

The inspiration of genetic algorithm [26, 36] is originated from natural evolution. In
GA initially population is to be made and the population comprises of rules which
are generated randomly which can be encoded in bit string.

Some important points about Genetic Algorithms:

i. Based on the idea of the continued existence of the fittest, another population
is framed that comprises of the fittest guidelines in the existing population and
children values of these principles too.

ii. The classification accuracy is used to find the fitness of the rule.
iii. Mutation and crossover are two genetic operators and mutation is utilized to

construct children or offspring.
iv. In crossover, the substring from pair of guidelines is exchanged to create a fresh

set of rules/guideline.
v. In mutation, arbitrarily pointed bits in a string of a rule are reversed.
vi. Parallelization is very easy to achieve in such algorithms and can be used for

classification as well as for optimization problems.
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3.2 Rough Set Approach

The rough set approach [37–39] can be utilized to find structural relationship in noisy
or information. The Rough Set Theory depends on the foundation of equivalence
classes inside the specified training examples that structure the equivalence classes
and are unclear or noisy. There are a few classes in the given real-world information,
which can’t be recognized by available set of attributes. We can utilize the rough sets
generally to characterize such type of classes. For a specified class C, the rough set
definition is estimated by two sets as:

Lower Approximation of C: The lower estimation of C comprises of the consider-
able number of data examples, which are stand on the knowledge of the feature, are
sure to have a place with class C.
Upper Approximation of C: The upper estimation ofC comprises of every example
that depend on knowledge of attributes and can’t be portrayed as not having a place
with C.

3.3 Fuzzy Set Approaches

Fuzzymeans ambiguity and this phenomenon occurs when the boundaries of classes
in the data are not clear.

Fuzzy Set idea was proposed by Lotfi Zadeh as an alternative of theory known as
two-value logic (CRISP, where boundaries are clear) and probability and this theory
is also known as Possibility theory where the membership lies in the interval [0,1].
Because of this theory, we can work with high level of abstraction and can deal
with imprecise dimension of data. The word “YOUNG” an example of fuzzy system
because an individual 25 is young and other who is 27 years old is also young [1].

4 Conclusion

Various classification techniques and data mining tools along with their advantages
and disadvantages are discussed.Whendata set is small and noise-freeKNNclassifier
is good choice for classification problems. SVM are frequently and widely used
classifiers in all classifications tasks. Classification methods, in general, are strong
in modeling communications. We have seen Decision Trees and Bayesian Network
and by and large have different working style, when one is very accurate the other is
not for the same problem and vice versa. But on the hand, rule-based and decision
tree classifiers have a similar working profile. Therefore it motivates the searchers
for integration of different classifiers into one, where the best features of two or more
classifiers are integrated into a single algorithm which gives more precise, certain
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and accurate results. Many combined methods have been given and anticipated, but
it is still not clear which one is the best method which meets all requirements. Study
also makes the reader become familiar with six popular data mining and big tools
along with their freely available resources.

Please note that the first paragraph of a section or subsection is not indented. The
first paragraphs that follow a table, figure, equation, etc. do not have an indent, either.

Subsequent paragraphs, however, are indented.
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Necessary Information to Know to Solve
Class Imbalance Problem: From a User’s
Perspective

G. Rekha and Amit Kumar Tyagi

Abstract In many real-world applications, class imbalance problem is the most
attentive (also a major challenging) problem for machine learning (ML). The tradi-
tional classification algorithms assume evenly distributed in the underlying training
set. In class imbalanced classification, the training set for one class called (majority
class) far exceed the training set of the other class called (minority class), in which,
the more often interesting class is minority class. We need to increase minority class
samples than majority class samples in analysing of a datasets (related to an applica-
tion). This is a hot problem in the past several decades. This article tries to provide as
much as information to know or work about class imbalance problem with a detail
description (from a user’s perspective). For this, we include several articles from a
reputed publication like IEEE, ACM, Elsevier, Wiley, etc. Hence, this work will help
a lot to all the future researchers to find out or a summary (about their interest) with
respect to this class imbalance problem (raising in several applications).

Keywords Class imbalance · Majority class · Minority class · Training set

1 Introduction

Recently, inmachine-learning and data-mining domain [1], the class imbalance prob-
lem has been recognized a serious problem, which required solution with a higher
accuracy, i.e. sampling of datasets of respective classes should be highly accurate.
This problem occurs when the training data is not equally distributed among different
classes. In several real-world’s applications, such as like fault diagnosis, anomaly
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detection, medical diagnosis, detection of oil spillage in satellite images, face recog-
nition, text classification, protein sequence detection, and many others [2], the exis-
tence of this problem is crucial. The standard classifiers generally perform poorly
in these cases. Classifiers usually ignore the minority class by overwhelming the
majority class. But the minority class is often of more interest and more importance,
therefore, it called for a strong urgency to be recognized. In the past decade, several
works have been done with respect to class imbalance problem [3]. These methods
can be categorized into three groups:

i. External approach: In the external approach, the data is pre-processed in order
to balance the dataset to overcome the effect caused by imbalanced set.

ii. Internal approach: proposing new algorithms or change existing ones to handle
the class imbalance problem at the time of classification.

iii. Hybrid approach: Combination of both external and internal approaches.

The drawback of internal approaches is of being algorithm explicit, whereas exter-
nal approaches are independent of the classifier used. In general, class imbalance
problem has been identified in several application areas/domains varying from edu-
cation, biomedical, management, and many more. The solutions proposed in past are
helpful but not enough to address this problem. The techniques proposed are highly
depending on the nature of the data in a skewed distribution.

Hence, the remaining paper is organized as: Section. 2 summarizes existing ana-
lyzing techniques to solve the class imbalance problem. Further, several domains
(applications) have been noticed (included) with respect to imbalance data (having
class imbalance problem) in Sect. 3. Then, Sect. 4 discusses several evaluation mod-
els for addressing the class imbalance problem in brief. Further, Sect. 5 describes
several possible research directions. Later, we discussed this problem (class imbal-
ance problem) in Sect. 6 with one (at least) real-world example with respect to user’s
perspective and get several interesting facts or things (like accuracy paradox, over-
fitting, etc.). In last, this work is concluded with some future remarks in Sect. 6.

2 Existing Analysis Techniques for Solving the Class
Imbalance Problem

In the past decade, many algorithms have been proposed by several researchers
to address (or solve) the class imbalance problem in classification. In this section,
we present an overview of all the techniques for imbalanced learning techniques.
Broadly, the three basic strategies for dealing with class imbalance learning are
preprocessing, algorithm-centric and ensemble methods. In the pre-processing
approach, resampling of sample space is done to balance the data. Apart from resam-
pling, the feature selection method is also adopted to optimize the feature space.

Pre-processing approach: Before building the classification model, the data is
preprocessed to balance the imbalanced data. Under preprocessing, resampling of
data is done to obtain the balance in the sample space [4].
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Fig. 1 Different sampling methods to solve the class imbalance problem

In general, the resampling techniques classified into three categories depending
on the balancing techniques used to handle skew distribution. Figure 1 discusses
respective three categories in brief.

• Under-sampling Technique: The imbalanced dataset is balanced by removing the
irrelevant samples in themajority class. Randomunder-sampling (RUS) is themost
effective (and mostly used in under-sampling) and simplest sampling technique
[5]. Generally, RUS randomly eliminates the samples, a collection of datasets (i.e.,
which belongs to majority class), to balance the skew distribution in the respective
datasets or with minority class’s samples.

• Over-sampling Technique: An over-sampling technique generates synthetic data
samples for the minority class to balance the skew distribution. Random over-
sampling (ROS) and synthetic minority over-sampling technique (SMOTE) are
simple and widely used techniques [6].

• Hybrid Technique: The combination of both over-sampling and under-sampling
approaches is used to balance the skew distribution.

Feature Selection:Compared to Pre-processing techniques, significantly fewer
work was done in past considering feature selection for class imbalance problem. In
general, the aim of feature selection is to select a subset of k features from the entire
feature space. The selection of important features will result in the optimal perfor-
mance of the classifier [7]. Here, feature selection is divided into three processes,
i.e., filters, wrappers. and embedded methods (see Fig. 2).
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Fig. 2 Different feature selection techniques

Algorithm-Centric Approach: To improve the classification performance for
imbalanced data, an attempt by the research community was to improve the learning
ability of the existing classification algorithm. In the past decade, a plenty of improved
classifiers such as support vectormachine (SVM) [8], neural network (NN), k-nearest
neighbor (KNN), decision tree (DT), rule-based classifiers, Naïve Bayes (NB), and
many more have been proposed for handling imbalanced datasets in classification.
Hence, all techniques/algorithms (as an interrelation) are discussed or showed in
Fig. 3.

Ensemble Methods: Ensemble methods or classifiers, combine several base clas-
sifiers to improve the performance than using a single classifier. Nowadays, among
all existing methods, one popular method is usedmostly to solve this class imbalance
problem, i.e., which is called as ensemble classifiers. The different ensemble tech-
niques are bagging, boosting, and hybrid methods. While implementing ensemble
methods [7], the different base classifiers used in the literature are support vector
machine (SVM), neural network (NN), NB, decision trees including C4.5, CART,
random forest, and rule-based classifiers.

Further from Fig. 4, we can say that boosting-based method includes techniques

Fig. 3 Different algorithm-centric approaches
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Fig. 4 Different ensemble methods

like SMOTEBoost, MSMOTEBoost, RUSBoost, and DataBoost-IM, whereas,
bagging-based method includes several techniques like OverBagging, Underbag-
ging, and UnderOverBagging, etc. In last, the hybrid method includes only two
methods (till now) which are EasyEnsemple and BalanceCascade.

Hence, this section discusses several existing analysis techniques to solve the class
imbalance problem. Now, in the next section, we will discuss about several domains
(applications) with respect to class imbalance data.

3 The Existence of Imbalanced Data Classification
in the Different Application Domains

The data-mining and machine-learning methods have been widely used in auto-
mated systems for analyses as a massive amount of data are generated currently. The
prediction of the future actions based on past actions is an important problem. Pre-
diction often consists of rare actions. Such rare actions data are usually an imbalance
in nature. More efforts are required by the learning algorithms to learn such rare
elements in the data. Class imbalance problem is existing for different application
domain ranging from engineering to management (see Table 1).

Hence, this section discusses about several interesting applications (related to
real world) which have imbalance problem of dataset (in a large dataset). Now, next
section will discuss about several evaluation models for addressing class imbalance
problem.
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Table 1 Imbalanced data problem with respect to several applications

Domain Application Approach Use cases

Biomedical
engineering

Medicine and
Biology for
healthcare

Detection and
prediction of
abnormal structure in
chemical and
biomedical activities

Disease diagnoses,
early warning of
diseases, and
detection of proteins
[9]

Chemical
engineering

Physical and life
sciences

Conversion of cells
into useful forms

Prediction of gene
expression and drug
resistance [10]

Financial
management

Financial problems Planning, procuring
and control of
resources of financial
firms

Fraud detection in
Credit card
application [11],
stock market
prediction, and credit
loan application

Information
technology

Information devices Identifying
interesting events
generated from
information devices

Software defect
prediction [12],
evaluating the quality
of software, and
network intrusion
detection

Web technology Web application Analyzing the Web
data

Sentiment analysis,
QoS prediction of
Web services [13],
detection of fake
Websites

Energy management Energy consumption
and production

Planning and
operation of energy
consumption and
production units

Availability of power
distribution system
[14], fitness levels of
power transformers,
fraud detection in
energy field

Security Security
management system

Effective planning,
organizing and
controlling of
security measures

Risk detection,
analysis of risk in
identifying crimes,
and detecting unusual
events from video
surveillance [15]

Education Education systems Effective
understanding of
educational issues

Detection of student
failure rate [16]

(continued)
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Table 1 (continued)

Domain Application Approach Use cases

Business Business
management system

Planning, organizing,
and controlling an
organization as while
as staffing, leading

Customer
relationship
management (CRM)
[17] data to analyse
the customer
behavior, preferences
and need,
detection/prediction
of customer churn

Industry Industrial
manufacturing
system

Identifying and
solving the
manufacturing
problems pertaining
to industries

Machinery fault
diagnosis and defect
detection in an
automated inspection
system [18]

4 Evaluation Model for Addressing Class Imbalance
Problem

As disused above, class imbalance problem consists two classes majority and minor-
ity, whereas, we need to focus to increase balance among minority class (positive),
i.e., among an imbalance dataset, we need strongly to balance minority class of data
as an urgency to get accurate results. In general terms, it is a popular problem in
artificial intelligence/machine learning, where the total number of samples related to
one class (i.e. positive or minority class) is far less than the total number of another
class (i.e. negative or majority class).

Samples of Minority Class < Samples of Majority Class

So, we used several techniques to solve this (class) imbalance problem using
changing class distribution (using under-sampling techniques, over-sampling and
advanced sampling), features selection, classifiers level (via manipulating classifiers
internally, cost-sensitive learning, one-class learning), and ensemble method (refer
Sect. 2). The standard metric to measure the classifier performance is by using con-
fusion matrix (cost matrix) as shown in below table.

The acronym for each cell in the confusion matrix (represented in Table 2) is as
following:

Table 2 Confusion matrix Predicted

Actual TP FN

FP TP
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Table 3 Metrics used in
confusion metrics

Metrics Formula

Accuracy (TP + TN)/(TP + FN + TN
+ FP)

Error rate = 1-Accuracy (FP + FN)/(TP + TN + FP
+ FN)

True positive rate
(TPrate)/Recall/sensitivity

TP/(TP + FN)

True negative rate (TN
rate)/specificity

TN/(TN + FP)

False positive rate (FP rate) FP/(TN + FP)

False negative rate (FN rate) FN/(TP + FN)

Precision/positive predictive
value (PPvalue)

TP/(TP + FP)

• TP (True Positive): The number of positive samples correctly classified as positive.
• TN (True Negative): The number of negative samples correctly classified as neg-
ative.

• FP (False Positive): The number of negative samples incorrectly classified as pos-
itive.

• FN (False Negative): The number of positive samples incorrectly classified as
negative.

These terms (i.e. metrics TP, TN, FP, and FN) have been discussed in Table 3.
These metrics are the mostly used metrics for evaluating the performance of the
classifiers. Among them, accuracy and error rate are mostly used one-performance
metric among all metrics (i.e. to solve class imbalance problem). Accuracy assesses
the overall efficiency of the classifier for binary class problems.

• Precision/positive predictive value is used to measure the correctness of the pos-
itive samples (out of total positive samples how many are correctly classified as
positive).

• True Positive Rate (TP rate)/Recall/Sensitivity is a measure of completeness or it
specifies the accuracy of positive samples.

• True Negative Rate (TN rate)/Specificity is a measure of actual negative samples
correctly identified as negative.

• False Positive Rate (FP rate) is measured as number of incorrect positive predicted
samples divided by the total number of negative samples. It is calculated as 1-
specificity.

• False Negative Rate (FN rate) is the measure of proportions of positive samples,
which are incorrectly classified as negative samples.

Considering the class-imbalanced datasets, accuracy gives more importance to
the majority/negative classes than the minority classes. This leads to a difficulty
for classifier to learn from minority class. For example, if we consider a problem
where only 1% of the samples belong to the positive class (or minority class), high
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accuracy of 99% is achievable by predicting the negative class (or majority class) for
all samples. Yet, all minority class samples, the rare, and more interesting samples,
are misclassified. Moreover, , in the past decade, additional metrics were proposed
for imbalanced datasets.

F-measure: It is also known as F Score/F1 Score, and also it can be defined as
“a weighted harmonic mean of precision and recall.” It can be defined as:

F−measure = 2 ∗ Recall ∗ Precision

Recall ∗ Precision

The value of F-measure increases proportionally with an increase of precision
and recall. The higher the value of F-measure, the better the classifier working on
positive samples.

Geometric Mean (G-Mean): G-Mean is an interesting measure because it com-
putes the prediction of the accuracies of the two classes, attempting to maximize
them with good balance. It takes into consideration the sensitivity and specificity
and provides a balance between classification performance on both majority and
minority classes.

G−mean = √
Sensitivity ∗ Specificity

The prediction of poor performance on the positive samples may lead to low
value ofG-mean in spite of negative samples are correctly classified by the classifier.
Two popular graphical tools used in imbalanced domains are the receiver operating
characteristics (ROC) curve and the corresponding area under the ROC curve (AUC).
Note that Provost et al. [19] proposed ROC and AUC as alternatives to accuracy.

Receiver Operating Characteristics (ROC) curve: The ROC curve gives graph-
ical trade-off between TPrate (benefit) and FPrate (the cost). The curve gives true
positive rate as a function of false positive rate. The performance of a classifier is
represented by a single point in the ROC space. The more inclined the curve is
toward the upper left corner, the better is the classifier’s ability in discriminating
positive (minority) and negative (majority) classes. The ROC curves are good ways
to compare models or set of models.

Area Under Curve (AUC): The area under the ROC curve is a summary indicator
of ROC curve. It provides the evaluation of the best model by sorting the performance
of all models, on average. Higher the value of AUC, better the prediction model. The
below Table 4 shows the scale for the interpretation of AUC.

Hence, this section discusses several evaluationmodels in Table 4 andmetrics like
ROC,G-Mean, etc., to measure performance of mechanism to solve class imbalance
problem. Now, next section will investigate several future directions with respect to
class imbalance problem.
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Table 4 Scale for the
interpretation of AUC

AUC value Model performance

0.9–1.0 Excellent

0.8–0.9 Very good

0.7–0.8 Good

0.6–0.7 Fair

0.5–0.6 Poor

5 Possible Research Directions

Today, solving class imbalance problem in a feasible and valid way is a challenging
task. A reach problem is needed to solve in an affordable and accurate manner. Also,
a research problem is needed to help someone (society) with its solution. Then we
call that particular problem is a feasible and correct problem. Keeping this thing in
our mind, in this section, we explain several possible research directions in class
imbalance problem.

• Ensemble Learning: Ensemble-based algorithms have been employed to improve
the class imbalance problem.The performance of the ensemble learning algorithms
is based on the individual classifiers accuracies, and also the diversity in handling
the single problem between all classifiers. The diversity is measured as a degree
to which the classifiers make different decisions on one problem. In [20], authors
considered diversity while building ensemble classifiers. But careful study still
needed to address the diversity problem in the future.

• Variation in Imbalanced datasets: in the past decade, hundreds of algorithms
proposed to handle the class imbalance problems and they demonstrated out-
standing performance. All the algorithms in general treated imbalance datasets
constantly and handled it using versatile algorithms. But, in real-world scenario,
the imbalanced datasets have variation in terms of imbalanced ratio, a number
of dimension/features, and the number of classes. In [7], the author suggested
that using a specific learning algorithm is inefficient to handle such variations in
the data. So, adaptive learning is the new research direction in class imbalance
problem.

• Imbalance Data Streams: The availability of massive amount of data leads to big
data analytics. The most important challenge is to handle and answer to streaming
and fast-moving data. Online learning has received higher attention from com-
munity/researchers belonging to machine-learning and data-mining domain/area.
So, when learning from an online stream, the main difficulty arises is online class
imbalance learning. In [21] the author discussed the problems arise with online
class imbalance problems like lack of prior knowledge in identifying minority
data classes and majority classes. Since the requirements of quick and accurate
responses needed for data that arrive at a different time interval in big data era,
imbalanced data stream becomes a new and popular research direction.
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• Semi-Supervised Learning: In most of the data analysis, collection of massive
data is cheaper but it is expensive to label the samples to train the classifier.
In big data, it is quite common to find massive data with few labeled samples
and plentiful unlabeled samples. For class-imbalanced datasets, it is difficult and
expensive for semi-supervised learning to extract class label for minority samples.
Active learning is used in general to predict the label of unlabeled samples. For
handling imbalanced datasets, few active learning algorithms have been proposed
in past. More research work needed in investigation of different active learning
for selecting and utilization of informative samples in imbalanced datasets.

• Application Areas: The application in which the imbalanced datasets exist are
management science, decision-making, emergency management, natural disasters
(public health incidents/social security incidents), IoT (Internet of things), Big
Data, and security management.

Hence, this section discusses about several research directions related to class
imbalance problem. Now, next section will discuss a real-world problem and will
share several interesting facts (regarding to class imbalance problem) form a user’s
perspective.

6 Open Discussion

The class imbalance problem is typically a classification problem with the skewed
distribution of class labels. It can be a binary classification problem (with two class
labels) or multi-class classification problem (with more than two class labels). As
discussed in Sect. 4, smaller class (minority or positive) is highly interested to bal-
ance to get accurate results. But the question is how we will identify which class
is majority or minority. So, for that, this section provides a real-world example to
under this problem in clear-cut manner. For example, in a medical diagnosis of a rare
disease where there is a critical need (or huge requirement) to identify such a rare
medical condition among the normal populations. Any errors in diagnostic will bring
stress and further complications to the patients. The physicians could not afford any
incorrect diagnosis since this could severely affect the patients’ well-being and even
change the course of available treatments and medications. Thus, it is crucial that
a classification model should be able to achieve higher identification (i.e. accuracy)
rate on the rare probabilities of occurring diseases/occurrences (minority class) in
datasets. In another interesting example, suppose a patient visits to a doctor and he
takes several features in consideration and based on that doctor told that you will die
tomorrow. Then this patient visits to a different doctor and this doctor uses similar
features (which first doctor used) then he concluded that you are ok. Now patient is
confused. Now, if this patient visits to a third doctor and this doctor also used similar
features then he may get a different result and will tell to patient that you may or may
not die tomorrow (i.e., 50–50 chances). So, for such false positive, true positive, false
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negative, true negative, etc., we require confusion metric (see Sect. 4) to represent
such decisions/data.

In another example, suppose a new disease is raised somewhere, where about
0.01% of people have contracted the disease. Then, we collect data of 60,000 people,
which includes six peoplewith the disease.Nowhere, ifwewant tomake amodel that,
given data of a new person, predicts whether that person has contracted the disease,
we can easily build a model that scores really high for accuracy on the training set.
Our model easily can show/predict that no person has the disease or no person who
is not exactly equal to one of our known disease carriers. But based on just predicting
that everyone is healthy has an accuracy of 99.99%. Then such models will become
useless (due to less sampling of data). Apart from that, if we re-sample and analyze
this data again then this time we will get different accuracy results. Hence, accuracy
is a paradox for users, i.e. getting high accuracy does not mean that classes are
balanced now. So, we need to make our models like that they will be able to train and
find patterns in our imbalanced data. So, in the future/whenever we have imbalanced
data/classes, our model can learn to choose the majority class instead of reacting to
the data. Also, we can try several other processes (can avoid accuracy paradox) like
collecting more data for sampling, changing several metrics for respective data, or
resampling our data again and again (several times, we did not get two consecutive
similar results), generating synthetic samples, using different–different algorithms
to balance our data, etc. Moreover this, there are several approaches (to solve class
imbalance problems) like balancing class imbalance (via training a set with equal
numbers of classes by sampling out surplus class data points), anomaly detection
(taking smaller class as anomalies and using such algorithms for classifications), and
generating minority class samples (using the distributions of features in minority
class, sample out more datapoints). Note that some algorithms are less prone to
the problems typically associated with unbalanced classes, as long as there are some
samples of each class in the training data.As discussed above, accuracy is a paradox in
machine-learning or data-mining domain, here it means “when our model’s accuracy
measures and give a response to us that we have received excellent accuracy (such
as 90%), but in actual, this received accuracy is only reflecting the underlying class
distribution.” With a large number of dataset and analysing this datasets with more
number of features, we may get good accuracy than the less number of datasets with
consisting similar (or less) features. In this, classification accuracy is the first metrics,
we use to solve our classification problems. Note that a false sense of performance
can create overfitting in a trained data.

Hence, this section shows a clear-cut vision to class imbalance problem and effect
of good accuracy (with less resampling of data) and overfitting in datasets. Now, next
section with conclude this work in brief and will show a future path to the future
researchers (interested one) in this respective (hot) problem.
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7 Conclusions

As discussed above, we reached to a conclusion that class imbalance problem has
identified as biggest problem (especially in machine learning) to solve in many
practical applications/domains. Today’s machine learning is used to learn several
facts/extracting knowledge from imbalanced data sets. In Sect. 2, we have dis-
cussed several techniques to balance/solve this (class) imbalance problem using
changing class distribution (using under-sampling techniques, over-sampling and
advanced sampling), features selection, classifiers level (via manipulating classifiers
internally, cost-sensitive learning, one-class learning), and ensemble method (refer
Sect. 2). Hence, the purpose of this paper is to show a clear understanding to a
reader/researcher to find related facts regarding/required to solve a class imbalance
problem. This work also explains several domains where class imbalance problem
arises and metric used to measure performance of techniques (which is used to solve
a respective problem). Also, we end this work by showing several future research
directions to the future researchers (with respect to respective problem). Remember
that, sometime we may not get much improvement or much accurate result (per-
formance of the induced classifier) through balancing an imbalanced dataset. Also,
many learning systems are not much interested to find differences in class distribu-
tions. Hence, we need a clearer and deeper understanding of how class distribution
affects each phase of the learning process for more learners. A deeper understanding
of the basics will help us to design better methods for dealing with the problem of
learning with skewed class distributions.

Acknowledgements This research is funded by the Koneru Lakshmaiah Education Foundation,
Lingaya’s Vidyapeeth and Anumit Academy’s Research and Innovation Network (AARIN), India.
The authors would like to thank Koneru Lakshmaiah Education Foundation, Lingaya’s Vidyapeeth
and AARIN, India, an education foundation body and a research network for supporting the project
through its financial assistance.

References

1. Kotsiantis, S., Kanellopoulos, D., Pintelas, P.: Handling imbalanced datasets: a review. GESTS
Int. Trans. Comput. Sci. Eng. 30(No 1), 25–36 (2006)

2. Longadge, R., Dongre, S.: Class imbalance problem in data mining review. arXiv preprint
arXiv:1305.1707 (2013)

3. Ali, A., Shamsuddin, S.M., Ralescu, A.L.: Classification with class imbalance problem: a
review. Int J Adv Soft Comput Appl 7(3), 176–204 (2015)

4. López, V., Fernández, A., García, S., Palade, V., Herrera, F.: An insight into classification with
imbalanced data: Empirical results and current trends on using data intrinsic characteristics.
Inf. Sci. 250, 113–141 (2013)

5. Tahir, M.A., Kittler, J., Mikolajczyk, K., Yan, F.: Amultiple expert approach to the class imbal-
ance problem using inverse random under sampling. In: International Workshop on Multiple
Classifier Systems, pp. 82–91. Springer, Berlin, Heidelberg (2009)

http://arxiv.org/abs/1305.1707


658 G. Rekha and A. K. Tyagi

6. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: SMOTE: synthetic minority over-
sampling technique. J. Artif. Intell. Res. 16, 321–357 (2002)

7. Yijing, L., Haixiang, G., Xiao, L., Yanan, L., Jinling, L.: Adapted ensemble classification
algorithm based on multiple classifier system and feature selection for classifying multi-class
imbalanced data. Knowl.-Based Syst. 94, 88–104 (2016)

8. Tang, Y., Zhang, Y.Q., Chawla, N.V., Krasser, S.: SVMs modeling for highly imbalanced
classification. IEEE Trans. Syst. Man Cybern. Part B (Cybern.) 39(1), 281–288 (2009)

9. Herndon, N., Caragea, D.: A study of domain adaptation classifiers derived from logistic
regression for the task of splice site prediction. IEEE Trans. Nanobiosci. 15(2), 75–83 (2016)

10. Raposo, L.M., Arruda, M.B., de Brindeiro, R.M., Nobre, F.F.: Lopinavir resistance classifica-
tion with imbalanced data using probabilistic neural networks. J. Med. Syst. 40(3), 69 (2016)

11. Zakaryazad, A., Duman, E.: A profit-drivenArtificial Neural Network (ANN)with applications
to fraud detection and direct marketing. Neurocomputing 175, 121–131 (2016)

12. Tan, M., Tan, L., Dara, S., Mayeux, C.: Online defect prediction for imbalanced data. In: 37th
IEEE International Conference on Software Engineering (ICSE), 2015 IEEE/ACM, vol. 2,
pp. 99–108. IEEE (2015)

13. Li, Z., Bin, Z., Ying, L., Yan, G., Zhi-Liang, Z.: AWeb service QoS prediction approach based
on collaborative filtering. In: Services Computing Conference (APSCC), IEEE Asia-Pacific,
pp. 725–731. IEEE (2010)

14. Xu, L., Chow, M.Y., Taylor, L.S.: Power distribution fault cause identification with imbalanced
data using the data mining-based fuzzy classification $ E $-algorithm. IEEE Trans. Power Syst.
22(1), 164–171 (2007)

15. Wang, Y., Li, X., Ding, X.: Probabilistic framework of visual anomaly detection for unbalanced
data. Neurocomputing 201, 12–18 (2016)

16. Márquez-Vera, C., Cano, A., Romero, C., Ventura, S.: Predicting student failure at school
using genetic programming and different data mining approaches with high dimensional and
imbalanced data. Appl. Intell. 38(3), 315–330 (2013)

17. Lessmann, S., Voß, S.: A reference model for customer-centric data mining with support vector
machines. Eur. J. Oper. Res. 199(2), 520–530 (2009)

18. Cateni, S., Colla, V., Vannucci, M.: A method for resampling imbalanced datasets in binary
classification tasks for real-world problems. Neurocomputing 135, 32–41 (2014)

19. Fawcett, T.: An introduction to ROC analysis. Pattern Recogn. Lett. 27(8), 861–874 (2006)
20. Wang, S., Yao, X.: Diversity analysis on imbalanced data sets by using ensemble models. In:

IEEE Symposium on Computational Intelligence and Data Mining, CIDM’09, pp. 324–331.
IEEE (2009)

21. Ghazikhani, A., Monsefi, R., Yazdi, H.S.: Online neural network model for non-stationary and
imbalanced data stream classification. Int. J. Mach. Learn. Cybernet. 5(1), 51–62 (2014)



Suicidal Ideation from the Perspective
of Social and Opinion Mining

Akshma Chadha and Baijnath Kaushik

Abstract Social media is a way of communicating with others and its popularity is
growing worldwide. It has a lot of influence on its users. People read various posts
and get affected by it. Suicide is one of the major health issues on social media which
influence others to do the same. The number of suicides is increasing day by day.
Thus, a need arises to find or develop a way to control suicides through social media.
Machine learning is being widely used by many researchers for this purpose, with
the help of psychiatrists. A lot of studies have been done in this field. In this paper,
we have reviewed the existing work in this field inferring their limitations so that
further work can be carried out.

Keywords Suicide · Suicidal ideation · Depression · Anxiety

1 Introduction

Social media is a huge platform to express one’s feelings. Social networking sites
have become a part of almost every adult. It has a positive as well as negative impacts.
People can communicate on various topics, which can be helpful in business activi-
ties. But people can also spread rumors or false information [1]. So we need to have a
check on this, because of that social media analysis is a complex problem. The usage
of social networking is increasing day by day. The individuals can express them-
selves using social networking. The people may have self-injurious thoughts, which
may lead to suicide, as shown in Fig. 1. Nowadays the number of suicide cases with
respect to social media is increasing. Suicide is very common in military personnel,
social media and medical records help to prevent them [2]. The number of suicides is
increasing every year. Anxiety leads to suicidal attempts and is considered as one of
the risk factors of suicide evidence by many organizations [3]. Suicide is to escape
from oneself and all the negative thoughts associated. To avoid suicide one should
avoid the feeling of anxiety. The rate can be decreased by preventing suicide. The
people having suicidal ideation share things like that with their family and friends.
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Fig. 1 Self-Injury thoughts

Nowadays people are more likely conveying their feelings on social media sites,
by keeping a check on the behavior of an individual having suicidal thoughts. This can
be done by keeping an eye on their social media life. Suicide is a major health issue.
The number of suicidal behavior is increasing day by day by getting the way, how
individuals are having suicidal ideation, we can prevent the suicide from occurring.
E-health intervention can help people having suicidal ideation by sending videos or
commenting on their posts. E-health intervention includes identifying people with
suicidal ideation, helping them through a guided and unguided medium [4]. Mental
sickness is a massive cause of disorder globally. There are no particular laboratory
tests for detecting depression. We detect it based on the reviews and feelings of the
patients and their family and friends. Socialmedia can be used as a tool for diagnosing
depression. Usually, young people have the ideation to harm themselves. These are
the people, who use the Internet much more than any other peer group.

This can be prevented by examining responses to Nonsuicidal Self-Injury (NSSI)
videos. Suicide does not just depend on an individual, it is affected by the environment
and social life. The mood of the public depends merely on the posts on social media
sites [5]. Depression is one of the causes of burden in the countries. Snapchat is also
used for the prevention of suicide. As the number of suicides is increasing day by
day, the reason behind it must be found [6]. This can be done by using machine
learning. The steps used in performing it is shown in Fig. 2.

The remainder of the paper is organized in the following sections. Section 2
describes the literature survey on this topic. Section 3 describes data collection in
existing work, which describes how the data is collected previously for this work.
Section 4 describes findings, which tell about the limitations in the previous work.
Section 5 describes the conclusion from the study and Sect. 6 gives ideas for the
future work.

We have studied about suicidal ideation on social media data, as very little work
has been done in this field. By examining the individuals with suicidal ideation,
we can protect them from doing so and treat them with the help of psychologists,
friends, and family. This field needs a lot of work to be done. Some of the work that
has already been done is studied.
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Fig. 2 Steps for classifying
suicidal and nonsuicidal data
using machine learning

2 Literature Review

Stephen P. Lewis et al. has taken YouTube videos to ascertain risk and benefits of
Nonsuicidal Self-Injury (NSSI). Two coding rubrics were formed, first, it focuses on
the essence of remarks that are posted as a reply to YouTube videos, second rubric
analyzes the most persistent comments from the first analysis. The result includes
an intention to recover, presently looking for help or therapy to recover, and linking
the video to recover. The comments are much more powerful if they come from a
similar source, i.e. the young adults will be affected by the messages of youth [7].

Hong-Hee Won et al. has done work to anticipate national suicide numbers with
the help of social media data. The data had been figured out from the Weblog posts.
The economic data includes consumer price index, unemployment rate, and stock
index valuations were drawn out from Korea Composite Stock price index.(KNSO)
The data has been split into a 12-year training set for identifying the important
predictor variables and creating a prediction model, and a one-year validation set for
figuring out the model. The number of suicides is evaluated with respect to observed,
predicted intervals, which is the celebrity suicide periods. The author made use of
univariate linear regression analysis using training set. The dependent variable was
logarithm transformed to satisfy a normal distribution assumption in the regression
analysis. Themultivariate regressionmodelwas formedusing these selected variables
determined in the training set. The author made use of R software [8].

Helen Christensen et al. use E-health intervention as a means to identify individ-
uals at risk of suicide and then offer help through the Web. E-health intervention
for suicide prevention is classified as screening whether people might be at risk for
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suicide or a mental health problem,Web applications both guided and unguided have
been developed to provide psychological interventions to assist in reducing suicidal
behavior, and thirdly, a person is considered to be at risk of suicide because of the
nature of their social media use [4].

Amayas Abboute et al. have done the research in three parts: (1) To retrieve mes-
sages fromTwitter related to suicide, (2) A classificationmodel is built to trigger alert
formessages at high risk, (3) Present thosemessages to psychiatrists or professionals.
First, vocabulary is built for the topics related to suicide, depression, sadness, etc.
Tweets with these keywords are collected through Twitter API and the tweets of peo-
ple already committed suicide were also collected to be taken as proved cases. The
messages are classified as risky and non-risky manually by some professional. After
that automatic classification is done using six classifiers: JRIP, IBK, IB1, J48, Naive
Bayes, and SMO. The results are tested via WEKA. Two validation was applied
leave-oneout validation (LOO) and also ten-fold cross-validation. The classifier that
proved to be the best was Naïve Bayes in both the validations with an accuracy of
63.15% in LOO and 63.27% in 10-CV. Then, it is discovered that the tweets related
to depression were mainly in the non-risky category, so these were not taken into
consideration. This tool can effectively help in suicide prevention [9].

Gualtiero B. Colombo et al. made a list of friends and followers of the authors
of suicidal tweets. Their mutual friends are also found and a directed graph is made
between them to see if there is any relation between all of them. It is found that a
community of people exists who have suicidal ideations. A retweeted graph is also
made, which tells about the amount of risk. At last both the graphs are combined to
calculate the level of propagation between userswith suicidal ideation. The relation is
found between authors of the tweet and the people who retweeted, i.e. it is found that
the retweet is made by a friend/follower or it is someone other than the community,
whichwill be a higher degree of risk. In particular, retweets to be considered are those
which are not belonging to the suicidal set (authors with suicidal content). Graph
characteristics of Twitter users with suicidal ideation were found [10] (Table 1).

Bridianne O’Dea et al. selected a team of human coders who finds out the tweets
with suicidal ideations and classify them in three categories, i.e. strongly concerning,

Table 1 Keywords/search
terms

Want to die End it all Kill myself

I hate myself Have nothing to Wish could just
fall asleep

Want to end it all I’m sorry that I am
leaving

I am worthless

Asleep and never
wake

Die in my sleep Don’t want to live

Hate myself Want to sleep
forever

Life is too hard

My life is pointless Ready to die Need to die

Suicide Take my own life Want to be dead
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possibly concerning, and safe to ignore. In case of doubt, put the tweet in a default
class. Amachine classifier is built that can classify tweets in the three categories. The
scikit-learn toolkit is used. term frequency weighted by inverse document frequency
(TDIDF) was used in spite of simple frequency. Two machine-learning classifiers
were used for text classification support vector machine (SVM) and logistic regres-
sion. The precision scores were greater than 75% for all the classes [11].

JessicaR.Barrett et al. collected the data on non-fatal self-harmunder the SHIELD
service improvement project for self-harm. The Clinical Record Interactive Search
(CRIS) tool is used to search de-identified electronic health records. The full notes of
health records are searched for those which have ‘hits’ on selected keywords. Each
record is coded into various categories based on ‘clinicians’ notes: false positive,
goodbye note, help-seeking note, etc. The data is then merged with the self-harm
data generated by SHIELD to get presentation information. This information is used
to identify which presentation has left a paper note. Those having partners are more
likely to leave a note. Those with a family history of suicide are less likely to leave
a note. Higher Beck Suicide Intent Scale (BSIS) score of those who leave a paper
note shows that paper notes are riskier. Data loss at various stages of data extraction
is a limitation because the final sample contains a very less number of records [12].

Kelly Soberay et al. studied about suicide as a very common problem in military
personnel nowadays. Machine learning is useful in detecting individuals at risk of
suicide in social media posts. The ability to predict suicide requires to look into
various risks which are quite complex, machine learning is a better option over tra-
ditional techniques. Machine learning is explored longitudinally and with a large
number of suicides, attempters to see the accuracy of suicide prediction. Another
approach to predicting suicide posts on social media is(Autoregressive Integrated
Moving Average (ARIMA) to identify trends in communication about depression
and suicide. Twitter is used extensively to be used for analyzing social media con-
tent, as the data on Twitter is available publically. A comparison is made between
nonsuicidal twitter posts and suicidal twitter posts, a strong linguistic post was repre-
sented by higher word counts, use of self-referencing, greater anger. Intense, violent,
and growing anger are significantly related to suicide. Users who are more related
to suicide-related content are more connected to the ones having suicidal behavior,
this is like a communicable disease. This can majorly affect the youth [2].

Kate H. Bentley et al. has done a meta-analytical review to ascertain that anxiety
disorder is a significant risk factor for suicidal ideation and behavior. According
to various national agencies, anxiety disorder is a risk factor. According to many
studies, anxiety disorders are theoretically and empirically proved to be a risk factor
for suicidal ideations. The literature survey is done by using the following terms
longitudinal, longitudinally, prediction, follow-up, self-injury, suicide, etc., for the
meta-analysis random-effects model was used, to keep the heterogeneity within and
between the studies. The effect sizes for any anxiety construct predicting suicide
attempts and deaths are estimated. Orwin’s fail-safe N was used to estimate the
number of missing studies with ORs of 1.00 to lower the magnitude of effect sizes
to negligible values. Egger’s test of intercept was also employed to predict the stan-
dardized effect. A funnel plot is used to represent the standard error. For diagnosing
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accuracy 39 suicide attempt cases with anxiety constructs and 26 death cases with
anxiety constructs were included. I2 statistic is used to check heterogeneity within
meta-analysis. Various analysis indicated that anxiety disorders are a predictor of
suicidal ideation and attempt but not death. Anxiety disorders are not likely to serve
as a risk factor for suicidal ideation and behavior, they act as risk factors for a shorter
period of time [3].

M. Johnson Vioules et al. states that change in behavior is a major risk factor
for suicide especially when that change is related to some pain or loss. Nowadays
people express their feelings abruptly on social media, so there must be some way
to detect this negative change in behavior which is known as change point detection
problem in data mining. To solve this problem, martingale framework is used for
change point detection especially in unlabeled data. Sudden increase or decrease in
friends and followers can be a risk factor, an individual at risk may spend a lot of
time on social media or some do not like to talk to anyone. Replying or retweeting
content related to mental health is also a contributing risk factor. The behavior can
also be identified by the timing of the posts and the text of the post which tell the
current mood and mental health, this type of behavior is known as post-centric as it is
related to the post. To classify the text, two classifiers are used: (1) natural language
processing method and (2) distress classifier. The main advantage of this study is that
it considers the individual’s behavior with respect to his own history and not with
some other individual [13].

Patricia A. Cavazos-Rehg et al. deals with Tumblr as a social media site. Young
people have an interest in posts related to depression and mental health problems.
Individuals having suicidal ideation try to be friends on social media with those who
post self-harm videos. The comments on these kinds of videos are encouraging and
there is no recovery mentioned in it. Tumblr is a microblogging site where people
having common interests forms a community. In contrast to Facebook and Twitter
where people make friends with their family, co-workers, friends, etc., in Tumblr
people get connected to those whom they will not even know but share common
interests. It may be possible that a community in Tumblr talks about depression as
their keen interest. This study examines the depression-related posts on Tumblr, the
most popular posts related to suicide, self-injury, depression is examined at a higher
priority. Patricia A. Cavazos-Rehg searched Tumblr accounts related to suicide and
self-harm.After the accounts havebeen searched, the characteristics of these accounts
are viewed and the engagement of these accounts with other users is checked. SAS
Proc SURVEYSELECT procedure was used to select posts randomly. Member of
research team having expertise inmental health studied these posts to prepare a list of
themes that are relevant based on the topics observed. The research assistants viewed
the posts and coded them [14].

Pete Burnap et al. deals with different classes related to suicidal ideation. Twitter
data is classified into different classes using support vector machine (SVM), deci-
sion tree (rule-based), and Naïve Bayes. The baseline experiments needed refining.
Rotation forest ensemble approach was used which enhances the performance. SVM
was best in terms of performance. The maximum F-measure using rotation forest
was 69% [15].



Suicidal Ideation from the Perspective of Social and Opinion … 665

Bart Desmet et al. deals with finding emotions using suicide notes. They make
use of both natural language processing (NLP) and machine-learning techniques.
SVM is used as a classifier to predict the presence of emotions. Memory-based
shallow parser (MBSP) was used for pre-processing of data. Spelling correction was
done using TICCL, a corpus-based spelling correction system. Bootstrap resampling
was also used to determine the F-scores. The difference between the original and
spell-checked datasets are very small [16].

3 Data Collection in Existing Work

Crowdsourcing is used to collect labels (a mechanism to collect behavioral data from
the population) [17].

The data is collected from Twitter API. First, a vocabulary is made of the type of
text related to suicide. The post was human annotated by crowdflower. These were
used to find content having suicidal thoughts. Term frequency inverse document
frequency (TFIDF) was applied to the datasets to find the terms associated with
suicide in each dataset that was not present in the other [10].

Data collection is done using twitter public API and then filtered according to the
given criteria. API is used with a tool developed by CSIRO to find out tweets having
keywords related to suicide with the name and picture of the profile [11].

Data collection is done using the public API offered by Twitter. After that, the
data is filtered based on the given keywords. As there is a huge volume of data,
Amazon Web Service is used to process the data [18]. Crimson Hexagon’s ForSight
software is used to access Twitter data for terms related to depression and suicide.
It has partnered with Twitter to provide a full census of public tweets. The Website
http://hashtagify.me/ was used to identify hashtags related to depression and suicide.
Some keywords must be used as an exclusion criterion like suicide bombers [19].

4 Findings

Finding individuals with suicidal ideation on social media is a trending topic, a lot of
research is going on this. A literature review has been done and various limitations
have been found. The focus is to be done on these so that various limitations can
be solved as research problems. The limitations are written in a tabulated form in
Table 2.

http://hashtagify.me/
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Table 2 Limitations found

S no. Paper title Author name Year of publication Limitations

1 Helpful or
Harmful? an
Examination of
Viewers’
Responses to
Nonsuicidal
Self-Injury Videos
on YouTube

Stephen P. Lewis 2012 (1) Demographic
data from
people who
responded to
NSSI videos
were
unavailable

(2) The people
considered are
usually young
adults which
may not be true

2 E-Health
Interventions for
Suicide Prevention

Helen Christensen 2013 (1) Most of the
work is done
on the
publically
available
network like
Twitter and
work is not
done on private
network like
Facebook

3 We Feel: Mapping
Emotion on Twitter

Mark E. Larsen 2015 (1) The period of
data collection
is quite small

(2) Large z-scores
were observed
so the
additional
analysis is
required

(3) Suicide rates
showed a
positive
relation with
cheerfulness
and negative
relation with
affection, rage,
and neglect

(continued)
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Table 2 (continued)

S no. Paper title Author name Year of publication Limitations

4 Using Social
Media to Monitor
Mental Health
Discussions-
Evidence from
Twitter

Chandler
McClellan

2016 (1) Better filtering
to the data must
be applied so
that the data
can be refined

(2) There is no
way to
differentiate
between
expected and
unexpected
shocks

(3) The finding
cannot be
applied to a
wider
population

5 Anxiety and its
Disorders as Risk
Factors for Suicidal
Thoughts and
Behaviors: A
Meta-Analytic
Review

Kate H. Bentley 2016 (1) Anxiety is a
very important
risk factor of
suicidal
ideation and
behavior but it
is not studied
under those
conditions to
establish the
relationship

(2) A large number
of individuals
must be
included in the
study of a
larger
follow-up to
detect suicidal
behavior

6 Detection of
Suicide-Related
Posts in Twitter
Data Streams

M. Johnson Vioules 2017 (1) The author
presents the
result of only 2
twitter users,
testing should
be performed
on more users
timelines

(2) The parameter
setting of the
martingale
framework can
be improved
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5 Conclusion

As the use of social media is increasing day by day, the data associated with it is also
increasing and the need to study topics related to social media communication is also
increasing [1]. Suicidal thought is a very big problem related to public health. The
number of suicides is increasing globally. To prevent suicide, we must find out the
risk factors related to it. Finding the risk factors will help to find the individuals at risk
so that it can be treated and prevented [3]. Social media is used to monitor the mental
health of various personalities. It is helpful in spreading public health messages
globally [20]. The people having mental illness are the ones who live in poverty and
are notmuch educated. Because of the things they have to suffer due tomental illness,
as the treatment of it is very costly. As the tweets in twitter are public, so anyone
can read it and can get affected by that. People use hashtags in twitter which helps
people to view posts related to any of the topics. Social media is a wide platform to
get information related to mental health. To identify communication patterns related
to depression and suicide on Twitter, the data is collected by using hashtags related to
depression and suicide [19]. Mental illness is a major disorder worldwide. There are
not proper laboratory tests to detect mental illness, it can be diagnosed based on the
symptoms asked from family and friend. Social media helps diagnose mental illness
in regard to these challenges. People frequently post on social media. These posts
express their mood, behavior, etc., which helps to diagnose the mental health of the
person [17]. A platform is to be created for psychiatrists to find the tweets based on
suicidal topics. Suicide is a very big economic issue [21]. The main focus was to
find people with suicidal ideation as early as possible. This will have a very good
social impact. The life of many people can be saved by an early detection of their
suicidal thoughts. This can be done by contacting the person directly or talking to their
relatives [9]. Twitter is a major source for detecting suicidality in people. Suicides
can be prevented by understanding the way people with suicidal ideations talk. Not
all individuals with suicidal ideation attempt to die but they are at high risk of killing
themselves. Some people who have suicidal ideation talk about it with their friends
and family on Twitter and can be stopped from doing that [22]. Online methods
should be there to prevent suicide by extracting the tweets with suicidal ideation and
people having such ideas [11]. Many studies have been taken to see the mental health
of a person especially depression. In most developing countries, depression is caused
due to the burden [18]. The rate of suicide is increasing worldwide. There must be
some way to prevent suicides. Suicide can have any of the three risk factors (1)
environmental factors, (2) health factors, and (3) historical factors. Suicide behavior
can be warned by talks, behavior, and mood. The first step toward suicide is to find its
risk factors. The individuals at risk do not like to take professional help, so informal
means like social media can be used to help them as they are more comfortable in
writing their thoughts on social media compared to talking to someone on face [13].
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6 Future Scope

Finding suicidal ideation on social media is a tricky topic and a lot of work needs
to be done in this field. There is a large scope in this. We should reach the youth
who talk about Nonsuicidal Self-Injury videos through the Internet. By using some
more words with the keywords, the results can be improved. The set of annotated
posts were limited.Wemust be dealing with more than one hop away neighbors [10].
Expanding the range of search terms related to suicide. Some offlinemeasures should
also be taken into consideration: family and friends, questionnaires and consultation
from clinics. An analysis should be done of the twitter accounts of those who have
already committed suicides. The work should be done on more social media sites
like Facebook, Snapchat, Instagram, etc.
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Clustering of Tweets: A Novel Approach
to Label the Unlabelled Tweets

Tabassum Gull Jan

Abstract Twitter is one of the fastest growing microblogging and online social
networking site that enables users to send and receive messages in the form of tweets.
Twitter is the trend of today for news analysis and discussions. That is why Twitter
has become the main target of attackers and cybercriminals. These attackers not only
hamper the security of Twitter but also destroy the whole trust people have on it.
Hence, making Twitter platform impure by misusing it. Misuse can be in the form
of hurtful gossips, cyberbullying, cyber harassment, spams, pornographic content,
identity theft, common Web attacks like phishing and malware downloading, etc.
Twitter world is growing fast and hence prone to spams. So, there is a need for
spam detection on Twitter. Spam detection using supervised algorithms is wholly
and solely based on the labelled dataset of Twitter. To label the datasets manually
is costly, time-consuming and a challenging task. Also, these old labelled datasets
are nowadays not available because of Twitter data publishing policies. So, there is
a need to design an approach to label the tweets as spam and non-spam in order to
overcome the effect of spam drift. In this paper, we downloaded the recent dataset of
Twitter and prepared an unlabelled dataset of tweets from it. Later on, we applied the
cluster-then-label approach to label the tweets as spam and non-spam. This labelled
dataset can then be used for spam detection in Twitter and categorization of different
types of spams.

Keywords Spam labelling · Clustering · Tweets

1 Introduction

Twitter is one of the most popular social media platforms with almost 313 million
monthly active users and 500 million tweets per day are posted. On the basis of the
user traffic, the global ranking of Twitter is 12 among all the websites available on
Twitter. Twitter spams have long been a critical issue that Twitter spam detection is
the trending research area nowadays.Most of thework has been carried out in the field
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using different machine learning techniques; however, the main focus of the recent
works carried is based on the application of machine learning techniques into Twitter
spam detection, categorization of spammers in Twitter, types of spams in Twitter,
etc. The problem with the existing techniques is that they are based on supervised
machine learning algorithms, and for that very purpose, there is a need for labelled
dataset. To label the data manually is a tedious task and it needs a lot of manpower
and time. Manual labelling of tweets also leads to inter-observer variability because
for a person to label a tweet as spam and non-spam depends on his or her nature
of interest. For one person, it can be spam, and for others, it won’t be. Also, the
datasets available are very old and small in size, and for machine learning algorithms
to achieve a higher range of accuracy, the size of the training dataset should be
large enough so that the learning algorithm learns the patterns very well and later on
predicts the results accurately. Hence, there exists a need to design a recent dataset
of Twitter that is based on unsupervised labelling or semi-supervised labelling. A
lot of work has been carried out in the field of analysing the tweets but to design a
recent dataset of Twitter as large as one can and then assign labels to these tweets
using semi-supervised machine learning techniques has not been yet done.

In the recent past, there are various methods suggested to detect the spam and
non-spam tweets in the Twitter. Some of them focused on content-based features
of tweets only, some on account-based features, some did the semantic analysis of
the tweets and some did combination of them. However, given the noisy contents
of tweets along with the possible heterogeneity in the content of tweets, it is diffi-
cult to detect the spam tweets from non-spam tweets. With an increase in security
credentials needed for using Twitter, spammers have also become smarter to evade
the detection during the credential validation process. So to detect such spammers
in order to avoid violation of privacy (by posting spam posts) is the need of the
hour. First of all, the need is to design and prepare a recent dataset of Twitter. In this
paper, we have used the Twitter Streaming APIs to download the most recent 3240
tweets corresponding to a particular tweet ID. We have collected the tweet dataset
corresponding to the legitimate users like cricketers, Bollywood actors, actresses,
musicians, singers, politicians, etc. The advantage of designing the recent dataset of
Twitter is that it can be better used to analyse the patterns to trace the spammers in
Twitter. Further, the problem of spam drift will be almost solved because here wewill
be able to better study the trends in the tweets of spam posts and how attackers are
becoming smarter to evade the detection. Also, older datasets were limited in terms
of features, but here we have analysed the maximum possible features regarding
Twitter spam detection.

As cited in the aforementioned discussions, we will discuss first the collection
of the recent dataset of tweets using streaming APIs. The process and technique
are used to extract the features of the tweets. And finally, the novel semi-supervised
approach is used to label the tweets as spam and non-spam.Ourmethod is quite a new
approach in this area, also quite different from the existing techniques. First, we seek
to understand the information available in the tweet, the meaning of each feature and
how its value aids in spam labelling. We have performed extensive pre-processing of
the tweets in order to eliminate the unnecessary constructs or fields related to spam
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and non-spam labelling so that we can focus on features that have higher weight with
regard to spam labelling observed representation of tweets ensures high intra-class
similarity between the tweets and low inter-class similarity. Further, in order to group
similar tweets belonging to a particular spam category, we propose the cluster-then-
label approach for tweet labelling. We have graphically shown the tweets in different
clusters and with different spam labels.

The noteworthy contributions of this novel approach used for labelling the unla-
belled tweets are summarized as:

• We seek to represent the pre-processed tweets using as a novel approach of cluster-
then-labelling.

• We introduce a semi-supervised approach for labelling the large dataset of tweets.
• We have processed the dataset from Twitter using Streaming APIs by extracting
maximum possible features from the tweets that can be used for different purposes
in future.

So the main aim of this paper is to label the unlabelled tweets using semi-
supervised approaches. In the next section, we will discuss the machine learning
approach used to label the tweets as spam.

2 Spam Detection in Twitter

Spam can be defined briefly as sending unsolicited messages (in the form of texts,
videos, pictures) to other users. Those messages could have malware, advertisement,
malicious link, etc. In the context of OSN, spam can take any of the forms, for exam-
ple, fake profiles, fraudulent reviews, clickjacking, advertisement, malicious links
and personally identifiable information. Hence, receiving unsolicited messages is a
privacy violation. Since dependence on online social networks like Twitter, Face-
book, LinkedIn, etc. has spread their Web in each and every walk of life whether it
is communication, entertainment, marketing, advertisement, news, academics, busi-
ness, etc. Twitter Web is growing very fast, so Twitter spam is a huge problem that
needs to be addressed as the popularity of Twitter greatly depends on the quality and
integrity of contents contributed by users. Unfortunately, this popular online social
networking site, that is, Twitter has attracted numerous spammers to post spam con-
tent which pollutes the community and a big loss to an organization at the other end.
In today’s digital and social networking era, social spamming is more successful
than traditional methods such as email spamming by using a normally hidden social
relationship between users. Detecting spam is the first foremost and very critical step
in the battle of fighting spam. Twitter spam has long been a very critical and difficult
problem that needs to be resolved. This spam brings huge losses to site operators
and has an adverse impact on subsequent processing of data such as user behaviour
analysis, data mining and resource recommendation. So far, researchers have done
a lot of work in spam detection in Twitter still, it is not accurate and completed
yet. Different researchers developed a series of machine learning based methods and
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blacklisting techniques to detect spamming activities on Twitter. In this section, we
will discuss the works done in the field of spam detection by different researchers
using different techniques.

Twitter has become a popular aspect of social networking spams due to its sus-
ceptibility and vulnerability to attacks. These social network platforms face threats
imposed by spam accounts that propagate advertisements, phishing sites, fraud, etc.
Such spam activities negatively affect normal users’ experience and adverse to sub-
sequent processing of user data. These spam behaviours bring huge losses to site
operators and adverse to subsequent processing of data such as user behaviour anal-
ysis, data mining and resource recommendation. Till now, various researchers have
developed a series of machine learning based methods and blacklisting techniques to
detect the spamming activities on Twitter. According to researchworks carried in this
field so far, different methods and techniques have achieved an accuracy of almost
80% and more. Since the Web of Twitter is increasing day by day and due to its
enormous growth, many users begin to trust this social platform f information inter-
change. And that is the reason, users share the information in tweets regarding the
happy moments, tragedies, accidents, celebrations, etc. and thus communicate with
each other. Owing to such big popularity and fame, attracts malicious users to attack
it. Attacks in the form of spam posts, scam, phishing sites, malware downloading
and posting pornographic content have been reported on Twitter. This is all because
tweets are small in length and attackers usually use shortened URLs in tweets so as
to force a common user to click on it and thus achieve their goals (such as redirect
the Twitter user to external attack servers, etc.).

Also because of the problems of spam drift and data fabrication techniques, to
detect spam activities in real-life scenarios using machine learning based methods
have become difficult. Spam in Twitter is the huge problem of information security.
Spam accounts threaten user’s privacy as spammers use it for their malicious aims.
Spams can cause annoyance to users as well wastage of time as well networking
resources. So spam detection is the mandatory and emerging concept in the field of
information security. Spam detection in Twitter is based on some statistical prop-
erties of tweets like number of followers, number of followings, words per tweet,
retweet count, links per tweet, repeated words in tweet, user mentions, etc. After
feature engineering is done, results are analysed by simply applying the supervised
machine learning algorithms like naive Bayes, support vector machine, decision tree,
etc. All the detection models use labelled dataset and then analyse these statistical
properties to perform Twitter analysis. In this paper, we will design an approach that
uses unlabelled dataset and statistical properties of tweets for spam detection and
categorization. In the next section, we will concisely discuss the existing methods
used to label the tweets and the techniques on the basis of which tweet spam labelling
is done.
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2.1 Related Works

Twitter has become a popular aspect of social networking spams due to its sus-
ceptibility and vulnerability to attacks. These social network platforms face threats
imposed by spam accounts that propagate advertisements, phishing sites, fraud, etc.
Such spam activities negatively affect normal users’ experience and adverse to sub-
sequent processing of users data. These spam behaviours bring huge losses to the
site operators and adverse to subsequent processing of data such as user behaviour
analysis, data mining and resource recommendation.

Severalmachine learning approaches and algorithmswere applied in past research
works carried in the field of Twitter spam detection in which they extracted statistical
features of tweets and formed a training dataset. After designing the dataset, the use
of account and content-based features like length of tweet, digit count in tweet, no.
of followers, no. of characters in tweets, account age, no of followings, account rep-
utation, friends count, favourites count, etc. were made to detect spam and spammers
[2]. They analysed the results using supervisedmachine learning algorithms like sup-
port vector machine. Further, some researchers trained RF classifier [12] and then
used this classifier to detect spam on social networking sites like Twitter, Facebook
and Myspace as discussed in [2, 12]. Features discussed in these research works can
be manipulated easily by mixing spam tweets with normal tweets, purchasing more
followers, texting users to please accept the friend request so as to make a balance
between different ratios used for spam detection in Twitter. Some researchers also
proposed robust features which were based on a social graph so that feature modifi-
cation can be avoided and fabrication of tweet features is least possible. A sender and
receiver concept was used by [11] in which they extracted the feature’s distance and
connectivity between tweet sender and receiver in order to find out whether it is spam
or non-spam. Each and every terminology in Twitter is represented as a graph, for
example, users are represented as nodes of the directed graph, and relation between
two users (followers, following, etc.) is represented as an edge pointing towards the
node. Due to this work, performances of various classifiers were greatly improved. A
more robust feature such as local clustering coefficient, betweenness centrality and
bidirectional links ratio was calculated for detection of spam tweets [14].

The researchers of [5] proposed a set of techniques of machine learning with
semantic analysis for classifying the sentence and product reviews based on Twitter
data. It contributes to the sentiment analysis for customers’ review classification
which is helpful to analyse the information in the form of the number of tweets, the
content of the tweets, where opinions are highly unstructured and are either positive
or negative, or neutral. After pre-processing the dataset, they extracted and selected
the feature vector list and thereafter applied machine learning based classification
algorithms (naive Bayes, maximum entropy and SVM) along with the semantic
orientation based WordNet which extracts synonyms and similarity or duplicity for
the content feature. The naive Bayes technique which gives us a better result than the
maximum entropy and SVM is being subjected to the unigram model which gives
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a better result than using it alone. An improvement in accuracy from 88.2 to 89.9%
was noticed when the semantic analysis WordNet was applied.

The researchers [7] proposed an inductive-learning method for the detection of
Twitter spammers and apply a random forest approach to a limited set of features that
were extracted directly from Twitter traffic. The most important achievement was
the reduction in the feature set. That is why experimental results revealed that the
proposed method outperforms existing approaches at that time. The researchers of
[3] proposed a method for detecting spam tweets in Twitter using a data stream clus-
tering algorithm. They analysed various features for tweet spam detection like follow
rate, features based on content (such as repetitious tweets, HTTP links, replies and
mentions, trending topics) and generally considered features like followers number,
following number, follow rate, tweet number, retweet ratio, available link number
on tweet. It labels data from spam accounts as spam and legitimate accounts as non-
spam. For pre-processing, they used software called RapidMiner. The output tweets
are then given input to MOA software (where they implemented DenStream algo-
rithm for clustering the spam tweets). Experimental evaluation shows that when the
algorithm is set properly, accuracy and precision will improve in comparison with
previous works done using classification algorithms.

Researchers of [6] presented a new method using extreme learning machine
(ELM), a supervisedmachine, for detecting spamaccounts in social networks through
their behavioural characteristics. They also verified the detectability of spamaccounts
through experimental evaluation. Following the behavioural analysis, they also high-
lighted the results that show the importance of social interaction features when dis-
tinguishing between normal users and spam accounts.

The researchers of [9] proposed a spam detection approach for Twitter based on
sentimental features. They performed experiments on a collection of the dataset of
29K tweets with 1K tweets for 29 most trending topics of 2012 on Twitter. They
evaluated the usefulness of said approach by using five classifiers, i.e. Bayes net-
work, naive Bayes, random forest, support vector machine (SVM) and J48. Naive
Bayes, random forest, J48 and SVM spam detection performance improved with the
proposed feature combination. The results also demonstrated that proposed features
provide better classification accuracy when combined with content and user-oriented
features.

Every tweet comprises of different statistical properties like number of followers,
number ofwords per tweet, number of hashtag included in the tweet, number ofURLs
in tweet, whether shortened URL or not. Different machine learning algorithm uses
these characteristics of tweet to detect whether a particular profile is spamor no spam.
First of all, these statistical properties of tweets are extracted. These properties then
help us to differentiate between spam and non-spam users. Then with spam samples,
a training data is formed. This training data trains the classifier which in turn detects
the spam users. Since the properties of tweets vary over time, additional properties of
the user profile based on content, user behaviour, the sentiment of the text, account-
based features are incorporated.

The researchers [1] developed spam profiles detection models based on a set of
simple, easily calculated and publicly available features in Twitter. They extracted
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the set of features from the available profile information regardless of the language
used in user tweets. They collected and analysed a dataset of 82 Twitters profiles.
With feature engineering, they investigate ten binary and simple features that can
be used to classify spam profiles. Moreover, a feature selection process was utilized
to identify the most influencing features in the process of detecting spam profiles.
Two methods used for feature selection were Relief and Information Gain. Four
machine learning algorithms were used to develop the detection models and two
feature selection methods are applied to identify the most influencing features in the
detection process. The work showed that promising results can be obtained using the
naive Bayes and decision trees classifiers. The results reveal that suspicious words
and the repeated words have a high influence on the accuracy of the detection process
regardless of the language used in the tweets of the user.

Further, the research works of [13] explored the issues related to the current
issues in Twitter, causes and drawbacks of it. Further, they also studied Twitter spam
detection techniques and proposed a new classification method that addresses these
issues and came up with their suggested solutions based on deep learning algorithms.
For the purpose of performance evaluation, they firstly collected a labelled dataset
of 376,206 spam and 73,836 non-spam tweets from a 10-day ground-truth dataset
with more than 600 million real-world tweets. From this collected dataset, for pre-
processing word vector technique was used and after that, the tweets were converted
into high-dimensional vectors. Experimental results reveal that all the algorithms
applied at that time performed well. And almost all performance evaluation metrics
have a value higher than 81%, and most of them are more than 90%.

With recent and new advancements in knowledge and technologies approaches
used to detect spammers in social networks also become mature and got advanced.
But the reality behind the scenes is spammers who are also becoming more overs-
mart day by day by developing and using more sophisticated mechanisms to evade
detection. With this advent, new approaches have been proposed by researchers to
address these problems.

The researchers [4] presented a hybrid approach for detecting automated spam-
mers in Twitter by amalgamating community-based features with other statistical
feature categories, namely metadata, content and interaction-based features and so
on. They used 19 different features, including six newly defined features and two
redefined features for training threemachine learning classifiers, namely random for-
est, decision tree and Bayesian network, on a real dataset that comprises non-spam
users and spammers. Further, they also analysed the discrimination power of different
feature categories. They concluded that interaction- and community-based features
are themost effective and result yielding for spam detection, whereasmetadata-based
features are proven to be the least effective.

The researchers of [8] proposed a cluster-then-label semi-supervised learning
approach for pathology image classification. This method was proposed basically
to identify high-density regions in the data space. The idea behind this technique
was to first cluster data space into clusters and then assigns labels to these clusters
using semi-supervised technique by using small amounts of labelled dataset. The
Euclidian distance between the labelled data point pi and unlabelled data point qi
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was compared with core radii ei of the different identified clusters. The weakness
of this approach was inter-observer variability when labelling the ground truth of
1500 patches between two pathologists. The Kappa agreement coefficient between
the two was k = 0.77. Also, an insufficient number of labelled data points (1 patient)
leads to failure of clustering method because of scare data available. The researchers
of [10] proposed a semi-supervised spam detection technique for Twitter stream
by taking into account the features of the tweet level. The proposed model has
two modules: spam detection module operating in real time and model update that
operates in batch mode. Further, spam detection module has four detectors, namely
blacklisted URLs, near-duplicate detector, reliable non-spam (ham) detector to label
trusted users posts, multiclassifier-based detector which labels the remaining tweets.
Experimental observations show that confidently labelled clusters and tweets make
the system effective in capturing spamming patterns.

3 System Overview

This section briefly explains the proposed system architecture and its shown dia-
gram as shown in Fig. 1. In particular, the whole framework of labelling the unla-
belled tweets consists of following broad components: (I) Repository of tweets is
constructed initially by collecting the dataset of tweets using streaming APIs. The
dataset is collected using the tweet IDs that are publicly available on the Internet. (II)
The tweets are subsequently processed (in order to reduce the noise in tweets in the
form of irrelevant tweets) with the aim of maximum possible feature extraction. (III)
A small labelled dataset is constructed from these tweets using the strategy of manual
inspection and statistical analysis of tweet features. (IV) Finally, a novel approach of
clustering is applied on the whole dataset in order to group the tweets into different
categories based on tweet similarity and statistical features of tweets (like ratio of
followers to followings, reputation, number of user mentions, no. of hashtags and
so on) and assign the respective label to the tweets on the basis of concentration of
which labelled point is greater.

3.1 Tweet Pre-processing

Considering the length constraint of the tweet into consideration, there is a little
information in most cases available to judge a tweet as spam or non-spam because
of the presence of short noisy words, hashtags and abbreviations used by the user. It
has been noticed that tweet more apparently contains meaningless data most of the
times. So, to cope up with this noisy data in tweet and extract more information from
the tweets we need to do pre-processing. Kindly note that for experiments in this
paper, we have taken or selected the tweets in US English in terms of JSON objects
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Fig. 1 Overall design

retrieved from Twitter using the Streaming APIs. Let us suppose we have collected
English raw tweets from Twitter using Streaming APIs initially.

The pre-processing stages carried out on these tweets are discussed in the follow-
ing subsection:

Remove URLs from Tweet content: URLs in tweet content usually refer to the
linked web page. Since we are interested to find the spam related information within
the tweet content. So, we choose to remove URL links from tweet content as we have
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a separate feature extracted in our dataset for links present in the tweet so links here
in the content seems no beneficial.
Removing Retweeting and @ Tags in Tweet content: Retweeting is the action of
the Twitter user to repost an already posted tweet by other user and on the other hand
@ tag in tweets refer to usernames of users to which this post is related. Since these
also add noise and their irrelevance in tweet content regarding spam, we choose to
remove such things also becausewehave extracted separate feature is tweet retweeted
or not and the number of users mentioned in the tweet.
Remove Hashtags: Hashtags are used by used prior to some interesting facts or
phrases and can be placed at anywhere in the tweet whether beginning, middle or
end and any number of times. Phrases preceded or succeeded with hashtags can help
us in finding the user’s interest. Hashtagged phrases are already extracted as a feature,
so here hashtags need to be removed from tweet content.

3.2 Tweet Clustering

In tweet clustering phase, the processed tweets were clustered into clusters using the
unsupervised K-means algorithm. The whole process of tweet clustering is summa-
rized in the following steps:

1. Combine the processed tweets of all users into a single data frame.
2. Extract features from each tweet and the process of feature extraction include:

• Tokenization: This breaks the individual tweet content into words called as
tokens.

• TFIDF: This applies the TFIDF algorithm to create feature vectors from the
tokenized tweet texts.

• Hash TFIDF: This applies a hashing function to the tokenized vectors.

3. Apply the K-means clustering algorithm on hashed vectors.
4. Evaluate and analyse the results of the K-means clustering by identifying tweet

membership to clusters, perform dimensionality reduction and plot the clusters.

3.3 Features Extracted

On the basis of extracted feature set, we have different types of spam detection
features of tweets like account-based, content-based, graph-based, tweet-based, the
user profile-based, etc.
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Tweet-Based Features include:

1. No. of likes
2. No. of retweets
3. No. of replies
4. Created at
5. Location (within the tweet)
6. URL
7. Text
8. Unique mentions
9. Hashtags.

User-Based Features include:

1. Username
2. Profile photograph
3. Location
4. Creation date
5. No. of tweets
6. Favourites count
7. Followers count
8. Friends count
9. No. of retweets
10. No. of lists
11. Verified
12. Protected.

Calculated Features include:

1. Word count in the profile description
2. User reputation
3. Tweet count
4. Duplicate URLs
5. Tweet frequency
6. Follower ratio
7. URL ratio
8. Hashtag ratio
9. Mention ratio
10. Unique mention ratio
11. Retweet ratio
12. Suspicious words
13. Text to links ratio.
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3.4 Cluster Labelling

In cluster labelling, we are assigning label to each cluster that we obtain as an output
of the K-means clustering algorithm. We assign the labels to cluster by following
a semi-supervised approach. First of all, we assume that in our dataset, we have a
small number of labelled tweets. These tweets are labelled following the process of
manual labelling and statistical feature analysis of tweets. Then in each cluster, we
calculate the concentration of each labelled entity. Assign that label to the whole
cluster whose label concentration is greater than that of the others. Thus, following
this semi-supervised cluster-then-label approach, we are able to assign labels to a
huge dataset. Further, we can continue this procedure to assign labels to each spam
category.

4 Experiments and Results

After clustering tweets into different clusters, we analysed the results by plotting
the clusters. We plotted the cluster points and calculate the within-cluster sum of
squares parameter which will tell us how well are the points in the cluster classified
or grouped as shown in Fig. 2. We have plotted a graph between WCSS and number
of clusters and it showed that on increasing the number of clusters in the clustering
algorithm, the variation of tweets grouped in a cluster is less and vice versa.

Further, we also plotted the tweets after clustering so as to show the label assigned
to each tweet on the basis of tweet similarity and statistical properties of tweets.
Figure 5 below illustrates the different ways of spam categories that can be obtained
used the proposed cluster and label approach of spam labelling.

On plotting the 50 most recently used words in case of both spam as well as non-
spam tweets, we observe that spammers use the same word number of times. Just

Fig. 2 Plot of WCSS versus number of clusters
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like, the word “says” is used in both spam as well as non-spam tweets, but its count
is greater in spam tweets than in non-spam tweets. Also, we have analysed that the
concentration of suspicious words is more in spam tweets than in non-spam tweets.
The plot of 50 most recently words used in spam and non-spam posts is shown in
Figs. 3 and 4, respectively.

Fig. 3 Fifty most recently used words in non-spam tweets

Fig. 4 Fifty most recently used words in spam tweets
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Fig. 5 Plot showing label assigned to tweets

After clustering the tweets into clusters, the labels assigned to different spam
labelled posts we design a spam dataset and follow the same approach of cluster-
then-label to label the spam tweets into different categories just as we have shown in
Figs. 3 and 4 above. In Figs. 3 and 4, Spam1, Spam2, Spam3 and so on up to Spam6
are the different categories of spam tweets detected. Hence, we can conclude that
following the novel approach of cluster-then-label, we are able to label the spam and
non-spam posts and also assign labels to different categories of spam as well (Fig. 5).

5 Conclusion and Future Scope

In this paper, we have explained a novel cluster-then-label approach to label the large
unlabelled dataset of tweets. This method comprises of four stages. The first stage is
based on the collection of recent dataset of tweets fromTwitter using StreamingAPIs.
Subsequently, we performed pre-processing on the tweets extracted from Twitters
JSON les. Then, we created a small labelled dataset of tweets on the basis of which
we can apply the semi-supervised cluster-then-label approach to the dataset to label
the unlabelled tweets based on the concentration of labelled points in the cluster.
Our experiments showed the effectiveness of this proposed approach. Hence, we
conclude that using this novel approach, we can perform spam labelling and hence
spam detection as well.
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Further, this research dataset can later be used for different purposes as we have
extracted all the maximum possible features of the tweets during preparation of
the dataset. Further, we can perform Twitter spam account detection based on the
different features using this dataset. We can in future analyse the patterns that spam
posts usually follow in order to trace the root of spam posts. We can in future check
the accuracy of different machine learning algorithms on this dataset regarding spam
detection and categorization. This labelled dataset can then be used in future for
different purposes like sentiment analysis of tweets to check the behaviour of the
user posting tweets, mood analysis of tweets, spam URL analysis, etc.
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Performance Analysis of Queries
with Hive Optimized Data Models

Meghna Sharma and Jagdeep Kaur

Abstract The processing of structured data in Hadoop is achieved by Hive, a data
warehouse tool. It is present on top of Hadoop and helps to analyze, query, and review
the Big Data. The execution time of the queries has drastically reduced by using
Hadoop MapReduce. This paper presents the detailed comparison of various opti-
mizing techniques for data models like partitioning and bucket methods to improve
the processing time for Hive queries. The implementation is done on data from New
York Police Portal using AWS services for storage. Hive tool in Hadoop ecosystem
is used for querying data. Use of partitioning has shown remarkable improvement in
terms of execution time.

Keywords Big Data · Hadoop · Hive · Partitioning · Bucket methods

1 Introduction

The Big Data is the latest buzzword in today’s IT world. It refers to the collection of
data that is expanding at tremendous speed. Some instances of Big Data are the data
generated by Facebook, YouTube, and Twitter in the form of text, images, videos,
audios, etc. The different e-commerce-related websites, healthcare-related websites
and apps, and data generated by IoT are contributing to this data explosion [1]. In
the last few years, Big Data was generated from different domains, and meaning-
ful information extracted from these sources has contributed to real-time decision
making for the organizations.
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The traditional database techniques cannot handle the Big Data due to many rea-
sons. Firstly, the traditional techniques cannot maintain confidentiality and accuracy
of the high-quality data. Secondly, with the traditional techniques, it is difficult to
understand the relationships between data items. Thirdly, the data storage is a big
challenge with traditional technologies. Fourthly, the traditional techniques cannot
provide the analyzing and querying capability to extract exact information from the
data [2]. The Big Data technologies help to overcome all these challenges. This
paper deals with the analyzing and querying part of the Big Data. The major Big
Data technologies are Pig, Jaql, andHive. The focus of this paper is on analyzingHive
queries. Hive is a data warehouse system that helps in querying data using SQL-like
language. It was designed by Facebook to make the usage of Apache Hadoop easy.
In Hive, the data is represented in the form of tables; whereas in Apache Hadoop,
data is managed in the form of files in the HDFS. The tables in Hive are divided into
partitions and buckets [3]. The paper is organized as follows. Section 2 covers the
features of Hive. Section 3 covers various optimization methods. Section 4 presents
the related work. The methodology and experimental analysis are covered in Sects.
5 and 6, respectively. Section 7 shows the results. Section 8 consists of conclusion.

2 Features of Hive

Hive gives higher level of abstraction. It works with a SQL-like language known
as HiveQL which helps the users to access the data store in Hadoop’s HDFS or
Hbase [4]. According to authors in [5], Hive is designed for large-scale processing
only. It works by transforming queries into MapReduce jobs. The features can be
summarized as:

• The Apache Hive works on the distributed storage.
• It facilitates easy data extraction, transformation, and loading (ETL) operations.
• It enables the processing of different formats like structured data, unstructured
data, and semi-structured data.

• It uses HiveQL which is a declarative language and has SQL-like structure.
• Hive has an in-built feature of schema-on-read and multiple schemas which post-
pones the schema application till the data is read [6].

Apart from these useful features, there are some limitations of using this tech-
nology. For example, it is recommended for online analytical processing (OAP) and
not for online transaction processing (OTP). It does not support update and delete
operations. Instead of these limitations, Hive is very popular tool for querying the
large datasets using Hadoop. Although Pig is also available to perform the Map and
Reduce tasks due to similarity with SQL, Hive has become more popular. The oper-
ation and execution of Hive queries result in high speed and efficiency in processing.
This is achieved with two optimization methods in Hive: Partitioning and Bucketing.
These methods are discussed in the next section.
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3 Hive Optimized Data Models

The different data applications like social networking sites, banking sites, search
engines, applications on clouds, IoT-based applications, etc. are producing large
amount of data [7]. The data model of Hive consists of tables, partitioning, and
buckets. The quick response of the large amount of data is achieved by partitioning
and bucket concepts. Hive has two types of tables: Internal/Managed table and Exter-
nal table. When the data is loaded in the internal table, the data is moved into Hive
warehouse directory. As the data is temporary on deleting a table, all the data and its
metadata are lost. The external tables are recommended when data is to be used out-
side Hive also. Even on dropping the external table, the data remains intact and only
the metadata is deleted. The two important optimized data models are partitioning
and bucketing. Partitioning divides tables into partitioned columns like department,
year, etc. It becomes easy to query data in part of partitioned data. The partitions are
further divided into buckets. It works on the basis of hash functions of some columns.
The optimization is achieved by partitioning, bucketing, and using file formats like
OCR and Parquet. These are further explained as follows.

3.1 Partitioning

Partitioning makes the execution of queries faster. It is achieved by dividing the
table into smaller chunks with the help of partition key columns. For instance,
in an employee table having attributes emp_id, emp_name, emp_sal, emp_dept,
emp_designation. Partition is created for each department, i.e., emp_dept. Hive stores
each partition separately and scans the desired partition hence making the query
response fast. Partitioning is performed on columns or collection of columns so that
a less number of partitions are produced. If partition on emp_id is generated, it will
result in large number of partitions and will increase the response time of the queries.
So, buckets are used for the emp_ids.

3.2 Bucketing

Bucketing is also used to divide the data into smaller andmoremanageable parts. The
main difference between partitioning and bucketing is that bucketing uses the hash
function of the column to create various ‘buckets’. The buckets use some hashing
algorithms for searching records in the bucket.
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3.3 File Formats ORC and Parquet

The optimal data storage is also a prime requirement for optimal execution of Hive
queries. There are two file formats used for optimal storage.

3.3.1 ORC (Optimized Row Columnar) File Format

Here, the data is stored in a columnar fashion. That means, in a column-major format,
the data is stored in contiguous form. The advantage of columnar format is that when
the query deals with only small numbers of columns, it will scan the concerned
columns only instead of scanning the whole data set. This in turn will decrease the
seek time and hence performance is enhanced.

3.3.2 Parquet File Format

This file format is used for processing complex and nested data structures. Compres-
sion on per column basis is done using this format. The metadata is written in the
end of the file and can be used for processing large files.

4 Related Work

BigData is generated by different applications. For analyzing and querying, BigData
different technologies are used. Many researchers and communities have used the
Big Data technologies and published their findings. Researchers and practitioners
are actively involved in the usage of different technologies like Pig, Hive, Jaql, etc.
for querying the files on HDFS of Hadoop’s MapReduce. The authors show in [8]
that how Hadoop has reduced the load from the networks and the servers. Hadoop’s
file system is presented in [9]. The Apache HBase and its architecture are presented
in [10]. The researchers have discussed in [11] about theMapReduce framework and
how the Map and Reduce classes work to support parallelism. Apart from this, the
different collection systems are also discussed like Apache Sqoop [12], Flume [13],
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and Chukwa [14]. Storm, an open-source system handles real-time data as compared
to Hadoop, is presented in [15].

5 Methodology

A set of queries are executed with real-time dataset taken from New York Police
Portal using AWS service, on a Hive instance executing on an Intel Core i5 machine
with 2.4 GHz processor and 4 GB of RAM.

5.1 Datasets

This dataset describes the various parking violation codes in New York and lists
the fines imposed on the defaulters. The data is transferred from the above link to s3
bucket on Amazon AWS to bring it to HDFS and then accesses through Hive queries.
The dataset consists of forty-three attributes as shown in Table 1.

5.2 Problem Statements

The table is created for the dataset and the following queries are executed:

1. Display all the distinct registration states where parking tickets are issued for the
year 2017.

2. Display all total number of parking violation tickets during the year 2017 for
each state ordered by registration state in descending order.

3. Display the plate type for first three registration states with maximum number of
violation tickets in the year 2017.
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Table 1 Dataset Attribute Type

Summons Number Number

Plate ID Plain Text

Registration State Plain Text

Plate Type Plain Text

Issue Date Date and Time

Violation Code Number

Vehicle Body Type Plain Text

Vehicle Make Plain Text

Issuing Agency Plain Text

Street Code1 Number

Street Code2 Number

Street Code3 Number

Vehicle Expiration Date Number

Violation Location Plain Text

Violation Precinct Number

Issuer Precinct Number

Issuer Code Number

Issuer Command Plain Text

Issuer Squad Plain Text

Violation Time Plain Text

Time First Observed Plain Text

Violation County Plain Text

Violation in Front of or Opposite Plain Text

House Number Plain Text

Street Name Plain Text

Intersecting Street Plain Text

Date First Observed Number

Law Section Number

Subdivision Plain Texts

Violation Legal Code Plain Text

Days Parking In Effect Plain Text

From Hours In Effect Plain Text

To Hours In Effect Plain Text

Vehicle Color Plain Text

Unregistered Vehicle? Plain Text

Vehicle Year Number

Meter Number Plain Text

(continued)
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Table 1 (continued) Attribute Type

Feet From Curb Number

Violation Post-Code Plain Text

Violation Description Plain Text

No Standing or Stopping Violation Plain Text

6 Experimental Analysis

The concept of partitioning is demonstrated on the dataset. The table is created
without partition and then with partition.

Now, data is organized as directories/folders partitioned according to attribute
value, and the searching of data becomes easy when the attribute is mentioned in the
WHERE clause.

This has resulted in increase in execution time at the timeof creation.After creating
the tables, the data is fetched into it from the dataset. Now, the three different queries
corresponding to three different operations are executed with partition and without
partition. To perform the first operation to display all the distinct registration states
where parking tickets are issued for the year 2017, the query and its executionwithout
partitioning are shown in Fig. 1. The same operation is performed with partitioning
and it is shown in Fig. 2. The number of mappers used without partitioning is eight

Fig. 1 Query 1 without partitioning
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Fig. 2 Query 1 with partitioning

and the number of reducers is ninety-two. But with partition, the number of mappers
and reducers is reduced to four and sixteen, respectively.

So, 65 rows are fetched to complete this operation as evident from Figs. 1 and 2.
Now, the second operation is to display all total number of parking violation tickets
during the year 2017 for each state ordered by registration state in descending order.

In second query, the operation is performed through the GROUPBY and ORDER
BYclause. The snapshotwithout partitioning andwith partitioning is shown in Figs. 3
and 4.

As shown in Fig. 3, the execution time is 363.745 s when no partitioning is
used. The same query, when executed with partition, shows drastic reduction in the
execution time as shown in Fig. 4.

The third operation to display the plate type for first three registration states with
maximum number of violation tickets in the year 2017 is executed in the form of
query three as shown in Fig. 5

Now, the same query when executed with partitioning it results in reduction of
the execution time as shown in Fig. 6.
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Fig. 3 Query 2 without partitioning

Fig. 4 Query 2 with partitioning
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Fig. 5 Query 3 without partitioning

Fig. 6 Query 3 with partitioning

7 Results

The queries are executed on a dataset having 11.7 million rows. The execution is
presented in the tabular form in Table 2. The performance of Hive queries with
partitioning shows remarkable decline in execution time.

This can be represented in the form of a graph as in Fig. 7 and the difference in
times is quite remarkable.
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Table 2 Execution time Without partitioning With partitioning

Query 1 349.182 s 98.116 s

Query 2 363.745 s 58.77 s

Query 3 680 s 180.815 s

Fig. 7 Performance analysis

8 Conclusion

Hive is found suitable for efficient processing of data. With the use of partitioning
techniques on the dataset, the queries were executed faster as compared to without
partitioning. The authors have taken queries using GROUP BY and ORDER BY
clauses. Also, queries involving joins with nesting are also tested. The future work
consists of using the concept of bucketing on the partitioned dataset and then to
analyze the execution time as compared to usage of partitioning. These set of queries
can also be used for larger dataset with different types of data.
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A Review on Scalable Learning
Approches on Intrusion
Detection Dataset

Santosh Kumar Sahu and Durga Prasad Mohapatra

Abstract There has been much excitement recently about Big Data and the dire
need for data scientists who possess the ability to extract meaning from it. Data sci-
entists, meanwhile, have been doing science with voluminous data for years, without
needing to brag about how big it is. But, now those large, complex datasets should
process smartly. As a result, it improves productivity by reducing the computational
process. As a result, Big Data analytics takes a vital role in intrusion detection. It
provides tools to support structured, unstructured, and semi-structured data for ana-
lytics. Also, it offers scalable machine learning algorithms for fast processing of data
using machine learning approach. It also provides tools to visualize a large amount
of data in a practical way that motivates us to implement our model using scalable
machine learning approach. In this work, we describe a scalable machine learning
algorithm for threat classification. The algorithm has been designed to work even
with a relatively small training set and support to classify a large volume of testing
data. Different machine learning approaches implemented and evaluated using intru-
sion dataset. The data is normalized using themin–max normalization technique, and
for SVM classification, data transforms into sparse representation for reducing com-
putational time. Then using Apache Hive, we store the processed data into HDFS
format. All the methods except the neural network are implemented using Apache
Spark. Out of all the approaches, the fine KNN approach outperforms in terms of
accuracy in a reasonable computational time, whereas the Bagged Tree approach
achieves slightly less accuracy but takes less computational time for classifying the
data.

Keywords Intrusion detection · Apache Spark · Big Data ·Machine learning ·
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1 Introduction

We live in a digital world where data is increasing rapidly due to advance in tech-
nology, mostly the use of sensors (IoT), and ease of Internet Technology. The IoT
in embedded devices used in all sectors to accurately gather information, real-time
control, and operation of the different task without human interventions. As a result,
a vast amount of data is generated, and it is a big challenge to store, process, and
analyze the data for decision making. The term “Big Data signifies the sheer volume,
variety, velocity, and veracity of such data.” Big Data [1] is structured, unstructured,
and semi-structured or heterogeneous. It becomes difficult for computing systems
to manage “Big Data” because of the immense speed and volume at which it is
generated. Conventional data management, warehousing, and data analysis system
fizzle to analyze the heterogeneous data for not only processing but also storing and
retrieving the data. The need to sort, organize, analyze, and systematically offer this
critical data leads to the rise of the much-discussed term, Big Data.

According to Gartner, data is growing at a rate of 59% every year. The growth of
the data can be depicted regarding the following four Vs:

Volume: It refers to the amount of data generated by the organization or individual.
The size of data in most of the organization is approaching exabyte and may increase
to zettabyte in the coming years.
Velocity: It describes the rate at which data is generated, captured, and shared. An
enterprise can capitalize on data only if it is captured and shared in real time. Most
of the traditional approach face problems associated with data, which keeps adding
up but can not be processed quickly. They generally take batch processing or manual
processing that takes several hours or days for analysis.
Variety: The data is being generated at a breakneck pace from different sources and
forms such as structured, unstructured, and semi-structured. To deal with such type
of data in the form of flat files, images, videos, audios, and other sources for decision
making is a complex task.
Veracity: It refers to the uncertainty of data, i.e., whether they obtained data is
correct or consistent.Among the complete informationwhich is generated,we require
to select the accurate and consistent data for data processing and decision-making
process.

Traditional approaches process the data specific to a region or point of interest.
They may not process and interpret the data in real time. But to improve the data
analytics, it is required to integrate every data from every source that is correct and
consistent should be used in predicting analysis which is a challenging task. Big Data
technologies are vital in supplying correct interpretation, which may additionally
cause extra concrete decision making resulting in greater operational efficiencies,
cost discounts, and decreased risks for the commercial enterprise. To harness the
energy of huge facts, we require an infrastructure that could manage and vast manner
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volumes of structured and unstructured information in real time and can maintain
security and protection.

Big Data analytics reforms the ways to conduct business in many ways, such as
it improves the decision making and business process management. In this paper, it
is used to classify the intrusions using various machine learning approaches that are
available in Apache Spark andMahout distributions. As per the study, the bottleneck
during processing does not occur in distributed processing. As per the MapReduce
functions, the data calls the program for processing. Due to the size of the program
is negligible as compared to the size of data, the probability of bottleneck can be
avoided in the large-scale analytics process.

As per the literature study, the methods related to Apache Spark/Mahout used in
our research. Due Curse of Dimensionality, the predictive models overfitted, biased,
and not able to provide high accuracy. To avoid the curse of dimensionality, Big Data
used in this experiment that deals with high dimension, variety, veracity as well as
velocity data as mentioned in Fig. 1. Besides, the Big Data analytics also parallelizes
the execution efficiently withmaintain fault tolerant and the bottleneck of data during
implementation.

The big advantage is that the program comes to the data for processing. In con-
ventional data processing, the program calls the data as argument that leads towards
bottleneck and requires high computational resources during execution. The Big
Data Processing is quite different. The size of the program is very less as compared
to the Data. Therefore, this type of processing avoid bottleneck and not suffers curse
of dimensionality. The MapReduce and HDFS (Hadoop File System) provide relia-
bility, flexibility, high performance, and efficiency in storing, managing, monitoring,

Fig. 1 Elements of Big Data
(four Vs)
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Table 1 Review of different scalable approaches used on intrusion detection

Authors Year Big data approaches for intrusion detection

Gupta and Kulariya [2] 2016 A framework for fast and efficient intrusion detection using
Apache Spark

Keegan et al. [3] 2016 Review on different intrusion detection techniques using
cloud

Kulariya et al. [4] 2016 Performance analysis of intrusion detection schemes using
Apache Spark

Mavridis and Karatza [5] 2017 Performance evaluation of cloud-based logfile analysis
with Apache Spark

Kumari et al. [6] 2016 Anomaly detection in network traffic using K-mean
clustering

Hsieh and Chan [7] 2016 Detection DDoS attacks based on neural network using
Apache Spark

Mavridis and Karatza [8] 2015 Logfile analysis in the cloud with Apache Spark

Rathore et al. [9] 2016 Hadoop based real-time intrusion detection for high-speed
networks

processing, and visualizing the data [1]. It motivates us to implement the network log
analysis process using Big Data analytics. To detect the intrusion, scalable machine
learning approaches used to experiment on different supervised learning approach
and find the best method among all. The detail algorithms and data flow described
in subsequent sections

Table 1 shows the recent works in intrusion detection using Big Data technology.
The study shows that researchers working in this area using new technology are
increasing rapidly. Many approaches are based on Apache Spark and MapReduce
of Apache Hadoop. The research community solves various problems of different
domains using Big Data approach. It motivates us to implement intrusion detection
using the state-of-the-art approach. Generally, an enormous amount of network pack-
ets is generated due to the large-scale use of internet-based applications day by day.
To process the high volume and velocity data, such techniques are utmost essential.
Therefore, in this experiment, Big Data tools namely Apache Spark and Mahout are
used in the intrusion detection process. The main objective is to find a better model
that provides more accurate results, low false positive and less computational time.

2 Experimental Details

In this experiment, a single-node Hadoop cluster is setup virtually along with its
ecosystem applications. For data preprocessing and store into Hadoop Distributed
File System (HDFS), ApacheHive is used. The rawwell-logs are parsed, andwe have
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designed a schema to save them into HDFS. There are 41 attributes in each instance
present in the dataset out of which three are categorical data. The categorical data is
assigned by constant for analysis. Sahu et al. [10] gave details about the preprocessing
of the dataset for further analysis. Similarly, the output class is broadly represented
by four attack classes. The normal class is also considered for analysis. The second
class is a combination of the four threat types (one (R2L), two (U2R), three (Probe),
and four (DoS)). The detail statistics of the data used in this experiment is depicted
in Table 3.

KDD_Corrected [11] andNSLKDD [12] datasets are used in this experiment. The
dataset is preprocessed as per [10]. Figure 2 described the data and process flow of
our architecture. First, the raw logs processed and give input via hive script to store
into HDFS. For data processing task, Apache Spark is used. Apache Spark is an
open-source distributed general-purpose cluster-computing framework. It achieves
high performance for both batch and streaming data, using a state-of-the-art DAG
scheduler, a query optimizer, and a physical execution engine. It offers over 80
high-level operators that make it easy to build parallel apps. And, you can use it

Fig. 2 Data and process flow diagram
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Table 2 Hardware/software
specifications

Operating system Windows 10 and CentOS for Hadoop
cluster

Data Handling Hadoop and Flat Files

Processing Apache Spark, Matlab, Excel

Visualization Matlab and Excel

Processor Intel Xeon

RAM 64 GB

interactively from the Scala, Python, R, and SQL shells. In this experiment, Scala
programming is used for classification of intrusion classes. Hadoop cluster offers data
storing and MapReduce operation. The remaining processing is carried using Spark.
The support vectormachine, neural network, KNN, and ensemble approaches used to
classify the rock types. Themodel parameters optimized by the searching approach. It
was validated and tested using the existing labeled instances. Out of sixteen well-log
data, ten are used for training the model, two are used for validation/cross-validation,
and the remaining four are used in testing the model. The detailed hardware and
software specifications used in this experiment are given in Table 2.

3 Results and Discussion

Supervised learning approaches used in this experiment for attack classification. The
result of each method is discussed below:

Support Vector Machine (SVM): Different SVM approaches are applied and
tested with the input data. The data is transformed into a sparse format before being
fed to the SVM models to avoid overfitting.

The model parameters also optimized and validated using validation data. The
output of SVM approaches is listed in Table 3. The cubic SVMmethod gives 99.7%

Table 3 Prediction results of different SVM approaches

Sl. No. SVM approach Accuracy in % Time in sec Prediction average rate
(obs/sec)

1 Linear SVM 97.9 106.61 17,000

2 Quadratic SVM 99.6 78.213 31,000

3 Cubic 99.7 1888.4 50,000

4 Fine Gaussian 99.5 105.93 8600

5 Medium Gaussian 99.5 61.55 16,000

6 Coarse Gaussian 97.9 97 8200
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accuracy in the 1888 s. The confusion matrix and various performance evaluation of
themodel are shown in Fig. 3. The first cell of the confusionmatrix shows the number
of instances which are correctly classified as negative and the third cell represents
the number of positive instances that are correctly classified. The remaining cells
are teaching the class that is wrongly classified. The ratio between the true positive
rate and false negative rate is depicted in Fig. 4. Similarly, the ratio between positive
predictive value (PPV) and false discovery rate (FDR) shown in Fig. 5.

K-Nearest Neighbor (KNN): The K-nearest neighbor algorithm also provides a
stable and useful result. Sahu et al. [13] discussed how KNN is an efficient learning
approach for threat classification on different intrusion datasets. The KNN approach
is implemented as per conventional way of data processing. But in this experiment,
the KNN approach is implemented in apache spark using Scalable approach. Table 4
depicts the accuracy and time taken by the variant models using KNN approach.
As compared to other methods, it takes less time in prediction and also achieves a
satisfactory accuracy rate. The fine KNN approach achieved a 99.86% accuracy rate
in 465 s as compared to other KNN approaches. The KNN classification technique
achieves high classification accuracy using NSLKDD dataset. The Fig. 6 shows
the confusion matrix, Fig. 7 visualize the several performance assessment of the
model, Fig. 8 depicts the ratio between TPR vs FNR, and Fig. 9 shows the Area
Under Curve(AUC) of the Fine KNNModel. The Fine KNNmodel provides a better
classification result as compared to other KNN Approaches with less computational
time.

Ensemble Approach: As per literature study, this approach provides a stable and
better result as compared to a single learning approach. In this approach, multiple
weak learners are combined to solve the task with higher accuracy and a low false
positive rate. Hence, we applied different ensemble method in this experiment. The

Fig. 3 Confusion matrix and performance evaluation parameters of cubic SVM model



706 S. K. Sahu and D. P. Mohapatra

Fig. 4 Ratio between TPR and FNR matrix cubic SVM model

Fig. 5 PPV versus FDR cubic SVM model

result of these approaches is given in Table 5. Figure 10 shows the confusion matrix
using Bagged Tree ensemble approach. If time considers as performance evaluation
criteria, then all the ensemble approaches achieved a stable accuracy near to 100%
with a minimum average time and the number of observations per second also very
high as compared to other approaches. Figure 11 shows the ratio between true positive
rate and false negative rate. Similarly, Fig. 12 shows the ratio between positive
predictive value and false discovery rate. As per Fig. 12, the positive and negative
prediction rate is more than 99% that indicated a better classification result. Figure 13
describes the area under curve of the two classes and it touches the top-left corner
that indicated an excellent classification accuracy with minimal error rate.
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Table 4 Prediction results of different KNN approaches

Sl. No. KNN approach Accuracy in % Time in sec Prediction Avg. Rate (obs/sec)

1 Fine KNN 99.9 465 200

2 Medium KNN 99.5 459 200

3 Coarse KNN 98.3 460.43 200

4 Cosine KNN 99.5 452.67 200

5 Cubic KNN 99.4 2358.7 33

6 Weighted KNN 99.7 454.49 200

Fig. 6 Confusion matrix and performance evaluation parameters of Fine-KNN model

Fig. 7 Ratio between True
Positive Rate and False
Negative Rate matrix
Fine-KNN Model

The Bagged Tree approach outperforms among these ensemble methods. The
main advantage of this approach is more stable, robust, and adaptive and can apply
in a variety of data with minimum time as given in Table 5.

Neural Network (NN): The advantages of NN include adaptive learning, Self-
organization, real-time operation, and fault tolerant. As a result, the neural network
with twenty hidden layers considered in this experiment to classify the threat classes.

Figure 14 shows the four-confusion matrix that describes the training, validation,
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Fig. 8 PPV versus FDR of
Fine-KNN Model

Fig. 9 Area under curve (AUC) when +ve (normal) and −ve (attack) class of Fine-KNN Model
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Table 5 Prediction results of different ensemble approaches

Sl. No. Ensemble approach Accuracy in % Time in sec Prediction Avg. Rate
(obs/sec)

1 Boosted Tree 99.7 66.623 19,000

2 Bagged Tree 99.8 42.849 15,000

3 Subspace Discriminant 95.7 53.389 9400

4 Subspace KNN 81.2 14.396 8600

5 RU Boosted Trees 99 68.922 21,000

Fig. 10 Confusion matrix and performance evaluation parameters of Bagged Tree model

testing, and overall accuracy of the NNmodule. In the learning process, the output is
consistent and robust. It provides a stable output in all cases. Similarly, the receiver
operating characteristics (ROC) curve is given in Fig. 15 which is plotted the true
positive rate (TPR) against the false positive rate (FPR) at various threshold settings
during training, testing, and validation process.

Fig. 11 Ratio between TPR and FNR matrix of Bagged Tree model
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The+ve and−ve classes are more accurately classified as it is showing in Fig. 15
that it is very close to the top-left corner of the graph. The overall training, testing,
and validation process are satisfactory as per the result obtained using different
supervised learning approach.

Fig. 12 PPV versus FDR of Bagged Tree model
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Fig. 13 Area under curve (AUC) when+ve (normal) and−ve (attack) class of Bagged Tree model

4 Conclusion

The businesses, governments, and other agencies around the world adapted data-
intensive, decision-making processes increasing day by day. Nowadays, it is a big
challenge to acquire, process, and interpret the extensively large and variety of data.
Big Data analytic techniques are used to deal with high volume, variety, and velocity
of data. It effectively stores, process, and visualizes the data in an effective manner.
Drawing upon implementation experiences of early adopters of Big Data technolo-
gies across multiple industries; this paper focuses on the issues and challenges faced
during data analytics by network packet analysis. It also described the data flow from
raw to the processed data format used for predictive analysis. The most advanced
scalablemachine learning approaches are applied and visualized usingApache Spark
andMahout. In our futurework, wewill apply themachine learning approaches using
Big Data analytics to solve other feasible problems related to intrusion detection sys-
tem. The input data is divided as 60% training data, 20% validation, and 20% testing
data. We found the training, validation, and testing error in term of various perfor-
mance evaluation parameters and confusion matrix. The predictive models provide a
stable output both on the low and high volume of data. Due to we are using Big Data
analytics, the models are free from the curse of dimensionality. The final classifica-
tion accuracy by using all techniques is various from 99.7 to 99.9%. Therefore, we
conclude that the scalable machine learning algorithms are outperforming in threat
classification using intrusion dataset. The fine KNN approach provides highest accu-
racy, whereas the Bagged Tree ensemble approach classifies the date with a higher
rate. The error rate is very less in all the approaches.

In our future work, more datasets are considered for analysis with supervised as
well as unsupervised approaches to achieve better result.
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Fig. 14 Confusion matrix during training, validation, testing and overall model evaluation using
Neural Network
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Fig. 15 ROCduring training, validation, testing and overallmodel evaluation usingNeuralNetwork
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Assessing Drivers for Telecom Service
Experience—Insights from Social Media

Arpan Kumar Kar and Kanupriya Goyal

Abstract In current times, the telecommunications industries are one of the tremen-
dous factors to increase the economy, more so on the developing country like India.
The telecom industry is one of the interesting industries to study, not only due to its
technological development and its policies but also due to the high rate of develop-
ment of this industry over the past few years and a significant factor to increase econ-
omy of the nation. Customer loyalty has become an important factor for both man-
ufacturers and service providers in increasing competition for customers in today’s
customer-centred era. The present study aims to understand the factors affecting cus-
tomer loyalty. The findings indicated that information security, customer support, and
responsiveness have a positive relationship between customer loyalty. Data are col-
lected from 4 lakh tweets from Twitter by using popular hashtags and @ mention
of telecommunication firms in Twitter. Topic modelling and sentiment mining were
done on these tweets. The statistical analysis indicated that responsiveness, informa-
tion security, and customer support play a significant factor for customer loyalty in
the telecommunication industry.

Keywords Telecommunication · Twitter analytics · Social media analytics ·
Customer loyalty · User-generated content

1 Introduction

For the success of telecommunication industries, it is significant for the service
provider to maintain a positive relationship with the customer in a challenging and
competitive market. Aydin [1] highlighted that in the telecommunication industry,
the main condition for protecting the service provider is through winning customer
loyalty in this competitivemarket. Therefore, the objective of this research is to deter-
mine drivers for customer loyalty towards the telecommunication service providers
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in India. Mobile telecommunication market has become more competitive with the
increase of a number of mobile phone services to the customer as well as the num-
ber of mobile phone service provider are expected to increase. The growth rate of
the mobile telecommunication service market is significant in India for the past few
years. This study attempts to understand the drivers for loyalty in telecom, based on
mining discussions in social media platforms.

Sentiment analysis using Twitter data has been used in this study, which classified
the positive and negative views from the tweets, and some deep mining about the
positive and negative words. Subsequently, topic modelling and content analysis
have been performed to map topics to factors driving service quality. Further, this
mapping has been analysed statistically to validate the important factors affecting
the consumption of telecommunication services in India.

The main objective of this study is to evaluate the impact of reliability, network
quality, responsiveness, customer support, information security, secure communica-
tion, and call quality on customer loyalty in the telecom industry of India.

2 Literature Review

Here, the detailed literature review carried out with the independent variables relia-
bility, network quality, responsiveness, customer support, information security, and
on the predictor variable customer loyalty. According to Krishnamurthi [2], cus-
tomer loyalty can be defined as essential components for a brand long-term viability.
According to Oliver [3], loyalty of customers can be defined as a customer’s confine-
ment of making repeat purchasing and providing positive publicity through word-of-
mouth. According to Oliver [4], customer loyalty can be defined as the repurchase
of a preferred telecommunications service provider. Further according to Uncles [5],
loyalty of customer’s can be classified as:

Attitudinal-Loyalty: where the customers owing to their pre-determined impact of a
certain brand.
Behavioural-Loyalty: where loyalty to a brand is definedmainly with past purchasing
experiences related to the use of that brand or services.
Co-determinants Loyalty: where loyalty is measured by probability variables such
as individual’s impact and their characteristics.

According to Hur [6], customer loyalty is defined as continuous repurchase and
consumption of the same services like telecom. According to Rauyruen [7], creating
a loyal customer does not depend only to maintain various customers over time, but
also to maintain a relationship with customers to encourage them for future purchase
and level of recommendation (Table 1).
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Table 1 Factors affecting social media usage in service consumption

S. No Dimensions Definitions Literature evidence

1. Reliability (in) The service provider
shows a sincere interest in
solving the customer’s
problem. Service providers
deliver their services at the
time it promises to do so

Parasuraman et al. [8]

2. Responsiveness (in) Employees are never too
busy to respond to
requests. Employees tell
exactly when service will
be performed

Parasuraman et al. [8, 9]

3. Network quality (in) Call the quality of a
specifically chosen
network is always good

Asaju et al. [10]

5. Customer support (in) Easy of reporting a
complaint. The speed of
complaint processing.
Friendliness when
reporting a complaint

Kim et al. [11]

6. Information security (in) Security of customer
information can act as one
of the key differentiating
factors and can help
increase customer loyalty

Ribbink et al. [12]

7. Call quality (in) Call quality coverage Kim et al. [11]

8. Secure communication
(in)

Secure communication is
required to reduce the risk
of data loss, theft and
sabotage

Castiglione et al. [13]

9. Customer loyalty (dep) Combination of
customer’s favourable
attitude towards the
service and intention to
repurchase the service

Gerpott [14], Roy et al.
[15]

3 Theoretical Framework

The theoretical framework of this research was taken from previous studies by Para-
suraman et al. [8], Ribbink et al. [12], Gerpott et al. [14], Grover et al. [16–19],
Chhonker et al. [20], and Castiglione et al. [13]. Following hypothesis has been
developed as illustrated below:

H1: Reliability has a positive impact on customer loyalty.
H2: Network quality has a positive impact on customer loyalty.
H3: Responsiveness has a positive impact on customer loyalty.
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Reliability

Network Quality

Responsiveness

Customer Support

Secure Communica on

Customer Loyalty

Call Quality

Informa on Security

Fig. 1 Model for assessing service quality of telecom services

H4: Customer support has a positive impact on customer loyalty.
H5: Information security has a positive impact on customer loyalty.
H6: Secure communication has a positive impact on customer loyalty.
H7: Call quality has a positive impact on customer loyalty (Fig. 1).

4 Methodology

In this study, primary data collected from Twitter for over a period of 12 months
from January 2018 to December 2018 based on mentions of the dominant telecom
service providers in India like Vodafone, Airtel, Jio, BSNL, MTNL, Idea Cellular,
andAircel. First, these collected tweets are cleaned. For analysis cleaned tweets were
used to identify the sentiment of the users. These cleaned tweets are classified into two
categories based on negative and positive sentiments. Then topic modelling is done
to identify the topics of each negative and positive views of users. Then we apply the
content analysis methodology in which seven parameters are taken an independent
variable and customer loyalty taken as dependent variables. And then ANOVA and
t-test are done to identify the perception of customers towards telecommunication
service in India. Then multiple regression is carried out to identify the impact of the
perception of customers towards telecommunication services. In this study, we used
a python language to mine the Twitter data and to carry out the sentiment analysis
for Telecommunication industries in India.

5 Overview of Findings

The collected data were transferred to SPSS for statistical tests. Multiple regression
analysis was applied to test the hypothesis.
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Fig. 2 Word cloud to identify the polarity of positive and negative sentiments, respectively

5.1 Word Cloud

Word cloud basically used to identify the result of polarity and emotion analysis [21].
Figure 2 illustrates the word clouds used to identify the polarity and emotion from
the words which are positive and negative sentiments.

5.2 Multiple Regression Model Summary

Regression analysis was used to identify the relationship between service quality and
customer loyalty [22]. The model summary discloses the following result as shown
in Table 2.

Predictors: (constant), reliability, network quality, responsiveness, customer sup-
port, information security.

Here, R2 = 0.395 shows that all seven service quality dimensions explained
approximately 39.5% of the variance in overall loyalty of customers. And 0.166 is
standard error of the estimate which shows the square—the root of the mean square
for the residuals in the ANOVA and standard deviation of the error term.

TheANOVA results depict that the overall result is statistically significant because
the value is less than 0.05 and F-value is equal to 0.108/0.028 = 3.923 as shown in
Table 3.

Table 2 Model summary R square Adjusted R square Std. the error of the estimate

0.395 0.295 0.166

Table 3 ANOVA

Model Sum of squares Df Mean square F. Sig.

1 Regression 0.759 7 0.108 3.923 0.002

Residual 1.161 42 0.028

Total 1.920 49
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Table 4 Coefficients of regression analysis for model

Model Unstandardized
coefficient

Standard coefficient t Sig.

B Std.error Beta

1 (Constant) 0.004 0.712 0.006 0.995

Reliability −0.019 0.081 −0.034 −0.235 0.815

Responsiveness −0.152 0.069 −0.285 −2.224 0.032

N/w quality −0.014 0.082 −0.021 −0.166 0.869

Information security 0.253 0.093 0.388 2.714 0.010

Customer support 0.567 0.129 0.567 4.392 0.000

Secure communication −0.008 0.104 −0.010 −0.078 0.938

Call quality 0.032 0.101 0.039 0.314 0.755

Dependent Variable: customer loyalty; Predictors: (constant), reliability, net-
work quality, responsiveness, customer support, information security, call quality,
secure communication.

Service quality dimension information security (β= 0.253, p < 0.05) has the pos-
itive and noteworthy influence on customer loyalty. Furthermore, customer support
(β = 0.567, p < 0.05) and responsiveness (β = −0.285, p < 0.05) have the positive
influence on customer loyalty. While reliability, secure communication, call quality
and network quality have values (β = −0.034, p > 0.05), (β = −0.010, p > 0.05),
(β = 0.039, p > 0.05), (β = −0.021, p > 0.05), respectively. These dimensions have
insignificant influence on customer loyalty as shown in Table 4.

6 Discussion

The main reason to conduct this study was to identify the impact of service quality
on customer loyalty in the telecommunication sector in India. To identify the impor-
tance of service quality, researchers applied statistical tests on collected data. The
outcomes show that three out of seven dimensions of service quality (responsiveness,
information security and customer support) have an influence on customer loyalty.
While the other four dimensions (reliability, secure communication, network quality,
call quality) have not much impact on loyalty of customer’s in the telecommunica-
tion sector in India. The result of hypotheses 3, 4, and 5, responsiveness customer
loyalty, customer support customer loyalty, and information security customer loy-
alty, respectively, are supporting the outcomes between service quality and customer
loyalty in the telecom industry.

The result clarifies that service quality has important in customer loyalty of the
telecom industry of India. Furthermore, the result of this research will help in the
telecommunication sector to improve its service quality and also to improve the
reputation of their company.
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7 Conclusion

The current researchwas carried out tofind the constructswinch impact on customer’s
loyalty in the telecom industry of India. Dimensions of service quality included in the
research were reliability, responsiveness, network quality, information security, cus-
tomer support, secure communication, and call quality while customer loyalty was
taken as dependent variables. Multiple regression analysis confirmed that three inde-
pendent variables such as responsiveness, information security, and customer support
had a high-positive impact on customer loyalty while reliability, secure communi-
cation, call quality, and network quality did not have a positive impact on customer
loyalty. This result will help in telecom industries to improve their service quality
which will increase customer loyalty and for the government to frame a policy to
address this need.

Source of Funding This research is funded by the SEED Division of DST, Ministry of Science
and Technology of India, Government of India, [SP/YO/048/2017(C)].
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Abstract The collaborative filtering is a very popular and powerful approach promi-
nently being used in many research areas of computer science like recommendation
systems, information retrieval, data mining, etc. When used for making recommen-
dations, the traditional collaborative filtering methods suffer from certain problems,
where the data sparsity is the significant one that causes the deterioration of the
recommendation quality. In order to alleviate this issue, the research fraternity has
started proposing the use of some additional domain information in formulating rec-
ommendations. In literature, different models have been proposed that make use of
such kind of add-on information extensively and have also shown the promising
performance than the other state-of-the-art approaches. Hence, the increasing use
of add-on information is creating an overwhelming impact on the recommendation
field. The piety of this article is to present a meticulous comparative study of various
such recommendation models especially those which belong to the family of collab-
orative topic regression recommendation models in the light of several parameters
and this study further leads to propose a novel recommendation prototype based on
the fusion of different kinds of auxiliary domain knowledge.
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1 Introduction

The recommendation technology is one of the powerful mechanisms today that
attempts to tackle the information overload problem. This problem has emerged
due to the availability of massive data and information over the Internet where the
searching of relevant and personalized items poses a significant challenge to the
users. Thus, the recommendation system is an evolutionary step in this direction that
provides efficient and most promising techniques to filter out the overload infor-
mation [1, 2]. Such systems produce recommendations based on pre-recorded data
[3] and generally find their deployment in commercial applications such as Netflix,
Amazon, Last.fm.

In broader sense, a software system that makes a suggestion about an item to
buy, subscribe, or invest may be regarded as a recommender system [4]. The recom-
mendation approaches employed in various recommender systems can broadly be
classified into three categories [5] collaborative filtering (CF), content-based (CB)
filtering, and hybrid filtering. CF methods [6–8] are based on past preferences that
include user ratings on items for prediction purpose. Content-basedmethods [9]work
on user profiles or item profiles for generating recommendations. The privacy issues
may cause hindrance in collecting user profiles than past records. Thus, CF methods
get more preference and are considered more reliable than CB methods. Hence, the
recommendation models participating here in comparative study strongly support
the use of CF methods. Hybrid filtering [10, 11] is the blended approach of CF- and
CB-based methods. Such type of filtering approach attempts to fuse two techniques
in such a way that the benefits of one can be used to fix the drawbacks of the other.

The traditional CF methods make use of user-rating matrix to generate recom-
mendations and generally this matrix is highly sparse. This sparsity indicates that
there are very few user ratings available against huge number of items. Due to this
sparsity problem, CF approaches cannot achieve quality recommendations. To alle-
viate this issue, the research community has started proposing the use of some addi-
tional domain information in recommendations generation. In literature, different
models have been proposed that make use of this auxiliary information extensively
and outperform the state-of-the-art approaches [12]. The additional information that
has been incorporated in recommender systems involves item content [13], social
relationships [14–16], and context [17]. Besides this, a fusion of different types of
information is also in practice such as item content and social relationships [18],
item content and item relations [12], item content and context [19], and context and
social relationships [20, 21]. The present article too highly emphasizes the use of
auxiliary domain information apart from the user-item ratings to produce quality
recommendations. Thus, three recommendation models namely Collaborative Topic
Regression (CTR) [13], Relational Collaborative Topic Regression (RCTR) [12],
and Collaborative Topic Regression–Social Matrix Factorization (CTR-SMF) [18]
have been identified for the present comparative study.

The purpose of this article is threefold:
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• First, to introduce a family of collaborative topic regression-based recommenda-
tion models and to highlight their mutual relationships.

• Second, to present a comparative analysis of CTR, CTR-SMF, and RCTR recom-
mendation models from CTR family.

• Third, to propose a novel recommendation prototype by integrating the properties
of CTR-SMF and RCTR models for better prediction accuracy.

2 Background

This section provides with the background knowledge essential to get the basic
insights of the recommendation field.

Collaborative filtering. Collaborative filtering (CF) is the oldest but the most
widely adopted and successful recommendation approach in recommendation field.
It recommends items to the target user on the basis of past preferences of other
users with similar tastes [22]. Collaborative filtering methods are classified into
two groups: memory-based and model-based methods [23]. Memory-based methods
are those where the item recommendations are generated by exploiting the complete
user-rating database, whereas themodel-based methods are those where a user-rating
database is used to fit a model first and then that model is used to make predictions
[24]. In comparisonwithmemory-basedmethods, model-basedmethods have shown
promising performance in literature and this is the major reason for their high pop-
ularity.

Matrix factorization. Among latent-factor models, the most common approaches
include matrix factorization (MF) and its extension such as probabilistic matrix
factorization (PMF) [25] have demonstrated a significant performance in literature
and subsequently got popularity in recent times. In MF technique, both users and
items are characterized by vectors of factors deduced from item rating patterns and
a recommendation is caused by high correspondence between user and item factors.
Besides this, they are flexible enough for modeling the different real-life situations
[26]. Social matrix factorization (SMF) [14–16] integrates social connections with
matrix factorization for better recommendation performance. [16] assume that a
user’s taste is similar to the average taste of his friends. Thus, the purpose of SMF is
to analyze the social network graph to develop l-dimensional feature representation
of users.

Topic modeling. In machine learning, the topic modeling is a kind of statistical
model used to discover sets of “topics” in a collection of documents based on a
hierarchical Bayesian analysis of the original texts [27]. It is generally used in text-
mining tool to discover hidden semantic structures in text. Latent Dirichlet allocation
(LDA) is one of the simplest topic models [28]. LDA provides a way of automatically
discovering topics that elucidate about the similarity of some parts of the data. It
assumes that the topics are generated prior to the documents [29].
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The probabilistic topicmodeling [29] is a set of algorithms aiming to ascertain and
annotate large collections of documents based on different themes such as culture,
indoor games, international affairs, domestic industries, education. The probabilistic
topic models help identify a collection of topics from a huge pool of documents.
Here, the topic spans across the terms inclined toward a single subject or theme.
These models are able to provide an interpretable low-dimensional representation
of the documents [30]. The different tasks where they are profoundly in use include
corpus exploration, classification of documents, and information retrieval.

3 Recommendation Models in CTR Family

This section acquaints with the family of Collaborative Topic Regression (CTR)-
based recommendation models that recommend items to users in different domains.
These models include CTR, CTR-SMF, and RCTR. Apart from these, there are two
more models namely Limited Attention Collaborative Topic Regression (LA-CTR)
[31] andContext-Aware Collaborative Topic Regression–Social Matrix Factorization
(C-CTR-SMF2) [32]. These systems were evolved one after the other with the aim
of achieving better recommendation performance. They attempted to add auxiliary
information for this purpose. Figure 1 presents the progression of these models as
CTR family:

Fig. 1 Evolution of CTR
family

CTR  
(2011)

• User ratings
• Item content information

CTR-SMF 
(2012)

• User ratings
• Item content information
• Social network information

LA-CTR 
(2013)

• User ratings
• Item content information
• Social network information
•Users’ limited a en on

C-CTR-
SMF2 
(2014)

• User ratings
• Item content information
• User/Item/Rating context
• Social network information

RCTR 
(2015)

• User ratings
• Item content information
• Item network structure information
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Collabota ve Topic Regression Model     
(CTR) 

Collabora ve Topic Regression-
Social Matrix Factoriza on 
Model (CTR-SMF)  

Rela onal Collabota ve 
Topic Regression Model 

(RCTR)

Limited A en on Collabora ve 
Topic Regression Model (LA-CTR)  

Context-Aware Collabora ve Topic 
Regression with Social Matrix 
Factoriza on Model (C-CTR-SMF2)  

Fig. 2 Hierarchy of CTR family

This figure highlights the auxiliary information employed by each of the recom-
mendation models in addition to its induction year. These recommendation models
hold a mutual relationship among them based on auxiliary domain knowledge where
one model is derived from the other. Thus, their relationship can be best described
using a hierarchy as shown in Fig. 2.

Here, CTR acts as the base model, while CTR-SMF, RCTR, and LA-CTR are
the derived models. In addition to user rating and item content information used in
CTR model, RCTR and CTR-SMF also integrate item relations and user relations,
respectively, to deal with sparsity problem as well as to improve the prediction
accuracy, while LA-CTR adds users’ limited attention along with social network
information. Likewise, C-CTR-SMF2 was introduced as an extension of CTR-SMF
with an addition of contextual information.

To acquire more familiarity of each of these models, they are explicated as under:

(1) Collaborative Topic Regression (CTR) [13] implements a recommender system
by integrating both the users’ rating records and the item content information to
recommend scientific articles to researchers. It attempts to combine the tradi-
tional CF with probabilistic topic modeling to fit a model that expends the latent
topic space to elucidate the observed ratings as well as the observed words. [33]
proposed a novel online Bayesian inference algorithm for CTR model which is
scalable and efficient for learning from data streams. It carries out joint opti-
mization by combining both PMF and LDA models to achieve a much tighter
coupling.
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(2) Collaborative Topic Regression–Social Matrix Factorization (CTR-SMF) [18]
is a hierarchical Bayesian model, which is also an extension of CTR, and inte-
grates social network structure into CTR using social matrix factorization meth-
ods [15] to recommendmusic items. This model mainly contributes in the direc-
tion to demonstrate the effectiveness of social network information to achieve
better prediction accuracy and in turn better recommendation quality. It can
make predictions for new/unseen items and new/inactive users of a social net-
work. Moreover, it also touches the issue of social information leak (caused by
final static social network) existing in many RSs employing social information.

(3) Limited Attention Collaborative Topic Regression (LA-CTR) [31], an extension
to the basic CTR model that incorporates limited and non-uniformly divided
attention and ensures to learn more accurate user preferences by taking human
cognitive factors into account. LA-CTR recommends items to users in a social
media by integrating users’ limited attention with their ratings, their social net-
work, and item content. In addition to interpretable user profiles, this model
also tells about how much attention the user pays to others, which may further
investigate why people follow others and how the information spreads over the
online social network.

(4) Context-Aware Collaborative Topic Regression–Social Matrix Factorization (C-
CTR-SMF2) [32] is also a hierarchical Bayesian model that further extends
CTR-SMF to the next level and attempts to improve recommendation perfor-
mance by creating a fusion of four types of information involving rating records,
item content, social relationships among users, and most importantly the con-
textual information. The contextual information can be categorized into three
classes: user context, item context, and rating context. This method uses spec-
tral clustering to create subgroups of users and items in similar contexts. It
combines LDA with SMF approach—LDA to mine item content while SMF to
handle ratings and social relationships.

(5) Relational Collaborative Topic Regression (RCTR) [12], another extension to
CTR, is a hierarchical Bayesian model which attempts the fusion of different
types of auxiliary information into this model such as user ratings, the content
of items, and item relations information. RCTR handles the cold-start issues
(like a new user or a new item) very intelligently by making effective use of
item network information. This information not only helps overcome the data
sparsity problem, but also improves the recommendation accuracy. Here, the
item relations are represented with a family of link probability functions, which
is based on relational topic model presented in [34].

4 Models in Comparison

There are a large number of studies on recommendation systems which are designed
keeping in view the fusion of several kinds of auxiliary domain knowledge. Auxiliary
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domain knowledge has a significant role to play in the design and development of
recommendation systems. It has been observed that the increasing use of such infor-
mation has created an overwhelming impact on the recommendation field. Beside the
user-item interactions (ratings) data, this auxiliary informationmay also involve item
content features, relational network among items, and users’ social networks infor-
mation. The integration of such add-on information in the recommendation model
helps boost the accuracy of predictions [12].

Likewise, to enhance the prediction accuracy further and to address the prime
issues of RSs like data sparsity and cold-start, etc., this paper proposes a novel
recommendation prototype based on similar auxiliary information in Section-6. To
build a strong basis for this, the paper provides an extensive comparative analysis (as
given in Section-5) of recommendation models taken from CTR family excluding
LA-CTRandC-CTR-SMF2models. The reason for their exclusion is thatCTR,CTR-
SMF, and RCTR models provide the essential and strong background for proposing
the new recommendation prototype and act as the base models for the new prototype.
In other words, the proposed prototype is going to be a joint derivative of CTR-SMF
and RCTRmodels without any direct concern of LA-CTR and C-CTR-SMF2. Thus,
LA-CTR and C-CTR-SMF2 are not the part of this comparative study.

5 Comparison of Recommendation Models

This article aims to present a comprehensive comparative analysis among CTR,
RCTR, and CTR-SMF recommendation models in the light of several parameters.
These parameters are selected very carefully with an intent to cover different aspects
of these models. To the best of our knowledge gathered so far, there is no such
comparative analysis exists in the literature. This comparative study is of prime
importance for the scientific and research fraternity as it attempts to yield some
innovative and exciting research directions for future. This comparison can be viewed
from two perspectives: similarities and dissimilarities in models.

5.1 Similarities in Models

These recommendationmodels are havingmany features in common. These common
features are highlighted and briefly described in Table 1.
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Table 1 Similarities in recommendation models

Similarity features Feature description

Collaborative filtering Collaborative filtering, the most commonly used
approach, is the backbone of all the three models. In
CF methods hierarchy, model-based approaches are
more popular and widely preferred over
memory-based methods [23] due to their better
performance in literature. Memory-based methods
never guarantee about good prediction results

Auxiliary domain knowledge All the models make use of some auxiliary domain
knowledge. CTR uses user ratings with item content
information. Besides this, RCTR adds item relations
using a relation graph, while CTR-SMF employs
social information represented by a user network.
Hence, auxiliary information is used in each model

Sparsity and cold-start issues The objective of each model is to improve the
prediction accuracy, which in turn enhances the
recommendations quality. But the sparsity and
cold-start issues degrade the performance of
recommendation algorithms. For this reason, each of
the recommendation models attempts to alleviate
these issues with the fusion of some add-on
information

In-matrix and out-of-matrix predictions All the three models address two prediction cases: (i)
In-matrix prediction produces recommendation for
items rated by at least one user. (ii) Out-of-matrix
prediction makes recommendation for items without
any ratings. The traditional CF techniques can
address in-matrix prediction only, but not
out-of-matrix prediction, because they only use
rating information of other users

Gaussian distribution For feedback of each user-item pair, all models use
the Gaussian feedback model which characterizes
the feedback in binary form

Evaluation metrics Precision and recall are the two possible evaluation
metrics. But in all three models, only recall is used as
it is difficult to evaluate the precision due to zero
rating for the items which indicates either the user is
unaware of the item or he/she does not like it



Collaborative Topic Regression-Based Recommendation … 731

Fig. 3 Compact view of dissimilarities among models

5.2 Dissimilarities in Models

Besides the similarities, there aremany dissimilarities as well that exists among these
models. Figure 3 presents the compact view of dissimilarities, while the detailed view
is given in Table 2.

In Fig. 3, the dissimilarities are shown parameter-wise, numbered 1 through 11,
from left to right and top to bottom. Parameter 1 is the model hierarchy that corre-
sponds to the model-wise differences presented against each model in the form of
hierarchies. The blue, green, and orange color nodes are aligned with CTR, CTR-
SMF, and RCTR models, respectively, to highlight their differences.

This study not only presents the approaches, datasets, strengths and weaknesses,
etc., of CTR-based models, but also attempts to make aware the research community
with the knowledge from basic to advance level in terms of latest theories, concepts,
and practices being used in modern RSs.

6 Discussion and Future Directions

This study attempts to provide the adequate ground knowledge essential to investigate
and explore different research perspectives based on auxiliary domain knowledge to
build modern recommender systems with better prediction accuracy. For instance,
one may contemplate to explore the possibilities of RCTR model for CTR-SMF
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settings with users’ network [12]. After an exhaustive literature review, this section
proposes a novel recommendation prototype that could possibly be derived from the
prime models involved in the present comparative study.

The Proposed Prototype—This section proposes a novel recommendation pro-
totype namely Relational Collaborative Topic Regression with Social Matrix Fac-
torization (RCTR-SMF) by further extending the hierarchy of CTR family. This pro-
totype attempts to integrate the features of CTR-SMF and RCTR models together
to reflect a hybrid approach; hence, it gets its name as RCTR-SMF recommendation
model.

Figure 4 presents the proposed recommendation prototype (in dotted lines) derived
from RCTR and CTR-SMF models. The fundamental objective of this proposed
prototype is to seamlessly integrate a lot of auxiliary information such as the users’
rating records, item content, items’ network, and social networks among users to
address the key issues of RSs like data sparsity and cold-start, etc. The basic idea is
to achieve better prediction accuracy which in turn would contribute to enhance the
quality of recommendations.

In the figure, all the existing recommendation models primarily emphasize on
improving the prediction accuracy by incorporating different types of supplemen-
tary information into the recommendation algorithm. CTR attempts to add item
content to the user ratings to deal with sparsity and cold-start problems. To tackle
these issues further, on the other side, both RCTR and CTR-SMF models extend the
CTR by integrating network structure among items and social network information,

Fig. 4 Proposed recommendation prototype
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respectively, into CTR to achieve better prediction accuracy with lower training time.
On the same lines, the proposed RCTR-SMF model too is supposed to expend the
seamless fusion of different kinds of auxiliary domain knowledge such as user-item
feedback, item content, item relations, and user relations to alleviate the sparsity and
cold-start issues which would lead to better prediction accuracy and hence better
quality of recommendations.

CFandLDAare the prominent approaches used in allmodels.Additionally,RCTR
utilizes link probability functions to represent item relations and CTR-SMF employs
SMFmethods to represent user relations. RCTR/CTR-SMFmodels exploit relational
information of items/users and are able to build better quality recommendations than
CTR.CTRdelivers better performanceoverMFmethods, butCTR-SMFoutperforms
both CTR and MF. RCTR claims to be the best one as it outperforms all of them
and other contemporary methods. With the fusion of variety of auxiliary information
and model-based CF approaches, the proposed model is also supposed to take the
recommendation performance to the next level and would surely outperform one and
all present methods.

Although there are many challenges in the development and deployment of RSs,
but the proposed study is expected to address only data sparsity and cold-start issues.
These are the challenges that directly affect the quality of predictions and the over-
all performance of a system. The recall will be the only evaluation metric for the
proposed model just like other models. The following are some of the possible exten-
sions that may be explored while pursuing this problem and investigating it further
for research:

• RCTR model [12] combines the tag graph and citation graph into a single graph.
But it is possible to separately model them by introducing other latent variables.
Thus, the behavior of the proposedmodel can be examined by separatelymodeling
more than one item networks by introducing other latent variables.

• To deal with huge data of users and items, it is essential to design some distributed
learning algorithm for the proposed model, which would make it scalable for large
scale datasets [24].

• For social information leak problem, time stamped or evolving societal relations
information [18] would be more useful to obtain quality predictions.

Lastly, the proposed RCTR-SMF would be an intelligent system in the recom-
mendation field expected to be of great significance that may contribute toward the
possible solution of information overload problem and may prove to be an exciting
and motivating research area.

7 Conclusion

The key findings of this comparative study show that the recommendation models,
CTR, RCTR, and CTR-SMF from CTR family claim to improve the recommen-
dation quality in terms of both coverage and accuracy, and outperform the present
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recommendation methods. Each of these models expends some add-on information
to alleviate the sparsity and cold-start problems which in turn help enhance the pre-
diction accuracy. Thus, the increasing use of auxiliary domain knowledge is creating
an overwhelming dominance on the recommendation field. This paper also proposes
a novel recommendation prototype based on the fusion of different kinds of add-on
information which may prove to be an exciting, innovative, and motivating research
area. Moreover, it also throws some light on the future directions which are thought-
provoking and may be considered worth investigating further.
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Automatic Extraction of Product
Information from Multiple e-Commerce
Web Sites

Samiah Jan Nasti, M. Asger and Muheet Ahmad Butt

Abstract With the growth of e-commerce, shopping online has now become a part
and parcel of every one’s life. The advantage of e-commerce Web sites is that they
can reach to a very large number of customers despite of distance and time limita-
tions. The main aim of this paper is to extract the product information from various
e-commerce sites. Extraction of such information can help the business organiza-
tions to fetch and attract the large number of customers to their Web site and increase
profit. So, in this paper, we propose a fully automatic method which will extract and
integrate information from multiple e-commerce Web sites in order to improve busi-
ness decision making. The proposed method is also comparatively better at precision
and recall than other methods.

Keywords Document Object Model (DOM) tree · Crawling · Clustering ·
Wrapper generation

1 Introduction

Theboomingof e-commerce in recent years beganwith the introduction ofAutomatic
Teller Machines (ATM) and Electronic Data Interchange (EDI) [2]. E-commerce, a
new and smart way of doing business, is a massively crowded online market, which
has partially or fully affected every one’s life. Online shopping has revolutionized
the shopping behavior of consumers. In India, Amazon, Snap Deal and Flipkart
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are now treated as new showrooms. These Web sites advertise and sell different
kinds of products and reach to a large number of users despite of time and distance
limitations. With the growing competition in the e-commerce market, customer’s
information is important to merchant. So, need is to understand the customer’s need
in this era. The extraction of product information from multiple e-commerce sites
is one of the practical applications in the Web mining realm. As we know there
are billions of the Web sites on the Web, which differ in their underlying structure,
and visual style, but the beauty of the e-commerce Web sites is that, upon a Web
page request the information about the products is embedded into theWeb page. The
information about the products is actually stored in the underlying database and is
automatically embedded into the Web pages using scripts. In e-commerce, we mine
online shopping stores as much attention is being paid to price comparison, customer
attraction, customer retention, etc. Extracting such information from the Web sites
can help business organizations in answering questions like identifying profitable
customers and identifying thoseWeb sites from where the customers buy frequently.
In this paper, we propose an automatic method for extracting product information
from various e-commerce sites. The rest of the paper is organized as follows. In
Sect. 2, we present related work, in Sect. 3, we present our proposed approach, in
Sect. 4 experimental results are shown, and finally, we draw conclusion in Sect. 5.

2 Related Work

Ansari [1] proposed an integrated architecture for an e-commerce system with Data
Mining. Their system can dramatically reduce the pre-processing, cleaning and data
understanding, in knowledge discovery projects.

Perner et al. [5] proposed an architecture according to users’ needs and prefer-
ences by extending an e-shop into an intelligent e-marketing and selling platform.
Their method uses two types of Data Mining techniques, namely classification and
clustering.

In e-commerce sites, to predict the user’s behavior, a new approach was proposed
by [8]. In order to predict the purchase and traversal behaviour of future users, the
proposed approach involves extracting of information from integrated data of past
users.

Lee et al. [4] propose a model for e-commerce known as integrated path traversal
patterns (IPA) and association rules for Web usage mining. This IPA model takes
into consideration both the traversing and purchasing behavior of the customers at
the same time. This model not only take the traversal forward information of the
user, but also takes into account the users backward traversal information, which
makes the model accurate and correct for capturing users purchasing and traversal
behaviors.

Satokar and Gawali [6] present a personalization system, which depends on fea-
tures extracted from hyperlinks, for Web search. Their personalization system which
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uses a weighted URL rank algorithm can help users not only to get relevant Web
pages, but also domains the user is interested in it.

Kiruthika et al. [3] discusses the use of association rules in discovering patterns in
Web usage mining. They propose a system in which they preprocess the Web server
logs, cluster the closely related transactions, and discover the association rules. Their
proposed system can help the Web site designers to improve their Web site design.

Todi et al. [7] developed an application which extracts information from e-
commerce Web sites for classification of data in order to benefit both customers
as well as companies. They use Naïve Bayes and Decision Trees, the two most popu-
lar supervised algorithms for classification and compared them. The results show that
Decision Trees perform better than Naïve Bayes. Using such kind of applications,
customers can understand the qualities of the available products and a competitor
can understand how their competitors are priced.

3 The Proposed Architecture

We propose an automatic method for extraction of structured Web data records from
multiple e-commerce Web sites. Our proposed method introduces a new extraction
technique based on the similarity between the DOM tree tag node patterns. The
extracted data records can be used further for mining purposes and other manipula-
tions. It consists of five phases viz. Crawling, Pre-Processing, Structural Similarity
Calculation, Clustering andWrapper generation. These five phases are called sequen-
tially by the main method. The overall algorithm of our proposedmethod and its high
level architecture are shown in Figs. 1 and 2, respectively.

According to our need we create a crawler in JavaScript containing two modules
only, finder and downloader. The finder receives the URL’s of the Web pages and
gives them to the Downloader module which in turn downloads the Web pages and

Algorithm: Extraction of structured data from multiple websites

Input: Set of HTML files (WebPageFile) of web documents.
Output: Data records

1. Begin
2. for each WebPageFile
3. Crawl all webpages from WWW and store them into local directory.
4. Cleanup HTML code and generate DOM trees of webpages.
5. Generate Column Similarity Matrix.
6. Cluster the structurally similar webpages.
7. Extract and store information.
8. end for
9. End

Fig. 1 Algorithm for extraction of structured data from multiple websites
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Fig. 2 Block diagram of proposed method

stores them. The crawler maintains two queues, visited queue (VQ), which stores the
visited URL’s and unvisited queue, (UQ) which stores the unvisited URL’s. Initially
the crawler is given a seed URL where from the processing starts. The finder module
extracts all the links from the current URL, pushes the current URL to the VQ, passes
it to the downloader and also pushes all other links to the UQ. The finder repeats the
process recursively and the downloader, downloads the Web pages and stores them
in local machine. To clean the Web pages, we use HTMLCleaner-2.2 software. It
is an open source HTML parser written in Java. The cleansed Web page is given to
dom4jmodule which then constructs the DOM tree for that Web page.

In order to calculate structural similarity we use the Levenshtein edit-distance
algorithm to compute similarity between two Web pages (Pi) and (Pj). We do not
take into consideration the text of the Web pages while calculating similarity as we
are only interested in their structural similarity. Initially we convert each DOM tree
of a Web page into a string S. Accordingly, we represent two Web pages as Si and
Sj, respectively. While transforming a DOM tree of a Web page into a string, DOM
tree is traversed in depth first order and each text node is replaced by a text tag.

In the structural similarity phase the set of Web pages {P1, P2,…. Pn} can be
represented as a string {S1, S2,…, Sn}. We then compute the similarity square matrix
Mn∗n where n is the number of Web pages andMi j represents the Normalized edit
distance similarity (Ned) between Pi and Pj. For calculating the similarity between
two pages we would use column similarity which seems more robust. We can calcu-
late the column similarity by using the following Eq. 1. Finally a column similarity
matrix is generated where each cell denoted by posij is obtained as Colsim (Pi, Pj).

Colsim
(
Pi , Pj

) = 1 −
∑n

k=1

∣
∣posik

∣
∣ − ∣

∣pos jk
∣
∣

n
(1)

Wewould use Hierarchical Agglomerative Clustering algorithm to group theWeb
pages. In this method we assign each element to its own cluster, then by computing
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the similarity between each of the clusters, we join the most similar clusters resulting
into as many clusters as preferred. That means we cluster those groups where inter-
element similarity is high. This inter-element of a set Ø, is measured by the auto—
similarity formula. Two thresholds namely auto-wise similarity threshold denoted by
ŧ1  and pairwise similarity threshold   ŧ2 are measured before forming a new group.
The algorithm starts with a collection P of n singleton clusters where each cluster
represents a single Web page. We repeat the algorithm till only one cluster is left.
Initially we find a pair of clusters (ci, cj) within which inter-element similarity is
high. The inter-element similarity of a set, S (ϕ) is calculated by following Eq. 2.
Then merge the clusters (ci, cj) into one new cluster (ci+j) and remove (ci, cj) from
collection P and add cluster (ci+j) to it. Repeat the process till a Hierarchical tree
known as Dendrogram is formed. The pseudo code for bottom-up clustering is given
in Fig. 3

S(ϕ) = 2

|ϕ||ϕ − 1|
Pi ,Pj ϕ

Colsim Pi , Pj (2)

After clustering ofWeb pages of the same type, we use a structure based approach
for automatic generation of wrappers. The Algorithm for Wrapper Generation is
given in Fig. 4.

Algorithm: Clustering

         Input: pageset, ŧ1 , ŧ2
1. Begin
2.     Suppose Dij be the distance between Pi and Pjin the pageset
3.     Let C be set of groups
4.     Initialize each page to a group
5.      do while (C >=1)
6.       Choose two webpages w1,w2 C having high auto-similarity
7.       Compute S(w1 U w2)
8.         if(S(w1 u w2) >ŧ1&&Colsim(Pi,Pj)>ŧ2 )then
9.            Remove w1 and w2 from C
10.            Let ϑ = w1 U w2
11.           Insert ϑ into C
12.         else  
13.           Break 
14.         endif
15.       endwhile
16.    return C  
17. End

Fig. 3 Clustering algorithm
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Algorithm: Wrapper Generation

Input:pageset, ŧ3

1. Begin
2.   Set temp Page having high auto-similarity and
      maximum potential nodes
3. Remove the selected template from the pageset
4. Apply sorting technique on pageset in descending order
5. Setcount=1
6.      do while(each page in pageset)
7.          Ned(template, page)
8.         S = getMatchNodes(template, page)
9.              for each pair (n1, n2) in S
10.                 n1.Setcount = n2. Setcount+1
11.                 Add nodes to template when not mapped (n1,n2)
12.             endfor
13.       endwhile
14.    C = ceil ((pageset.count+1)* ŧ3)
15.    Ignore the nodes where Setcount<C
16.   Return temp
17. End

Fig. 4 Wrapper generation algorithm

The algorithm takes as input a set of Web pages and compares the Web pages to
find the similarities and differences between them and generating a wrapper (union
free regular expression) in this process. Initially from a cluster a Webpage is chosen
as a wrapper say W, which satisfies the Eq. 3.

max n
i=0

∑n
j=0

(
1 − Ned

(
Pi , Pj

))

n
(3)

4 Experimental Setup and Evaluation

The approach has been implemented in Java Programming language and the experi-
ments were conducted on laptop with 64 bit Windows 7 operating system, i5 CPU@
3.1 GHZ, 8 GBRAMand 7200 RPMhard drive.We use precision, recall and F-score
standard measures to evaluate our proposed approach. These evaluation metrics are
most popular measures for evaluating Information Retrieval systems. The equations
for calculating precision, recall and F-score is given by following equations:
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Precision = number of correctly extracted

number of extracted
(4)

Recall = number of extracted

number of accessed
(5)

F-score = 2 × precision × recall

precision + recall
(6)

Table 1 shows the experimental results of our proposed method. For each Web
site, we start from the base URL and we set our system to 150 as target Web pages
to extract. As can be seen from the table below, our proposed method achieves
satisfactory precision and recall on Web data under experiment.

We use these datasets to evaluate structured Web data extraction systems. These
datasets contain template generated Web pages (web pages filled with data from
underlying databases). Figure 5 shows the precision and recall of these datasets and
clearly reveals that our approach achieves perfect precision and nearly perfect recall.

Table 1 Experimental results of our proposed approach

Website Web pages
accessed

Web pages
extracted

Web pages
correctly
extracted

Recall (%) Precision
(%)

Snapdeal.com 150 139 136 92.60 97.84

Flipkart.com 150 110 104 73.33 94.54

Homeshop18.
com

150 135 129 90.00 95.55

Myntra.com 150 124 106 82.66 85.48

Bigbuy.com 150 139 127 92.66 91.36

eBay.com 150 132 125 88.00 94.69

Currys.co.uk 150 127 123 84.66 96.85

Argos.co.uk 150 130 115 86.66 88.46

Craftsvilla.com 150 130 126 86.66 96.92

Kashmirbox.com 150 125 109 83.33 87.20

Fig. 5 Precision and recall
results of our approach with
other datasets
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Fig. 6 Data records reported
with ViNTs-2 and Alvarez
datasets

0

2000

4000

ViNTs
Alvarez

Reported actual
records

Extracted records

Correctly
extracted records

Fig. 7 Precision, recall and
F-score with ViNTs-2 and
Alvarez datasets
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Also extraction results of ViNTs-2 and Alvarez Datasets are given in Figs. 6 and 7,
respectively.

5 Conclusion

We have programmed our method in Java language. Our method can be very useful
and effective to our online shopkeepers. As the market of e-commerce is chang-
ing very fast. So, the shopkeepers are paying more attention on price analysis. In
this chapter, we introduce a new method for extracting data records from structured
e-commerce Web pages. Our method works in five phases DOM tree creation, sim-
ilarity measure, clustering, wrapper generation and extraction of data. Initially the
Web pages are downloaded using a Web crawler and stored in a local machine. Then
the HTMLWeb pages are converted to DOM trees. By analyzing the DOM trees, the
Web pages of the same type are clustered into groups by using structural similarity
of Web pages and clustering of the Web pages is done using hierarchical agglomer-
ative clustering. We then analyze the Web pages from each cluster to generate the
extraction rules and finally the data is extracted and integrated. The proposed method
makes full use of the structural similarity of Web pages. Experimental results show
that our proposed method effectively extracts data records from famous e-commerce
Web sites.
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Performance Evaluation and Modelling
of the Linux Firewall Under Stress Test

Nikita Gandotra and Lalit Sen Sharma

Abstract Iptables is a stateful packet filtering firewall in Linux thatmonitors ingress
and outgress traffic. The filtering is performed based on rules which are conditions
predetermined by the network administrators. This paper investigates the perfor-
mance of Iptables with different rule sizes (200, 500, 1000, 5000 and 10,000) and
high traffic rates for different time durations. An experimental set-up is established
for evaluating the performance of Iptables under stress by varying the packet rates
from, viz., 1000 to 8000 PPS and different time durations (30–120 s). The perfor-
mance is recorded on key parameters: CPU utilisation, response rate, packet dropped,
packet processing time, throughput and bandwidth. These parameters reflect the sen-
sitivity of the firewall for managing high rates of network traffic. ClassBench is used
to generate rule sets of different sizes that imitate the real-life rule sets, and the net-
work traffic is generated by DITG, a traffic-generating tool. Finally, a mathematical
model is developed that can estimate the performance of the firewall in different
traffic scenarios. Also, the proposed model is tested by performing validation tests
on real test bed and shows less than 10% relative error.

Keywords Iptables · Netfilter · DITG · Rule set · ClassBench · Packet rate

1 Introduction

Iptablesmanages Netfilter module [1] that performs stateful packet inspection (SPI)
by monitoring the contents of the packet headers. Iptables is the only stateful packet
filtering firewall inside the Linux 2.4.x and later versions. It is the reformed successor
of the ipchains (Linux2.2.x) and ipfwadm(Linux2.0.x) systems. Iptables has become
extremely popular among researchers due to its reliability, robustness, flexibility and
huge scope for customisation. Since Iptables is an open-source firewall and provides
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high dependability for handling burst traffic [2], thus it was chosen upon the other
software firewalls. Iptables provides facilities like network address translation and
port translation (NAT/NAPT), system logging of network activities, rate limiting the
traffic and packet manipulation facility like altering the TOS byte of the IP header.
It works by interacting with the Netfilter hooks in the kernel’s network stack. As
every packet progresses through the network stack, it triggers these hooks allowing
the kernel modules associated with Iptables to interact with the traffic at certain key
points. Iptables controls the behaviour of traffic on the basis of firewall rules laid by
the network administrator [3]. If a packet matches all the conditions specified in the
rule, then the rule is applied; otherwise, default policy is applied. The default policy
represents the normal behaviour of the firewall when there are no matching rules in
the rule space. Thus, Iptables ensures that the ingress and outgress traffic conforms
to the desired behaviour of the firewall.

The Iptables rules are stored in the form of tables, and each table is implemented
as a separate module. There are three primary tables used in Iptables: FILTER table,
NAT table and a MANGLE table [4]. The packet filtering is performed by FILTER
table, and it decides whether to ACCEPT or DROP the packets; the network address
translations and demilitarised zone declaration are implemented by NAT table, and
the TOS, TTL and security are implemented by MANGLE table. Most commonly,
FILTER table is used for implementing a security policy in the network.

This paper focuses precisely on investigating the performance of Iptables under
stress and modelling it. Stress tests are performed by varying the packet rates (1000–
8000 PPS) for different rule-set sizes (200, 500, 1000, 5000 and 10,000) and for
different time durations (30–120 s). An experimental set-up was established for con-
ducting real experiments to determine the impact of rule sets and packet rates on the
performance of Linux firewall. The rule sets are generated by using ClassBench [5],
and a benchmark tool for filter set generation and the network traffic is generated
by using distributed Internet traffic generator (DITG) [6]. We found that the packet
rates and the size of rule sets had a significant impact on the performance of firewall
and the performance is traced out on the basis of key parameters: CPU utilisation,
response rate, packet loss ratio, packet processing time, throughput and bandwidth.
These are important indicators of firewall’s performance and are useful in develop-
ment of meaningful technique for characterising the performance of firewalls. Based
on the observations from the experiments, we developed a statistical model to esti-
mate the performance of the firewall so that the behaviour of the firewall could be
predicted when deployed across different rule sets and traffic profiles. The model
has been validated with new test cases, and it was found that the estimate of the
performance of the firewall is within a relative error of 9% of the measured values.

Themain contributions of this paper are: (1) None of the previousworks presented
a comprehensive investigation on the impact of packet rate and time duration on the
performance of Iptables; (2) the present study examines the performance of Iptables
for five wide-ranging rule-set sizes in contrast to single rule-set size; (3) the key
parameters such as CPU utilisation, packet processing time and response time were
not considered before for performance evaluation; (4) the prediction model proposed
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in this paper is relatively a new approach for quantifying the performance of firewall.
Also, it aptly covers all the aspects of network and systemperformance of the firewall.

The paper is divided into the following sections: Sect. 2 discusses the background
and related work that has motivated our study, while Sect. 3 presents the experiment
plan and set-up in detail. In Sect. 4, the obtained performance results from the real
experiments are documented and discussed. Section 5 presents our statistical model,
and Sect. 6 validates our model. Finally, in Sect. 7, conclusions are drawn.

2 Related Work

Only a little work was published on the firewall performance modelling and analysis.
Most of the existing works laid much emphasis on rule conflict detection [7, 8],
optimisation of the firewall rule sets [9, 10] and developing of new architectures for
improving the performance of the firewall [11, 12].

In [13], correctness and performance tests on Iptables have been performed. For
checking the correctness, various rules were set up and frames were sent to examine
the accept/reject behaviour of the firewall while for performance testing, throughput
and delay were measured as a function of rule base size. The tests were limited to
maximum of 500 rules in the rule base.

Niemann et al., in [14], studied the impact ofACL andQoS rules on the throughput
rate per client in distributed client–server applications. The number of clients ranged
from 5 to 320 and frame size from 64 to 1024 bytes. The maximum 1280 rules were
considered for the experiments.

Wang et al. [15] examined the performance of two firewalls in an experimental
study. Their experimental study is based on two different types of firewalls: ModSe-
curity and Iptables with the rule-set size of 6700 rules. The experiments evaluate the
capacity of the firewall, impact of CPU andmemory usage on performance of firewall
measured by varying packet length from 512 to 7680 bytes and request rate from
500 to 3500 requests/s. They inferred that the Iptables acts better than ModSecurity
in most cases.

Salah et al. [16] discussed the performance of network firewall based on rule
positions for which an analytical model was proposed based on Markov chain. The
performance of Linux Netfilter firewall was analysed for 10,000 dummy rules in the
proposed model when subjected to normal traffic and DoS traffic. The model was
verified using simulations and real experiments. The dummy rules were only based
on MAC addresses that may not follow the real-life filter sets.

Lyu and Lau in [17] studied Linux TIS firewall packages for security and perfor-
mance in terms of transaction time and latency. They designed seven security levels
for security evaluation and for the performance, and HTTP and FTP services were
used for measuring the performance degradation.

In [18], CiscoASA, Packet Filter andCheckpoint SPLATfirewalls have been eval-
uated for their performance and security. For evaluating the performance, throughput
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and themaximumnumber of concurrent connections were consideredwhile for secu-
rity simple tests were performed to check the firewall’s resistance. It was inferred
that Cisco ASA shows better results than other firewalls.

Hayajneh et al., in [19], evaluated the performance of network and personal fire-
walls for security and performance. The performance evaluation was done on the
basis of throughput, jitter, delay and packet loss, while the security evaluation was
done for different types of attacks. In particular, Cisco ASA 5510, Packet Filter,
Comodo and ZoneAlarm were considered, and the performance tests were done for
only two packet sizes: 512 and 1460 bytes. It was inferred that Cisco ASA achieved
better performance in comparison with other firewalls.

Cheminod et al. [20] studied the performance of a general-purpose firewall
Fortinet 2016 and two commercial firewalls: Belden—Hirschmann 2016 and Moxa
2016 for industrial uses. In particular, the performance was evaluated for TCP/IP,
Modbus/TCP protocols. They concluded that Fortinet 2016 performs better in terms
of throughput and latency but does not support Modbus protocol, while the other two
firewalls support Modbus but exhibit twice the latency of Fortinet 2016.

In [21], Beyene et al. assessed the performance of two firewalls SonicWall E5500
and Fortinet FortiGate-ONE on the basis of the throughput provided by the firewall.
For experiments, the packet size was varied from 64 to 1518 bytes on TCP and UDP
connections. Also, they developed a model SyFi to compute the throughput of the
particular stateful firewall based on CPU utilisation and validated their model with
another firewall HP TMSzl.

3 Experiment Plan

3.1 Experimental Set-up

The experimental set-up consisted of four PCs connected via D-Link Web Smart
DGS-1210-16 16-port switch forming a LAN. Figure 1 shows the test bed along
with their corresponding IP addresses. For generating the network traffic, distributed
Internet traffic generator (DITG) was used on three machines. It is an open-source
traffic generator [22] which generates IPv4 and IPv6 packets and provides facility of
measuring,monitoring and analysing the network statistics. It also generates different
types of traffic (TCP, UDP and ICMP) with varied packet sizes and packet rates [23].
It uses NTP formonitoring the link statistics, and this does not affect the experiments.
Here, the traffic of type TCP was generated with packet size of 1024 bytes since it
represents majority of the traffic online. The system specifications of the PCs are
discussed in Table 1.

The Linux firewall is located at 192.170.1.119 and is configured to varied filter
sets under different test scenarios. ClassBench [5] is used to generate the filter sets.
It is a benchmark tool for filter set generation that produces rule sets of varying
sizes which represent a replica of real-life rule sets and has no duplicate rules. The
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Fig. 1 Experimental set-up

Table 1 System specifications

Machine Description Specification

TCP traffic generator 1 Intel® Core™ i3-530 CPU @
2.93 GHz CPU; 8 GB RAM

Ubuntu 16.04 LTS with DITG

TCP traffic generator 2 Intel® Core™ i3-3110 CPU @
2.40 GHz; 2 GB RAM

Ubuntu 16.04 LTS with DITG

TCP traffic generator 3 Intel® Core™ i7-4770 CPU @
3.40 GHz; 4 GB RAM

Ubuntu 16.04 LTS with DITG

Firewall/server Intel® Core™ i3-3110 CPU @
2.40 GHz; 8 GB RAM

Ubuntu 16.04 LTS

following is a rule set with 200 rules:

.db_generator− bc < rulefile_name > 200 2 − 0.5 0.1 < filterset_name >

The performance of the Linux firewall is evaluated on the following key parame-
ters:

1. CPU utilisation (in %): the amount of CPU utilised by the Linux firewall during
the tests. It is computed by using SAR Linux utility.
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2. Response rate (times/s) is measured as rate at which replies are sent from the
server.

3. Packet loss ratio (in %) furnishes the total packets dropped by the firewall and is
computed as:

PLR = Packets Dropped by Iptables × 100

Total Packets Received byNIC

4. Packet processing time (in µs) is measured by the amount of time taken by the
firewall to search the rule space and find a matching rule. In order to measure the
average kernel processing time, the Linux code for timestamp is inserted at the
start of packet reception by Netfilter processing and the end point of Netfilter,
i.e. in ip_local_deliver() and ip_local_deliver_finish() in ip_input.c file [24].

5. Throughput is measured in terms of packets processed per second (PPS).
6. Bandwidth (in Mbps)

Bandwidth = PPS × 8 × size of (Packet)

1024 × 1024

where PPS is packets processed per second and the size of packets is in bytes.

3.2 Experiment Plan

The experiments evaluate the impact of rule-set size, packet rate and time duration
on the performance of the Linux firewall. The rules are used on the INPUT chain of
FILTER table to restrict the incoming traffic. The default policy is set asACCEPT. For
every incoming packet, the firewall compares it with the rules in the rule set. Finding
no matching rule, the firewall applies default policy of ACCEPT and forwards it to
server. Thus, firewall is set to work in the worst case when thematching rule is placed
on the end of the rule space. The experiments are organised into four test scenarios and
are listed in Table 2. Experiments are organised in four testing scenarios, namely Test
1, Test 2, Test 3 and Test 4. Each testing scenario indicates different time durations
for which the test is executed. The experiments in a test scenario are executed for
five rule-set sizes that in turn consist of eight test cases. These test cases represent
the packet rate at which the traffic is sent to the server, starting from 1000 packets
per second to 8000 packets per second (PPS), and are increased by 1000 PPS.

4 Observations and Results

The recorded key parameters for the experiments are documented in this section.
There are totally 160 test cases for which the real experiments were performed.
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Table 2 Test scenario

Test Time duration (sec) Rule-set size Packet rate
(packets/sec)

Test cases

1 30 200, 500, 1000, 5000 &
10,000

(1000–8000) 40

2 60 200, 500, 1000, 5000 &
10,000

(1000–8000) 40

3 90 200, 500, 1000, 5000 &
10,000

(1000–8000) 40

4 120 200, 500, 1000, 5000 &
10,000

(1000–8000) 40

For simplicity, the results and observations are organised into the following three
categories to study the effect of packet rate, time duration and rule-set size on the
performance of Iptables.

4.1 Impact of Packet Rate and Rule-Set Size
on the Performance of Iptables

In order to study the impact of packet rate and rule-set size on the performance of
Iptables, the observations taken on a same time duration are considered. The recorded
observations of all the test cases for time duration of 90 s, i.e. Test 3, are discussed
in Figs. 2, 3, 4, 5, 6 and 7. Figure 2 compares the connections established per second
for different packet rates on different rule-set sizes. It can be clearly seen that as the
rule-set size increases, the response rate decreases steadily. Also, with the increase
in packet rate, the response rate has also increased. In Fig. 3, the CPU utilisation
for different rule-set sizes is depicted. It shows that the CPU utilisation increases
sharply with increase in rule-set size and packet rate. Figure 4 compares the packet
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Fig. 7 Bandwidth for different packet rates for Test 3

processing time taken for different rule sets and packet rates. It clearly indicates
that the packet processing time is increased with the increase in rule-set size while
for different packet rates, the values lie in close vicinity and therefore show only a
little variance that can be ignored. The graph in Fig. 5 depicts the packet drop %
with different rule-set sizes. It shows that when the size of rule set increases, the
percentage of the packets dropped by the firewall sharply increases. Also, there is a
marked increase in packet drop % with increase in packet rate. Similarly, Figs. 6 and
7 show the comparison of throughput and bandwidth with different rule-set sizes.
It is seen that the throughput and bandwidth of the firewall increase with increase
in packet rates while it shows a constant degradation with increase in rule-set size.
Thus, from these graphs, we can infer that there exists a steady relationship between
the performance of the firewall and the rule-set size and packet rate.

Thus, we can conclude that Iptables shows an excellent performance for rule-
set size 200, 500 and 1000 as only small amount of CPU is utilised even at higher
traffic rates and the packet loss of 0–2% is indicated. However, the throughput and
bandwidth of the firewall has decreased slightly when the rule-set size is increased
to 1000 rules. The performance of Iptables further gets decreased on the rule set
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of size 5000 as the CPU utilisation has doubled and the packet processing time has
significantly increased from previous test cases. Also, there is a constant decrease in
the response rate, throughput and bandwidth of the firewall. Similarly, increasing the
rule-set size further to 10,000, the performance of Iptables gets degraded as 20% of
the total packets are lost and there is a steady decrease in all the key parameters of
the firewall. This indicates a low performance by the firewall. A similar behaviour
in the performance of Iptables is observed for Test 1, Test 2 and Test 4. Thus, it
is inferred that the Iptables is well suited for small to moderate rule sets. Also, in
smaller rule sets, the Iptables starts to drop the packets when the packet rate reaches
to 4000 packets per second or more, but as the size of rule set increases, the Iptables
begins to drop packets early.

4.2 Impact of Packet Rate and Time Duration
on the Performance of Iptables

In order to study the impact of packet rate and time duration on the performance of
Iptables, the observations taken on a single rule set are considered. Since rule-set size
of 10,000 shows the maximum deviation, so the recorded tests for rule-set size for
30 s and 120 s are discussed here. Figure 8 shows the throughput loss that occurred
when the tests were performed for 30 s and 120 s. It is clearly seen the throughput
has decreased when the tests were run for longer duration. Also, with the increase
in packet rate, the throughput has increased. Likewise, Fig. 9 compares the number
of packets dropped by the firewall when tests were run for 30 s and 120 s. With
the increase in time, the number of packets dropped by the firewall has significantly
increased and the rise in packet rate has clearly affected the performance of Iptables
as it begins to drop greater number of packets with the increase in packet rates.

Figures 10 and 11 compare the CPU utilisation and packet processing time taken
by the firewall, respectively. The CPU utilisation has increased marginally for longer
duration of test, while the packet processing time has also increased. Packet process-
ing time shows little or no variance with different packet rates as obtained values are
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Fig. 9 Packet loss ratio (in
%) for different packet rates
at 30 s and 120 s
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different packet rates at 30 s
and 120 s
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closely related and shows a linear behaviour. Thus, from Figs. 8, 9, 10 and 11, it can
be inferred that there is a substantial degradation in the performance of Iptableswith
respect to time duration and this is probed further in next case.
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Fig. 12 Packet loss ratio for
different packet rates with
5000 rules
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4.3 Impact of Time Duration on the Performance of Iptables

In order to study the impact of time duration on the performance of Iptables, the
observations taken on a single rule-set size of 5000 over different time durations are
considered. Figure 12 compares the percentage of the packets dropped by the firewall.
Up to packet rates of 6000 packets sent per second, there is only a marginal increase
in the number of packets lost when the time duration of the tests was increased for 30
to 120 s in a step size of 30 s. Further increasing the packet rate, the number of packets
lost by the firewall increases. This shows more dependence on the performance of
Iptables on packet rates than time duration. In Fig. 13, the CPU utilisation by the
firewall takenover different timedurations is compared.There is only a slight increase
in the CPU utilisation, and it shows no significant deviation on time duration.

Similarly, in Figs. 14 and 15, the performance of Iptables taken over different
time durations is compared for the response rate and packet processing time. Though
there exists some marginal difference for different time durations, it is of very little
significance. Thus, it can be inferred that the firewall exhibits a higher relationship
to packet rate than the time duration.

Fig. 13 CPU utilised for
different packet rates with
5000 rules
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Fig. 14 Response rate for
different packet rates with
5000 rules
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Fig. 15 Packet processing
time of different packet rates
with 5000 rules
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From all the cases discussed above, we conclude that there exists a significant
relationship between the rule-set size, packet rate and the performance of the firewall
but no such relationship exists for time duration; i.e. the performance of Iptables is
independent of the time duration for which it is executed. The key parameters CPU
utilisation, response rate, throughput and bandwidth exhibit a direct relationship
with packet rate, while an inverse relationship exists with rule-set size. Likewise,
the packet processing time depends only upon the size of rule set as it is the amount
of time taken by the firewall to search the rule space to find a matching rule and
thus exhibits a direct relationship with it. Correspondingly, when the CPU utilisation
increases, the firewall takes longer to process the packets, so the number of packets
lost by the firewall also increases. Therefore, the packet loss ratio shows a significant
relationship with CPU utilisation instead of packet rate and rule-set size.
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5 Mathematical Model

On the basis of observations from the real experiments, we develop a statisticalmodel
so that the behaviour of the firewall when deployed across different types of networks
could be predicted. For example, in large networked enterprises, the firewall usually
has 1000s of rules defined for security or as access control list with packet rate
up to 5000 packets per second. For commercial application of firewall, it could be
configured to a rule-set size of 10,000 rules or more with traffic flowing at packet rate
of 8000 packets per second or more. Correspondingly, in the medium-to-small-scale
networks, rule-set size of up to 1000 rules at slower packet rates is used. Thus, our
model can prove useful to predict the performance of the firewall.

The statistical model is based on regression analysis of the observed data and
applied using the Statistical Package for Social Sciences software (SPSS) version
17.0 (IBM SPSS software) [25]. The key parameters were analysed using multi-
ple regression and various curve-fitting functions. As the performance of Iptables
depends only on the rule-set size and packet rate, so they are considered as the
independent variables while the key parameters CPU utilisation, packet loss ratio,
response rate, packet processing time and throughput are the dependent variables
as they are indicators of the performance of Iptables. For simplicity, the symbolic
representation of the parameters is considered and these are defined in Table 3.

CPU Utilisation (in %): Based on the observations, it was found that the CPU
utilisation of the firewall depends only on the rule-set size and packet rate and not on
time duration. Table 4 shows the model summary of the relationship between CPU
utilisation and the rule-set size and packet rate. The correlation coefficient (R) shows
a high positive correlation. Also, the level of significance for our observed data is
0.000 which is less than 0.05. Thus, there is a significant relationship between CPU
utilisation and rule-set size and packet rate. So, the CPU utilisation can be estimated
by the following equation

CPU = −1.41 + 0.001 ∗ RS + 0.001 ∗ PR (1)

Packet Processing Time (in µs): Packet processing time (PPT) furnishes the
amount of time taken by the firewall to search the rule space to find a matching

Table 3 List of parameters
used in the model

Symbol Parameter

RS Rule-set size

PR Packet rate

CPU CPU utilisation

PPT Packet processing time

PLR Packet loss ratio

CPS Response rate

T Throughput
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Table 4 Model summary for different key parameters

Predictors R R square Adjusted R
square

Std. error of
estimate

CPU utilisation (Constant),
pckt_rate,
rule_set_size

0.887 0.786 0.784 1.68346

Packet
processing Time

(Constant),
rule_set_size

0.980 0.961 0.961 25.5188328

Packet loss CPU 0.927 0.859 0.857 1.792

Response rate (Constant),
pckt_rate,
rule_set_size

0.970 0.940 0.940 274.49622

Throughput (Constant),
pckt_rate,
rule_set_size

0.992 0.983 0.983 287.57327

rule. It directly depends upon the number of rules, i.e. the size of rule set. Thus, the
packet processing time can be computed on rule-set size and Table 4 shows its model
summary. The correlation coefficient (R value) shows a high positive correlation,
and the level of significance is 0.000 < 0.05. Thus, the packet processing time can
be computed as

PPT = 6.873 + 0.034 ∗ RS (2)

Packet LossRatio (in%): The packet loss is highly influenced by%CPUutilised
by the firewall. When the CPU utilisation increases, the firewall takes longer to
process the packets and thus the number of packets lost by the firewall also increases.
Thus, packet processing time aptly describes the packet loss ratio. The packet loss
ratio fits the cubic model, and the model summary is shown in Table 4. The R value
shows a high positive correlation between the packet processing time and the packet
loss ratio. Also, the level of significance is 0.000, i.e. < 0.05; i.e. the model is a good
fit. Thus, the packet loss ratio (PLR) can be computed as follows:

PLR = 0.524 − 0.422 ∗ CPU + 0.096 ∗ CPU2 (3)

Response Rate (times/s): Fig. 2 clearly depicts that as the rule-set size increases,
the response rate decreases steadily. Also, with the increase in packet rate, the number
of responses (connections) is increased. So, the response rate is estimated based on
rule-set size and packet rate, and the model summary is shown in Table 4. The R
value is 0.97 which shows a highly positive correlation. The level of significance is
0.000, i.e. < 0.05. So, response rate can be estimated by the following:

CPS = 835.398 − (0.064 ∗ RS) + 0.46 ∗ PR (4)
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Throughput (in PPS): The case 1 discussed above clearly shows that with the
increase in rule-set size, the throughput of the firewall is decreased.Also, the through-
put is directly dependent on the packet rate as throughput is defined as packets pro-
cessed per second. So, it can be estimated based on rule-set size and packet rate,
and the model summary is shown in Table 4. The value of correlation coefficient is
0.992; i.e. there exists a highly positive correlation. Also, the level of significance is
0.000, i.e. < 0.05. So, the model is a good fit and throughput can be estimated by the
following:

T = 374.381 − (0.053 ∗ RS) + 0.95 ∗ PR (5)

6 Validation of the Model

In this section, we validate the accuracy of our model with new test cases by compar-
ing the predicted observations with the actual observations taken from new exper-
iments. The statistical model is evaluated on the basis of the following new test
cases:

(i) Test V1: 5000 packets are sent per second on rule-set size of 1000.
(ii) Test V2: 7000 packets are sent per second on rule-set size of 10,000.
(iii) Test V3: 9000 packets are sent per second on rule-set size of 9000.
(iv) Test V4: 2000 packets are sent per second on rule-set size of 500.

These new test cases are performed, and their recorded observations are listed
in Table 5 for the five key parameters: CPU utilisation, packet loss ratio, packet
processing time, response rate and throughput. The values predicted by Eqs. (1) to
(5) are also listed in the table. The corresponding error in observations is computed
as follows:

Relative Error (in%) = (Observedvalue − Predictedvalue) × 100

Observedvalue

From Table 5, it is clearly seen that the estimates from our model are accurate
with less than 10% error. Thus, these test cases (V1, V2, V3 and V4) validate the
accuracy of our model.

7 Conclusion and Future Scope

In this paper, we attempted to evaluate and model the performance of Iptableswhich
is the only stateful packet filtering firewall inside the Linux 2.4.x and later kernel
versions. The performance evaluation is an important aspect that determines the
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Table 5 Relative error in validation tests

Parameter Test case Observed value Predicted value Error (in %)

CPU utilisation V1 4.6 4.59 0.21

V2 15.88 15.59 1.82

V3 16.81 16.59 1.30

V4 1.23 1.09 8.38

Packet loss V1 0.69 0.61 9.19

V2 18.46 18.03 2.32

V3 20.67 20.56 0.54

V4 0 0.15 0.00

Packet processing time V1 39.40 40.873 3.74

V2 325.223 346.873 6.66

V3 296.332 312.873 5.58

V4 25.693 23.873 7.08

Response rate V1 3100 3071.348 0.92

V2 3150 3415.398 8.43

V3 3998.3 4399.39 9.99

V4 1595.98 1723.398 7.98

Throughput V1 5116.67 5071.381 0.89

V2 5966.67 6494.381 8.84

V3 7883.33 8447.381 7.15

V4 2066.67 2247.881 8.77

dependability of the firewall. Characterising the performance is useful in predicting
the behaviour of the firewall in varied traffic profiles and rule-set sizes. The perfor-
mance of the firewall was comprehensively investigated for its dependence on the
filter set size and packet rate. In this paper, an experimental set-upwas established and
real experiments were performed by varying the rule-set size ranging from smaller
rule sets (<1000) to large rule sets (≥5000) and varying traffic at packet rate starting
from 1000 packets per second to 8000 packets per second.

Based on the observations from real experiments, it is established that the perfor-
mance of Iptables is dependent on rule-set size and packet rate while it is independent
of the timeduration.CPUutilisation, response rate, throughput andbandwidth exhibit
a direct relationship with packet rate, while an inverse relationship exists with rule-
set size. Likewise, the packet processing time depends only upon the size of rule
set and is independent of the packet rate. Similarly, the packet loss ratio indirectly
depends upon the rule-set size and packet rate as it shows a significant relationship
with % CPU utilised instead of showing a relation with packet rate and rule-set size.

Also, on the basis of the experimental observations, a statistical model was estab-
lished using the regression analysis. The model was validated by evaluating new test
cases, and we found that it shows conformity with 90% accuracy.
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In future, the work can be expanded to study the behaviour of the Iptables firewall
with packet classification algorithms.
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Template Security in Iris Recognition
Systems: Research Challenges
and Opportunities

Shehla Rafiq and Arvind Selwal

Abstract An iris recognition framework is a standout, stable, secured, and widely
accepted biometric in the secured authentication infrastructure. It has been broadly
perceived as one of the grounded biometrics credited to its high precision execution.
In this paper, a comprehensive analysis of several iris template security techniques
has been carried out together with open opportunities for further research challenges.
The analysis mainly pointed out that majority of the techniques results in a trade-off
among various performance and security parameters, e.g., FAR, FRR, EER, revoca-
bility, diversity, and security. The well-known open iris databases such as CASIA,
IITD were accessible to complete the experiments. It also has been noticed that the
template security scheme for uni-biometric systemmay not work for multi-biometric
system. Among the two broadly available template protection techniques, feature
transformation schemes outperform its counterpart cryptosystems mainly due its
unlinkability and irreversibility properties.

Keywords Iris recognition · Cancellable biometrics · Iris template security

1 Introduction

Traditional identity recognition mechanisms rely on “what you possess” or “what
you have” such as secret codes, ID card. But, they are effectively being lost, unable
to remember, or shared. Biometrics is the branch of science that is used to create
an identity of an individual depending on “who you are.” Such a system exploits
the behavioral and biological characteristics like fingerprint, iris, face, voice, and
gait of an individual for recognition [1]. The biometric frameworks can be arranged
into two types dependent on the number of attributes utilized, namely unimodal bio-
metric system and multimodal biometric system. Further details may be found in
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Fig. 1 Human eye (adapted from [8])

[2, 3]. These traits are permanently associated with an individual; therefore, they
need to be securely stored. As characterized by the European Association “European
Union” (EU) information security order, biometric information is viewed delicate
information, which implies its utilization is exposed directly to the protection con-
servation [4]. By providing the strong connection between an identity and the owner
of an identity, the applications of biometrics are vast [5]. Generally, the applica-
tions are categorized into subsequent classes: commercial applications such as
physical access control, ATM, and PDA, government uses for example airport secu-
rity, nationwide identification card, and border control, forensic uses like criminal
investigation, corpse identification, and parenthood determination [6]. Among all
the biometric traits which are available today, iris is measured as one of the remark-
able consistent biological trait [1]. The shape of the iris is flat and is geometrically
configured by the two interdependent muscles controlling the broadness of a pupil.
As appeared in Fig. 1, this trait is attributed by its discriminability and stability.
The iris pattern has higher entropy than other biometric traits. The identification
process and the speed of comparison is very high [7].

The algorithm which is the base of current practical automated iris recognition
system has been developed by Daugman [9]. The iris images are converted to the
corresponding templates as depicted in Fig. 2 [6].

The main steps in algorithm are (1) image capturing, where a raw image of indi-
vidual’s eye is acquired; (2) iris localization and normalization, where the iris is
spotted and unwrapping of iris return to normal texture, and the operator used for
localization is expressed in Eq. (1):

max
(r,a0,b0)

∣
∣
∣
∣
∣
∣

Gσ (r) ∗ ∂

∂r

′
∮

r,a0,b0

I (a, b)

2πr
ds

∣
∣
∣
∣
∣
∣

(1)

where

I(a, b) an image of an eye
Gσ (r) the Gaussian smoothing function with scale (σ )
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Fig. 2 Schematic representation of typical iris identification method

R radius of the circle
ds rounded curve of radius r and center coordinates (a0, b0).

(3) feature extraction, inwhich the features of iris are generated, i.e., binary feature
vectors which are commonly called IrisCodes. In polar coordinate system, given the
normalized iris image I (ρ, ϕ), the demodulation and the phase quantization method
can be expressed in Eq. (2) as follows:

k{Re,Im} = sgn{Re,Im}

′
∫

ρ

′
∫

ϕ

I (ρ, ϕ)e−iω(θ−ϕ)e− (r−ρ)2

α2 e
− (θ−ϕ)2

β2 ρdρdϕ (2)

in which k{Re, Im} could be considered just as a complex-valued bit where real and
imaginary components are both 0or 1 basedon the symbol of the 2-D integral; I (ρ, ϕ)

is the normalized iris image; r0 and θ0 are the polar coordinates of iris image; α, β are
the multiscale 2-D wavelet size constraints; ω is the wavelet frequency; (4) matching
(feature comparison), in which the Hamming distance has been used as a system of
measurement for the matching process and is expressed in Eq. (3) as follows:

HD = ‖(IrisCodeA ⊗ IrisCodeQ) ∩ MaskP ∩ MaskQ‖
‖MaskP ∩ MaskQ‖ (3)

where IrisCodeP and IricCodeQ are two-phase code bit vectors each of 2048 bits;
MaskP and MaskQ are mask bit vectors; ⊗ represents the Ex-OR operator that
identifies the disagreeing bits across the two IrisCodes; ∩ represents AND operator
that covers the noisy region. In order to cope with rotational consistencies, circular
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Fig. 3 Potential attack points in a biometric system (adapted from [12])

bit shifts are used. The smallest iris distance relates the best match across the two
templates [10].

1.1 Attacks on Iris Biometric System

Any system including a biometric system is liable to various types of attacks. These
attacks are performed at various points. Ratha et al. [11] recognized the eight points
of assaults in a biometric system. These assaults include an attack at the sensor,
assault on the channel across the sensor and the feature extractor module, overrule
feature extraction process, tampering features extracted from feature extractor, over-
rule matcher, assault on a channel among the saved template and matcher, modifying
the stored templates, and overriding the final decision. These are described in Fig. 3
[12].

Biometric systems are more compatible and easy to use. The irreversible link
between the biometric traits of an individual and their personal records is the fun-
damental issue about biometrics. Biometric features cannot be revoked and replaced
once they get compromised, unlike passwords and tokens [11]. Since iris is endur-
ingly related to everyone and iris codes have extremely different information of the
individual, the disclosure of iris code may lead to various types of security breaks,
for example, replay assault and masquerade assault. This infers losing individuality
permanently. The security and privacy issues of iris codes have been a major issue as
biometric feature reveals non-changeable data of individuals in a database. Once an
attacker gets access on them, their purpose of utilization gets lost, and henceforth, its
security has become a part of a biometric application known as biometric template
protection (BTP) [1].
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2 Iris Template Security

A template in biometrics represents information of inherent capabilities that summa-
rize the biometric features of an individual. The most likely deleterious or harmful
attack in a biometric system is on the biometric features that are kept in the database.
The templates stored in the database can be used to take unapproved access once
they get replaced by an imposter user. These stolen templates can be used to create
spoof attacks to gain unofficial or unauthorized admittance to the system. To design
an excellent biometric template protection system, the subsequent four principles
need to be fulfilled [13, 14].

(1) Diversity: To confirm the privacy of a user, it should be able to generate dis-
tinctive secure templates from the similar source to prevent the cross-matching
over the database.

(2) Revocability: One should be able to cancel the compromised template and gen-
erate the new template from the original one.

(3) Security: It should be computationally difficult to acquire the actual template
as of the protected/transformed template.

(4) Performance: The template security scheme must be capable of preserving the
biometric estimation over the accuracy obtained in the original counterparts.

The template protection techniques are broadly classified into two types; namely
cancellable biometrics and biometric cryptosystem (Fig. 4).

Cancellable Biometrics/Feature Transformation: Ratha et al. [11] introduced
the notion of cancellable biometrics. Cancellable biometrics deforms the biometric
features with a purpose to compare features of a trait in transformed domain during
authentication and enrollment as represented in Fig. 5 [12].

Fig. 4 Classification of iris template security (adapted from [12])
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Fig. 5 Iris biometric template after feature transformation technique (as adapted from [12])

Cancellable biometrics is of two types based on the approach of transform used
as follows:

(i) Biometric salting method for iris template

In biometric salting, any invertible transform of biometric template is taken as salt-
ing, and the transform is invertible so the protection of transform platform is very
important. If the transform pattern is compromised, an opponent could recuperate
the actual template, and the performance of the system is lost. As the key is specific
to the user, multiple templates are available for the same biometric data. The revok-
ing and the replacing of compromised template became easy by using an alternative
user-specific key [14].

Zuo et al. [15] forthput a salting technique for grayscale unwrapped iris. In this
method, a totally synthetic pattern was either added or multiplied to iris pattern and
is called GRAY-SALT. In BIN-SALTmethod, IrisCode is mixed with the key pattern
by an Ex-OR operation. The problem with these methods was they suffered from an
alignment problem.

(ii) Non-invertible transformation methods for Iris template:

In this method, non-invertible functions are used to transform biometric data. To
produce updatable templates, the features of the applied transform are changed. The
benefit of a non-invertible transformation is that even if transformed templates are
compromised; the attackers cannot recreate all biometric data [14].

Zuo et al. [15] forthput two non-invertible transformation methods. The first
method called GRAY-COMBO, the unwrapped iris image was shifted in a row-
wise manner using random offset (transform key), then on two randomly selected
rows, either multiplication or addition operation was performed. The second method
called BIN-COMBO, where Ex-OR or Ex-NOR operation was performed between
any two randomly selected iris code rows. These methods have the advantage of
being advantage “registration free” which means that the IrisCodes do not need to
be aligned for matching.

BiometricCryptosystems: Biometric cryptosystemswere initially designedwith
an aim of either securing a cryptographic key to a biometric or directly produce a
cryptographic key from the biometric trait. The biometric cryptosystem requires
some public information (which is also called as helper data) about the biometric
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Fig. 6 Enrollment and authentication mechanism in biometric cryptosystems (as adapted from
[12])

template to be stored. Biometric cryptosystems are, therefore, also known as data-
based helper methods. Helper data do not reveal any worthy information about the
original templates. Biometric comparisons are accomplished by authenticating key
validities. The authentication process output is either a key or a message of failure
as depicted in Fig. 6 [12].

Depending in which manner helper data is achieved, biometric cryptosystems
are classified as key binding and key generation systems. In key binding biometric
cryptosystems, helper data is obtained by binding a chosen key (that is not dependent
on any biometric features) to a biometric template. By using only helper data, it is
computationally hard to get the biometric template or the key [14]. This method
avoids the intraclass variations in biometric information [12]. Fuzzy commitment
scheme as for iris biometric cryptosystemwas illustrated byHao et al. [16] Biometric
cryptosystems are designed in such away that they are not to provide revocability and
diversity. Biometric cryptosystems stored data or helper data in the key generation is
derived only from the biometric template, and the helper data reveals no information
about the original template. The cryptographic key is directly obtained from the
helper data and the biometric query [12, 16].

3 Review of Literature

This section exhibits a point by point study of different template protection schemes,
and furthermore extensive examination of technologies, open issues and challenges
is presented.

In [17], tokenless-based approach was used for protecting IrisCode, referred to
as BioEncoding. To be precise, the samples of iris images were captured, and the
corresponding IrisCodes were generated and are collected in b binary vectors. Then,
they extracted the “consistent bits” from b vectors and stored in a consistent bit vector
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K (a bit is considered consistent if it remains constant across b binary vectors) [18].
The positions of the consistent bit vectors in Kwere collected in another vector called
as position vector V ε {1, 0}m. The bits in the consistent bit vector K were grouped
into address words having fixed length n, and a randomly generated sequence s was
generated of length 2n. Finally, each word in K is plotted to a single bit value in R
ε {1, 0}p. The protected BioCode was established from the set of p = m

n addressed
a bit where m is the length of K, and then the BioCode was stored on the database
rather than the original IrisCode. Moreover, different BioCodes were generated by
changing the random sequence R for all users; therefore, revocability property was
satisfied. Their works also revealed that there was no degradation in performance
pertaining to its initial parts.

Jenisch and Uhl [19] use block permutation and remapping of iris texture as
a scheme for template protection. The iris texture was partitioned into fixed-sized
blocks. These blocks were regrouped according to a permutation key. After that,
they duplicate some of the blocks by remapping operation to provide the protection
against a stolen key. They also showed that 60% of initial iris image can be rebuilt
from the compromised template.

Alvarez Marino et al. [20] forthput a crypto-biometric scheme based on fuzzy
extractor on iris templates. In their work, they associated a key K to a user for
authentication using her own biometric template. If a user was correctly verified, the
key K would be returned to her. During the enrollment phase, the key was concealed
in the coefficients of a polynomial having degree d, and during the verification phase,
the polynomial must be reconstructed in order to recover the secret or key. Lagrange
interpolation process was used for reconstruction. They had analyzed the charac-
teristics and efficiency for choosing utmost applicable parameters for offering high
level of security in the scheme. Gayathri and Ramamoorthy [21] proposed a multi-
biometric system that fuses the information of palm print and iris biometric trait
to check whether the feature level fusion can attain better recognition performance
than mono-biometric modality. To be specific, the input images of palm print and iris
were fed as input to Gabor texture feature extraction to extract selected features. As
the feature vectors obtained from different methods are in different sizes, he features
from identical images may be correlated. These features are then merged by using
wavelet fusion technique. Ultimately, the feature vectors were matched with the
stored template using K-NN classifier. The proposed method achieves recognition
accuracy of 99.2% and with FRR equal to 1.6%.

Rathgeb et al. [10, 22] proposed a template protection scheme for IrisCodes. In
their work, adaptive bloomfilters were instigated to attain cancellable iris biometrics.
The binary feature vectors were extracted by generic iris recognition system based
on a row-wise structure of normalized iris textures, i.e., the iris codes are represented
as a two-dimensional binary feature vectors. The matrix of iris codes was separated
into m blocks of equal size where each column consists ofm ≤ h. Later on, the entire
sequence of columns of each block was transformed into corresponding locations
within bloom filters [22] “A bloom filter ‘b’ is represented as a bit array of length
2m − bits, where at the outset all bits are set to zero,” i.e., a sum of f distinct bloom
filters. In order to map columns within two-dimensional iris codes to their decimal
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indexes, a transform function h is implemented. The mapping function for each
column is expressed as follows:

b [h(x) ⊕ p] = 1, as h(x) =
m−1
∑

i=0

xi2
i (4)

where p denotes an application-specific secret. One utmost advantage of the proposed
transform is that it generates alignment-free templates, i.e., at the time comparison,
the templates need not be aligned.Moreover, the bloomfilter-basedmixing transform
was delineated to achieve the two most important requirements of irreversibility and
unlinkability. The biometric performance was improved by applyingmulti-biometric
fusion yielding equal error rates below 0.5%.

In [21], steganography-based approach was proposed to secure the iris template.
Least significant bit (LSB) steganography techniquewas used for enhancing security.
Random number-based embedding was used in LSB to provide more security. The
bits are embedded into LSB’s of the blue pixel only so that therewill be less distortion
of pixels if only one color component of RGB is used. The IrisCode bits were hidden
in three least significant bits of cover image (the medium used to hide data). The
24-bit color image was used to locate the position for hiding each bit. Finally, the
stego image (which contains secret information) is used as a template in the iris
database. The performance of the proposed approach was calculated, and it was
found that the resulting MSE and PSNR values, histogram plot, and ROC curve plot
were satisfactory. However, IrisCode concealed in the cover image could be disclosed
to low-level signal processing.

Dwivedi and Dey [13] proposed a cancellable iris biometric generation scheme
centered on the randomized lookup table mapping. The technique first generates the
rotation-free templates, and then these templates were transformed into a row vector.
The row vector X ε {0, 1}1 × M was divided into a number of blocks of size N and
histograms of iris code were used to generate the value of N. The decimal vector was
created by dividing the row vector where the word length = N. The size of decimal
vector was given by v = {vi ε [0, 2n − 1] |i = 1,…,l}. Finally, the decimal vector
was mapped to the randomly generated lookup table T ε {0, 1}P × Q and P ≥ 2n −
1, and the p bits taken from every row of the lookup table was stored. The different
cancellable templates could be generated by altering the value of N thus satisfying
the revocability criterion.

Thul et al. [23] recommended a multimodal biometric identification system that
fuses the scores of fingerprint and iris using “sum rule-based matching score level
fusion” for improving the performance of system and security level. They used the
phase-based image matching algorithm for poor-quality fingerprint images and Log-
Gabor filter for extracting the features from iris image. After feature extraction and
matching, similarity scores or distance scores are produced by the biometric system,
and there is a need to transform these scores into the same nature. Finally, the scores
were fused using “sum rule-based score level fusion” and were matched to a pre-
decided threshold to declare whether a user is authentic or an imposter.
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Khalaf et al. [24] proposed an iris template protection scheme based on enhanced
Hill Cipher. Hill Cipher is a type of symmetric key algorithm and a block cipher that
can be used to protect biometric template. In theirwork, theHill Cipher algorithmwas
improved by the addition of pseudorandom generator, and iterating the encryption
processes for K time and also during encryption, the multiplication operation was
changed to summation. The normalized correlation coefficient (NCC) and running
time had been used for checking the efficiency of encryption.

Chai et al. [1] proposed a non-invertible transformation-based cancellable iris
technique, named as “Indexing-First-One” (IFO) hashing. IFO is mainly based on
min-hashing that was originally used in the search engine to identify duplicate web
pages and eliminate them from search results as well as in the clustering problems.
To be precise, IFO hashing makes use of “n” independent hash functions h1, h2,…,
hm where each of the independent hash function was obtained from K number of
tokenized permuted IrisCode, Y in a column-wise manner. IFO hashing function
was derived by the procedure represented as H(Y ) = {hi(Y )i = 1,…,n}.IFO hashing
had been further enhanced by two different mechanisms, viz. K-order Hadamard
product which was generated by conjunction all the Y ’s, i.e., Y K = Π k

m=1

(

Y
′
m

)

and
modulo thresholding function that was inflicted to reduce the leakage of Y through
a threshold value τ , 1 ≤ τ < P with first selected P elements from each row in
the product code YK. Then ,from the selected first P elements, the index value was
recorded where first one bit “1” occurred and denoted asQY , i.e., for everyQY ≥ P−
τ , calculate Q

′
Y = QY mod(P − τ ). The threshold value resulted in a many-to-one

mapping; hence, non-invertibility criterion is satisfied. IFO hashing scheme fulfilled
both diversity and revocability properties. Moreover, the scheme offered very high
resilience against various utmost security and privacy attacks.

Zhao et al. [18] put forward a local ranking method for iris template protection.
The original iris data ywasXORedwith an n-bit application-specific string x, and the
result was stored in a new string z = x ⊕ y; then the result was divided into m blocks:
v= v1, v2,…,vm, where each block had k bits. Next, the blocks were partitioned into b
groups:V =V 1,V 2,…,Vb, whereVi = {u(i − 1) × t + 1,…,ui × t |i= 1….b}, andwhere t
is group size. The blocks in each groupwere sorted according to their decimal values.
Ultimately, the original blocks were transformed into their rank values for storage.
The method also supported the two important strategies “shifting and masking” to
improve recognition performance. Furthermore, the proposed method also satisfies
the irreversibility, revocability, and unlinkability properties.

4 Interpretations Appertaining to Various Iris Recognition
Techniques

The relative analysis of various template protection schemes is shown in Table 1. The
most techniques that are summarized in the table are cancellable biometrics because
the two important criteria, i.e., diversity and revocability that need to satisfy for an



Template Security in Iris Recognition Systems: Research … 781

Ta
bl
e
1

A
su
m
m
ar
y
of

di
ff
er
en
ti
ri
s
te
m
pl
at
e
se
cu
ri
ty

sc
he
m
es

M
et
ho
d

Y
ea
r

Ty
pe

of
bi
om

et
ri
c
an
d
fu
si
on

ty
pe

A
ut
ho
r

Pe
rf
or
m
an
ce

m
ea
su
re
s
an
d
da
ta
se
t

To
ke
nl
es
s
ca
nc
el
la
bl
e
bi
om

et
ri
cs

20
10

U
ni
m
od

al
bi
om

et
ri
c

O
ud
a
et
al
.[
27
]

E
R
R

=
2.
31
,C
A
SI
A
-I
ri
sV

3
in
te
rv
al
da
ta
se
t

C
an
ce
lla

bl
e
ir
is
bi
om

et
ri
cs

ba
se
d

on
bl
oc
k
re
m
ap
pi
ng

20
11

U
ni
m
od

al
bi
om

et
ri
c

Je
ni
sh

an
d
U
hl

[1
9]

E
R
R

=
1.
2,

C
A
SI
A
V
3
in
te
rv
al

ir
is
da
ta
ba
se
.

C
ry
pt
o-
bi
om

et
ri
c
sc
he
m
e–
Fu

zz
y

ex
tr
ac
to
r

20
12

U
ni
m
od

al
bi
om

et
ri
c

A
lv
ar
ez

M
ar
in
o
et
al
.[
20
]

FA
R

=
4.
42
%
,F

R
R

=
9.
67
%
,

C
A
SI
A
ir
is
da
ta
ba
se
.

–
20
12

M
ul
tim

od
al
bi
om

et
ri
c
an
d
fe
at
ur
e

le
ve
lf
us
io
n

G
ay
at
hr
ia
nd

R
am

am
oo
rt
hy

[2
1]

FR
R

=
1.
6%

,a
cc
ur
ac
y
99
.2
%

an
d

Po
ly
U
pa
lm

pr
in
tw

ith
II
T
K
ir
is

da
ta
ba
se

M
ul
ti-
bi
om

et
ri
cs

us
in
g
ad
ap
tiv

e
bl
oo
m

fil
te
rs

20
13

M
ul
ti-
in
st
an
ce

an
d
fe
at
ur
e
le
ve
l

fu
si
on

R
at
hg

eb
et
al
.[
10
]

E
E
R

=
0.
5%

an
d
II
T
D
ir
is

da
ta
ba
se

St
en
og
ra
ph
y
us
in
g
L
SB

20
15

U
ni
m
od

al
bi
om

et
ri
c

C
ha
ud
ha
ry

an
d
N
at
h
[2
8]

FA
R

=
0.
1%

,G
A
R

=
95
%

an
d

C
A
SI
A
-d
at
ab
as
e

L
oo
ku
p
ta
bl
e
m
ap
pi
ng

20
15

U
ni
m
od
al

D
w
iv
ed
ia
nd

D
ey

[1
3]

A
cc
ur
ac
y
94
.2
6%

an
d

C
A
SI
A
V
3
da
ta
ba
se

–
20
16

M
ul
tim

od
al
an
d
sc
or
e
le
ve
lf
us
io
n

T
hu
le
ta
l.
[2
3]

–

E
nh

an
ce
d
H
ill

C
ip
he
r

20
16

U
ni
m
od
al

K
ha
la
f
et
al
.[
24
]

–

C
an
ce
lla

bl
e
bi
om

et
ri
cs

us
in
g
IF
O

20
17

U
ni
m
od
al

C
ha
ie
ta
l.
[1
]

E
E
R

=
0.
16
%

an
d

C
A
SI
A
-V

3
da
ta
ba
se

L
oc
al
ra
nk
in
g

20
18

U
ni
m
od
al

Z
ha
o
et
al
.[
18
]

FA
R

=
0.
01
%
,E
E
R

=
1.
36
%

an
d

C
A
SI
A
-i
ri
sV

4-
L
am

p,
C
A
SI
A
-

ir
is
V
3

In
te
rv
al



782 S. Rafiq and A. Selwal

excellent biometric template are not satisfied by biometric cryptosystems. Moreover,
the helper data in biometric cryptosystems (fuzzy extractor) needs to be carefully
designed. In biometric cryptosystems, producing a key having high stability and
entropy is also very difficult [12, 14]. The cancellable biometrics is not specific to
single trait meanwhile it has been effectively applied to face [25] and fingerprint
[26]. Furthermore, for multi-biometric template protection scheme, the concept can
be applied at feature level where mixing of templates is done [21].

5 Research Challenges

The techniques which has been summarized in the Table 1 are subjected to various
research challenges, viz. in tokenless cancellable technique work has to be carried
out for analyzing the security of the technique by considering the hill climbing attack;
In the Crypto-biometric scheme(Fuzzy extractor), there is a need to create strategies
aimed at extracting iris templates ofmore bit length, andmore profound investigation
of concern between the parameters of security and biometric effectiveness; Stenog-
raphy using LSB—Need to increase the efficiency of algorithm and maintaining the
integrity of iris template; Lookup table mapping—Higher accuracy may be achieved
by up the segmentation method; Cancellable biometrics using IFO—Work could be
carried to features which are in binary form and for identification purposes; Local
ranking-—Algorithm should be stretched out to help different methods in iris recog-
nition, and it additionally needs enhancement in order to help template protection
for different biometrics. There are other challenges in recognition process as well
like recognition of iris in less controlled backgrounds, the off angle impoverished
contrast iris image recognition. To capture and recognize the iris at greater distance
along, the motion of a person is as well a challenge. To improve the recognition
accuracy, a small number of combined transforms for feature extraction and fusion
of two or more neural networks for classification can also be put into practice.

6 Conclusion and Future Scope

With a regularly developing accentuation on security systems, automatic individual
ID structures dependent on biometrics have been acquiring more concentrated in
viable and investigated perspectives. The iris biometric is one of the immensely
created individual recognizable proof ways. Since an iris is unique for an individual,
the security is a noteworthyworry for iris-based frameworks.Various types of assaults
are moved against an iris acknowledgment framework. This paper examined the
diverse techniques proposed by researchers to protect the iris biometric template in
a database. Unlike cancellable biometrics, biometric cryptosystems are not intended
to offer diversity and revocability, and furthermore the security of biometric features
is mandatory to restrict data spillage of helper data. There is no perfect template
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protection method. The application situation and requirements assume a remarkable
part in the decision of a protection method. The other primary factors that affects the
determination of a template protection scheme are the selected biometric, illustration
of its features, and the intra-user varieties degree. A solitary template security scheme
possibly not enough to fulfill the intra-user differences extent. In future, hybrid
schemes that make utilization of the benefits of the diverse template security methods
must be created. At last, with the emerging attention in multi-biometric and multi-
factor verification techniques, methods which all the while protect multi-biometric
templates as well as multi-validation aspects should be created.
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Comprehending Code Fragment in Code
Clones: A Literature-Based Perspective

Sarveshwar Bharti and Hardeep Singh

Abstract AsCodeClones are definedon the notionof similarity in code fragments, it
is necessary to first know what a code is meant by in accordance with Code Clones.
A Source Code Fragment, which is a sequence of source code lines, is the basic
entity that is used to analyze similarity/relation between Code Clones. For analysis,
removal, avoidance, and management of Code Clones we have to first detect clones
in software systems. There are more than 40 clone detection tools that implement
some clone detection techniques to detect clones, but it is not well-defined what
could be the appropriate minimum threshold for Clone length and with which unit
of estimation. This paper, on the basis of Code Clone literature, presents different
Units ofMeasurement of Clone Size and a comprehensive review of minimumClone
Size based on a particular technique used in Clone Detection and also argues that a
unique Unit of Measurement and Minimum Clone Size should be presented.

Keywords Clone · Clone coverage · Clone granularity · Code fragment ·
Comparison granularity · CSIR rule ·Minimum clone size · Unit of measurement

1 Introduction

Baxter et al. [1] defined Clone as:

A clone is a code fragment that [is] identical to another fragment.

And Koschke [2] presented the definition by Baxter, 2002 as:

Clones are segments of code that are similar according to some definition of similarity

The term ‘Clone’ is utilized by the software community in two different ways
[3]: ‘Clone’ as a noun—refers to a code fragment that is similar to one or more code
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fragments. ‘Clone’ as a verb—indicates the act of producing a code segment (e.g. by
Copy-pasting). To study the relation between code clones, and, as code clones are
defined on the notion of similarity between code fragments, it is necessary to know
what a code fragment is.

Walenstein et al. [4] wrote in a paper on similarity in programs:

In order to clarify the overview [what constituted a different similarity ‘type’] we shall take
cues from established notions of what a “program” [or code fragment] is. Having a clean
definition is critical since it is logical to assume that only when the definition of “program”
is nailed down can one hope to properly pin the notion of similarity in programs.

For analysis, removal, avoidance, and management of code clones, we have to
first detect clones in software systems. There are more than 40 clone detection tools
[5] that implement different clone detection methods to detect clones, but it is not
clear what could be the appropriate minimum threshold for clone length. So, to
understand the concept of code fragment and thus the relationship between them, the
first question that arises is

How much of code can be regarded as a code segment. [3]

There are various studies in the literature that answers the issue of minimum
clone size but each study provides minimum clone size based on the technique used.
So, it is as yet not clear what should be the least clone size and with which unit of
estimation. When the unit of estimation is picked, it ought to be chosen what could
be the suitable least limit for clone length dependent on this unit.

This paper presents a comprehensive review of various units of measuring clone
length and minimum clone length for respective clone detection technique used in
the literature.

The rest of this paper is organized as follows: In the next segment i.e. Sect. 2, we
discuss the basic definition of Code Fragment and various types of Clone Granular-
ities as found in the literature. Section 3, presents various units of measuring clone
size as found in the literature. This discussion is supported by presenting various
Comparison Granularities. In Sect. 4, we have provided a review of Minimum Clone
Lengths used in the literature. We presented the literature review in a tabular form
depicting Clone detection techniques, unit of measurement, minimum clone size and
finally references in support of our findings. In Sect. 5, we discuss the impact of
minimum clone size using a study from literature. Then finally this paper ends with
a conclusion and future work, and acknowledgments along with references.

2 Understanding Code Fragment

Bellon et al. [6] defined code fragment as:

A Code Fragment is a tuple (f, s, e) which consists of a name of the source file f, the start
line s, and the end line e, of the fragment. Both line numbers are inclusive
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From the above definition, the length of the Code Fragment is determined as
Code Fragment Length = e – s + 1
(where e is End Line and s is Start Line).
In clone detection process, to use comparison algorithms more efficiently, the

transformation of source text into an internal format is carried out.When representing
source in this internal format we can identify a code fragment accordingly, e.g. in
token representation, tuple (f, s, e) would be, f as file name, s as start token number,
e as end token number.

Now, the question is how much of contiguous source code can be contemplated
as code fragment so that it can fulfill the criteria to be a clone candidate for Clone
Detection. In literature, contiguous portions of source code at different levels of
granularities have been used like at the level of statements, entire file, class defini-
tions, method body and code block [3]. A granularity of Clones can be “Fixed” with
predefined syntactic boundary or “Free” with no syntactic boundary, i.e. “clones are
similar code fragments without considering any limit or boundary on their structure
or size” [7]. Figure 1 shows different types of clone granularities found in the lit-
erature, which are broadly classified as Fixed and Free. While free granularity has
no syntactic boundary, Fixed has a predefined syntactic boundary and thus can be
seen at the different level of granularity. Figure 1 is created using the concepts of
Clone Granularity as found in [7] and [3]. The first part of figure, i.e. free and fixed
granularity types are taken from [7] and fixed granularity type is then extended using
[3].

To detect clones that are useful from the maintenance perspective Zibran and Roy
[3] proposed the following characteristics of chosen granularity of the code segment
as motivated by their experiences and the criteria suggested by Giesecke [8]:

Fig. 1 Types of clone
granularities
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Coverage: “The set of all code segments should cover maximal behavioral aspects
of the software”.
Significance: “Each code segment should possess implementation of a significant
functionality”.
Intelligibility: “Each code segment should constitute a sufficient amount of code
such that a developer can understand its purpose with little effort”.
Reusability: “The code segments should feature a high probability for informal
reuse”.

And finally suggested that code segment at the level of blocks or functions can
be the utmost appropriate granularity for dealing with clones, especially for mainte-
nance. For convenience, authors call these four characteristics as ‘CSIR Rule’ in rest
of this paper, where C stands for Coverage, S for Significance, I for Intelligibility
and R stands for Reusability.

3 Units of Measuring Clone Size

There are more than 40 Clone Detection Tools [5] available. Each tool implements an
algorithm that works on a particular code representation. Each clone detection tool
is developed using a particular clone detection technique. There are different Clone
detection Techniques as found in literature viz. String-based, Token-based, Tree-
based, PDG-based, Metrics-based and Hybrid Approach and each clone detection
technique use a particular level of Clone Granularity for comparison. In literature,
there is a number of different comparison granularities used by clone detection tech-
niques. Figure 2 lists all such comparison granularities. For easy understanding,
authors listed comparison granularities in the form of tree representation as shown
in Fig. 2. This figure is created from [5]. Roy et al. [5] while comparing Clone
Detection Tools, described comparison granularity as one of the technical facets and
then described its various attributes viz. Line, Substring/Fingerprint, Identifiers and
Comments, Tokens, Statements, Subtree, Subgraph, Begin-End Blocks, Methods,
Files, and, Others. In order to stipulate a comparison of both general methods and
distinct tools, they gathered citations of the identical group jointly using a cate-
gory annotation, L for Lexical i.e. Token-based, T for Text-based, S for Syntactic
i.e. Tree-based, G for Graph-based and M for Metrics-based, for each attribute. In
Fig. 2 each attribute of Comparison Granularity is further categorized based on the
above-mentioned category annotations.

Now, as Juergens et al. [9] described:

Code is interpreted as a sequence of units, which for example could be characters, normalized
statements, or lines.

And, as there are different units for representing code and thus different compari-
son granularities, so the particular type of comparison granularity used, corresponds
to a particular “Unit of Measurement” for measuring Clone Length. Figure 3 shows
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Fig. 2 Comparison granularity (based on [5])
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Fig. 3 Different units of measurement of clone size

differentUnits ofMeasurement as found in literature viz. Number of Tokens,Number
of Source Lines, Number of AST Nodes, Number of PDG Nodes and Metrics value
from Function Body of any Size. “Number of Lines” Unit of Measurement is seen as
different Units viz. A number of Un-processed Lines, Number of Non-Commented
Lines and Number of Lines.

4 Minimum Clone Length

Now to answer the question, as pointed in Sect. 1:

How much of code can be regarded as a code segment [3],

Authors present a summary of the Minimum Clone Size with respective Unit of
Measurement, as found in the literature. Authors evaluated the findings related to
minimum clone length in [7] and extended the findings in a more elaborated and
systematic way in a tabular form as revealed in Table 1.

As discussed earlier, there are more than 40 different Clone Detection Tools
[5] available, these tools implement particular Clone Detection Technique. In the
‘Clone detection Technique’, column of Table 1 authors list different CloneDetection
Techniques found in the literature. Each Clone Detection Technique uses a particular
unit of measuring Clone Size as listed in ‘Unit of Measurement’ column of Table 1.
To optimize the results, every Clone Detection Tool used some minimum threshold
for Clone Length. In ‘Minimum Clone Size’ column of Table 1, authors list the
Minimum Clone Length used by different researchers and the references in support
of their findings are listed in ‘Citations’ column of Table 1.

Kamiya et al. [10] used 30 tokens as their minimum clone length while detect-
ing clones with their token-based clone detection tool CCFinder. Various other
researchers like Kapser and Godfrey [11], Kim and Murphy [12], Jiang et al. [21],
Higo et al. [22], etc. also used the same minimum clone length.

In line-based techniques, different researchers have different opinions. Bellon
et al. [6] used 6 unprocessed lines as their minimum clone length, Baker [14] used
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Table 1 Summary of minimum clone size and units of measurement

Clone detection
technique

Unit of measurement Minimum clone size Citations

Token-based Tokens 30 tokens Kamiya et al. [10]
Kapser and Godfrey
[11]
Kim and Murphy
[12]
Li et al. [13]

Line based Un-processed lines 6 lines Bellon et al. [6]

Non-commented
Lines

15 lines Baker [14]

Lines 50 lines Johnson [15]

Abstract syntax tree
based

AST node Subtree Baxter et al. [1]

Program dependency
graph-based

PDG node Sub graph Komondoor and
Horwitz [16]
Krinke [17]
Komondoor and
Horwitz [18]

Metrics-based
(Function clone
detection)

Function metrics Function body of any
size

Mayrand et al. [19]
Lague et al. [20]

15 non-commented lines as minimum clone length and Johnson [15] used 50 lines.
There are other opinions too, but the authors presented these three to give a general
idea of what is the range of value for minimum clone length when considering line-
based techniques.

Baxter et al. [1] introduced clone detection by means of an Abstract Syntax Tree.
AST (Abstract Syntax Tree) was produced by parsing the source code and then
algorithm was applied on AST to detect the Sub-Tree Clones, thus, using sub-tree as
the Minimum Clone Size and AST nodes as Unit of Measurement.

In literature, a number of researchers used PDG (Program Dependence Graph)
based clone detection technique for detecting clones. Komondoor and Horwitz [16]
used PDG (Program Dependence Graph) to find isomorphic Sub-Graphs. Krinke
[17] presented an approach to identify alike code in programs established on locating
similar Sub-Graphs in an attributed directed graph. This approach was used on the
Program Dependence Graph. Komondoor and Horwitz [18] defined an algorithm for
extricating “difficult” set of statements. Control-Flow Graph of a method and set of
nodes in that CFG that have been selected for removal are the inputs to the algorithm.
At the point when the algorithm finishes, the marked nodes will form a hammock
(they described it as a sub-graph of CFG that has a single entry node, and from this
entry point control moves to a specific outside-exit node), and thus extricating them
into a distinct method and swapping themwith a method call. Thus PDG based clone
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detection technique used PDG Nodes as a Unit of Measurement and Sub-Graph as a
Minimum Clone size.

Another CloneDetection Technique found in the literature isMetrics-Based Tech-
nique. Function Clone Detection Technique uses Function Metrics values calculated
from functions to detect clones at the function level of granularity. Mayrand et al.
[19] presented an identification method to automatically recognize duplicate as well
as near-duplicate functions in huge size systems based on metrics extricated from
the source code exploiting tool DatrixTM. This Clone discovery method utilizes 21
function metrics grouped into four points of evaluation. Each point of correlation
is utilized to compare functions and determine their level of cloning. Eight cloning
levels are then defined as an ordinal scale ranging from exact copy clones to distinct
functions. Lague et al. [20] also used the same above mentioned Clone Detection
Technique. They compared two subsequent versions of the functions on the basis of
the above mentioned 21 DatrixTMmetrics used by the clone detection methodology.
Thus function clone detection technique, which is a metrics-based technique uses
metrics as the Unit of Measurement of clone size and function body of any size for
extracting metrics, so, using function body as a Minimum Clone Size.

Table 1 provides a general understanding of the minimum threshold for Clone
Size used in the literature by different researchers, while the citations in Table 1 may
not be complete.

5 Impact of Clone Length

In the previous sections, this paper discussed what a code fragment is and what is
the minimum clone length used by different researchers. Now, the question arises:

Does Code Clone Length matter in Code Cloning?

To answer this question, the authors present a study byGode et al. [23]. Gode et al.
illustrated their findings, from identifying clones within an industrial C/C++software
system with 1400 KLOC, as revealed in Fig. 4.

In Fig. 4, horizontal axis symbolizes Minimum Clone Length (granularity used
was statements) and a vertical axis represents Clone Coverage in percent. Gode et al.
defined Clone Coverage as “the percentage of source code being part of at least one
clone.”

To show that parameters utilized for clone identification impact the clone cover-
age, they chose three noticeable parameters, a minimum size of clone, the omission
of generated code (G) and whether identifiers and literals are normalized (N) or not.
Now fromFig. 4, it is clear that different value ofminimum clone length and different
combinations of the parameters have a strong effect on clone coverage that ranges
from 19 to 92%. They also compared the clone coverage for different systems with
minimum clone length varying but other parameters were fixed, as shown in Fig. 5.

Gode et al. observed that clone coverage of all software systems declines with
growing minimum clone length. From this study, they established that exploiting
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Fig. 4 Clone coverage using different parameters [23] (figure reproduced with permission)

Fig. 5 Clone coverage of different systems [23] (figure reproduced with permission)

clone coverage for comparing software systems should be taken carefully, as the
result depends on the parameters used.

6 Conclusion and Future Work

As discussed earlier, each Clone detection Technique uses some level or type of
clone granularity i.e. comparison granularity for comparingCodeFragments to detect
Clones, but as discussed, there are number of different types of clone granularities
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and thus number of different Units of measurement for measuring clone length, so,
we don’t have a unique Unit of Measurement, and thus standard Minimum Clone
Size. Different researchers use different ‘Units of Measurement’ and ‘Minimum
Clone Size’, so, our research community should work toward this direction andmake
a standard for ‘Unit of Measurement’ and ‘Minimum Clone Size’ and obviously
this standard must obey the ‘CSIR Rule’ discussed in Sect. 2, only then we can
have better results from the clone detection process and thus better maintenance. To
ascertain the exact extent of clone length required and thus analyze Code Clones,
more comprehensive survey is required which is beyond the scope of this short paper.

Present Clone Detection Tools needs Minimum Clone Size specified by the user,
so, as discussed in Sect. 5, selection of Minimum Clone Length should be done with
care.

Like Code Clone Detection, calculating Minimum Clone Size can also be a Tool
supported, where Minimum Clone Size will be calculated with the help of a tool, so
our community should also work towards this direction.

From the literature survey we did, it is found that this matter of Unit of measure-
ment and Clone Size found a little space in related publications, and thus authors
think that this paper will be a keynote paper towards the study of Code Fragment
and thus the Code Clones.
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Abstract Mobile edge computing (MEC) enables cloud-based services to extend to
edge networks consisting of mobile base systems. MEC provides software and hard-
ware platforms to incorporate seamless and decentralized data management schemes
adjacent to base systems, thus reducing the end-to-end latency of the user. It is an
integral component of the fifth-generation (5G) architecture and operates by provid-
ing innovative IT-based services. MEC spans across multiple authoritative domains
where trust and interoperability among nodes is a prime concern between low power-
enabled sensor nodes, as in the case of Internet of things (IoT)-based environments.
The requirements of trust and interoperability make a blockchain framework appli-
cable to MEC platform. In such platforms, miners can solve computationally expen-
sive proof-of-work (PoW) puzzles containing mobile transactions as blocks added
to immutable ledger so that a substantial amount of CPU computations and energy
constraints are consumed. This article presents a systematic survey of MEC archi-
tecture and introduces a mobile blockchain framework that can be incorporated with
the MEC architecture to facilitate the mining scheme. Then, the article analyzes the
effects of integration of blockchain withMEC platform. Finally, concluding remarks
and future work are provided.
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1 Introduction

The cellular infrastructures of today are facing a demand-driven explosion to provide
quality of service (QoS) to various data-hungry mobile applications [1]. Earlier,
mobile cloud computing (MCC) was proposed as a solution because it integrates
cloud and mobile platforms to increase capabilities of mobile nodes in terms of
storage and energy requirements as a centralized cloud service [2, 3]. MCC suffers
from many security vulnerabilities and latency in data transmission, thus making
it unsuitable for real-time services [4]. MEC addresses the challenges of MCC by
designating cloud resources to edge systems within a radio network (RN). Thus, end-
user accesses data through RN, and hence, user experience is enhanced as powerful
computing is now possible with services like location and context awareness closer to
the user [5, 6], within normally 1–2 hops. This drastically reduces end-to-end latency
and solves issues related to network congestion. Figure 1 shows theMECarchitecture
which includes modular routing [7], network scalability [8], and platform services
[9].

Thus, IoT-enabled mobile devices can access the edge servers to enhance com-
puting capability and meet the low latency requirements as imposed by 5G [10]. The
above promising architecture, however, has some serious drawbacks. In a distributed
computing environment, the edge network analytics support serves as centralized
support to various mobile users within an RN. Moreover, the edge network engine
undergoes a highly power-intensive CPU computation due to ever-increasing data.
This leads to more battery drain of mobile devices even in the presence of low pow-
ered protocols in mobile-based IoT applications like Message Queuing Telemetry
Transport (MQTT) and Constrained Application Protocol (COAP). Also, as mul-
tiple authoritative domains have built their infrastructure over the cloud, we need
a trust-based mechanism between the various communicating systems. Blockchain
comes to the rescue by providing a trust-enabled smart edge network system [11],
where a service provider can facilitate IoT-enabled mobile devices to operate via
edge computing service node to support various blockchain applications.

As shown in Fig. 2, a blockchain is a distributed ledger over a public or private
network that records transactions between peer nodes that do not trust each other. The
information or data as transactions are hashed, verified, and mined into blocks which
are added to the chain by miners based on a consensus mechanism. The addition

Fig. 1 MEC architecture
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Fig. 2 A simplified look of blockchain architecture

of blocks is always done to the longest valid chain. This rule of longest chaining
allows recorded transactions in blocks to be immutable as any change to the block
will change hash value leading to the invalidation of blocks. Thus, the valid chain
provides a history of transactions as logs which can be verified and created at any
moment in the network.

The rapid growth of business processes has led to an inevitable requirement of
shifting security processes over blockchain networks as they ensure trust and trans-
parency. Today, blockchain is gaining more agility as it is integrating with many
domains like finance [12, 13] in the form of digital assets, remittance, and online
payments. Also, blockchain is widely used as emerging technology in IoT [14, 15],
smart contracts [16], healthcare industry [17, 18], voting [19], and verification of
educational documents [20]. Further, blockchain can be used in a transactional man-
ner in tracking tangible luxury items, intellectual property rights, and many other
uses.

Blockchain achieves consistency in transactions by accounting for auditability,
atomicity, and integrity of data over distributed autonomous platforms, where peer
nodes do not trust each other. They are similar to distributed systems where nodes
continuously check other nodes integrity using a consensus protocol to agree on a
common state of the chain. The chains are cryptographically auditable as they rely
on Merkle root value and order-execute architecture in which blockchain network
orders the transactions first using a consensus protocol and then executes them in
the listed order in all peer nodes in a sequential manner. The entities involved in the
transaction performs an update to their local copy of the document which is then
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added by computing the hash value of the document which could be digitally signed
using users’ private/public key pairs and added to the chain. The validation of the
transactions is done by miners which add a block to a chain. This logical chaining
is done by the process of hashing of data blocks, where any block Bi stores the hash
of its previous block Bi-1. The hash in any ith block is computed as Hi = f (inputi,
IDi, Timestamp, Hi-1) where inputi is the input document, IDi is the digital identifier
associated with the document, Timestamp is the current timestamp value, and Hi

and Hi-1 are the hashes of current and previous blocks, respectively. The blocks link
to form a trace back to the genesis block, thus allowing consensus in a blockchain
network.

Also as shown in Fig. 3, all the hash are computed and used to form the hash at
the next higher level in the chain. This is the concept of Merkle tree, and the final
Merkle value is stored in a block; hence even there is a tamper in one of the blocks,
it leads to complete invalidation of all blocks in the path, to the genesis block. This
makes the blockchain system “tamper-proof and secure.”

To add a block, a miner must solve a puzzle in a challenge-response environment
by guessing starting bytes of the block in such a way that the hash of the block is
smaller than the acceptable target hash value. Each block acts a puzzle for a miner

Fig. 3 Overview of blockchain transactions and Merkle root
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which is termed as nonce or difficulty value. Once the nonce is solved by a miner, the
block gets appended to the existing validated chain by appending the hash value of
the chain to the block. The above concept is also known as “proof-of-work (PoW)”
in a blockchain network. The copies of the new block are added to all nodes in the
network maintaining consensus.

The remainder of the article is organized as follows. Section 2 provides an
overview of MEC architecture. Section 3 provides the technological aspects of inte-
gration of blockchain in MEC and designing of mining as a service (MaaS) in MEC
architecture. Section 4 discusses the proposed framework for mobile blockchain in
MEC with possible rewards schemes for miners. Finally, Sect. 5 discusses future
directions and concluding remarks.

2 Overview of MEC Architecture

2.1 Modulars in MEC

MEC refers to service environment close to the user within an RN. Thus, deploying
MEC as base station improves bottlenecks and increases system robustness [4, 21].
According to the technical white paper by the European Telecommunications Stan-
dards Institute (ETSI), MEC can be categorized as on-premises, proximity, lower
latency, location awareness, and network context information [22]. MEC can be
implemented as a software entity such as Open vSwitch (OVS) [23]. MEC platforms
include three functionalities, namely routing modular, network capability exposure
modular and management modular. Routing modular is responsible for forwarding
packets between RN and user. We can define a software-defined flow to smoothly
conduct the offered load. Network capability exposure modular securely provides
network services like location, video/voice calling through the invocation of suit-
able application programming interfaces (API), thus providing platform as a service
(PaaS) [24]. Management modular deals with the management of local IT infras-
tructure in third-party applications forming infrastructure as a service (IaaS), such
as OpenStack [9]. The interactions among the modulars are shown in Fig. 4.

2.2 The MEC Architecture

A radio access network (RAN) is used at the lowest level of communication which
facilitates the connections between the mobile devices and the edge network [25].
The RAN networks normally employ a 4G long-term evolution (LTE) and distribute
a wide geographical area in smaller clusters, which are then controlled by radio
network controller (RNC). The RNC is responsible to control the base station nodes
and to carry out network management functions.
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Fig. 4 Interaction among various modulars in MEC architecture

The three-layer MEC architecture is proposed as follows:

1. User Interface Layer—The user layer is normally the devices which gather
data like mobile, IoT sensors, social networks, and big-data applications which
normally communicate with the RAN network. The applications need to transfer
huge data for computation to the MEC edge servers.

2. MEC Servers—It is the most important part of the architecture, and it mainly
consists of geo-distributed user interface layer. The user layer is normally the
devices which gather data like mobile, IoT sensors, social networks, and big-
data applications which normally communicate with the RAN network. The
applications need to transfer huge data for computation to the MEC edge servers
or virtual servers that have built-in IT capability. These MEC servers provide
content offloading services where the useful content of the applications could
be kept at servers and downloaded whenever required. This ensures resource
optimizations and saves useful time.

3. Cloud Servers—The content which is only requiring heavy computations is
forwarded to the cloud platform, and the results are shared back to the MEC
server.

As shown in Fig. 5, at the edge of the architecture we have mobile devices which
install application and process data. The applications communicate with a middle
layer, which are MEC servers which is a virtualization of the cloud services and
incorporates a local infrastructure, thus provide infrastructure as a service (IaaS). All
the extensive computations are now performed at theMECnodeswhichmake a quick
response to a user application. At the top level, we have the cloud-based services
for computations not possible at edge level, and one deployment is performed at
cloud nodes, content replicas are again maintained at MEC nodes to facilitate faster
processing.
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Fig. 5 MEC architecture

3 Blockchain Consensus and Mining in MEC Architecture

3.1 Security Issues in MEC Architecture

A joint collaboration between the European Telecommunications Standards Institute
(ETSI) and Industry Specification Group (ISG) standardized the MEC architecture.
MEC also operates upon 5G infrastructure-based public–private partnership (PPP)
[14]. MEC can be characterized into various forms such as on-premises, proxim-
ity, lower latency, location awareness, and network context information [26]. MEC
architecture suffers from security and privacy concerns. Some of them are listed in
Table 1.
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Table 1 MEC security architecture issues

Security parameters Services violation Possible attacks

Confidentiality Location aware services to the
end-user

Interception, packet sniffing
of MEC and cloud channels

Integrity Multi-management domains,
sharing identifications in
cloud servers

Authentication from an
attacker on cloud platforms,
masquerading sensitive
information from cloud
servers

Availability Compromised IoT sensors
operating on cloud storing
user data

Distributed
denial-of-service(DDoS)
attacks, ripple effects

MEC server security Physical security breaches,
design flaws, configuration
errors

DDoS Attacks, hijacking of
cloud servers

Cloud virtualization security Bot virtual machines created
to drain out computational
resources

Agent-based attacks,
malfunctioning application
programming interfaces
(API), byzantine attacks

End-device security Inject false values or
information to systems

Injection attacks,
compromised systems

3.2 Blockchain-Based Solutions

A blockchain-based edge computing system works in the following manner. Firstly,
a blockchain user creates a transaction which can be transferred to a neighboring
node. Each neighboring peer now collects the transferred transactions over a certain
time period discarding the fake transactions. After the time period, the neighboring
peers pack the transactions in a block mining is done by solving a difficulty based
nonce called PoW. The mined blocks are now validated by a majority of peers and
appended to the longest-running chain achieving consensus.

As shown in Fig. 6, the data stored in cloud servers are passed through IP routers
normally employing type of service handshake parameters with client applications
and passed to the MEC service providers, normally within an RN. The RN can use
communication technologies like 5G and provide smaller MECs to serve smaller
cells. These cells, normally called microcells, or picocells or femtocells as in the
case of 5G architecture, try to provide dedicated service to smaller user groups. This
acts as an edge layer to end-user devices. The transactions performed by end-users
are then mined as blocks and stored in either public or private blockchain networks.
Several approaches are applied to achieve trust and low powered computations as
discussed below.

Designing Complex Proof-of-Work Systems—An attacker can create a piece of
false blockchain information and bot users in the network. Then, using these bots
he can create false transactions and fake blockchain information. These attacks are
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Fig. 6 MEC-enabled blockchain network

known as Sybil attacks. One way to curb these attacks is to increase the difficulty
of mining algorithm so that an attacker does not have enough computing resources
in resource-constrained environments; hence, the environment cannot support the
attacker. The attackers provide a nonce value that minimizes the hash value of the
packet header below the required threshold of the difficulty level [27]. To manipulate
the network, the attacker has to gain a majority in consensus; i.e., it has to achieve
a computing power of 51% of total network power. Since the attacker has to hold
51% of the computing power in the network to manipulate the network, this becomes
computationally infeasible in a resource-constrained environment.
Designing Mining as a Service (MaaS) for Mobile Blockchain—Considering the
requirements for IoT-based environments, authors in [14] suggested the incorporation
of many blockchain-based solutions that operate at low energy and lower communi-
cation overheads. Since IoT devices combine many low-powered sensor and actuator
devices, exchange of information over geographically distributed environment poses
a major challenge. Further, the complexity of the mining algorithm in limited energy
levels of the network becomes a challenging issue. The solution to the above prob-
lem is allowing small data servers in an RN to accept offloaded jobs to execute from
adjacent mobile and IoT devices [26] in a MEC-enabled blockchain environment.
Allowing this local computation solves the problem of blockchain deployment in
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IoT by allowing PoW difficulty based puzzles, strong hashing algorithms, encryp-
tion of data, and achieving distributed consensus. The above integration facilitates
cloud hashing and achieving mining as a service(MaaS) in which a user can buy soft-
ware services in the cloud, to mine blocks and generate incentives, without actually
investing in installing hardware platforms. This allows miner nodes to be sufficiently
closer to the edge devices, which further reduces the overall complexity and propaga-
tion latency for the end user which is suitable in resource-constrained environments,
normally found in delay-sensitive IoT-based services. A suitable example would be
providing authentication-enabled data privacy for smart homes and smart grid-based
systems where the MaaS nodes can be deployed near to grid meters to execute smart
contracts and compute resource reservations required for the user. Extra resources
allocated to grid nodes are not executed as they are not part of the smart contract. The
above scheme allows flexible user resource reservation, which is the key requirement
in smart automated IoT-based systems.
Designing Optimal Parameters for Balancing Resource Demands in Mobile
Environments—Due to limited energy, practically demand of all users may not
be fulfilled. This leads to a resource allocation problem. Also, a particular user may
define a software-defined networking (SDN) flow and have a different set of value for
a service than another user. The valuation depends on certain factors like the number
of transactions in a block andmining rewards. The edge computing provider can thus
maximize profits by adjusting the price levels based on the demand of competing
users. Thus, a direct proportionality can be achieved giving an optimal economic
model for resource allocation in an edge computing environment.

4 Proposed Mobile Blockchain-Enabled Edge Framework

The data recorded by the sensor nodes are first sent to the edge servers that will
now run the client blockchain application, thus allowing the mining of nodes on
edge servers, instead of sending data to cloud platforms. The basic steps can be now
computed as follows:

• Each user Ui, where i = {1, 2, 3, … N}, will run the client-based blockchain API
for recording the data on their systems. These data or readings are recorded as
transactional data for these systems.

• The proposed framework will consist of N users, or systems, which will act as a
miner node. The role of miner nodes is to send a request for seeking computa-
tional power to the edge computing server, normally running the server version
of blockchain API synchronized with the client-based API interface. The server
application might be running Ethereum or Ripple for the execution of smart con-
tracts to provide smart reservation aswell as guaranteeing only the desired resource
requirement. Thus, smart execution leads to the exact resource reservation to the
miner nodes.
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Fig. 7 Proposed mobile blockchain-enabled edge computing framework

• The above scenario leads to offloading of computational power to the edge systems
which provides the desired MaaS to the miner nodes. The miner nodes now can
solve the PoW puzzles on edge nodes, and their pricing schemes are now governed
by the edge nodes rather than the cloud nodes leading to the efficient design of
pricing mechanisms for the miner nodes. In addition to this, MaaS also provides
user infrastructure to build efficient cloud-based applications.

As shown in Fig. 7, the edge computing server or theMEC deploys the infrastructure
on a service provider on which the mining as a service is performed and the reward
scheme for miners is decided at the middle level. The details are then transferred to
the cloud server where the resource pricing is decided for using infrastructure ser-
vices and informed back to the client. The client can also occasionally offload jobs to
be executed at the edge server and blocks are formed by miners once the transactions
are verified and added to the chain. The resource-intensive PoW puzzles are solved
by miners by taking resources from service provider; hence, the proposed architec-
ture does not drain the limited energy or battery power of the mobile devices; thus,
trust management is now added to the edge platform using blockchain network; and
dually, the limited energy sources of the client node are also saved. This framework
will be beneficial to operate in low-powered energy environments, namely moni-
toring services in IoT platforms where sensors can be installed in client nodes and
monitoring can be done at MEC servers.
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5 Conclusions and Future Work

In this article, we have proposed a blockchain mining framework that can solve
complex proof-of-work (PoW) puzzles for mobile blockchain applications, espe-
cially for IoT-based mining tasks where resource optimization is a major concern. In
the future, we would like to explore the results and the impact of the mining scheme
and rewards and pricing of miners.Wewould also like to develop an efficient reward-
based scheme for miners and also a consensus scheme which will simulate the block
addition by solving PoW puzzles in such low-powered environments.
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Performance Evaluation of Snort
and Suricata Intrusion Detection Systems
on Ubuntu Server

Alka Gupta and Lalit Sen Sharma

Abstract Network intrusion detection systems (NIDS) are emerging as a reliable
solution in providing protection against threats to integrity and confidentiality of the
informationon the Internet. Twowidely usedopen-source intrusiondetection systems
are Snort and Suricata. In this paper, Snort and Suricata are compared experimen-
tally through a series of tests to identify more scalable and reliable IDS by putting the
systems under high traffic. Results indicated that Snort had a lower system overhead
than Suricata and utilized only one processor on amulti-core environment. However,
Suricata evenly utilized all the processing elements of the multi-core environment
and provided higher packet analysis rate. For malicious traffic, both Snort and Suri-
cata dropped packets with Snort on the higher side for low traffic rate and size. But
with large packet size and high rate of malicious input traffic, Suricata dropped more
packets as compared to Snort. It was also observed that the memory utilization of
Suricata depended on both the size of traffic and the amount of malicious traffic;
whereas, memory utilization of Snort was independent of the input traffic.

Keywords Snort · Suricata · Performance · NIDS ·Multi-threaded ·Multi-core ·
Experiment

1 Introduction

Attempts to breach into information systems and networks are on a rise [1], and for
combating them we need network intrusion detection and prevention system (NIPS)
which capture and inspect network packets for signs of any malicious activity. In
real-time networks, traffic may vary over a large range and keeping up with all
the traffic while inspecting it is a processor-intensive as well as memory-intensive
activity which may add to network latency. If NIDPS is unable to keep pace with the
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traffic in real time, then uninspected packets are either dropped, causing problems for
genuine traffic, or forwarded without checking, posing a threat to network security.
Another issuewith IDS is the amount ofmemory theNIDPS consumes.ManyNIDPS
like Snort buffers the network data in memory while analyzing it, and so running
out of RAM to store network data can lead to dropping of packets. So, a reliable,
accurate, scalable andmemory-efficientNIDPS is required to ensure the security and
interminable performance of the network at all times.

Network intrusion detection systems monitor the network and identify and report
the entities that are attempting to compromise the confidentiality, integrity or avail-
ability of a resource. Intrusion prevention system, however, performs the same pro-
cess,with an added ability to even block the intrusion attempts. Snort and Suricata are
two open-source NIDS/NIPS which are extensively used for monitoring, detecting
and preventing of information security attacks on networks. The proposed research
work will provide accurate, detailed, current and technical information about the
performance measurements of Snort and Suricata. This would help in finding the
performance bottlenecks in order to improve the detection rate of the IDS.

1.1 Snort

Snort, developed by Martin Roesch, was initially launched as a lightweight cross-
platform packet sniffing device [2] and was later released with IDS feature in 2003.
It is an open-source development methodology where users can contribute to the
development of the system by suggesting modifications in source code, report bugs
and suggest bug fixes. It has now evolved into a powerful intrusion detection and
prevention system, and more than 5 million [3] users have downloaded it till date.

Snort can be configured in three main modes: sniffer, packet logger and network
intrusion detection. In sniffer mode, the system reads network packets and displays
themon the console. In packet loggermode, it logs the packets to the disk; whereas, in
intrusion detection mode, the systemmonitors network traffic and analyzes it against
a rule-set defined by the security analyst. The program will then perform a specific
action based on what has been identified. Snort uses a rule-driven language which
combines the benefits of signature, protocol and anomaly-based inspection methods.
SNORT uses deep packet inspection (DPI) for examining packets over stateful packet
inspection (SPI) as SPI inspects only packet header; whereas, DPI first examines the
packet header, but in cases where this is not sufficient it goes on to examine the packet
contents as well. In addition to this, DPI is also capable of examining the contents
across multiple packets.
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1.2 Suricata

Suricata is developed by Open Information Security Foundation (OISF) under a
project funded by the US Department of Homeland Security in order to build an
alternative to Snort. Suricata is an open-source, free, fast and robust detection engine
which is capable of real-time intrusion detection (IDS), inline intrusion prevention
(IPS), network security monitoring (NSM) and offline pcap processing. It is a multi-
threaded application unlike Snort and has an extensive and powerful rule-set and
signature database for detecting a wide range of network threats. It works on Linux,
FreeBSD, Open BSD, Mac and Windows.

1.3 Snort Versus Suricata

With Snort being the most popular and widely used IDS, the need for Suricata arises
from the performance limitations of Snort’s single-threaded architecture. As Snort
compared all incoming packets with its rule-set to identify threats and so when it
is exposed to a high rate of malicious traffic, it tends to drop packets. This task of
comparing packets with multiple rules can be parallelized, and so a multi-threaded
comparison engine can prove out to provide higher performance and scalability with
less or no packet drops. Table 1 lists some points of difference between the two.

Table 1 Comparison of Snort and Suricata IDS

Parameter Intrusion detection system

Snort Suricata

Multi-threaded No Yes

Operating systems All All

Developer Sourcefire Open Information Security
Foundation

Rules VRT Snort rules, SO rules,
pre-processor rules, emerging
threats rules

Emerging threats rules, VRT
Snort rules

Installation Manual or using packages Manual or using packages

User-friendly More Less

Documentation Well-documented and
provides solutions to common
issues

Not well-documented

Cost Commercial version has a
price

Free

GUI Large number of compatible
GUIs

Very few

High-speed network support Not present Present
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Suricata has an added functionality of application-aware detection rules which
help in detecting protocol-specific traffic on non-standard ports and can apply
protocol-specific log settings to these detections as well. This ability is also pro-
vided in Snort but to a small extent using OpenAppID. Snort also contains features
unavailable in Suricata such as the option of hiding certain rules that are not required
for inspecting particular network traffic.

2 Previous Work

Whitea et al. in [4] compared the performance of Suricata with Snort (single and
multi-instance) on the basis of scalability and performance. They performed a total
of 8600 tests by varying the number of cores used (1–24 cores), the rule-sets used
for signature comparison, the workload used to obtain results and the configuration
of both the IDSs. The metrics used for comparison were packets per second (PPS)
as processed by each IDS, the amount of memory used by each IDS process and
the CPU utilization. Results showed that both Snort and Suricata were scalable but
Suricata outperformed Snort in almost all the test scenarios. Suricata also exhibited
lower average memory usage and lower average CPU utilization.

Thongkanchorn et al. in [5] compared and analyzed the detection accuracy of three
popular open-source intrusion detection systems—Snort,Suricata andBro IDS.They
studied the effect of number of active rules, different traffic rates and eight types of
attacks on the evaluation efficiency of the intrusion detection systems and concluded
that the use of different set of rules (active rules) for different attack types resulted
in increased accuracy of the IDS. Also, Bro IDS showed better performance among
other IDS systems when evaluated under different attack types and using a specific
set of active rules.

In [6], Snort, Bro and Suricata are compared to know their advantages and disad-
vantages by following two stages of tests, scanning and penetration. They concluded
that Snort and Suricata were easy to install and update rules, Bro requires the least
amount of resources, and with Suricata the computer hung a number of times.

In [7], the performance of Snort and Suricata is analyzed packet loss at different
traffic rates ranging up to 2 Gbps. The results detected a significant increase in the
packet drop with the increase in traffic speed. Also with increase in the packet size,
the packet loss decreased. However, the results seemed inconsistent with regard to
packet size, and the results are not inferred properly.

Snort and Suricata are compared on network traffic of Naval Postgraduate School
in a series of three tests [8]. Both IDSs generated false positives and false negatives
which were attributed to weaknesses of the rule-sets used for the tests. Suricata
required more memory and CPU resources than Snort but is scalable and can accom-
modate an increase in network traffic without requiring multiple instances. As the
experiments are conducted on a virtual environment with a huge amount of data, the
statistics were not accurate and IDS may behave different for a real network.
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3 Experimental SetUp

The performance of Snort and Suricata is compared in network intrusion detection
mode by analyzing their performance under high-speed and heavy load conditions.
Snort v2.9.12 is installed in its default configuration with 8453 rules provided by
Snort Vulnerability Research Team (VRT). D-ITG is used to generate malicious
traffic. The test bench consists of six computers in a star topology connected via
a D-link web smart DGS-1210-16 16-port switch using 1.0 Gigabit Ethernet cable
as shown in Fig. 1. Four traffic generators are used to generate high rate of traffic
using D-ITG. Same traffic is sent to both the servers with Snort and Suricata to get
accurate results. The hardware specifications of the systems are shown in Table 2.

Tests were conducted to evaluate and compare the performance of Snort and
Suricata for different packet sizes (1400, 1024, 512 bytes) at different traffic rates

SNORT 
Ubuntu 18.04 server

16-port SwitchTraffic Generator 1 Traffic Generator 4

Traffic Generator 2

Traffic Generator 3

SURICATA 
Ubuntu 18.04 server

Fig. 1 Experimental setup

Table 2 System specifications

Machine Description Specifications

Traffic generators 1–4 Dell Intel(R) core(TM) i3-3110M
CPU @ 2.40 GHz, 8 GB RAM

Linux Ubuntu with D-ITG traffic
generator

Snort v2.9.12 Hp Intel(R) core(TM) i7-4770M
CPU @ 2.40 GHz, 8 GB RAM (8
cores)

Ubuntu 18.04 server

Suricata v4.1.2 Hp Intel(R) core(TM) i7-4770M
CPU @ 2.40 GHz, 8 GB RAM (8
cores)

Ubuntu 18.04 server
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for TCP. The tests were performed at different packet rates of 10,000, 20,000, 30,000,
40,000 and 50,000 packets per second. The traffic generators were sending traffic
to both the servers with the two IDSs for about 60 s. The sizes of packets used for
test are intentionally chosen to be below one maximum transmission unit (MTU) as
Internet traffic normally consists of packets pertaining to these sizes.

Snort version 2.9.12 and Suricata version 4.1.2 have been installed in their default
configurations, and they write outputs to their respective files located in the default
log directory. In order to get accurate results, both the IDSs are installed on dedicated
machines with no background activities. Same rules are used for both the signature-
based detectors, viz. SNORT VRT rule-set and emerging threats rule-set. The study
further evaluates the effect of two types of traffic on the performance of IDS: (1)
normal traffic (with no or less than 100 alerts) (2) malicious traffic.

Four performance metrics are used to calculate and compare the performance of
the two IDS in different test scenarios. These metrics are based on the parameters
that impact the performance of the IDS. The evaluation parameters are as follows:

• Packet drop: It is the total number of packets that were dropped by the IDS and
were not checked. More the value of packet drop, less is the performance of IDS.

• Packet analysis rate: It is the total number of packets analyzed by the IDS per
second. It is calculated using the formula: Total packets analysed by I DS

60• More the value of packet analysis rate, higher is the performance of IDS.
• CPU utilization (in %): Percentage of total amount of processing resource used
by the process.

• Memory utilization (in %): Percentage of total amount of physical memory
utilized by the process.

4 Results and Observations

For this experiment, TCP packets of different sizes (512, 1024 and 1400 bytes) are
sent at different rates of 10,000, 20,000, 30,000, 40,000 and 50,000 for 60 s to both
Snort and Suricata, and number of packets analyzed and dropped by both the IDSs
are recorded. Figure 2 illustrates the performance of both IDS systems for the packet
size 512 bytes for both normal and malicious traffic.

With the increase in traffic rate, the packet analysis rate of both the IDSs also
increased for packet size of 512 bytes. The packet analysis rate of Snort was always
less than Suricata for all traffic rates of normal andmalicious traffic except for normal
traffic at 30,000 packets per second. Also, packet analysis rate of normal traffic is
more than that for malicious traffic for both the intrusion detection systems.

At the packet size of 1024 bytes, Suricata always showed better packet analysis
rate at all traffic rates for both normal andmalicious TCP traffic. Also, packet analysis
rate of normal traffic ismore than that formalicious traffic for bothSnort andSuricata.

Figure 3 shows the performance for a larger packet size of 1400 bytes. Both the
IDSs showed similar performance to that of packet size (1024 bytes). The number
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Fig. 2 Packet analysis rate of TCP traffic of packet size of 512 bytes
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Fig. 3 Packet analysis rate of TCP traffic of packet size of 1024 bytes

of packets analyzed by Snort is always less than that for Suricata for both normal
and malicious traffic (Fig. 4).

During the tests, the CPU utilization andmemory utilization have also been evalu-
ated for both Snort and Suricata for all the test cases. In the following tables (Tables 3
and 4), CPU utilization of both the IDS systems for packet sizes of 1024 bytes and
1400 bytes is given for different traffic speeds.

For packet size of 1024 bytes, with the increase in traffic rate, the CPU utilization
also increases linearly for both the IDSs. Snort, which is a single-threaded applica-
tion, has a higher CPU utilization for malicious traffic than normal traffic as more
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Fig. 4 Packet analysis rate of TCP traffic of packet size of 1400 bytes

Table 3 IDSs CPU utilization for TCP traffic—packet size of 1024

Traffic rate (in
packets per second)

Snort
Normal

Snort
Malicious

Suricata
Normal

Suricata
Malicious

10,000 10.59 19.43 52.1 71.8

20,000 21.6 35.72 62.6 81.2

30,000 25.5 44.06 83.04 99.06

40,000 31.23 48.4 104.7 105.89

50,000 33.5 61.73 106.13 132.2

Table 4 CPU utilization for TCP traffic—packet size of 1400

Traffic rate (in
packets per second)

Snort
Normal

Snort
Malicious

Suricata
Normal

Suricata
Malicious

10,000 11.9 19.49 53.63 66.14

20,000 17.11 35.95 67.61 79.17

30,000 23 44.64 87.39 97.38

40,000 27.46 51.61 103.59 108.1

50,000 35.73 63.71 113.86 140.92

processing is required for identifying and logging a malicious packet on the disk.
Similar behavior is shown by Suricata; however, as it is a multi-threaded application
and the tests are carried out on eight-core system, the CPU utilization is more than
100%. In this case also, the CPU usage is more for malicious traffic than for normal
traffic.
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For larger packet size of 1400 bytes, CPU utilization is generally more than that
for packet size of 1024 for all the four cases. Here, also for both the IDSs, CPU
usage for malicious traffic is more than that for normal traffic due to more processing
required in logging the alerts.

The amounts of packets that go unchecked by the IDS are summed up as dropped
packets. More the number of dropped packets, lesser is the efficiency of the IDS. In
Fig. 5, the malicious packets dropped by both the IDSs for two different packet sizes
(1024 and 1400 bytes) and five different packet rates are represented. When normal
traffic was sent, no or less than 1000 packets were dropped. When malicious packets
were sent, the number of packets dropped was very large. For small packet size of
1024 bytes, both the IDSs show low packet drops but as rate increases from 30,000
packets per second, dropped packets increase from 5000 to 37,000 in 60 s.

For packet size of 1400 bytes and at higher traffic rates of 40,000 and 50,000,
dropped number of packets is very high. The number of packets dropped by Suricata
is low than Snort for lower traffic rates but as traffic rate reaches 50,000 packets per
second, the number of packets dropped by Suricata showed a high jump. This shows
the incapacity of both the IDSs to handle traffic of larger size at high rates.

Memory utilization percentage which gives the total amount of physical memory
utilized by the process is given in Tables 5 and 6 for both the IDSs. The memory
utilized by Snort is independent of traffic rate and type of input traffic; whereas, for
Suricata, memory utilization is proportional to the amount of malicious traffic in the
input.
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Fig. 5 Packet drop for malicious traffic of packet size of 1024 and 1400 bytes

Table 5 Memory utilization (in %) for packet size of 512 bytes

Traffic rate (in
packets per second)

Snort
Normal

Snort
Malicious

Suricata
Normal

Suricata
Malicious

40,000 14.7 14.7 11 11.4

50,000 14.7 14.7 11 11.7
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Table 6 Memory utilization for packet size of 1400 bytes

Traffic rate (in
packets per second)

Snort
Normal

Snort
Malicious

Suricata
Normal

Suricata
Malicious

40,000 14.7 14.7 11 11.8

50,000 14.7 14.7 11 12.2

5 Conclusion

The work presented in this paper focused on evaluating and comparing the per-
formance of two well-known IDSs: Snort and Suricata in high-speed network. Both
Suricata and Snortwere evaluated on high-performance systems under various traffic
speeds with different packet sizes and different types of traffic. The results revealed
that due to Suricata’s ability of utilizing multiple cores uniformly, it showed better
packet analysis rate than Snort in almost all the test cases and is scalable to accommo-
date increased network traffic. However, at high packet rate of 50,000 pps and large
packet size of 1400 bytes, it showed an abrupt increase in the amount of dropped
packets. Also, Suricata’s multi-threaded architecture requires more CPU resources
than Snort, and it was found that the average CPU use of Suricata on multi-core
system was nearly double of that for Snort. This could be attributed to the overhead
required to manage multiple detection threads in Suricata. The memory utilization
percentage of Suricata depends on the rate and type of input traffic unlike Snort.

Snort is lightweight and fast but limited to its ability to scale, but its processing
overhead is less than that of Suricata. Suricatawhen deployed on single-core system
is expected to show low performance. So, if resources and scalability are limited,
then Snort still remains the first choice. But if network is scalable and processing
cost is not an overhead, then Suricata emerges as an ideal choice.
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Global Smart Card ID Using RFID:
Realization of Worldwide Human
Mobility for Universal Validation

Praveen Kumar Singh, Karan Dhawan, Neeraj Kumar
and Bineet Kumar Gupta

Abstract Today, human still carry number of cards to authenticate their identities
across the globe. Smart cards possess potential to substitute all other existing IDs by
smart card IDs at national and global level. Contemporary issues of terrorism and
illegal migrants across many international borders too support the cause of seeking a
viable solution. This paper has examined the evolution and necessity of human iden-
tification along with current worldwide scenario of existing national IDs. Integration
of biometrics with smart card technology presents a strong authentication tool to the
identity card holder. This paper offers an insight into the feasibility and technological
aspects of this potential application. A recent trend of using radio-frequency identi-
fication (RFID) and biometric technologies for personal identification in e-passports
and other applications too paves the way to explore a global identity solution [1].
However, apart from the technological challenges, there are policy and legal con-
straints imposed by various governments across the globe which acts as a barrier and
has been briefly touched upon in this paper. In order to accommodate the massive
global IDs, an IPv6-based numbering scheme has been proposed for identity regis-
tration and data access of every human across the globe in this research paper. The
state-of-art technologies and IoT with its widespread usage facilitates this proposal
of integrated global ID solution incorporating smart card with RFID and biomet-
ric technologies against a multipurpose universal ID framework [2]. This study has
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also highlighted the future promises and the major research impact of the proposed
application.

Keywords Smart card · RFID · Biometrics · IPv6 · IoT · E-ID · Radio frequency ·
LF · HF · UHF · Database · Cloud computing · DNA · ISO · Standardization

1 Background

Identity verification has always been the endeavor of mankind. Initially, the most
common method was to rely on one’s memory to identify another person. Then,
almost 100,000 years ago new identificationmethods like physical display of jewelry
or other decorative goods were found in South Africa, Algeria, and Israel. Another
alternative was tattooing dated back to approximately 2000 BC in Ancient Egypt [3].
Thereafter, identification evolved to the written word in 3800 BC during the Baby-
lonian Empire. The Roman Empire further developed data collection techniques and
a variety of identity documents like birth certificates and citizenship records were
introduced. King Henry Vs of England introduces passports in 1414. In 1829, the
British Parliament enacted the reforms of Prime Minister Robert Peel to place more
emphasis on printed records which became the precursor to modern government
databases that link to ID cards [4]. In the late 1870s, Sir William Herschel made
a biometric breakthrough. This evolved into fingerprint classification and was later
automated by the Japanese in the 1880s. By 1936, USA had also begun rolling out
their Social Security number cards and some other countries too followed the suit.
It was not until 1977 that the USA computerized its paper records and paved the
way for “smart cards.” RFID, an auto identification technology in World War II was
first time used to detect aircrafts of their friends or foe by the Britishers [5]. It took
almost more than five decades to see it as commercial viability mainly due to cost
propositions. This technology has evolved since then tremendously [6–8]. Since the
World Trade Center tragedy of September 11, 2001, there has been sea change in
outlook for IDs in relation to policies by worldwide governments.

2 Introduction

Establishing an identity today for self is a painful process due to requirement of hav-
ing separate IDs like official ID card, PAN card, library cards, canteen cards, Voter
ID, Passport, Driving Licenses, Ration card, etc., for a variety of purposes [9]. A
multipurpose national ID is one of the obligatory prerequisites for all the countries
to offer all their basic necessities ranging from education, housing, transportation,
medical services, financial transactions, etc. The major challenges which are needed
to be tackled with strenuous endeavors include registration for each and every cit-
izen, finding out technical solutions, putting down government policies as well as
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identifying all the legal barriers. Various governments including India have concep-
tualized the need of having a single identity at national level. There is a need to have
an integrated ID solution at national level against the data management necessity,
accountability, availability, security, cost coverage, privacy, and so on [10]. Further,
a mechanism for worldwide mobility of all human beings too needs to be explored.
In this study, it is proposed to incorporate existing technological platforms like smart
cards, biometrics, and RFID to accomplish desired dividends.

Depending upon the degree of authentication needed to access, all institutions
or services have been categorized in three different classes in this research study.
Emergence of IoT is quite significant in this perspective. Cloud computing offers
tremendous potential to accommodate such colossal database, and it has been pro-
posed as a viable solution in this research study to address the requirement of database
management. Ability of RFID technology to discern all the RFID tags in the vicinity
within the equipment range without any requirement of line of sight distinguish it
from other such applications [11, 12]. Use of RFID with smart card ID can facilitate
to track a mobile user in real time. Thus, integration of these combined technical
platforms of smart card, RFID, and biometrics offers a viable ID solution for any
country at national level. However, to expand such solution to global level will be
comprised with enormous challenges mainly due to want of frequency harmoniza-
tion, standardization, unison data structure, management of the colossal database,
etc.

3 A Brief Technological Overview

Smart card ID holds a potential for substituting all existing ID cards through a sole
smart ID card to provide the craving solution. Real-time tracking with precise posi-
tioning and dynamic corrections of all types of mobile objects are now achievable
through RFID. Various biometric technologies incorporate the peculiarities of voice,
signature, Irish, fingerprint, face, or hand in verification of users. Several biometric
algorithms have been proposed and tested to enhance the prospects of authentica-
tion [13, 14]. There is a possibility exist to combine biometrics with smart card and
RFID technologies and strengthen the authentication against a fool proof solution.
A very brief overview has been discussed on smart card, RFID, and biometrics in
succeeding paragraphs.

3.1 Smart Card Technology

A smart card is as a portable card which can compute, store, and holds the data in an
embedded processor chip in a secure storage for authentication of user’s identity. It
utilizes an integrated circuit (IC) chip embedded with internal memory [15]. A smart
card connects with a reader either through a physical contact or by a radio frequency
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Fig. 1 A plastic smart card’s
structural sideway view

Electronic Module of
Smart Card

Integrated Circuit (IC)

ISO contacts

A Pl c Smart Card

Epoxy Layer

(RF) through contactless interface. Embedded microcontroller allows smart cards to
establish mutual authentication, biometric matching, or encryption to communicate
with a reader. In contact smart cards, card reader is physically connected through
electrical contacts of the smart card to read the data stored in its microcontroller
chip [16]. The data stored in a contactless smart card can be read with even no
physical contacts which in turn offer an excellent comfort for the user and have
an added advantage in relation to contact smart cards against durability, costs, and
reliability.

A structural sideway view is illustrated in Fig. 1 for a plastic smart card. When we
look at its internal structure, an epoxy layer is also visible on its magnetic stripe. The
emergence of IoT has transformed the entire understanding of security for Smart
card technology. Identification for a user is now relates to primarily with secure
authentication instead of secure identification [14]. It signifies that in endeavor of
securing user’s credentials for the identity authentication, a smart card offers an
excellent portable platform.

3.2 RFID Technology

It establishes a wireless link for objects identification. It is also called as a dedicated
short-range communication. A RFID system consists of three main components
explicitly a transponder, a transceiver along with an antenna. The transponder is
electronically programmed and also known as RF tag. When it combines with an
antenna, it forms a RFID tag whereas when transceiver and an antenna are combined
together, i.e., they represent a RFID reader [17]. A RFID tag consists of microchip
with an antenna which are combined together and mounted over a substrate. A RFID
tag gets activated when the associated antenna emits radio signal with an aim to
read/write the data over it. A simplified block diagram illustrates the processing of
RFID data in Fig. 2.

A RFID reader comprises of a control module with a microcontroller chip which
processes the data and one radio-frequency module. It connects to a computer which
posses a data base. The RFID reader connects to an antenna emitting radio frequency
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Fig. 2 RFID reader simplified block diagram

through a RF module. The data transmission provides information with respect to
the location and certain product specific information as price, date of manufacturing,
size, etc.

Use of FrequencyBands inRFID: There are essentially three frequency bands as
low frequency (LF), high frequency (HF), and ultra high frequency (UHF) which are
being utilized in all RFID applications. These frequency bands vary in ranges from
30 kHz to 5.8 GHz. LF ranges are between 30–500 kHz and 10–15 MHz frequency
ranges represent HF and UHF applications occupy 850–950 MHz, 2.4–2.5 GHz,
and 5.8 GHz frequency ranges. LF application tags are cheaper, faster, and used in
smaller applications [10, 18]. These tags have relative advantage over other types
of tags as they are least affected in metal or fluids in their operation. HF tags offer
better ranges; however, they are costlier. UHF tags have higher-transmission rates
and provide best ranges of even more than 30 m but these are the most expensive
tags. They also differ in their frequency ranges in different countries.

3.3 Biometric Technology

The biometric idiom is a combination of bio andmetricwith twoGreek words.When
they combined, it implies “measurement of life.” Biometric technology pertains to
employing physical as well as behavioral characteristics that can be gauged to dif-
ferentiate on user from another [7]. The most prevalent biometric behavioral traits
consist of signature, voice recordings, and keystroke rhythms while biometric phys-
iological traits comprise of fingerprints, retina, facial images, hand geometry, and
iris. Figure 3 depicts a fundamental biometric system. Initial process in this system
is known as registration in which all individuals are needed to register in an existing
database. The entire biometric trait’s information of a user is fed by an algorithm
which can convert this data into a template to be stored in that database. Choosing
an appropriate biometric encryption (BE) technology becomes a paramount signif-
icance for all the existing biometric modalities [16]. It facilitates the security of all
available biometric templates; however, they are also associated with a variety of
challenges like interoperability, user acceptance, accuracy, reliability, etc.
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Fig. 3 A fundamental
biometric system
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4 Necessity of Global Identification and Current Scenario

Traditional IDs like PAN cards, Passports, Voter IDs, Driving Licenses, Ration cards,
and soon aremore often thannot offline cards. In India, the initiative against a national
ID of unique identification project (UID) or “Aadhaar” card is also a passive.

ID that employs barcode-based technology having a limited security as well as
data storage capability such kind of IDs prevalent in many parts of globe also pose
several queries on numerous other issues similar to non-citizen residents of that
particular country, specially refugees, stateless persons, asylum seekers, and many
other “illegal” migrants [7]. They do make up a little yet noteworthy cross section
of the population in that country. Biometric security in such kind of IDs has some
limitations, for example, fingerprint biometrics can provide errors and may not be
accurate mainly due to users could have inferior quality of fingerprints or cut marks
or burnt, and at the same time, iris testing too have problems with blinds who could
wear colored lenses and prompting false results.

Even though, there have been incredible technological developments, realization
of a solo worldwide multipurpose ID is yet to be accomplished. Smart card and
RFID technologies have potential to integrate the necessary considerations of a UID
system to locate and track the ID users instantaneously which is yet to be explored [4,
12, 19]. Although, extensive amount of research has already been done to absorb
the current realities, there is hardly any empirical study available today to qualify
against the feasible suggested framework that can ensemble to substitute all existing
widespread IDs into a sole multipurpose ID which has online authentication for a
particular nation, and there is probably no such study exist which can claim it at
global level.

Currently, there are a number of paradigms of UID’s manifestations. In Estonia,
their national ID offers an extensive array of e-government services, though with-
out biometrics. Likewise, Belgium supports online government applications through
their e-ID card which has been doled out with smart cards to all their citizens. In
November 2010, a contactless ID was initiated in Germany. Figure 4 above illus-
trates an Image of New National e-ID of Spain which provides a fair idea on how the
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Fig. 4 An image of new national e-ID of Spain

new generation of smart IDs looks like. Among the entire developing nations, one of
the first multipurpose ID systems was introduced by Malaysia naming MyKad [14].
It acts as an ATM card, ID card, health card, driver license travel document, public
transport payment card, and electronic wallet. Today, digital identity technologies for
instance biometrics and smart cards have proliferated with an approximation to 120
countries deploying electronic passports integrating these extremely secure features
and almost 60 countries are implementing e-ID cards.

Currently, there are many countries with compulsory ID cards like Algeria,
Argentina, China, Germany, Hungary, Netherlands, North Korea, Singapore, Turkey,
Ukraine, etc. Similarly, there are countries where national identity cards are not com-
pulsory like Austria, France, UK, Mexico, Switzerland, USA, etc. At the same time,
there are several nations in the world which have no national ID cards like Australia,
Canada, Japan, New Zealand, etc. With their extensive deployments across huge
parts of Gulf, Europe, Latin America, and other parts part of globe, it presents inter-
esting paradigms for the potential of e-IDs to influence millions of common lives
all through emerging and developed economies [19]. Currently, diverse approaches
are being followed right from a state controlled structural service and issuance of
digital identities like in UAE to more decentralized arrangement with the Germany
or through a partnership between private and public sectors in Sweden to develop
the desired identity ecosystem.

The rapid espousal of e-governance in many countries today focuses on mobil-
ity and demonstrates the strong appeal of trusted identification technologies like
smart card, RFID, and biometrics. Today, there is a turnaround in what people and
worldwide governments expect to deliver from their National ID cards mainly due to
enhanced technological developments which can serve groundwork of smarter IDs
for their citizens [20]. The growth of these IDs means a single ID card can enable
citizens of a particular nation to access their state benefits. This swiftly evolving
domination of e-IDs reflects the influence of smart card and biometric technologies
toward e-commerce and e-governance and also presents a strong case to integrate it
with RFID and explore the feasibility to take individual identity solution at global
level.
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5 Major Research Approach and Validation

In this research study, the aim has been to build a framework consisting of some inter-
related practices in respect of a single multipurpose ID and then propose a solution
for a global universal ID (UID) card. Several attributes which can facilitate to build
up a base in the formulation of the multipurpose UID framework like its necessity,
availability, applications, apprehensions on security, privacy, authentication, need of
a database, and approaches of different governments and lead private agencies have
been deliberated [21].

Various available options have been considered through all the feasible resources
to characterize distinctiveness of an individual. Figure 5 above illustrates the front
and back end prototype model of global UID card. Realization of human mobility at
global level needs an appropriate global UID card with a suitable numbering scheme
which should adequately accommodate the entire existing human on the globe. At the
same time, it must have feasibility to absorb all future needs including progressively
growing population across the world. Keeping in view of this significant factor,
an IPV6-based numbering scheme has been proposed in this research study [8].
IPv6 supposedly permits 2128 or approximate 3.4× 1038 addresses which have been
considered sufficient to accommodate the data requirement for the proposed system.

A 32 digit hexadecimal numbering scheme permits 128 bits to define required
addresses. Initial four digits have been chosen to represent country code whereas
first digit could be for a continent, second digit for the type of country like United
Nations member, any other global association, disputed territory, etc., and the last
two digits represent the country codes. Next three octets likewise symbolize the
states/provinces, district and city/town codes in a particular country [22]. Next octet
represent the human object which apart from having some mandatory and common
parameters for all the countries like gender, blood group, type of citizen, i.e., senior
citizen/adult/child, etc., it is essentially suggestive in nature which is open to incor-
porate the relative requirements for a particular country.

Figure 6 depicts the proposed numbering scheme for the global UID card in
which last three octets represent the human object counter. Last two digits of sixth
octet has been put as a reserve to accommodate the all future requirements whereas

Fig. 5 Proposed front and back end prototype model of global UID smart card
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Fig. 6 Proposed IPv6-based global UID smart card numbering scheme

last two octet belong to running counter having a capacity of 256 × 4, 29, 49, 67,
296 counters [23]. Keeping in view of current global population of approximate 7–
8 billions, this counter with two more reserve digits can meet all the future needs to
address the human objects.

While everyone will carry the same global UID card, therefore distinction of
individual human object is proposed with three different types of smart card reader
namely Class A, Class B, and Class C are illustrated in Table 1. In Class A card
reader, the highest degree of security shall be ensured and it will be used to access
only prominent premises like national intelligence agencies, armed forces/police
installations, sensitive scientific premises and airports, etc. Class B types of card
readers will be utilized to provide access to places where degree of authentication
of human may not be very serious but a certain degree of checks and balances will
be established for a reasonable level of security [20]. These premises will be like
railway station, banks, educational institutions, etc. Class C smart card readers in the
proposed system will be applicable for all other types of places where an individual
will need to authenticate his/her identification to access a particular premise/service.

The most important aspect of the proposal lies in successful management of a
complex global network which will be comprised of requisite database system, asso-
ciated servers, and terminals in an integrated access network. Figure 7 illustrates
a cloud-based network of the proposed global UID card which will consist of a
cloud-based server capable of handling the multiple requests simultaneously. An
appropriate activity and violation log management system with load balancing user
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Table 1 Comparative classification for proposed global ID smart card readers

Comparison points Class A Class B Class C

For License A request on hard
copy is required with
valid ID proof

A request on hard
copy is required with
valid ID proof

Can be applied via
online with valid ID
proof attach

Authorized to Head of company/org Head of
department/office for
official use only

Everyone for
commercial use

Validity Renewal required on
change of head of org

Renewal required on
change of entitled
appointment

Depend on purpose of
license and validity

Access level All kinds of
information

Official and related
information

Commercial
information

Examples Intelligence agencies,
armed forces/police
installations, sensitive
scientific premises,
central and state
secretariats, airports,
all types of financial
transactions, etc.

Sensitive public
premises access like
railway station, banks,
shopping malls,
passport office,
educational
institutions, etc.

All other premises
requiring ID
authentication

request handler will also be associated in the network [24]. A registered mobile num-
ber of each and every user will be used in this network for virtual mobile one time
password (OTP) alert to authenticate the login request made by the users. Differ-
ent classification of card readers as discussed above will be utilized for biometric
authentication over the proposed global UID network.

In order to manage the worldwide human objects, there is a need of appropriate
multiple registration system in each countrywhichwill be a connected to a centralized
data center. The data access flow chart for the proposed system has been illustrated
in Fig. 8. When a new registration request arrives in the system, the validity of the
request is authenticated from the existing database of the system. In case of nomatch,
a response in this respect is initiated to data network administrator whereas an OTP
to the registered user is generated if the request gets authenticated and the request is
logged [16, 25]. If there is anymismatch in the OTP, request is again sent back to data
network administrator to inform the user. However, when the OTP is authenticated,
the requisite access to the user is granted, data is processed and the resultant log is
maintained by the network manager.

A significant aspect involved in this proposed global ID is to have an ability to
locate and track the human object with a RFID chip attached with this card to com-
municate through radio waves and the use of DNA in combination with another
biometric technology to offer desired level of security assurances in addition to the
suitable encryption algorithm incorporated in the proposed system. For example, all
Class A-based premises may need to use of DNA as one of the biometric authentica-
tions whereas in Class B and Class C premises/services can allow the user to use any
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Fig. 7 A cloud-based network proposed global UID smart card

appropriate biometric technology other than the DNA [26]. A naive and simplistic
endeavor has been put in this study to use smart cards and radio-frequency identifi-
cation (RFID) technologies with combination of biometric technologies to untangle
convoluted social and economic quandary of worldwide mobility of a human object.

6 Challenges and Major Issues with Global Smart Card ID
Using RFID

A concerted effort in this study has been laid on all probable allied factors to propose
a viable UID solution at global level. However, there are certain impediments in
realization of the global UID card like security, duplicity of efforts, frequency har-
monization and standardization, etc., which needs to be overcome and to be given the
due importance at various levels including the worldwide governments [9]. Some of
the challenges and major issues with global smart card ID using RFID are discussed
in succeeding paragraphs.
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6.1 Registrations of Users with Multiple Identities

While visualizing a global ID, the first issue we need to confront with is the regis-
tration of each and every individual on this globe. The fact that still in most of the
third world and also many developing countries have been unable to register their
all citizens due to socio-economic limitations, it will be a huge challenge for our
application. There will be another challenge to have a single registration agency for
this purpose, which may not even feasible due to differences in many states across
the world [17]. To simplify the issue, we propose to establish one registration agency
in each country which will be connected to a cloud-based server at centralized data
center to manage the required data processing associated with this application.

6.2 Interoperability Requirements

In all business and state run institutions, dissemination of information and sharing
the data is a key to success for any service or application. The compilation and
sharing of this data by all such institutes is dictated by technological challenges
and beleaguered with privacy apprehensions which certainly needs to be resolved
being an important factor [26]. However, apart from drawing consensus from several
segments, different worldwide RFID standards, data structure, interfaces, network
protocols, etc., interoperability requirement for the proposed global ID network will
be gigantic challenge to confront with by the network administrators.

6.3 Issues of Identity Thefts and Security

The foremost apprehension of users in any identity system is losing out personal
information to unauthorized and inimical elements to misuse it and put them in trou-
ble. Therefore, while envisaging a global ID network with different technologies like
smart card, RFID, and biometrics, there must be a foolproof identity system with
adequate layers of security. They need to anticipate and analyze all possible causes of
forging the identity system and provision the countermeasures accordingly. Encryp-
tion technology and encryption algorithm should be carefully chosen to strengthen
the smart card security [19]. Biometric templates of all the users must be adequately
secured to prevent it fromanyunauthorized hacking. In addition, smart card andRFID
data security, security of access and terminal networks, RFID security in respect of its
potential deployment, front end security hazards in RF communication in RFID and
the various associated network protocols will be required to thoroughly examined
their implementation.
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6.4 Depleting Trust on Biometric IDs

In many countries, a gigantic exertion is in progress to accumulate biometric data
for their entire population. In India too, the collection has been rousing under the
unique ID program. The foremost fear among these citizens is that their biometric
database must not be part of any violations against the individual privacy. Apart from
cloning, hacking, spoofing, etc., there are several other types of security and privacy
issues which need to be dealt with biometric system used in the global ID card [10,
27]. The uneasiness of biometric users relates to their privacy concern against their
biometric data held with the government, and some private agencies have potential
to be abused for the reason other than the assent provided by the user.

6.5 Management of Associated Database System

In order to accommodate such colossal data of worldwide users, a centralized
database system with all the requisite security must be established. If the entire
user IDs will be connected to this central database on which worldwide government
agencies shall be dependent, it may lead to an authoritative domain by somebody
who may plant forged information. Unless the database system is wangled very cau-
tiously, the security risk of the implied and planted data will become a very severe
issue [12]. Another risk with the associated database system of global smart card
ID is that when someone tries to attain a fake access who’s ID can not be trusted, it
will warrant a very robust security and authentication structure integrated with the
database system.

6.6 Issue of Global Frequency Harmonization

Radio waves respond differently with diverse range of frequencies; thus, it is vital to
choose the right frequency for a particular worldwide application. Different nations
assign different bands of frequencies in the whole RFID radio spectrum. Different
countries have different standardization, power, bandwidth usage, and data structure
for their respective RFID devices in the same frequency bands. Lack of compatibility
in the frequency bands for similar application in different nations becomes a major
impediment to proliferate the subject application at global level [18]. No single
frequency spectrum band therefore optimally fulfills all the requirements of potential
and existing needs of any worldwide application dependent on a particular frequency
band till the consensus at global level arrives against the use of same frequency band.

Therefore, realization of the global smart card ID with RFID needs a serious issue
of frequency harmonization to be encountered with through International Telecom
Union (ITU) at global level where the same set of frequencies are being used for
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different military and commercial RFID applications. In addition, global standard-
ization of RFID application through ISO and EPC too demands a huge challenge
in implementation of this worldwide identity application [22, 28]. The global smart
card ID with RFID is a mandatory requirement in realization of worldwide human
mobility in pursuit of an international or a global identity which presents a single
multipurpose paperless ID.

7 Future Research Impact

This study proposes a prospective application of global smartcard ID with RFID and
biometrics. This is a framework suggested to serve as a universal identification on
multiple platforms for a worldwide user. The intended identity framework in this
study is an attempt to advocate a global identity system to overcome the possibilities
of forgery and theft in existing identification methods limited to national boundaries
and to offer a solution to do away with requirements of multiple identity documents
having manifold registrations and standards [15, 29]. Despite the fact that, there
are more than a few such applications at micro level are available like e-passports,
to administer a warehouse or logistics, etc., but these applications are restricted to
limited confined geographical ranges.

The role of biometrics with smart card is proposed to influence in one-to-one
authentication system for a user in this study. The global ID advocated in this frame-
work study intends to minimizing fraud and corruption, augment the delivery of
government services, facilitate the voting process to strengthen the democratic, and
republic political system where the citizens are pivotal and to increase the overall
identity security. If implemented, it shall turn out to be the leading biometric appli-
cation of identification technology as on date and also will encompass far-reaching
implications for all those developing countries that look to implement their national
ID programs to further boost their economical and social development exertions [30].
This global identification system has potential to offer a unique ID in hexadecimal
code to every human on this earth and support each and every country that look
forward to extend its benefits to do away with requirement of multiple identity doc-
uments.

This study has intended to institute the thought process by combining different
prevalent identity applications collectively in a single smart card by its integration
with RFID and biometric technology with the inclusive support of IoT and cloud
computing [31]. The users irrespective of their locations on globewill be able to carry
a single identity card which can be utilized for all their authentication and financial
transactions when their smart card will be linked to their global ID [4, 32]. The
pertinent point in this prominent application relates to most of the developed nations
who continue to be oppose even their national ID programs for diverse unusual
reasons while among the developing nations, the national ID is increasingly turns
out the basis for a reliable and secure environment in which the eventual goal is
to have a universal ID for multipurpose application to act as the sole distinctive
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identifier to support manifold applications in their provinces. These may incorporate
ID authentication, pension payments, land title registration, banking transactions,
tax filings, voter verification, border crossing, etc. Consequently, it will facilitate a
perfect platform to realize an integrated global ID solution for humanmobility across
the world.

8 Conclusion

Today, certain nations have mandatory ID cards system in their countries for their
citizens and quite a few of them enforce to carry these IDs at all times. The techno-
logical proposition in this study of a universal ID system is a significant application
in ongoing information technology evolutions. It is an evolution which compels
worldwide governments to contemplate about distinctive identities for their citizens
as an integrated entity [9, 16, 33]. A single worldwide ID card for a global human
mobility is yet to be accomplished and the proposed integrated identity solution with
smart card-based ID card along with RFID and a robust biometrics system does
posses a potential to realize these expectations. However, it will still be subject of
comprehensive analysis and to uncover contours of infallible system, it opens new
possibilities for future research and technical evolutions. Nuisances of the proposed
cloud-based network in this study will still require a further and thorough analysis
to define threads of its overall functionality [34]. In addition, there will be numerous
policy and technological concerns in worldwide implementation of this proposed
global ID system which have been highlighted in this study and will need a very
high order of coordination and cordial consensus from various governments across
the globe.
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Design of Low-Power Dual
Edge-Triggered Retention Flip-Flop
for IoT Devices

Ajay Mall, Shaweta Khanna and Arti Noor

Abstract With the advancement in the VLSI technology, the demand for low power
consumption and high performance increased gradually. When the applications of
data retention are considered, then the need for advanced memory units is taken into
account. This requirement of enhancedmemoryunits is incorporatedwith the concept
of conservation of energywhich is achieved by using low-power techniques. In digital
circuits, flip-flops are the essential memory and timing elements. New methods and
techniques needed to be developed for implementing energy-efficient low-power flip
flops. This paper proposes dual edge-triggered flip-flop (DETFF) along with gating
technique, one of the most reliable low-power techniques which provide one-time
solution to low-power applications. The DETFF circuit based on gating technique
is simulated using MENTOR GRAPHICS tool in 180 nm technology. This design
is efficient in reducing power dissipation leading to the reduction in area and delay
and subsequently leads to the high speed of the device.

Keywords Low power · VLSI · Data retention ·Memory units · Energy efficient ·
Dual edge-triggered Flip-Flop

1 Introduction

Internet of things (IoT) is a promising technology in future. This platform has revo-
lutionised the top industries in the world like health care, retail, safety and security,
offices and factories, education, travel and banks and even financial institutions. IoT
is believed to change the entire way of people communication and working. IoT
results in more improved and efficient businesses. Use of IoT platform will make
enterprises adopt better technology in their businesses. This helps in dropping the
manufacturing cost, having a close eye on the productivity of employees, providing
a great experience to the customers and ensuring safety of the stores against theft.
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It is estimated that in the next decade IoT will produce around $4.6 trillion turnover
for public sector and $14.4 trillion turnover for private sector. IoT technology will
prove as a boon to the society. Till 2020 around a quarter billion vehicles will be
connected to IoT making the world of transportation, a blessing to the society. The
architecture of IoT consists of perception layer, network layer, middleware layer,
application layer and business layer. Each of these layers plays their own part. The
primary part of an IoT [1, 2] is a sensor end node connected to an IoT-based device.
Sensor collects the information from the device, and then, network layer keeps this
confidential information and passes it through RFID, satellite, Wi-fi, 3G, 4G or 5G
depending upon the sensor type. Middleware layer processes the information pro-
vided by the lower layer and also saves that particular information as well as retrieves
it whenever needed. Application layer manages the application part, i.e. smart wear-
able [3], smart vehicle or any other smart device. Business layer provides the data
analysis capability to an IoT system whether it is any business model, any graph or
flow chart.

The area of interest for this paper is the sensor end node which collects the
required information from the device. The basic characteristics for sensors are its
wireless connectivity, security, reliability, flexibility and self-powering operation.
But the key concern for this node is its power requirements. One option to fulfil the
requirements for sensors is battery. But battery-based systems suffer unconventional
problems caused by it. Battery comes with limited lifespan, heavyweight and large
size. Another alternative to battery-powered systems is providing power through
solar cells, RF power and piezoelectricity. After providing power to the system, the
next step is to conserve that power. The need for conservation of power leads to the
concept of low-power techniques. With the growing demands of VLSI technology,
the upcoming circuits are leading to a great level of circuit integration, high-power
requirements and high clock speed. But the future concern for the advance devices is
to have low power consumption [4]. This concern for low power opens the back doors
for many recent technologies which are meant for low-power systems. Low-power
techniques are those techniques which provide the high-end solution for energy
consumption by giving the low-power option with still maintaining the system’s
performance [5]. The consumption of power can be explained as the power of clock
is directly proportional to the square of the supply voltage.

Pclk = V 2
dd fclk(Cclk + Cff,clk)+ fdataCff,data

where

Pclk Power of clock
V dd Supply voltage
f clk Clock frequency
f data Average data rate
Cclk Total capacitance as per clock network
Cff,clk Capacitance of the clock path as per flip flop
Cff,data Capacitance of the data path as per flip flop.
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There are many ways in which the power dissipation can be reduced. The voltage,
i.e. V dd, can be reduced but this may lead to poor performance of the device. The
total capacitance of the device will automatically reduce when the number of tran-
sistors increases thereby increasing the complexity of the circuit. In a circuit, there
is linear dependence between dissipated power and frequency, because dissipated
power increases linearly with respect to frequency. Switching of system clock usu-
ally occurs at very high frequency across the chip and hence has a significant impact
on the power. Clock power can be two times higher than the logic power for static
logic and thrice the logic power of dynamic logic. To minimise the clock power,
the operating frequency of the system should be less for attaining desirable perfor-
mance. The other and the most effective method is to reduce the clock frequency, i.e.
f clk which is achieved by the use of dual edge-triggered flip-flop (DETFF) [6] and
also does not degrade the system performance. DETFF reduces the clock frequency
to the half of its original value, and hence, this in turn reduces the power require-
ment of the device. This implies that DETFF is an effective solution for low-power
applications. Nowadays, data retention is one of the greatest requirements for the
modern technical world. The demand for high capacity, security, reliability and low
power consumption is of topmost importance for data retention applications. The
use of transiently powered systems (TPS) [7] fulfils the demand for high storage
capacity devices efficiently and effectively. TPS works on the concept that when the
energy or power requirements are met, then it works otherwise the current state is
stored and retrieved again when the energy level is met. It not only generates the
required power level but also maintains it by regulation and rectification. For the
purpose of data retention, earlier non-volatile random access memories (NVRAMs)
are used but these drastically increase the area and delay which is not suitable for
low-power applications. This paper proposes the study of DETFF [8] as its stores
the state in sleep mode or provides temporary storage before passing it to NVRAM.
The implementation of DETFF using pass transistors and transmission gate is not
highly recommended because these circuits suffer voltage degradation and are not
able to restore logic levels, hence are not suitable for low-power applications. The
single edge-triggered flip-flop suffers by glitches at the output end because of excess
transition time. It works for the opposite polarity, and then, the output is multiplexed
at the end. But the design of DETFF reduces this problem as it provides efficient
operation even at high clock frequencies [9].

2 Proposed Device

A dual edge-triggered flip-flop is simply a design which works on both positive and
negative edge hence named dual edge-triggered [10] which alsomeans that it reduces
the clock frequency half to that of single edge-triggered flip-flop which works on
single edge either positive or negative. Several papers have presented designs that
provide improvement in various parameters, and it has been also observed that most
of the power dissipation takes place in the clock network so it is required to reduce
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Fig. 1 Single edge flip-flop

the clock frequency and supply voltage to reduce the overall power dissipation in
the circuit. In this paper, four circuits have been analysed in which the first circuit
is simple DETFF consisting of two single edge-triggered flip-flops. The individual
SETFF operates at opposite clock polarity, and the output is multiplexed in both the
SETFF. But this design offers some drawback; i.e., there are glitches at the output
end and also the power dissipation and delay of the circuit are higher than expected.
The schematic and output of single edge flip-flop are shown in Figs. 1 and 2.

The second circuit is based on dynamic design in which the circuit operation is
dependent on the clock pulse being applied to the circuit if the clock pulse is low
the top buffer is enabled and the bottom buffer is disabled and the output is driven to
output stage. Also, the enabled and disabled circuits are isolated; therefore, power
dissipation is less but the delay in the circuit is more. The schematic and output of
dynamic flip-flop are shown in Figs. 3 and 4.

The third circuit avoids stacked PMOS design to provide less delay in the circuit
but it dissipates more power when compared to the earlier design. When the clock is
low and data is high, the output is also high. When the clock is high the bottom-most
transistor is ON which makes the data bit low and then it is driven through inverter
which gives the output. The schematic and output of low-voltage flip-flop are shown
in Figs. 5 and 6.

The proposed circuit is the combination of two circuits, i.e. dynamic DETFF and
low-voltage DETFF; both these circuits have some drawback and some advantages
so in proposed circuit the advantages are been taken and the drawback is avoided
which means dynamic circuit was having less power dissipation and low-voltage
circuit was having less delay [11]. Also, there is retention circuit in the beginning in
which there is a sleep transistor consisting of NMOS and PMOS (for clock gating)
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Fig. 2 Output waveform of DETFF using single edge

Fig. 3 Dynamic flip-flop
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Fig. 4 Output waveform of dynamic flip-flop

also there is an inverter in which NMOS and inverter have higher threshold voltage
compared to the circuit. So the proposed circuit is modified DETFF with retention
latch. The flip-flop is having lesser delay propagation and also consumes lesser power
compared to the previous flip-flop. The proposed flip-flop has three stages for rising
and falling edges where the first stage drives the input when the clock is high/low
and the clock input changes the second stage passes the output to the third stage and
then the last stage drives the output when the clock state is changed (Figs. 7 and 8).

The output waveform of the proposed circuit is shown in Fig. 5. The figure
describes the waveform as when the sleep signal is low the data will be transferred
same as input which means the flip-flop is in active state and when the sleep signal is
high the flip-flop is in sleepmode and then it reduces the power dissipation or leakage
power dissipation of the circuit. Also, when it is in sleep mode, the information is
saved with the help of retention technique as during power-down there is possibility
that information might get lost and when the circuit comes to its active state the
information is restored back.
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Fig. 5 Low-voltage DETFF
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Fig. 6 Output waveform of DETFF using low voltage

Fig. 7 Proposed DETFF with retention latch circuit
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Fig. 8 Output waveform of the proposed retention DETFF

3 Results and Discussion

For the purpose of simulation of various designs which are portrayed in this paper,
several parameters such as supply voltage, clock pulse delay, width and period of
clock pulse, rise time/fall time of clock pulse, length and width of transistor are
mentioned below in the table. Besides this, various conditions for simulation such
as temperature, input pattern and clock buffer are maintained. A constant supply
voltage is provided to the circuit, and common input pattern (100110100110) is
followed for all the circuits. The fixed length of transistor is provided while the
width of each transistor is varying as per the threshold voltage. The propagation
delay and power dissipation [12] are measured for all the circuit as these two factors
are highly responsible for the degradation of speed of circuit and contribute to large
area consumption. In this paper, the retention scheme is applied to the circuit as
given in figure which is the combination of two DETFF and this thereby leads to
less delay and less power dissipation out of other four dual edge-triggered flip-flop
designs [13]. For the idea of the completion of design of dual edge-triggered flip-flop
using retention technique is achieved by taking into account various parameters as
mentioned in Table 1. Simulation of the circuit was performed in 180 nm CMOS
technology with fixed input voltage of 1.8 V with fixed input values and input clock.
The “Pyxis schematic tool by mentor Graphics” was used for design and simulation
of all the circuit techniques.
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Table 1 Parameters for
simulation set-up

Regular Bold

Supply voltage 1.8 V

Clock delay 5n

Rise time/fall time 1n

Clock width of the pulse 20n

Period of pulse 50n

Length of transistors 0.18µ

Width of transistors Variable

The comparison results in terms of transistor count; rise and fall time; and delay
and power dissipation are tabulated in Table 2 given. On analysing Table 2, it has been
observed that the power dissipation of the proposed retention DETFF has dissipated
power of 147.4642 pW which is much lower than other designs except single edge-
triggeredDETFF. But single edge-triggeredDETFF design has some distorted output
which is undesirable for any circuit. Therefore, the proposed design is best suited for
low-power retention DETFF, and also, it has the lowest delay and best performance
speed.

Table 2 Simulation results of the simulated circuits

180 nm Pyxis schematic IC platform

Flip-flop Transistor count Rise time/fall time
(ps)

Delay (ns) Power dissipation
(pW)

Single
edge-triggered
flip-flop

22 RT = 90.546
FT = 60.222

5.2826 144.4161

Dynamic
design-based
DETFF

22 RT = 26.400
FT = 21.039

5.2640 175.3268

Low voltage-based
DETFF

26 RT = 45.931
FT = 111.90

0.6240 265.2565

Proposed DETFF
w/o retention
circuit

20 RT = 45.745
FT = 23.838

5.2513 118.5127

Proposed DETFF
with retention
circuit

28 RT = 74.376
FT = 58.517

0.4572 147.4642
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4 Conclusion

This paper uses dual edge-triggered flip-flop for low-power applications and is highly
recommended for data retention techniques. This paper examines various designs
of DETFF, and their results are evaluated and studied in order to provide the best
technology meant for power-down applications [14]. The authors come up with the
most desirable device based on the results of various DETFF designs. The proposed
device incorporates DETFF along with retention circuit. In power-down mode, the
various states of this device get locked in it and can be retrieved once the power
is ON. Hence, this will lead to reduction in leakage power in standby mode. This
circuit provides the total power dissipation of 145.352 pW. Furthermore, the speed of
the circuit increases due to reduction in propagation delay. This circuit provides the
breakthrough to the world of storage devices while using the effective data retention
technique [15] and can be used widely in transiently powered systems.

Basically, this technique is useful for IoT sensor end node where conservation of
energy is required for long-life of devices.
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Development of Slot Engine for Gaming
Using Java

Rahul Kumar Verma, Rajan Prasad Tripathi and Pavi Saraswat

Abstract Slot games are games consisting of reels, appearing on the display ran-
domly after the triggering of the spin symbol or the lever. It has various types of reel
sets, most commonly used being 5 * 3. The game was played by inserting a coin, a
ticket or a barcode in the slot provided in the machine. Thereafter, the reels displayed
on the screen would start spinning for some time and then stop. As the reels will
stop the symbols that will then be displayed on the screen, may–may not forms a
winning pattern or a sequence. The player can either lose the bet that he played or
win higher bonus depending on the sequence that gets displayed on the screen after
the reels spin. Therefore, the basic principle behind all the casino games is a chance.
This work throws light upon the development of the slot game which is coded in Java
using various advanced Java techniques and Web server protocols.

Keywords Bonus · Putty · Hit rate · Cheat · Pay Lines · Total bet

1 Introduction

The development of the game begins after the development team is provided with the
requirement gathered document [1]. The software called IntelliJ is used for writing
the code and running the algorithm. Gradle is used as a build automation tool in
the process. Vert.x is a polyglot event-driven application framework that runs on
the Java Virtual Machine. WebSocket is a full-duplex communication protocol for
computerswhich is used for communicating between the remote server and the client.
This paper is organized as follows: The next section gives the information about the
basic game development process [2, 3]. The paper explained the process used for the
development of the game. The third section explains the features of the game and
the payouts specified. The last section deals with the server testing of the test cases
of the game.
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Fig. 1 Flow diagram for game development

2 Flow Chart for Game Development

The process of development of the game can be divided into three major sections,
namely pre-production, production and post-production. Pre-production consists of
developing an idea about the game and designing the features which are included in
it.

This phase can also be called as requirement gathering phase of development
as all the requirements of the game are listed in a presentable format so that the
developers can easily understand and develop the as per the requirements. Production
phase is the actual implementation phase. It consists of algorithm building, coding
and developing various softwares as per the requirement of the individual game.
It converts the English language into the programming language. Post-production
phase is the testing phase, and it checks if the execution of the code is correct or
not. Here, all the test cases are checked with the help of cheats. After all the check
reports pass the game is finally deployed and launched into the market or given to
the customer (Fig. 1).

3 Flow Chart for Spirits of Zen

Algorithm building is the first task in the Production phase. Once this is done cor-
rectly, the coding begins. For writing Java codes, IntelliJ can be used and Java coding
techniques like Gradle, Lambda are used. This consists of writing the main frame-
work (game engine) of the game, where all the functions that are used in different
files are developed. It requires a lot of accuracy and efficiency. Once the coding part
is done, the testing of the game on the remote server is done to check if the game
is executing the code correctly or not. For this software called PuTTY is used along
with remote server protocol called WebSocket (Fig. 2).
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Fig. 2 Flow Chart

4 Features of the Game

The game will be available for both desktop and mobiles. Return to the player should
be 94.52%. It will have five reels and three symbols per window. It is a ways game
and it should have 243 ways to win. Win should be calculated from left to right
except when free spin symbol is triggered. Stake can be selected by the player. It has
cumulative reward system. The reel set for base game and the free game are same. It
has total five reel sets. The game will have a spin button and a button for auto-play
where the number of spins can be defined by the player.

4.1 Feature 1

This feature gets triggered if three or more than three wilds occur on the screen.
This symbol can substitute for any other symbol except free spins that is the scatter
symbol. It is a wild card which will always help the player increase his win. In this
game, these are hidden symbols and appear on the screen only if they are able to
increase the win of the player or are able to create a win on the randomly chosen reel
set and its symbols.

4.2 Feature 2

This symbol randomly flies across the screen and causes the reels to spin again
without triggering free spins. This reveals the winning symbols on the screen due to
a re-spin. It has a fixed probability of flying and the direction of flying as well. It is
triggered 25% of the time when the total win is three times or more than that.
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Table 1 Free spin bonus No. of scatter
symbol

No. of free spins awarded

3 10

4 15

5 20

4.3 Feature 3

This feature provides the player another chance of winning as it spins the reels
again to create a winning sequence. It efficiently hides the win and then the winning
symbols are revealed after the shunt character has transformed the reel. This feature
forms a part of the base slot [4] game RTP.

5 Free Spin

This feature will be triggered only if the scatter symbol appears on reel three, four
and five. A re-spin will be triggered after every free spin feature gets triggered. Free
spin should have a multiplier, that is, if a free spin is triggered for the second time
then the total reward will get multiplied by two similarly, if free spin gets triggered
for the fifth consecutive time, then the total reward money will get multiplied by five.
This has only five consecutive multipliers after reaching this maximum the free spin
end and the player returns to the base game.

6 Free Spin Bonus

This feature causes the cascading of free spin. Hereafter getting three or more scatter
symbols on the grid, free spins get triggered (Table 1).

7 Reels and Win Information

This table explains the number of times the bonus getsmultipliedwhen themultipliers
get triggered in any of the features of the game. In Big Win, the total becomes ten
times the actual value and so on and so forth (Table 2).
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Table 2 Multipliers Multipliers Win

*10 Big win

*20 Huge win

*50 Mega big win

Table 3 Payment table for
symbols used

Symbols *3 *4 *5

! 40 100 400

@ 25 60 200

# 20 50 150

$ 15 40 125

% 12 25 75

ˆ 10 20 50

& 8 16 30

* 8 16 30

+ 5 10 20

/ 5 10 20

8 Payment Table

This table gives elaborates upon the weightage of each symbol. It is used for devel-
oping the maths file which eventually helps in giving the bonus points to the player
whenever a feature gets triggered or a pattern gets displayed on the screen (Table 3).

9 Server Testing of the Game

Test cases represent the total number of features that the game has. Testing of test
cases is doneona remote server [5]. Thedeveloper receives the request from the server
and then checks if the correct response is getting generated. All test cases already
have pre-defined responses. A session token gets generated from the platform, which
is then copied on the server for processing the request. Session token ensures that
the remote server is connected with game and the machine on which the game is
being run. The session token therefore expires after some time and the user needs
to authenticate itself again. This requires the username, operator Id, provider Id and
game Id of the game that you want to test. The stake (the amount of money used in
the game) is decided by the player, and the state (like spin, free spin, triggering of
some feature) keeps on changing (Fig. 3).

After this, the pre-defined response appears which consist of the amount you have
won or lost, the reel set that appeared, the symbols that appeared, the feature triggered
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Fig. 3 Block diagram for server testing of a game

and the matrix of reel set. This response helps us in checking the basic requirements
of the game such as RTP and probability of all the features.

10 Conclusion

The development of the game was done successfully with the help of my industry
guide. The development and understanding of the game development process were
very interesting and enlightening. It helped me sharpen my programming skills. This
internship gave me an idea about the actual industry targets, working environment
and functioning. It was a learning experience for me and I enjoyed it a lot.
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Hydroponics—An Alternative to Indian
Agriculture System and Current Trends:
A Review Study

Ashish Aggarwal, Ratnakar Kumar, Sunil Kumar Chowdhary
and Shailendra Kumar Jain

Abstract India, the land of farmers, where agriculture has always been the primary
occupation of the people, more than 50% of the population is still engaged in agri-
culture and its allied sectors. However, over the years, a significant rapid decline has
been observed in the contribution by the agriculture sector toward India’s GDP rate.
In this paper, we aim toward identifying the gap between the ratio of high inputs
and low yields by portraying the various loopholes in traditional Indian agriculture
methods and how hydroponic agriculture is need of the hour for the growth of Indian
agriculture. Also, the current trends in technology and research in the field of hydro-
ponics around the world have been discussed to show how it can provide an ideal
solution to the insufficiency of traditional farming, and how Indian farmers can adopt
its implementation practices to boost their crop yield and income. Also, an IoT-based
application has been proposed for monitoring and control of a hydroponic setup.

Keywords Hydroponic agriculture/hydroponics · Smart monitoring system ·
Internet of things (IoT) · Sensors

1 Introduction

India is a vast country in accordance with the geographical size, yet the amount of
land suitable for agriculture is very limited. The movement of masses toward the
cities and exponential increase in the population has resulted in the demand of land
bymany folds reducing the area for cultivation. Today, the contribution by this sector
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to the GDP is as to near 17%, and its projection for the future is on the downside of
it. The other major concern regarding the same is the imbalance in the ratio of people
engaged in this sector to earnings yielded from it.

Hydroponics, or hydroponic agriculture [1–3], is the practice of growing crops
in a solution medium. The solution generally consists of water-based solvent with
minerals, nutrients, and other organic components dissolved in it to support plant
growth. Unlike traditional farming culture, hydroponics does not involve the use
of soil, sand, gravel, and other similar mediums. Since the nutrients and minerals
are readily available for absorption by plants, the crop growth and yield are much
higher compared to soil-based farming. Also, this method does not promote the use
of commercial chemical fertilizers and pesticides. Rather, organic household and
farm waste are used to maintain the nutrient balance of the solution. This organic
approach gives crops higher nutrition values.

Though the hydroponic agriculture in India started as early as in the year 1946 in
some parts of Bengal, yet it is a relatively unexplored technology to the farmers of
India. This mapping of growth with the technology has suffered due to parameters
which affect agriculture directly or indirectly.

This paper is divided into the following sections, hereafter:

• Background, which will cover the limitations of traditional farming practices in
India. It will also talk about the benefits of hydroponics with reference to Indian
perspective.

• Literature Review, whichwill talk about the innovations in the field of hydroponics
by integrating it with the IT domain.

• Proposed Solution, which will discuss the application proposed for smart moni-
toring and control of hydroponic setup.

• Discussion, which will talk about the exigency of the proposed solution.
• Conclusion, which will summarize the paper and talk about the future scope of
the topic.

2 Background

India is still chiefly an agrarian-based economy.However, the technological advance-
ments that have taken place in this sector are fairly less and the number of farmers
aware and using these technologies is even lesser. Despite huge demand, farmers in
India are not able to generate enough income for themselves. The crops are regularly
marred by climatic factors, inadequate or over-irrigation, pest infestations, overuse
of chemical fertilizers, etc. Some of the factors that have restricted Indian farmers
in meeting up with the market requirements and upgrading themselves with better
technologies have been discussed below.

Uneducated Farmers. India’s literacy rate is somewhat around 74%, which has
seen a rise in recent years. Most of the farmers or laborers associated with agriculture
are still uneducated and are dependent upon the techniques they acquired from their
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bloodline or adopted fromneighbors,which in turn does not guarantee the appropriate
or themost optimized agricultural techniques available. Lack of knowledge regarding
the various techniques to replenish the fertility of soil, the types of fertilizers and
pesticides, optimized amount of water that would be required to grow a particular
crop, the plant which will be best suited for their soil are still some of the major
challenges for them.

Green Revolution: Though it has been of great help to the agriculture industry
yet a large number of problems came with it, a large quantity of chemical fertiliz-
ers, inorganic manures, and irrigation facilities is required for higher yield. This is
believed to be the reason for the development of hazardous weeds and insects around
the fields.

Dependency on monsoon: Since earlier times due to low irrigation supplies and
facilities, a large population of farmers has always been dependent on monsoons
which have never been steady. It varies season to season which has resulted in
droughts in some areas while some areas saw a complete loss of cultivation for
continuous years.

Outdated Technology: Though we are one of the tech-savvy giants, yet there are
parts of India in the agriculture sector who have not yet witnessed a combine in their
tenure. This is because themachinery is really costly and poor farmers with little land
find it useless to invest in such machinery; furthermore, no machinery is provided
on a rental basis by the government to save time.

Limited Storage Facilities: If there are years where monsoon is favorable and
there is a surplus in that year, the amount of grains gets wasted due to the shortage
of storage facilities. About 1.94 metric tons of grains were wasted from the year
2005–2013 as revealed by Food Corporation India against an RTI filed.

Unhealthy Government reforms: There are various reforms that the government
introduces for the welfare of the farmers. On paper, they are definitely beneficial,
but the ground reality is that farmers do not even get the promised minimum support
price (MSP) which the government defines.

The rate at which the population and poverty in India are rising, soon we will be
out of food to feed our population, and a large amount of population will be sleeping
hungry or would not have adequate food to eat. Most of the crops and vegetables
are grown in particular seasons only and then need to be stored in cold storage thus
adding further to the costs.

Hydroponics, an approach of controlled environment agriculture (CEA), offers
an effective solution as its various parameters can be manually controlled or/and can
be automated to various levels with latest innovations to obtain a higher yield. It is
beneficial in the following ways:

• The land requirement which is growing at an exponential pace along with the
population leaves us with a limited yet depleting land area for agriculture. On
the other hand, Hydroponic agriculture can be done in multistory buildings with
each level as an individual and independent field, thus utilizing the area to the
maximum.
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Table 1 Comparison of
yields in hydroponic
agriculture and soil-based
agriculture, based on a case
study in Bengal [15]

Crop Soil average per acre Hydroponic equivalent
per acre

Wheat 5600 lb 8000 lb

Potatoes 8 tons 70 tons

Maize 1500 lb 8000 lb

Rice 750–900 lb 12,000 lb

Cabbage 13,000 lb 18,000 lb

Cauliflower 15,000–35,000 lb 30,000 lb

Beetroot 9500 lb 20,000 lb

Lettuce 9000 lb. 21,000 lb

Okra 5000–10,000 lb 19, 000 lb

Oats 1850 lb 3000 lb

Soya beans 600 lb 1500 lb

• Since only scheduled monitoring and maintenance need to be done once in a while
after the plants have been set up, it, in turn, reduces the amount of labor required.

• There have been incidences where the wild animals or natural disasters destroy the
crops in various areas and nothing substantial can be done to prevent it. Hydroponic
agriculture, primarily being an indoor activity, reduces the risks considerably.

• The amount of water that is required by the hydroponic agriculture is much less
than an equivalent field would require in normal soil field.Moreover, the water that
is used can be recycled or reused for various other purposes or the same purpose
by replenishing the depleted minerals.

• Since the minerals are available in the plenty within the water and days can be
extended by using substitute lights to the sun, the growth of plants is at a higher
rate than the traditional soil-based agriculture, as depicted in Table 1.

• Since there is no soil, there are no problems of soil-based diseases or growth of
weed around the plant or breakout of pests and diseases which will affect the plant,
and being free from all these things, there is no need spray pesticides on the plants.

• The crops or vegetables can be grown throughout the year, even when the weather
is not favorable by controlling the indoor temperatures, thus providing greater
growth and monetary benefits for the farmers.

• Since the vegetables grown through this technique are completely organic, it has
a high amount of nutrients and essentials.

3 Literature Review

Hydroponics, as discussed earlier, is a soil-less farming culture. Being a controlled
environment agriculture methodology, it is free from the adversities brought by
nature, cattle, rodents, pests, weeds, etc. It also promises higher crop yields with
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higher nutrition values in less space and labor requirements. Thus, hydroponics offers
a feasible solution to the limitations of traditional farming practices. However, it too
has certain limitations associated with it. Some of the current challenges in hydro-
ponic agriculture are: rapid change of nutrient concentrations in the setup; selective
absorption or precipitation of nutrients; and requirement of routine monitoring and
adjustment of the setup and its environment.

Researchers and innovators around the world are trying to technically enhance the
hydroponics methodology to enhance the yields further. For this, smart and sophis-
ticated “grow-rooms” have been proposed and designed by integrating IT domain to
this agriculture sector. These grow-rooms are equipped with IT-enabled devices like
IoT sensors, microcontrollers, wireless networks, and mobile applications that help
to remotely monitor and control the environment parameters of the setup. Through
this constant monitoring and control, favorable conditions are provided to the crops
which result in their higher growth, better health, and higher nutrition values which
are clearly evident from Table 2 given.

Further, this section will discuss the latest technologies and innovations that have
been proposed or implemented to upgrade regular hydroponic farms to smart hydro-
ponic farms.

Nishimura et al. [4] developed a sensormodule based on simple oscillator circuits.
The module was designed to be compatible with Arduino microcontroller and had
the ability to measure the nutrient concentration and electrical conductivity (EC)
of the water-based solution used in the hydroponic setup. Andaluz et al. [5] used
Vernier sensors tomonitor pH,EC,moisture, and temperature anddeveloped a control
mechanism for drip irrigation of Daniela tomato crop in a hydroponic environment.

Ruengittinun et al. [6] designed a hydroponic farming ecosystem (HFE) for farm-
ers with relatively less knowledge. The HFE is basically an integration of IoT sensors
coupled with Arduino to remotely monitor and control the parameters like water
flow, temperature, and pH of the setup. Peuchpanngarm et al. [7] designed a mobile
application integrated with sensors to achieve automation in control of hydroponics.

Table 2 Comparison of
produces of lettuce in smart
and regular hydroponic
agriculture [16]

Feature Regular farm Smart farm Change (%)

Plant height (cm) 22.45 14.23 −36.60

Plant width (cm) 15.40 14.23 −7.54

Root fresh
weight (g)

3.91 6.26 60.00

Shoot fresh
weight (g)

46.17 62.09 34.46

Stem diameter
(mm)

0.60 0.68 13.90

Number of leaves 23.00 26.96 17.20

Leaf area (cm2) 67.89 65.11 −4.10

Nitrate content
(mg/kg)

3485.22 3198.18 −8.24
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The application included features to read data through sensors, manage them, and
plan the harvest accordingly. Crisnapati et al. [8] developed Hommons, a web-based
application to remotely monitor andmanage an NFT hydroponic farm. The hardware
components of Hommons were powered by solar energy. Umamaheshwari et al. [9]
discussed a system aimed at integrating IoT sensors to achieve scheduled working
and monitoring of hydroponic setup through automation. The system used the con-
cepts of embedded systems. Helmy et al. [10] designed a wireless sensor network to
remotely monitor a hydroponic setup implementing nutrient film technique (NFT)
approach. The system used five sensors and was developed over the Raspberry Pi
platform. Manju et al. [11] discussed a system with five sensors for measuring tem-
perature, pH, ammonia, water level, and moisture in an aquaponic setup. The sensors
were integrated with Lumisense IoT board to collect and save data over the internet
for future analysis. Siregar et al. [12] designed a web-based application for remote
monitoring of a hydroponic systemusing integration of various sensors,OpenGarden
modules, and Arduino Uno.

Melvix and Sridevi [13] identified technical faults to be the most critical hurdles
in large-scale implementation of hydroponic agriculture. They proposed an algo-
rithm based on fuzzy inference system for the purpose of grading of the solution in a
hydroponic setup. The system parameters were optimized using genetic algorithms
and the algorithm simulation was done through MATLAB and LabVIEW. The out-
comes achieved were in form of higher resource utilization and better convergence
efficiency. Yolanda et al. [14] proposed 12 inference rules of fuzzy logic to control
the pH and EC of the solution in a hydroponic setup. The fuzzy control method
controlled a number of tanks containing different nutrient solutions to be discharged
into the system as required, to maintain the chemical composition of the solution
flowing in the setup.

4 Proposed Solution

The objective of the proposed project is to develop a system comprising of an IoT-
based application integrated with sensors that would be able to monitor the changes
in a hydroponic agricultural setup like change in pH levels of the solution, change
in nutrients’ concentration in the solution, change in the temperature of setup’s sur-
rounding, etc. Further, these changes and the recommended actions to be taken will
be notified to the farmer through the application.

In the solution we propose, as shown in Fig. 1, there will be sensors to measure the
pH, temperature, and electro-conductivity (EC) of the solution flowing in the setup.
These parameters are very significant for plant health and growth and hence these
need to be monitored constantly. Additionally, there will be a water level sensor to
identify the level of the solution flowing in setup and a camera which will give the
live visual feed of the setup. All of the sensors and the camera will be integrated with
a microcontroller which will coordinate with the Android application by sending the
data to it through a Wi-Fi module. The application will allow users to access the
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Fig. 1 Schematic diagram of the proposed solution

data generated by sensors, visualize them in form of a graph over a period of time,
view the data stored previously, and adjust settings of the sensors for generating alert
notifications if a parameter rises above or falls below a specified alert limit.

Additionally, the microcontroller will be able to control the parameters in an
automated manner. It will monitor the setup and perform the needful operations
like balancing of pH level, nutrient concentration and EC of the system. Also, the
water level will be kept in check and the water temperature if rises will be controlled
through a sprinkler system controlled by the microcontroller.

5 Discussion

Some of the applications available for smart hydroponics on the Google Play Store
are:

• Hydroponic Nutrient Require developed by JPT studio
• Hydroponics Calendar developed by GoMobileNowNet
• BudLabs—Hydroponics Grow App developed by advanced nutrients
• Hydroponic Scale developed by Harsh Technology.

However, the solution proposed by us would be better and efficient as compared
to the existing ones, as clearly depicted in the following Table 3.



868 A. Aggarwal et al.

Table 3 Comparison of existing applications (available on Google Play Store) and proposed solu-
tion

Existing applications Proposed solution

Type Mobile applications Mobile application integrated with
sensors to implement IoT

Features • Calculation of pH, EC, and nutrient
requirements for the plant growth
based on crop

• Logging and planning of events
during the crop growth cycle

• Real-time monitoring of parameter
changes in the setup through
sensors

• Live visual feed of the setup
through a camera integrated with
the microcontroller

• Generation of alert notifications in
case of rapid/critical change in
parameters

• Calculation of pH, EC, and nutrient
requirements

• Logging and planning of events

Setup control Completely manual Partially automated

6 Conclusion

In this paper, we have discussed the limitations associated with the current Indian
agricultural methods and we have identified hydroponics as a viable and promising
alternative. We have proposed a solution which aims at integrating ICT with hydro-
ponics to increase productivity even further. The target end users of our proposed
solution are Indian farmers, who have limited budgets for investing in advanced
technical solutions. Future scope of this paper would include implementing the pro-
posed solution which would provide an integrated platform to remotely monitor and
control the setup to optimize the plant growth. This integrated solution will provide
a platform for users to obtain an apt overview of the crops. The application would
be developed in a manner such that it is easily affordable for the Indian farmers and
they can easily interact with the application interface.
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Sports Policy Implementation by the IoT
Platform

Vishnu Priya Reddy Enugala and M. Abhinava Vinay Kumar

Abstract In India, presently the meritorious sportspersons are not being benefited
due to the non-implementation of the latest technologies; this can be achievable with
the sports policy using IoT platform. By developing a special web address or amobile
application for each game to have the live telecastmatches, an online score ofmatches
with player details and along with online referee support method interlinking these
through the internet and store all the information in the cloud accessible only to
the sports policy authorities. Within this context, the contribution of this study is (i)
Educating player in problem-solving for better performance. (ii) Player healthcare
like nutrition, medical supports, fitness. (iii) High quality of digital and visualization
technological skillful game training. (iv) Latest referee rules and regulations. (v)
Identification of the meritorious sportsperson from the metropolitan area to agency
area. This all is monitored to provide sports Excellency facilities and required sports
benefits.

Keywords Internet of things · Sports policy · Sportsperson benefits ·Monitoring
the sportsperson records · Health care activities

1 Introduction

Sports is an essential activity in everyone life. But the Indian constitution does not
show any priority by not mentioning sports policy in the constitution. Sports and
games are not only the strength of every person but it is the power of the entire
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nation. In India, so many sports organization, sports federations, and academies
are running under the control of the sports ministry; out of these, some are run-
ning under Olympics associations and others are running as the individual feder-
ation/association. From abovementioned games, one of the game named cricket,
which is private board of organization in India, which is the world’s richest board
called as Board of Control for Cricket in India (BCCI), and it is running under
rules of Tamil Nadu State society registration act, even it does not comes under the
Right to Information Act 2005. Due to the richest sports board, this BCCI is fighting
against Supreme Court from last four years, as Lodha committee justices for the non-
implementation of committee suggestions. As it is an economically sustained one,
the richest board BCCI followed and implemented so many latest techniques and it
is already updated with IoT technology in the cricket game. The day-wise cricket
activities are monitored by the board officer barriers and succeeded in it by using
of IoT. The player performance with irrespective of the age particulars at different
stages, the score details, latest player track record, injuries, yoga fitness test, medical
treatment information like doping test results, game facilities, and infrastructure of
latest ground practice techniques these all are interlinked using IoT technology. By
this reason, the BCCI is leading as first place in India, and it also covers as a busi-
ness role with Indian premier league. By the implementation of IoT in the cricket,
kabaddi, and many games, it affects the badminton premier league, the associa-
tion/federations/board personal interest are only succeeded with introducing of the
IoT system in those games. But by the implementation of IoT system in sports policy,
its benefits reach to the real sportsperson like team’s selection, awards, scholarships,
academy administration, educations reservations, employment reservations, injury
treatments, administration of association/federation/boards, monitoring. The sports
authorities will have a glance at the expenditure, sports trainee, and in the utilization
of sports cess of an event. Finally, sports insurance can also be provided by the effect
of IoT.

2 Literature Review

Sports and games are one of the most rapidly growing areas for IoT technologies.
Since the scope is very high, there are a lot of corporate companieswhich are targeting
sports and trying to connect sports to the internet which has many benefits. Although
IoT is yet to be incorporated on a large scale in sports, there are instances where it
has been inculcated on a small scale.
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2.1 Related Work Embedded IMU

Authors in [1–4] embedded IMUs in a cricket ball which is closest to our idea. In
these, the authors gave a belief report on basic features such as angular velocity,
time of flight, etc. These features are directly available from the sensors and no need
to identify by the players/coaches. The author [5] mainly focused on the design of
the ball with packaging for high impact which is also embedded IMUs. Author [6]
explores spin-analytics in the context of a bowling ball. However, accelerometers
and gyroscopes are usable due to low spin-rates and contact with the floor, which
simplifies the problem in contrast to baseball and cricket.

2.2 Wearable, Camera, and Sports Analytics

Athletes are using wearable technology all the time in order to track their fitness.
There are a few IoT-centered applications available in the markets which are benefi-
cial to sportspeople such as Sensoria Smart Sock and Adidas MiCoach Smart Ball.
Several startups like Zepp, MiCoach, and Ball are extracting motion patterns from
wearable devices. The authors [7] have been proposed smart sensor shoes for analyz-
ing soccer shots. The author in [8] Hawkeye gives an idea of camera-based tracker
which is costly and most popular adopted in cricket, tennis, etc. The most popular IR
technology hot spot [9] is used to determine contact points between ball and players.
Video analytics efforts in [10–12] are processing video feeds to learn/predict game
strategies and addressing a different set of problems.

2.3 Localization and Motion Tracking

Scope for indoor localization has rich literature [13–20] hasmostly focused on human
motion. The inertial sensor-based tracking has mostly been performed on humans,
robots, and drones [21–26]. However, unlike iBall, can only address the space of
freely falling objects. While work in [27] tracks ballistic missiles, the granularity
of tracking is different both in time and space. iBall entails much finer granularities
of tracking and appropriately formulates a global optimization problem for better
accuracy unlike filtering techniques in [27].

In Swedish, ICT has initiated the Internet of Sports to fulfill the gap between sports
and technology as it is huge in the sports industry.Mobile sensor-based products such
as the Fitbit, Nike+, sports watches, and apps like Run keeper have been introduced
pretty early over there [28] (Fig. 1).



874 V. P. R. Enugala and M. Abhinava Vinay Kumar

Fig. 1 Pictorial representation of using IoT technology in sports and games

3 Purpose of the Study

Globally, India is a developing country leading as a top-level country in the education
but within the sports activity (except private organization cricket game), it is in the
down level. India is a mini world with different types of people with their physical
activities, living in a different type of climatic weather conditions. But when it is
compared with various small-sized countries with the same climatic weather condi-
tions, the participation of sports and its achievements in India is least in positions.
The main reason for the successful achievements of small-sized countries is only by
the implementations of IoT-related sports activity methods. But in India till today, so
many different types of sports organization are working on their interest bases only.
The government aim in sports policy implementation is only for introducing and
conducting the educations institutions, federation, associations, religions, zone level
these all types of sports and games activities, but the original player’s performance is
struck by the lack of knowledge in the non-implementation of IoT. In the meantime,
the small-sized countries with less in the population are utilizing the technique of
IoT and getting success in gaining medals and in all aspects too.

Nowadays, sports are being developed in one type as in region with an only
little specific type of games those are getting good results. By these others, game
players are not been encouraged; this leads to the dissatisfaction of sports policy
implementation. Particular of an area, the sports players are achieving good results
like play court events Sindhu, Saina,Kashyap, Jwala, SaniaMirza,Bhupathi, Leander
Paes; these are from south region players and those are getting good achievements
in international. Similarly, shooting events Gagan, Abhinav Bindra, Rajyavardhan
singh getting good achievements from the south Indian sports starts and at the hills
station area, Mary Kom and like other boxers are fighting as natural players all from
one side area are dominated. From the most forward, Maharashtra in cricket gave
cricket god of Sachin and Sunil Gavaskar likewise,many players are been introduced.



Sports Policy Implementation by the IoT Platform 875

Themain aim is to introduce IoT technology in sports policy so that themeritorious
sports players are easily identified and for whom the facilities are required from the
agency area tometropolitan area as the player performance ismonitored continuously
and effectively. By this method local sports management, politics does not work to
break the meritorious sportsperson performance. In some area from each person, as
a sports development cess is collected to promote meritorious sportsperson, this can
be overcome by the implementation of IoT in sports policy in sports and games.

4 Research Methodology Used in This Study

For the first time in India, the national sports policy was introduced in the year 1984.
For every five years, the national sports policy was monitored and several goals were
considered to encourage sports and promote to the national level and international
level of sports achievements. From the year 2001, the modernized national sports
policy is in use, i.e., with the combined effects of state government, national sports
federation, and Olympics association. It also reconstructed the national sports policy,
since from the starting of national sports policy year 1984 till today. The results
of the research method used for the development considered under the different
situations, facilities, weather atmosphere of India, and worldwide countries which is
successfully methods in the implementation of sports policy by using IoT platform.

For this study, IoT-based relative information is chosen to develop a research
methodology for district level, state level, national level, and international levels
of all players’ participation in sports and games. The players use internet, mobile
applications, sensor technology, latest applications, like data analysis from a cloud
and other related servers. These latest technologies can be identified using different
types of IoT facilities, required for different types of players like indoor players,
outdoor players, field track players, and etc. players. The following 20 major most
required IoT-based technologies are considered for the research development for this
study that are

(1) Online score, (2) Online draws, (3) Online referees facility, (4) Online scrutiny
player details, (5) Online doping test and drug details, (6) Internet/Wi-Fi facility of
grounds and participation, (7) Live telecast/recorded match facilities, (8) Recorded
shouted match facilities, (9) E-fitness device, (10) E-health alert devices, (11) Online
participation certificate record information, (12) Player E-commerce/banking details,
(13) Online sports guidance/coach reviews, (14) RFID used for players informa-
tion, (15) Speed-gun technology for calculation, (16) E-practice sessions, (17) E-
medicine/treatment facility, (18) E-sports Id card (Aadhar/student id card/online age
proof), (19) E-communication address, (20) E-photo identify/fingerprint/eye retina
identity (like Aadhar) (Fig. 2).
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Fig. 2 Participation of players levels in sports policy

Here from these, IoT-based 20 major elements make the player to achieve the
goals of different games under different types of condition; to develop the research
methodology, we consider the following point.

(i) Player better performance.
(ii) Player healthcare.
(iii) High-quality game training.
(iv) Latest rules and regulations.
(v) Identification player from a different area.
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5 System Architecture for Smart Sports Policy

5.1 Implementation of Sports Policy with IoT Architecture
for Play Field Games

The sports policy implementation using IoT is called as “smart sports policy imple-
mentation system.” This smart system consists of three major components they are
Sensors, Connectivity, Storage, and Data Analysis. These components are the basic
architecture of an IoT system. Each component is described as following.

SensorsAs the sports policy is mainly for the players development so involves the
player’s data. The data or information is been taken using the sensors itself. For the
data collection of a football player, whether he made the goal or not is been recorded
using the goal-line technology which tells the ball has crossed the line or not and
sensor are linked to the smartwatchwornby thematch referee. Similarly, for thewater
sports, data of simmer is taken from the sensor ofwith accelerometers and gyroscopes
to measure the time, speed, acceleration, and velocity of swimmers combined with
the video footage captured by cameras both above and below the waterline. For
athletes, the smart watch senses the heartbeat, distance, speed, and the performance
of the players. For volleyball player, wearable monitors can measure the athlete’s
jump height, average jump height, and amount of jumps while court monitoring
systems can track both the player’s and the ball’s position too. In some games, even
the shoes are representedwith a sensor so that the speed and distance of the performer
are recorded. The player details can be captured using RFID technology. The reward
and certification of the player received at the events are also been captured and
transmitted. The data collected from the sensors, it is being transmitted using the
connectivity or through the gateway.

Connectivity Here, the connectivity is the gateway which allows the collection
to send to the destination, i.e., for the storage and data analysis. The connectivity is
also called a gateway; it can be wired or wireless connectivity. This connectivity is
automatically accessedwithout anymanual interruption. In sensing the data, different
type of technologies and different sensor are used to transmit the data without the loss
of data is done through wireless by Bluetooth technology, Wi-Fi technology, GSM
technology using internet facilities. The gateway also provides secure transmitted as
it involves the network security algorithms for the transmission of data. By using the
internet, transmitted data from the sensor is sent for storage.

Storage and Data Analysis The data or information transmitted through the
gateway is stored for future use. The data is stored in the cloud. As the sports policy
has different levels, so the storage cloud for all level is considered. The cloud access
is only under the sports authorities like for the state-level sport has a cloud which
can be accessed by national wide sports authorizes so that player performance and
activities can be monitored similarly, the national-level sports cloud has access for
the worldwide sports authorities. The complete details of the player with the previous
record of performance are been stored in the cloud. The data can also be monitored in
the mobile application connected to the sensor. The data collected during the actual
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Fig. 3 Generalized architecture for implementation of smart sports policy

event is also used to optimize training and performance for the trainee and sports
authorities for future performance to rectify mistakes in the data analysis. During
the data analysis, bogus certificates and fake sportsperson are identified. Misuse of
sports policy can not happen by this (Fig. 3).

The work for the implementation of smart sports policy involves two types of
classification of players

(1) District/State-Level Players
(2) National/International-Level Players.

(1) The district-level, state- players are a primary level source of sports policy
players while a player comes from their part of the curriculum of educations so, here
the players are not in a professional way in sports. But it is difficult to identify the
player for the next level of national and international level of participation. This is
the best level of encouragement in sports but due to lack of facilities, knowledge, the
players are tampered at the level of state level only but here by the implementation
of IoT it is possible. Even a single player does not have an option for learning
techniques in games from the required educated trained coach but it will be provided
through online training using IoT. The state-level player participation performance is
monitored so that themerit one is identified for the national level through interlinking
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Fig. 4 IoT architecture for district/state-level player in smart sports policy

of the internet,mobile application system, and the players details. Primary caching,E-
fitness, E-performance, E-fitness track reports, E-learning facilities all are benefited
to the players in the orientation by implementing IoT.

From the below architecture, the district/state-level player has following facilities
in smart sports policy system.UsingRFID, the player is given the registration number
to record his sports details and to store in the cloud. The player has got a fitness tracker
device which gives the health care details and daily fitness report. These are stored to
the cloud usingBluetooth technology and can bemonitored in themobile application.
The matches are under the surveillance camera; by this, player performance track
report is identified. Coaching provided to the player is also recorded and the player
has any access to learn from online using mobile application. The certificate received
from level is been scanned using Zigbee transmission it uploads to a cloud so that
record can be maintained of a particular player. The collected data is stored and in
under access to sports authority of state (Fig. 4).

(2) The national level and international level of players play a major role in the
IoT-based sports policy; here, the worldwide latest technologies and facilities can be
adopted in the IoT system. Here, the player benefits like employment educational
reservation, misused sports policy benefits, and Excellency of sports faculties are
developed in the favor of sportsperson. This level of reaching players had faced
major problem that as medical supports like injury E-treatment sports and nutrition
of health care and monitoring of fitness coaches by E-track fitness devices, and
mistakes can be identified and learned from the previous matches videos, etc., and
all IoT-based technologies are to be benefited by this implementation system.

The architecture of national/international-level player basic details is already
present in the cloud of sports authority of state. Using E-fitness tracker, the player
fitness and health are recorded with the help of pure pulse technology, and this
technology uses green light inserted into the blood which calculates the pulse rate,
calories burned resting time of heart, heart stroke conditions. This information is
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Fig. 5 IoT architecture for national/international-level players in smart sports policy

automatically sent to the mobile application using Bluetooth technology and with
the internet to the cloud storage. The complete record of the player is present so
that if the player is injured, he/she is ready to claim the insurance directly by online
records. The educational details of player are registered with their player Id so if
he/she is interested in higher education, the reservation in the education is provided
only for the meritorious sportsperson as all the certificates are updated. Similarly,
in the employment purpose, the meritorious sportsperson is only benefitted. The
player matches are captured using a high-speed camera with motion video acquisi-
tion technology, this is stored, and as per the performance, the required training is
given through the mobile application at the players. The total data collected is in the
access of sports authority of India (Fig. 5).

6 Findings and Discussion

The table consists of data collected by the standard questionnaires from the 300
players who participated at the state level, national level, and international level in
India. Those who are elected from the five different zones come under the area of
states that are the Telangana, Andhra Pradesh, Gujarat, Assam, Chandigarh, and
Madhya Pradesh participated as meritorious players. For each state, only 50 players
(25 male and 25 female) are considered and again 50 players are divided as 24
games/game players only as perG.OMSNO.84, Telangana state andAndhra Pradesh
state issued sports policy in the year 2000, and also taken other one local-related state
sport/game (Table 1).
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6.1 Findings from Research Work

• The ground level (district level and state level) of sports policy is not even moni-
tored by the sports authorities.

• 95% of rural area sportsperson does not haveminimum facilities/sports promoters,
they are been flourishing by the media publicity that to on their personal interest
only. Due to this reason use, IoT platform makes the system automate but there is
still a little bit hesitation in the people to use IoT systems that is mainly due to the
lack of knowledge. 45%of people have the capability to participate in international
standard but they are not promoted due to unawareness.

• Out of 100% using IoT-based systems who participated at state and national level
of meritorious sportsperson, more than 90% players are only interested in E-fitness
watch and more than 20% players using E-shoes, more than 65% of players are
using mobile applications for specific participation in games, to calculate their
performance, only below10%ofplayers are usinghis/her sports certificate enrolled
on the IoT-based system,more than 30% players using players E-Id card, andmore
than 70% sports events of scored sheets and participation players roster list and
proofs are not even saved.

• Each sports organization is different but every meritorious player participating
from any organization of those respective game, participate in the events every
timewithmany difficulties thus the player is not recognized as amerit sportsperson
ultimately the player waste his/her valuable time and educational life so players
parents are not interested in promotion in them into sports.

• 90% national-level player in his/her sports carrier has dropped his/her examination
and same dates are clashed by conducting other same level events.

7 Conclusion

The quality of sports activities show the unity of nationality, as one nation with
one sports policy is introduced in the entire nation but the powers of the national
level of organization, authorities of varies organizations in educational, federations,
associations are interfering and making sports like politics. Finally, the meritorious
sportsperson is not identified by the sports policy misuse. Every sportsperson wants
to calculate his/her regular performance but he/she would not have the previous
performance details even with the authorities also, as the player concentrates only on
the present performance; by this, meritorious sportsperson was not recognized yet.
Due to this problem, the player will be unprompted and well-known coach players
will be promoted automatically. India is huge in area and with heavy population,
averagely so many talented players participated here, but the well-known player is
only identified instead of meritorious sports player by the implementation of IoT in
sports policy these all problems can be easily identified.
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The old methodologies of physical educators and sports trainee course like the
national institution of sports course, sports diet, sports medicine, sports manage-
ment, etc. all sports-related course are re-modified by using of IoT. Sports facilities
like RFID facilities for sports kits, E-fitness tags, E-gym, E-medicare, E-treatment,
internet linking facilities for playgrounds, sports networking, online sports telecast
like web porting system all these to be provided to identify the preliminary player,
using fingerprint technology and eye retina with irrespective of age, along with the
participation details of the events, and all the metadata is stored using IoT. This will
help for the meritorious sportsperson development.
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Abstract Electing a Prime Minister (PM) is a process that occurs every 5 years in
India, through conducting an election. Who will win the election is one of the most
asked questions on everyone’s tongue, as the election is just few months away. The
objective of this research is to predict the likelihood of PMNarendra Modi’s chances
to continue as the PrimeMinister of India using Bayesian network approach. The aim
of this research is not to develop a new predictive algorithm, but to use the existing
approach for making predictions on a real-life scenario. Our Bayesian modeling is
based on public responses available on socialmedia, India statistics, and news articles
on the key policies undertaken by PM Narendra Modi during his current tenure. We
explore using causal and diagnostic reasoning to find new insights on the factors
shaping his win or no-win, verdict on his government strength and weakness. Our
Bayesian model reveals that the current Prime Minister Modi has 61.4% chances of
winning the upcoming 2019 elections.
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1 Introduction

Leadership plays a vital role in the acceleration of any country’s development [1].
India is a democratic country, in which people are allowed to voice their opinion
and vote for what they believe in by the process of an election and where majority,
subsequently, overrides the minority. The 17th Lok Sabha Prime Minister election
which takes place every 5 years will be conducted in May 2019. Who will take the
seat next, is one of the biggest questions on everyone’s tongue? How is the current
government performing, will it remain on sit or say good-bye?

The outcome of the election would appear to be very difficult to predict. Unlike,
the first time PMModi was elected, which was a clear win (his previous victory was
a clear win). However, some predictions have been made on whether PM Narendra
Modi will retain his seat or not by different individuals, while media and experts are
busy making wild estimates based on what they think.

A Bayesian analytics network approach is proposed, to forecast the outcome of
the 2019 election by making a probabilistic estimate from PM Modi’s current 5-
year accomplishments and (some form of) available data. In this research, causal
and diagnostic reasoning is applied to the Bayesian network model to gain insight
between the cause (happenings) and effect (impact). The reason for choosing the
Bayesian network as a base model for the intended task is because it accurately
captures our beliefs, and it also uses the graphical form to represent findings in a
probabilistic manner, therefore, making the model easy to understand [2, 3].

No doubt that Modi’s accomplishments during his current 5-year tenure will
determine his next chances of winning. We will be seeing the outcome of that in
the result. What is the people’s primary concern or thought about this upcoming
election? The election issues include an increase in the unemployment rate by 3.5%
[4], Modi’s policies like implementation of GST, demonetization, surgical strikes
are the matter of concern to the voters, and will these factors play the key character
in the election by determining Narendra Modi’s victory? We will be combining data
from social media, published public opinion polls, and India statistics from a reliable
data source to develop a machine learning model for prediction tasks.

The rest of this paper is organized in section as follows: firstly, contribution to
existing work, secondly, research methodology covering the factors and techniques
to be used, thirdly, introduction of the features that are relevant and correlated with
the election outcomes and propose our prediction model (experiment), fourthly, pre-
diction results will be presented, and lastly discussion of the result and our beliefs,
and conclusions from our experiment.
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1.1 Contributions

We summarize our contributions below:

1. We propose the use of Bayesian network approach to predict the probability of
PM Modi being reelected in Lok Sabha 2019 election. The aim of this work is
not to propose or develop a new predictive algorithm, but to use the existing
approach for making predictions on a real-life scenario.

2. Our proposed model can discover the key patterns or trends that may lead to
PM Modi’s win in 2019, i.e., analyze and draw meaningful inferences from the
performance of Modi’s current tenure, by using causal reasoning.

3. Using our predictive model, we can relate outcomes with valid statistical reason-
ing than making subjective predictions based on instincts/gut feelings.

4. Through our proposed model and analysis, PM Modi’s government can learn in
what areas or policies on which they need to improve on in other to strengthen
their governance.

5. Our approach provides detail analyses, using diagnostic reasoning on why PM
Modi may be victorious in the upcoming 2019 elections.

2 Research Methodology

In this age of data-driven revolution, many machine learning models have been
developed with the capacity to analyze and forecast the outcome of an event based
on statistical data, deductions, and people’s emotions as expressed in the social
media [5]. This ML models explore the data, make assumptions, and find interesting
patterns and trends; therefore, predicting an outcome for any occurrence based on
the probability of trend found in the different factors of the data [3].

India being the world’s 41st largest democratic country in the world [6], all ears
are interested in the outcome of the upcoming Prime Ministerial elections. We have
proposed to integrate the Bayesian network machine learning model to predict PM
Modi’s chances to win.

For any machine learning model, relevant datasets are required [2], so we proceed
to identify determinant key factors that will show the trend in our model, thereafter,
acquiring the available datasets from a reliable source.

For our research, we have segregated the dataset into three clusters, namely exter-
nal variable (which brings trends), influential variable (PMModi’s key policies), and
decision variable. The causal interactions among variables are identified by available
information from reliable data sources.

We have sorted the total voting population (i.e., citizens of India, who are eligible
to vote: 18 years of age and above) across different cross sections of the society
named population in external variables. The following groupings have been made
under the assumption that a particular group has similar traits, opinions, and response
(positive or negative impact) with respect to a particular situation or an event:
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2.1 External Variables

Population: Human settlements are classified as rural or urban depending on the
density of human-created structures and resident people in a particular area. Urban
areas can include town and cities while rural areas include villages and hamlets.

Reasoning: The development of the respective regions and the understanding of
a person in urban against a person in rural in choosing a leader to vote for.

Occupation: A person’s usual or principal work or business, a means of earn-
ing for living are classified into this three groups: primary (agricultural and other
allied activities such as forestry, farming, grazing, hunting, and gathering), secondary
(industrial, government, and big business), and tertiary (private, small business, and
services).

Reasoning: The deciding factors depend on the extent to which the work opportu-
nities have increased or decreased, expanded or shrunk; the investments or policies
affecting their job and income.

Age: Considered only the age of the citizens who are eligible to vote, classified
into youth: between 18 and 35 years, middle-aged; between 35 and 55 years, and
old; 55 years and above.

Reasoning: The decisive factor weighs on the points like the older people are
relatively prejudiced while the youth are more open to change. On the other hand,
the experience, knowledge of the past political scenarios, andmaturity of the middle-
aged and older people will fall less for deceptive political publicity.

Religion: The particular system of faith and worship practiced in India to be
considered are Hindu, Islam, Sikh, Christian, Buddhist, Jain, and Others.

Reasoning: The propaganda of a specific religion to show itself or its demands
superior over other, sometimes at the cost of others’ religious beliefs can greatly
determine the direction of a community or when a particular religion is targeted or
attacked, verbally or physically.

Employment: The employment rate is classified into employed and unemployed.
Reasoning: The satisfaction of the employed and distraught of the unemployed.

2.2 Influential Variables

Policies or activities that were undertaken by the Modi government which are
expected to have a substantial impact on the response of the public toward reelection
of Modi government. Thus, all of these variables are taken as positive and negative
(Table 1).

• Budget: Positive and Negative
• GST: Positive and Negative
• Demonetisation: Positive and Negative
• Leader: Positive and Negative
• Surgical Strikes: Positive and Negative



Bayesian Prediction on PM Modi’s Future in 2019 889

Table 1 Description of the influential variables

Influential variables Description

Budget This refers to the blueprint of the government’s revenue and
expenditure for the fiscal year, focusing mainly on the interim
budget presented on February 1, 2019 [7]

GST Launched on July 1, 2017, Goods and Services Tax is an indirect
tax (or consumption tax) levied in India on the supply of goods
and services [8]

Demonetisation On November 8, 2016, the government of India announced the
demonetization of all |500 and |1000 banknotes which was
followed by prolonged cash shortages in the weeks that followed,
which created significant disruption throughout the economy [9]

Leader The leadership quality of PM Modi being the head political figure
of the nation as perceived by the people

Surgical strikes On September 29, 2016, India announced that it conducted
“surgical strikes” against militant launch pads across the line of
control in Pakistani-administered Kashmir [10]

Health awareness Hospital facilities extended by the government, health programs
to the poor, and yoga have been considered here

Research and development Work directed toward the innovation, introduction, and
improvement of products and processes

Foreign policies Government’s strategy in dealing with other nations or
international relations

Digitalization Launched on July 1, 2015, to ensure the government’s services
are made available to citizens electronically by improved online
infrastructure and by increasing Internet connectivity or by
making the country digitally empowered in the field of
technology [11]

• Health Awareness: Positive and Negative
• Research and Development: Positive and Negative
• Foreign Policies: Positive and Negative
• Digitalization: Positive and Negative.

2.3 Decision Variable

Decision: Win and No-win.
Next step was to choose a suitable machine learning model, and for this work, we

have chosen Bayesian network approach.
Bayesian networks are a type of acyclic probabilistic graphical model that infers

from probability computations to fix complicated relationships among variables in
a direct manner by using Bayes’ theorem, where P(A/B) is the posterior that we are
trying to estimate, P(B/A) is the likelihood that an event will occur, P(A) is the prior,
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and P(B) is the marginal likelihood probability [12].

P(A/B) = (P(A) ∗ P(B/A))
/
P(B) (1)

Bayesian networks aim tomodel conditional dependence, and therefore causation,
by representing conditional dependence by edges in a directed graph. Through these
relationships, one can efficiently conduct inference on the random variables in the
graph through the use of factors [2, 3, 12].

The advantage of the Bayesian network here is given a limited amount of data
from which we can “calibrate” a model [12–14]. Another advantage is that they are
probabilistic and allow uncertain things to be “marginalized out.” We do not need
to have a clear idea of the exact forms and parameters of the distribution of some
variables, but the framework is flexible enough to account for that uncertainty in the
variables [3].

Causal Interactions

The causal interactionmodel of causes and effect was developed graphically based on
our understanding of the responses gotten from the different factors; we considered
from the society news, articles, and twitter trends. As per our interpretation, the
causal interactions of the influential variables (child nodes) are determined by the
external variables (parent nodes) as shown in Table 2.

Probabilities taken are our interpretation of the combined response of each cross
section for the causal interaction between the external variables to each influential
variable. An example of our estimation of probabilities to one of the influential
variable—demonetization—is given in Table 3.

Accordingly, the probabilities for each of the influential variables have been added
to discover the relevant factor of interest, which will decide or determine the chances
of PM Modi’s win or no-win.

Table 2 Descriptions of
causal interactions

Influential
variables

External variables

Leader Population Occupation Age

Budget Occupation Age

GST Occupation Age

Demonetisation Occupation Age Employment

Surgical strikes Age Religion

Health awareness Age Religion

Research and
development

Occupation Age

Foreign policies Occupation Age Employment

Digitalization Population Occupation Age
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Table 3 Probabilistic estimations of the variables

Demonetisation Probability

Occupation Age Employment Positive Negative

Primary Middle-aged Unemployed 20 80

Primary Middle-aged Employed 30 70

Primary Youth Unemployed 40 60

Primary Youth Employed 70 30

Primary Old Unemployed 80 20

Primary Old Employed 40 60

Secondary Middle-aged Unemployed 20 80

Secondary Middle-aged Employed 30 70

Secondary Youth Unemployed 40 60

Secondary Youth Employed 50 50

Secondary Old Unemployed 40 60

Secondary Old Employed 20 80

Tertiary Middle-aged Unemployed 30 70

Tertiary Middle-aged Employed 35 65

Tertiary Youth Unemployed 50 50

Tertiary Youth Employed 90 10

Tertiary Old Unemployed 10 90

Tertiary Old Employed 60 40

3 Experiment

We now come to the interesting part, where we are going to speculate the different
outcomes of the model, with respect to the changes in the response of the people to
the (influential) key policies, for 2019 general election with the hot seat beckoning.

The detail of our predictions for 2019 General elections using Bayesian approach
is discussed below. Firstly, we present a Bayesian model structured for the key
policies in the PM Modi’s era determining the outcome of the election as shown in
Fig. 1. This is the model used to predict the outcome of the election as determined by
the concerns of the voters to the key policies and their effect; we have further analyzed
the dominant external factors, and where they are playing critical functions.

We have established a graphical structure to show the relationship between the
parent nodes, which are the independent features, and the child nodes which are
the dependent features based on the relevant factors for the election prediction. For
each key policies, we have extracted corresponding information related to features
in Bayesian network as shown in Fig. 1, and where we see that if all the factors are
more or less the same, the chances of PM Modi repeating or getting another term
as PM is 61.4%, since most of the influential variables (key policies) are positively
affecting his chances of winning the election.
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Fig. 1 Normal Scenario where we see a clear indication that Modi is winning the 2019 general
election

In the normal scenario, we observe that except demonetization, and other variables
are considered as a positive factor toward PM Modi key polices, showing winning
chance of 61.4% of PM Modi to retain his seat as Prime Minister (Fig. 2).

In this scenario, we observe that when voters are considered of Islamic population,
which has the second highest population after Hindu, it is expected to result in a no-
win scenario of 56.2%, with other factors as normal is giving a clear picture that they
are not happy with the PM Modi as the Prime Minister (Fig. 3).

The above scenario shows that when every key policy is considered as negative
factor except for surgical strike, then there is a 100% no-win case. It can be observed
that it occurs when Hindu voters are lesser but bit higher for other minority commu-
nities, and who are of age 55 years and above (Fig. 4).

From the above scenario, we observe that after taking demonetization and GST
as a negative factor and other factor as normal, the winning chances are at 49.2%.

Fig. 2 Scenario of Bayesian network when PM Modi is considered as a negative leader and the
voters, Islam
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Fig. 3 A no-win scenario when the key factors like leader, demonetization, digitization, health
awareness, research, and development, foreign policies and budget are as a negative factor

Fig. 4 Scenario showing 50–50 chances when demonetization and GST has a negative factor

We observe that in this scenario, higher proportion of middle-aged businessmen is
unhappy with the GST and demonetization policies.

However, the final outcome is about 50–50 chances, providing an insight that the
demonetisation and GST are two vital variables, and where the response of the voters
can give an edge on the final result (Fig. 5).

From the above scenario, we observe in the case of a Hindu voter of 55 years and
above, the surgical strike is too dominating while GST is 50–50 and demonetization
is slightly negative, and the final decision variable is 56% winning chances for PM
Modi (Fig. 6).

From the above scenario, we clearly see that whenHindu voters of age between 18
and 35 years are employed in primary sector from urban area, the voters are giving
a clear win with 90% positive outcome for PM as leader, 70% positive factor for
demonetization, 80% positive factor for digitization, 60% positive factor for GST,
80% positive factor for surgical strike, 80% positive factor for foreign policies, 70%
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Fig. 5 Scenario where we see the decision of old (55 years and above) people who are Hindu

Fig. 6 Scenario showing that 75% of Hindu youth working in the primary sector and living in an
urban area is going to vote for Narendra Modi in this general election

positive factor for budget and 90% positive factor for health awareness, whereas 60%
feel that research and development need more investment (Fig. 7).

From the above scenario, we see that when demonetization andGST are a negative
factor, and other key policies are a positive factor, and then the winning chances are
quite strong, where 96.9% are Hindu voters and the old voters seem to be a bit critical
with the key policies (Fig. 8).

4 Discussion

The Bayesian analysis revealed that if PMModi has to continue in the next term, he
needs to focus on the rural population, showing them the necessary benefits of his
key policies on a long run, policies like demonetization and GST implementation. It
is also required that PMModi targets the minority communities of India by offering
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Fig. 7 Scenario showing that when the leader, digitization, surgical strike, health awareness,
research and development, foreign policies, budget are positive factors; GST and demonetization
are negative factors, PM Modi still has considerable chance to win

Fig. 8 Final outcome of the
experiment with 61.4% of a
win to 38.9% of no-win

PM Modi's Chances of winning

WIN

NO WIN

them several new and beneficial initiatives while maintaining harmony in the country
and gaining their trust. Moreover, the majorities which consist of the youths that are
exposed to social media seem to already have a good response to the key policies
and prefer PM Modi to stay in power. PM Modi’s activities both internationally and
nationally have also positively contributed to the youths wanting him to remain as
the Prime Minister.

If the opposition party wishes to win the election, then they really need to focus
and attract the Hindu religion youths, which is the backbone factor of PM Modi’s
Government. They especially need to make their manifesto beneficial for youths
and the urban population, and they need to explore and capitalize on some of the
disadvantages of demonetization and GST among the workers. Another strategy that
the opposition party should explore is to reach out to the youths through social media.
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5 Conclusion

We have experimented the speculations for the outcome of the 2019 general elections
with the response to PM Modi’s policies through a Bayesian network approach,
thereby making predictions on his chances of winning. The key factors considered
for the analysis were the external variables (trending features), influential variables
(PMModi’s key policies), and decision variables. We initiated a probabilistic model
that incorporates the key policies, data, and statistical knowledge of the impact of
the key policies on the decision variables to forecast the predictions. Based on this
model, causal, and diagnostic reasoning was exploited in order to discover the cause
and effect weight age of each key policy on PMModi’s chances of winning the 2019
elections.

The Bayesian network approachmodel predicted the outcome of the election to be
in favor of the current Prime Minister Modi, with the chances of winning at 61.4%,
which implies that PM Narendra Modi is going to repeat his term as PM for the next
5 years, according to our belief.

We have also presented a deep analysis on parameters like—GST, demoneti-
zation, surgical strike, budget, foreign policies, leader, health awareness, digitiza-
tion, research and development—which proved to be the key factors in deciding
the outcome of the network, by observing the current opinion of the public. Using
Bayesian analysis technique, PMModi can work on the factors negatively impacting
his chances of winning. This work is a real-world application of the data mining
approach to forecasting the election event.
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Design and Analysis of Thermoelectric
Energy Harvesting Module for Recovery
of Household Waste Heat

Shruti Jain, Vibhor Kashyap and Meenakshi Sood

Abstract In recent years, there has been a lot of active research on energy recovery
from waste heat obtained from various sources. A remarkable potential for harvest-
ing the energy lies in the waste heat obtained during households daily chores. In
this paper, waste heat obtained from chulhas has been exploited to generate energy
with the help of thermoelectric energy system. Thermoelectric generators convert the
waste heat to voltage are coupledwith suitable heat sink, interfacedwithDC–DCcon-
verter and storage circuit. The thermoelectric systems for waste heat recovery have
low system efficiency, which prevents using them feasibly for the direct fuel energy
conversion. This paper focuses on design of various key parameters, components
and factors that determine the performance of DC–DC converter/energy harvester
system. The theoretical results obtained showed good agreement compared with the
simulation results using LTSPICE. This is a step toward greener source of energy
as it does not hinder the normal working of the chulhas and the waste heat which is
usually emitted out in the atmosphere and is of no use.

Keywords DC–DC converter · Energy harvesting · Thermoelectric generator ·
Waste heat recovery

1 Introduction

In recent years, energy harvesting has become a popular term in academic, house-
hold and industrial world [1]. The resources for energy harvesters are motion from
human movement [2] waste heat from household [3], temperature gradient from the
combustion engine [4–6], etc. Currently, there are different types of energy harvest-
ing circuits which consist of pyroelectric energy harvesting, piezoelectric energy
harvesting [7] waste heat recovery [3, 5] ambient-radiation energy harvesting, etc.
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However, current technologies of energy harvesting are capable of producing only
limited power to drive relatively low-power electronics.

In general, the system is divided into four modules (shown in Fig. 1). The first
module is system design in which a point was searched from where maximum waste
heat can be obtained. The second module is harvesting generators. This module
converts the heat energy into electrical energy. This energy can be in mV or few volts
which is not enough for charging the battery. The third module is booster circuit. In
this module, different voltages are boosted up. Booster circuits can be of different
types. In this paper, we have used the LTC3108 ICwhich isDC–DCconverter/energy
harvester circuit. Finally, the last stage is the storage.

From the third stage, enough voltage is obtained from where bat-
tery/supercapacitor can be charged. These batteries can be used anywhere in daily
life. This paper mainly stresses on the designing of third module (booster circuits
and harvesting ICs).

Fig. 1 Flow diagram
showing the different
modules for the proposed
algorithm
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2 Materials and Methods

There are different types of booster and harvesting circuits. The proposed model
operation and maintenance expenditures are very moderate. For the maintenance,
we have to just take care of ICs and their replacement. In this paper LTC3108 IC,
as DC–DC converter/energy harvester [8, 9] (the conventional diagram is shown in
Fig. 2). Different output voltages (VOUT) can be obtainedwhich is themain advantage
of this IC.

VAUX: The circuits within the LTC3108 [7] are powered from VAUX and bypassed
with a 1μF capacitor.When using turns ratios of 1:50 or 1:20, larger capacitor values
are required. The VOUT starts charging if the VAUX value becomes more than 2.5 V.
As the VOUT reaches the regulated value, then there will be no charging current.

Low Dropout Linear Regulator (LDO): The LDO requires a ceramic capacitor
for stability. For stability, the 2.2 μF capacitor is used at the LDO. We can increase
the values of capacitor but it takes maximum time to charge the output. 4 mA is the
minimum LDO output current.

VOUT: When the VAUX is greater than 2.5 V, then current starts flowing and
output voltage drops below the regulated voltage. The different VOUT values which
can achieve from the IC are 2.35, 3.3, 4.1 or 5 V. The VOUT is chosen with the help
of VS1 and VS2. If we want 3.3 V as output voltage, then VS1 should be connected
to VAUX and VS2 pin be connected to ground. Likewise, Table 1 shows the different
combinations of various voltages.

Fig. 2 Conventional diagram of the DC–DC converter LTC3108 for 3.3 V
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Table 1 Different
combinations to get output
voltage

S. No. VOUT (V) VS1 VS2

1 2.35 GND GND

2 3.3 VAUX GND

3 4.1 GND VAUX

4 5 VAUX VAUX

Power Good Comparator (PGOOD): This monitors the output voltage. This
pin has a weak pull-up (1M�) to the LDO voltage and an open-drain output voltage.
The PGD output will be high if the VOUT is charged to 7.5% of regulated voltages
but PGD is low if VOUT drops more than 9% of its regulated voltage.

VSTORE: After VOUT has reached regulation, the VSTORE output is used to charge
a rechargeable battery or large storage capacitor. VSTORE can be used to power the
system if input source is unable to provide the current used by the VOUT, VOUT2 and
LDO outputs.

2.1 Designing of Various Components

Various steps for designing the different components are explained in this section.
In this work, the voltage of interest is 3.3 V as VOUT, so value of all components are
calculated on this basis. (Maximum allowed voltage drop during the transmit burst
is 10% of VOUT.)

Step 1: Designing of C1 and C2 capacitor of LTC3108.
The transformer IC used in this paper is Wurths 74488540070 (1:100 Ratios)

which gives start-up voltages as low as 20 mV and the primary winding has input
capacitance of 220 μF. For a transformer, we have

NS

NP
=

√
ZS

ZP
(1)

where NS is the no. of turns in secondary winding, Np is the no. of turns in primary
winding, ZS is the secondary impedance and, ZP is the primary impedance. Further,
ZS and ZP can be expressed by Eqs. (2) and (3).

ZS = RS + j(XLS − XCS) (2)

ZP = RP + j(XLP − XCP) (3)

Taking into consideration the values from datasheet; primary series resistance
(RP) as 0.085 � and secondary series resistance (RS) as 205 �, primary inductance
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(Lp) having value 7.5 μH, secondary inductance (Ls) having value 7000 μH, and
primary capacitance (Cp) having value 220 μF, we get

XLS (2πfLS) as 43,982 �, XLP (2πfLp) as 4.398 �,

XCP

(
1

2π f CP

)
as 7.23 m�, and XCS

(
1

2π f CS

)
as 1196.6 �.

Substituting these values further,we have calculated the value ofCS, the secondary
capacitance as 1.33 nF, where CS is the parallel combination of C1 and C2 [10].
Simulations with different values of capacitor C2 were simulated and the best results
were obtained forC2 as 330pF (as per Fig. 3). To capture the effect ofC1, performance
was evaluated by varying the value of C1 but no significant change was observed, so
C1 is chosen as 1 nF.

Step 2: Calculation of storage capacitor (COUT): Storage capacitor is calculated
by Eq. (4)

COUT(μF) ≥ ILOAD(mA) × tPULSE(ms)

VOUT
(4)

Duration of transmit burst (tPULSE) is presumed as 1 ms and total average current
requirement during the burst (ILOAD) as 40 mA. Putting all values in Eq. (4), we get

COUT(μF) ≥ 40mA × 1ms

0.33V
(5)

Setting the value of COUT = 150 μF.
Step 3: Calculation of maximum transmit rate (t): Maximum transmit rate is

expressed by Eq. (6)

ttrans = COUT × 0.33V

Charge current (μA) − Sleep current (μA)
(6)

(a) Calculation of average charge current ICHG where magnitude, duration and fre-
quency of load current are fixed. ICHG is given by Eq. (7)

ICHG ≥ IQ + IBURST × tPULSE
T

(7)

where IQ is sleep current in between bursts, IBURST is total load current during the
burst, tPULSE is the duration of transmit burst and T is the period of transmit burst.
For our design, we have considered IQ = 5 μA, IBURST = 100 mA, tPULSE = 1 ms
and T = 1 s. Substituting all values in Eq. (7), average charge current comes out to
be 105 μA.

(b) The average power is VOUT × ICHG which comes out to be 346.5 μW.
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Fig. 3 Effect of secondary capacitance on VOUT
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After calculations, ICHG was calculated as 105 μA and current drawn on VOUT in
sleep state was 5 μA. Placing values of current in Eq. (6) we get:

ttrans = COUT × 0.33V

105μA − 5μA
= 0.495 s

It signifies that circuit can support 1 ms transmit burst in every 0.495 s with fMAX

= 2.02 Hz.
Step 4: Calculation of low drop output time (tLDO): tLDO is the time that will

charge the LDO capacitor and VOUT capacitor where tLDO is expressed by Eq. (8).
With the help of datasheet, we get CLDO as 2.2 μF, ILDO as 5 μA and VLDO as 2.2 V.

tLDO = VLDO(V ) × Capacitance at VLDO(μF)

ICHG − ILDO
(8)

ICHG value is already calculated using Eq. (7) as 105 μA. Putting all values in
Eq. (8), we have obtained tLDO as 48.4 ms.

Step 5: Calculation of time for VOUT to reach regulation (tVOUT): VOUT is pro-
grammed for 3.3 V, the time for VOUT to reach regulation is given by Eq. (9)

tVOUT = VOUT (V ) × COUT

ICHG − IVOUT − ILDO
+ tLDO (9)

All the values used in Eq. (9) are calculated above (ICHG as 105 μA, ILDO as
5 μA, tLDO as 48.4 ms, COUT as 150 μF and IVOUT as 5 μA). Placing all values we
get tVOUT as 5.25 s.

3 Results and Discussions

After calculating the values of all discrete components as in steps depicted above,
the circuit is finally formulated and shown in Fig. 4. For performance analysis,
different voltages (VAUX, VLDO, VOUT, PGD and VSTORE for 3.3 V shown in Fig. 5)
and different current across various capacitors and inductors (shown in Fig. 6) were
simulated using LTSPICE software.

Figure 6 shows the different current values at inductors and capacitors. I(C7) is
the current at input capacitance, I(L1) is the current at primary inductance coil, I(L2)
is the current at secondary inductance, I(C2) is the current across capacitance 1nF,
I(C3) is the current across capacitance 330 pF, I(C1) is the current across VAUX

capacitor, I(C4) is the current across VSTORE capacitor, I(C5) is the current VOUT

capacitor, I(C6) is the current across VLDO capacitor.
We have used the energy harvesting IC LTC3108 as a DC/DC convertor/energy

harvester. Different simulation results were obtained using LTSPICE software. The
output of the IC (3.3 V) as per designed requirement is obtained. The effect of
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Fig. 4 Schematic diagram of energy harvesting circuit for 3.3 V output voltage
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secondary capacitance of transformer on VOUT is analyzed. The transient value of
output voltage is increasing beyond the power good output signal, once the VOUT

reaches the proper regulation the charging current is turned off. By making this
design system, we can generate 3.3 V and can charge a supercapacitor/mobile. This
is a promising technology for solving power crisis in remote area without polluting
the environment.

4 Conclusion

Thewaste heat obtained has low efficiency in the original form, so the energy harvest-
ing and booster circuit are to be designed for utilizing the recovered energy. In this
paper, the design parameters of energy harvestermodule are calculated and validated.
By designing the system, we could generate 3.3 V and can charge a supercapaci-
tor/mobile. In this paper, we have calculated the values of all discrete components of
the design and finally validated the results by simulation using LTSPICE. This is a
promising technology for solving power crisis in remote area without polluting the
environment.
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AModel of Information System
Interventions for e-Learning:
An Empirical Analysis of Information
System Interventions in e-Learner
Perceived Satisfaction

Asif Ali and Jaya Bhasin

Abstract Innovations in pedagogy and technology have lead to a new paradigm
in teaching particularly in higher education. At the nexus of this new paradigm is
blended learning and e-learning. Blended learning refers to combination of syn-
chronous and asynchronous learning activities. While e-learning refers to learn-
ing system that utilize electronic means or information communication technology
(ICT) to deliver information for education or training purposes. Though in infancy
e-learning in India has garnered pace in last decade, introduction of SWAYAMportal
for offering massive open online courses (MOOCs) has been an important initiative
by Government of India in this direction. The present study conceptualizes various
factors of e-Learner Satisfaction into one model. The data for study was collected
from students of north Indian universities. A total of 266 responses were recorded
out of which 25 responses were eliminated due to incomplete information. Final
data analysis was conducted using 241 responses using structural equation model-
ing (SEM) (Amos 20). From the data, it was observed the constructs (predictors)
namely Instructors Attitude, Learners Attitude, Course Quality, Technology Quality,
Assessment Quality and Perceived ease of use explained 66.2% variance (adjusted
R2 = 66.2% and p < 0.05) in Perceived e-Learner Satisfaction.

Keywords Information systems · e-Learning · e-Learner Satisfaction

1 Introduction

Innovations in pedagogy and technology have lead to a new paradigm in teaching par-
ticularly in higher education. At the nexus of this new paradigm is blended learning
and e-learning. Blended learning refers to the combination of synchronous and asyn-
chronous learning activities. Blending learning is an approach to learning in which
traditional face-to-face learning is complemented with online learning. The twomost
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common definitions of blended learning prevalent in literature are (i) combination of
online and face-to-face instructions [11 and 23] (ii) combining instructional methods
[9, 25].

While e-learning refers to learning system that utilizes electronicmeans or Internet
communication technology (ICT) to deliver information for education or training
purposes. e-learning is defined as learning assisted by utilization of digital tools and
content that involves interactivity that includes online interaction between teacher
and learners or peers [17].

The institutions of eminence (Harvard, MIT) of higher education in world have
started to offer most of the courses in online mode with India being no exception
[14, 22]. Though in infancy e-learning in India has garnered pace in last decade,
introduction of SWAYAM portal for offering massive open online courses (MOOCs)
has been an important initiative by Government of India in this direction. e-learning
has not remained confined to the higher education industry only; however of late
many global organizations have started to incorporate online training modules to
employees as part of their overall training programmes [21].

2 Theoretical Framework

e-learning is delivery of education through various electronic media (activities perti-
nent to instructing, learning, and teaching) [13]. “e-learning is an approach to teaching
and learning, representing all or part of the educational model applied, that is based
on the use of electronic media and devices as tools for improving access to training,
communication and interaction” [24].

e-learning being ubiquitous offers array of benefits to make learning possible
any time anywhere at learners convenience as it cuts across the barriers of space
and time. Being cost-efficient, it has received a wide acceptance across the world
in higher education dissemination [1]. On account of high utility and other benefits,
the adoption of e-learning has been on increase with 7% CAGR in last decade. e-
learning industrywas $107Billion in 2015, and it has been forecasted to grow to $ 325
Billion in 2025 (Forbes, Jul 2018). Despite this high growth, adoption, and success
of e-learning, the failures in e-learning do exist [5, 19]. The reasons for such failures
can be varied sometimes learner centric other time instructor or environment centric.
From the literature, numerous models have been proposed to access the success
and adoption of information systems [8, 28]. Among various proposed models, user
satisfaction emerges as one of the most important factors for adoption and success
of information systems [8]. In e-learning context, various factors have been found
associated with user satisfaction. With regard to present research per se, e-learning
and blended learning have been used interchangeably. And the factors associated
with user satisfaction have been clubbed into six dimensions: Learner, Instructor,
Course, Technology, Course Design, and Environment as identified by Sun et al.
[26].
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3 Research Model and Hypotheses

From simple application software acceptance like spreadsheet applications [16] to
complex e-learning [22], various factors in literature have been identified that deter-
mine user satisfaction. However, not much attention has been paid to integrate these
factors into one framework/model. An attempt in this regard was made by Sun et al.
[26]. Drawing inferences from previous studies and using model proposed by Sun
et al. [26], the present study uses six dimensions, namely learner, instructor, course,
technology, course design, and environment dimensions to access user satisfaction
of e-learning. However, a little modification has been done to the model as each
dimension is reduced to a factor. The learner dimension takes into account Learn-
ers Attitude/impression toward the e-learning activities by usage of computers. A
positive attitude toward ICT will result in effective and efficient learning thus more
satisfied users/learners [20]. Thus, we hypothesize

H1: Learners Attitude will positively influence Perceived e-Learner Satisfaction.

The Instructor dimension takes into account Instructors Attitude/impression
toward the e-learning, and we hypothesize

H2: Instructors Attitude toward e-learning positively influences Perceived
e-Learner Satisfaction (Fig. 1).

The course dimension takes into account the e-learning course quality, technology
dimension takes into account the technology quality, design dimension takes into
account perceived ease of use of e-learning platform, and environment dimension
takes into account diversity in assessment (quality of assessment) of e-learning. Thus,
we hypothesize

H3: Course quality positively influences Perceived e-Learner Satisfaction.
H4: Technology quality positively influences Perceived e-Learner Satisfaction.
H5: Perceived ease of use of e-learning positively influences Perceived e-Learner
Satisfaction.
H6:Diversity in assessment of e-learning positively influences Perceived e-Learner
Satisfaction.

The actual simplified model used in the present study is reproduced in Fig. 2.

4 Research Methods

4.1 Instrument Development

Based on the research in the field of information systems and technology adop-
tion, a questionnaire was adopted and modified to measure the various factors of
the hypothesized model. The instrument with 30 items under 7 factors was adopted
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Fig. 1 Dimensions and antecedents of e-learner satisfaction (adapted [26]

Learners attitude

Course Quality

Perceived ease of 
use

Assessment Quality

Instructors Attitude

Perceived e-Learner  
Satisfaction

Fig. 2 Simplified proposed research model
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from Sun et al. [26] with modification by putting reverse order questions straight-
forward and by adding two additional items. The questionnaire consisting of 32
items measured under 7 factors is presented in Table 1 along with the references.
Each measurement item on the scale was measured using seven-point Likert scale
with (1) representing “very strongly disagree”, (2) representing “strongly disagree”,
(3) representing “disagree”, (4) representing “neutral”, (5) representing “agree”, (6)
representing “strongly agree” and (7) representing “very strongly agree”. The ques-
tionnaire was presented to two experts in information technology and marketing for
expert comments and feedback. A pilot study was conducted with 30 postgraduate
students with prior experience with e-learning systems.

Table 1 Measurement instrument

Construct Item Wording Reference

Learners Attitude
(LA)

LA1 I believe that working with computers…is
very easy

Gattiker and
Hlavka [10]

LA2 is not complicated

LA3 requires high technical skills

LA4 does not give me psychological stress

LA5 requires knowledge of programming language
such as basic

LA6 does not require patience

LA7 makes a person more productive at his/her job

LA8 is for people of any age

Instructors
Attitude (IA)

IA1 Compared to traditional classrooms, how
useful do you think your instructor considers
web-based learning

Webster and
Hackley [29]

IA2 Do you feel your instructor is comfortable
with use of technology

(Self)
Arbaugh [3]

Course Quality
(CQ)

CQ1 Conducting the course via the Internet
improved the quality of the course compared
to other courses

CQ2 The quality of the course compared favorably
to my other courses

CQ3 I feel the quality of the course I took was
largely not effected by conducting it via the
Internet

Technology
Quality (TQ)

I feel the information technologies used in
e-Learning

Amoroso and
Cheney [2]

TQ1 are very easy to use

TQ2 have many useful functions

TQ3 have good flexibility

TQ4 are easy to obtain

(continued)



914 A. Ali and J. Bhasin

Table 1 (continued)

Construct Item Wording Reference

Perceived ease of
use (PE)

PE1 Learning to operate an e-Learning system is
easy for me

Davis [7]

PE2 It’s easy for me to gain skill to operate
e-Learning system

PE3 I found e-Learning easy to use

PE4 Overall e-Learning is easy to use

Assessment
Quality (AQ)

AQ1 e-Learning course offered a variety of ways of
assessing my learning (quizzes, written work,
oral presentation, etc.)

Thurmond et al.
[27]

AQ2 I am satisfied with diverse assessment options
in e-Learning

Perceived
e-Learner
Satisfaction (PS)

PS1 I am satisfied with my decision to take this
course via the Internet

(Self)
Arbaugh [3]

PS2 If I had an opportunity to take another course
via the Internet, I would gladly do so

PS3 My choice to take this course via the Internet
was a wise one

PS4 I was very satisfied with the course

PS5 I feel that this course served my needs well

PS6 I will take as many courses via the Internet as I
can

PS7 I was disappointed with the way this course
worked out

PS8 If I had it to do over, I would not take this
course via the Internet

4.2 Data Collection

For collecting data, an online survey was developed using online survey tools. The
link to survey was emailed to postgraduate students of north Indian universities. The
link to surveywas also shared in threeWhatsAppgroups.A total of 275 links to survey
were e-mailed. After initial and follow-up round of email, a total of 223 responses
were generated. And 43 responses were also obtained from WhatsApp group. Out
of the total responses, 25 responses were omitted due to incomplete information. A
total of 241 responses (response rate = 87.63%) were put to analysis.

The demographic profile of the respondents is presented inTable 2.Out of total 241
respondents, 100 were females and 141 males with 23 years as an average age, while
all the studentswere attending postgraduate coursewithmost postgraduating students
from management background followed by engineering and science background.
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Table 2 Demographic profile Category Frequency Percentage

Gender Male 141 58.51

Female 100 41.49

Total 241 100

Age 21–25 210 87.13

26–30 21 8.71

>30 10 4.14

Total 241 100

Course Management 102 42.32

Science 41 17.01

Engineering 75 31.12

Others 23 9.54

Total 241 100

Statistical Package for the Social Sciences version 23 (SPSS v.23.0) and Amos
(V 20) was used for the statistical analysis in this research. Stepwise regression anal-
ysis was used wherein 6 constructs, namely Instructors Attitude, Learners Attitude,
Course Quality, Technology Quality, Assessment Quality and Perceived ease of use
were used as repressors, and Perceived e-Learner Satisfaction were used as regress.

Kaiser-Meyer-Olkin (KMO) and Bartletts Tests were used to verify the factora-
bility of the data. KMO and Bartlett’s sphericity test results were both significant (p
< 0.001), and KMO value was found more than threshold (0.92).

5 Data Analysis and Results

5.1 Factor Analysis (Exploratory and Confirmatory Factor
Analysis)

For scale development and validation, data was analyzed using two step process. In
first step, an exploratory factor analysis was done on data. In exploratory factor anal-
ysis, data was subjected to principal component analysis with varimax rotation. All
factor loadings above ±0.50 and with eigenvalues greater than 1 were considered.
Item LA5, LA6, PS7, and PS8 had factor loadings less than 0.5 thus were dropped
from further analysis. Seven (7) stable factors emerged with least or no cross load-
ings. Together, these 7 factors explained 65.6% variance (Table 3) in the dependent
variable, namely Perceived e-Learner Satisfaction.
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Table 3 Exploratory Factor Analysis

Component

1 2 3 4 5 6 7

LA1 0.702

LA2 0.712

LA3 0.780

LA4 0.856

LA7 0.821

LA8 0.788

IA1 0.788

IA2 0.876

CQ1 0.703

CQ2 0.653

CQ3 0.683

TQ1 0.724

TQ2 0.642

TQ3 0.688

TQ4 0.768

PE1 0.752

PE2 0.732

PE3 0.658

PE4 0.742

AQ1 0.862

AQ2 0.881

PS1 0.742

PS2 0.821

PS3 0.862

PS4 0.642

PS5 0.668

PS6 0.924

Eigen value >1 >1 >1 >1 >1

Cumulative variance (%) 65.6%
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5.2 Reliability and Validity

The instrument developed was shared with experts to improve the face and content
validity of instrument. Also, reliability/internal consistency of data was measured
using Cronbach’s Alpha values for each construct. The Cronbach alpha coefficient of
0.7 or higher suggests high data reliability but a coefficient lower than 0.35 indicates
poor reliability [6, 18]. All the values of Cronbach’s alpha were found to be more
than 0.8 which is higher than the minimum threshold thus indicating high reliability.

The construct validity refers to the extent to which two constructs are separate.
Since seven stable constructs emerged in factor analysis using PCA with varimax
rotation with all factor loads on the respective construct more than 0.6, the constructs
thus exhibit convergent validity [12]. The discriminatory validity has been verified by
checking the correlationbetweendifferent constructs. In noneof the cases, correlation
greater than 0.85 between constructs was reported, indicating discriminating validity
among the constructs.

5.3 Structural Model and Hypotheses Testing

To test the hypothesized research model among various constructs, regression anal-
ysis was performed to determine casual relations. Among the demographic vari-
ables namely gender, age, and course, no significant differences or correlations with
dependent variable namely Perceived e-Learner Satisfactionwere found; thus, demo-
graphic variableswere not considered for further analysis. For regression analysis, six
variables namely Instructors Attitude, Learners Attitude, Course Quality, Technol-
ogyQuality, Assessment Quality and Perceived ease of use were used as independent
variables (repressors), and Perceived e-Learner Satisfaction was used as dependent
variables (regress).

For testing proposed hypothesized model, structural equation modeling (SEM)
has been used as our sample size was greater than 200 respondents [15]. SEM Amos
20 with maximum likelihood method was used for model estimation. The various
structural model indices results are shown in Fig. 3. The various model fit indices
found are NFI= 0.954, GFI= 0.966, CFI= 0.921, AGFI= 0.942, RMSEA= 0.052,
RMR = 0.031. With all good fitness indices above 0.9 in model [4], thus these path
coefficients (standardized) can be used to test hypotheses.

Among the proposed hypotheses after testing, following hypotheses were found
significant among various constructs. Learners Attitude was found significantly
effecting Perceived e-Learner Satisfaction (H1). Instructors Attitude was found sig-
nificantly effecting Perceived e-Learner Satisfaction (H2). Course quality was found
significantly effecting Perceived e-Learner Satisfaction (H3). Technology quality
was found significantly effecting Perceived e-Learner Satisfaction (H4). Perceived
ease of use of e-learning was found significantly effecting Perceived e-Learner Satis-
faction (H5). Diversity in assessment of e-learning was found significantly effecting
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Learners attitude

Course Quality

Perceived ease of 
use

Assessment 
Quality

Instructors Attitude

Perceived e-
Learner  Satisfaction

0.54 

0.48

0.46

0.39

0.52

R2 = 0.662

Fig. 3 Structural model testing results (p < 0.001 in all relationships)

Perceived e-Learner Satisfaction (H6). The constructs (predictors) namely Instruc-
tors Attitude, Learners Attitude, Course Quality, Technology Quality, Assessment
Quality, and Perceived ease of use explained 66.2% variance (Adjusted R2 = 66.2%
and p < 0.05) in Perceived e-Learner Satisfaction. The hypotheses results are enu-
merated in Table 4.

Table 4 Hypotheses results

Relationship Hypotheses Results

LA–PS Technical Support is positively associated with Perceived
usefulness

H1: Supported

IA–PS Technical Support is positively associated with Perceived ease
of use

H2: Supported

CQ–PS Perceived ease of use is positively associated with Perceived
usefulness

H3: Supported

TQ–PS Perceived ease of use is positively associated with Attitude
toward use

H4: Supported

PE–PS Perceived usefulness is positively associated with Attitude
toward use

H5: Supported

AQ–PS Perceived usefulness is positively associated with Intention to
use

H6: Supported
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6 Discussion and Implications

In present-day times, it has become important for educationists to impart or com-
plement traditional learning with electronic media (e-learning) as it cuts across the
time and space barriers. This present study tries to examine various factors that lead
to students satisfaction by use of e-learning systems for knowledge dissemination
or acquisition. All the hypotheses proposed in study were verified to be true. From
the model, it can be observed that all the six proposed predictors namely Instruc-
tors Attitude, Learners Attitude, Course Quality, Technology Quality, Assessment
Quality and Perceived ease of use have a significant positive influence on Perceived
e-Learner Satisfaction. The results indicate good model fit indices with predictors
explaining 66.2% variance in Perceived e-Learner Satisfaction. The prediction for-
mula for the proposed model is presented under

PS = LA(w1)+ IA(w2)+ CQ(w3)+ TQ(w4)+ PE(w5)+ AQ(w6).

In the above formula, PS stands for Perceived e-Learner Satisfaction, IA stands for
Instructors Attitude, LA stands for Learners Attitude, CQ stands for Course Quality,
TQ stands Technology Quality, AQ stands for Assessment Quality, and PE stands
Perceived ease of use where as w1, w2, w3, w4, w5, and w6 are empirical weights.

6.1 Limitations and Implications for Future Research

This research makes a careful attempt to integrate various factors that influence Per-
ceived e-Learner Satisfaction reported in literature into onemodel. Still, the proposed
model may not be the comprehensive model to explain perceived satisfaction due to
time, budget, and other resource constraint. The study identifies only single factor
as dependent variable and measures it subjectively only, some objective measures
like student score may be used in future research. The present study uses SEM for
analysis in future study other tools like (stepwise regression, LISERL, PLS) and
variance in results if any can be examined. Further, the other limitation of the study
includes data which was collected from north Indian universities only which makes
generalization of study little difficult. A cross-cultural study across continents may
also be conducted that can highlight impact of culture in e-Learner satisfaction.
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