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Preface

This book presents the proceedings of the 18th International Federation of Information
Processing (IFIP) Conference on e-Business, e-Services, and e-Society (I3E), which
was held in Trondheim, Norway, during September 18–20, 2019. The annual I3E
conference is a core part of Working Group 6.11, which aims to organize and promote
the exchange of information and cooperation related to all aspects of e-Business,
e-Services, and e-Society (the three Es). The I3E conference series is truly
interdisciplinary and welcomes contributions from both academicians and practitioners
alike.

The main theme of the 2019 conference was “Digital transformation for a
sustainable society in the 21st century”. In line with the inclusive nature of the I3E
series, all papers related to e-Business, e-Services, and e-Society were welcomed.

The digitalization process and its outcomes in the 21st century accelerate
transformation and the creation of sustainable societies. Our decisions, actions, and
even existence in the digital world generate data, which offer tremendous opportunities
for revising current business methods and practices, thus there is a critical need for
novel theories embracing big data analytics ecosystems. The value of digital
transformations that emerges through big data analytics ecosystems is an area that is
receiving increased attention. The multiple actors of such ecosystems (e.g., academia,
private and public organizations, civil society, and individuals) need to cooperate or
collaborate in order to develop the necessary capabilities that will lead to the creation of
value, as well as to business and societal change.

We need digital business models that will not just be more accurate or efficient, but
that will also go beyond economic value, and address societal challenges generating
shared value that impacts the society as a whole and its relevant actors individually.
Thus, it is important to recognize that value can emerge through different means and
can be captured through different measures. Creating shared value or co-creating value
can lead to increased benefits for all actors taking part in digital transformation.

I3E 2019 brings together contributions from a variety of perspectives, disciplines,
and communities for the advancement of knowledge regarding “Digital transformation
for a sustainable society in the 21st century”. Some organizations or entrepreneurs
focus on driving business value and keeping ahead of competitors, while at the same
time others can have a view of facilitating societal change, therefore generating value
that impacts both them and the society overall. We call for research from different
contexts that will contribute to the improvement of big data analytics ecosystems that
emerge as drivers of digital transformation and sustainability. We seek to answer
questions around the role of data actors, define data capacities and data availability,
examine adoption at leadership and management level, and improve current approaches
of data-driven sustainable development.

The Call for Papers solicited submissions in two main categories: full research
papers and short research-in-progress papers. Each submission was reviewed by at least



two knowledgeable academics in the field, in a double-blind process. The 2019
conference received 138 submissions from more than 30 countries from almost all
continents (i.e., Asia, Africa, Europe, North America, South America, and Australia).
Out of the 138 submissions, 69 papers were selected to be presented at the conference.
Four of the accepted papers were not included in the final proceedings because the
authors decided to withdraw them. Thus, the acceptance rate was 47.1%.

Following the conference, two special issues have been organized for selected best
papers from I3E 2019. The two special issues are on the Information Systems Frontiers
(ISF) journal and the International Journal of Information Management (IJIM).

The final set of 65 full and short papers submitted to I3E 2019 that appear in these
proceedings were clustered into 13 groups, each of which are outlined below.

The papers appearing in Part I address the area of e–business. In detail, the papers
present works in electronic commerce and social commerce. Furthermore, adoption of
mobile applications and mobile commerce is examined. Finally, three papers deal with
consumer reviews in online environments.

The papers appearing in Part II address big data and analytics. In detail, the works
here deal with the business and social value that stem from big data applications, as
well as challenges of adopting big data analytics. Further, a spatio-temporal model is
proposed for improved analytics. Also, the relation of data science and circular
economy is examined.

The papers appearing in Part III address open science and open data. In detail, the
papers discuss applications of open data in private and public organizations, as well as
open science as means to improve the design of laboratory forensics.

The papers appearing in Part IV address Artificial Intelligence (AI) and the Internet
of Things (IoT). In detail, the papers include a bibliometric analysis of the state of AI in
national security, the adoption of AI by public organizations, and an Internet of Things
business model.

The papers appearing in Part V address smart cities and smart homes. In detail,
different cases of smart city enablers and smart home adoption are discussed, along
with ways to offer incentives for energy saving. Finally, a software management
architecture for smart cities is presented.

The papers appearing in Part VI address social media and analytics. In detail, several
papers examine the business value of social media and how employees use social
media after work. Also, a social media information literacy construct is proposed.
Furthermore, several papers focus on social media analytics for online interactions, user
engagement, and digital service adoption.

The papers appearing in Part VII address digital governance. In detail, the adoption
and co-creation of e-government services is examined. Furthermore, the issues of
transparency, traceability, personal data protection, and digital identity are examined in
the context of developing economies.

The papers appearing in Part VIII address digital divide and social inclusion. In
detail, digital inequalities are examined along with ways to reduce them. Also, three
papers investigate the role of technology for people with ASD and older adults. Finally,
the effect of the sharing economy on social inclusion and subjective well-being is
examined.
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The papers appearing in Part IX address learning and education. In detail, the papers
here deal with e-learning environments and online programming courses. Also, ways to
improve multi–campus courses are discussed. Further, a literature review on how
technology enhances organizational learning is presented.

The papers appearing in Part X address security in digital environments. In detail,
the two papers in this part deal with cybersecurity in the era of digital transformation.

The papers appearing in Part XI address the modeling and managing of the digital
enterprise. In detail, the papers discuss business value in SMEs, success factors for
dynamic enterprise risk management, and structural requirements for digital
transformation of enterprises. Also, the role of chief digital officers is discussed for
successful digital transformation, while a maturity model approach is proposed for
assessing digital transformation of enterprises.

The papers appearing in Part XII address digital innovation and business transfor-
mation. In detail, the papers discuss knowledge transfer in innovation ecosystems,
customer behavior that may lead to digital disruption, and present a taxonomy for better
knowledge organization within personal process management.

The papers appearing in Part XIII address online communities. In detail, here is
discussed how students between two countries can gain more skills and knowledge via
online collaboration. Also, the power of virtual social communities to fight crime is
discussed.

In addition to the aforementioned papers, we were delighted to welcome Prof. Jan
vom Brocke, Dr. Lillian Røstad, and Prof. H. Raghav Rao as our keynote speakers.

Dr. Jan vom Brocke is Full Professor of Information Systems, the Hilti Endowed
Chair of Business Process Management, and Director of the Institute of Information
Systems at the University of Liechtenstein.

Dr. Lillian Røstad is head of the Cyber Security Advisory in Sopra Steria, and is
responsible for building up Sopra Steria’s services within Cyber Security in
Scandinavia.

Dr. H. R. Rao was named the AT&T Distinguished Chair in Infrastructure
Assurance and Security at The University of Texas at San Antonio College of Business
in January 2016. He also holds a courtesy appointment as full professor in the UTSA
Department of Computer Science.

The success of the 18th IFIP I3E Conference (I3E 2019) was a result of the
enormous efforts of numerous people and organizations. Firstly, this conference was
only made possible by the continued support of WG 6.11 for this conference series and
for selecting Trondheim to host it in 2019, for which we are extremely grateful. We
received many good-quality submissions from authors across the globe and we would
like to thank them for choosing I3E 2019 as the outlet to present and publish their
current research. We are indebted to the Program Committee, who generously gave up
their time to provide constructive reviews and facilitate the improvement of the
submitted manuscripts. We would like to thank the Department of Computer Science
and the Faculty of Information Technology and Electrical Engineering at the
Norwegian University of Science and Technology (NTNU) for hosting and supporting
the conference. Finally, we extend our sincere gratitude to everyone involved in
organizing the conference, to our esteemed keynote speakers, and to Springer LNCS as
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the publisher of these proceedings, which we hope will be of use for the continued
development of research related to the three Es.

July 2019 Ilias O. Pappas
Patrick Mikalef

Yogesh K. Dwivedi
Letizia Jaccheri
John Krogstie

Matti Mäntymäki
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Abstract. Social commerce is emerging as an important platform in e-commerce.
It brings people to the comfort zone to buying and selling product that they
cannot reach physically. The purpose of this research is to review the empirical
research on social commerce published between 2012 to 2019. The paper mainly
reviews the theories and models used in this area and limitations acknowledged
by studies in social commerce area. The findings indicated that TAM, social
support theory and S-O-R model are some of the most frequently used models.
Also, use of biased sample, limited factors and cross-sectional studies are some of
the most common limitations used across majority of studies.

Keywords: Social commerce � Literature review � TAM

1 Introduction

Social commerce is a new version of e-commerce that contains using social media that
supports user contributions and social interactions to assist in the buying and selling of
products and services online [1]. Yahoo is the first organisation who introduce social
commerce concept in 2005. Following Yahoo; Facebook, Google, Instagram and many
other social platforms adopted this concept and enhancing the businesses. Berkowitz
[2] said that social commerce is how markets leverage social media to influence
consumers’ shopping behaviour, spanning product consideration, purchase intent, the
transaction itself and post-transaction advocacy and retention. Social commerce is the
digital presence of marketers, and it has been used depending on marketers’ goals,
interest and strategy. Carton [3] states that social commerce is a platform for buying
and selling product through interaction between people. Social commerce is a potential
online scale, reach and ease of sharing and connecting people. Social commerce brings
people to the comfort zone to buying and selling a product that they cannot reach
physically. On one side, it is fulfilling consumer’s desire and another side it is
developing the businesses. Increasing the demand and importance of social commerce,
several studies have been conducted last few years in different aspects. For example,
consumer behaviours on social commerce, consumer intention to buy, social commerce
adoption, impulsive buying behaviour on social commerce, different factors that
influence social commerce, social commerce online features. Several researchers have
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found different theories and model for developing social commerce. This paper
attempts to review the past journal papers related to social commerce published
between 2012 to 2019 and specifically empirical studies by nature. This study also
discussed previous literature review papers to reduce the similarity of the research. For
example, Busalim [4] conducted a systematic review of social commerce to explore the
term of social commerce by reviewing the studies that related to social commerce
published from 2010 to 2015. This study highlighted the understanding of customers’
needs that influence the customer to stick with the same seller. Moreover, the study
found that acquisition and retention are key success factors that need more investi-
gation. Most of the studies focused on the intention of customers to buy in social
commerce sites and transactional behaviour. Another systemic literature review has
conducted by synthesising 407 papers from academic publications between 2006 and
2017. This study focused to reveal current social commerce researches, different
research methods that used in social commerce, and future areas for social commerce
researches [5]. Zhang [6] did the literature review conducted a systematic review of
consumer behaviour on social commerce sites. This study particularly discussed the-
ories and identify essential research methods. More importantly, this study draws upon
the stimulus-organism–response model and the five-stage consumer decision-making
process to propose an integrative framework for a holistic understanding of consumer
behaviour. Hajli [7] studied on the framework of social commerce adoption. The
findings from the model indicate that forums and communities, rating and reviews and
referrals and recommendations are the primary constructs of social commerce adoption
model. It was also found that trust is the on-going problem of e-commerce, and it can
be developed through social commerce constructs. Altinisik and Yildirim [8] conducted
a literature review on consumer adoption of social commerce and founded that social
support theory, trust transfer theory, TAM and S-O-R model are used in five studies.
China developed the highest number of studies, which is 14 in the context of social
commerce adoption. The study also found that Social presence is the most frequent
social factors where trust towards the website is the most frequent personal factor.

However, there is a lack in the literature review as regards of identifying most
frequent used models, theories and Limitations in social commerce researches. Con-
sidering the discussion presented above, this study focuses mainly on two questions:

RQ1: what are the models/theories were used in past social commerce studies? RQ2:
What are the most frequent Limitations that has mentioned in past studies? To finding
those questions, this paper undertakes analysis and synthesis of existing research related
to social commerce adoption. To achieve the aim, the remaining part of the paper is
structured as followed: section two will describe the literature search and analysis
approach. Section three will be described by different models, theories that have been
found from previous literature. Section four discuss the identified limitations.

2 Systematic Literature Approach

This paper used the following keyword to find relevant article using Google scholar,
Scopus, ScienceDirect, scholar database: “social commerce adoption” OR “consumer
adoption of social commerce” OR “Consumers’ behaviour on social commerce” OR
“using intention of social commerce” OR “Influence Factors of social commerce” in
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order to identify the relevant article. The keyword search returned 110 papers. 25 pa-
pers were not relevant with this study and 16 papers were not accessible. However, we
focused on 69 studies that directly relevant to individual consumer adoption of social
commerce, consumer intention to use in social commerce and the factor that influence
social commerce adoption.

3 Frequently Used Theories/Model in the Area of Social
Commerce

Scholarly work has found social commerce adoption using various models and theo-
ries. The Table 1 below summarizes most frequent found models and theories.

Table 1. Models/Theories

Model/Theory Freq Citations

Technology Acceptance model
(TAM)

17 Biucky et al. [9]; Cabanillas and Santos [10]; Chung
et al. [11]; Dwairi et al. [12]; Gibreel et al. [13];
Gutama and Intani [14]; Hajli [15]; Hajli [16]; Huang
and Benyoucef [17]; Jiang et al. [18]; Kim et al. [19];
Shin [20]; Shen [21]; Srinivasan [22]; Liang [22];
Wang and Yu [24]

Social support theory 11 Chen and Shen [25]; Hajli [7, 26]; Hajli et al. [27]; Li
[28]; Liang and Turban [29]; Makmor and Alam [30];
Molinillo et al. [31]; Shanmugam et al. [32]; Sheikh
et al. [33]; Tajvidi et al. [34]

Stimulus-Organism Response
(S-O-R) model

7 Li [28]; Molinillo et al. [31]; Liu et al. [35]; Kim [36];
Wu and Li [37]; Xiang et al. [38]; Zhang et al. [39]

Theory of planned behaviour 6 Hajli [16]; Huang and Benyoucef [17]; Shin [20]; Lu
et al. [40]; Farivar et al. [41]; Lin and Wu [46]

Trust transfer theory 4 Chen [25]; Bai et al. [43]; Ng [44]; Shi and Chow [45]
Relationship quality theory 4 Hajli [19]; Tajvidi et al. [34]; Zhang et al. [46]; Lin

et al. [47]
Social exchange theory 4 Li [28]; Molinillo et al. [31]; Yang et al. [48]; Lin et al.

[49]
Theory of Reasoned Action
(TRA)

4 Huang and Benyoucef [17]; Kim and Park [57]; Teh
et al. [58]; Akman and Mishra [59]

UTAUT (theory of acceptance
and use of technology)

3 Nadeem et al. [50]; Yahia et al. [51]; Gatautis and
Medziausiene [52]

Social learning theory 3 Chen [54, 55]; Li et al. [56]
Social identity theory 2 Farivar et al. [41]; Wang [60]

Models and theories with only one occurrence: Commitment-Trust Theory, Chen and Shen
[10]; SCAM model, Hajli [15]; Holistic Theory, Liu et al. [39]; Social presence theory, Lu et al.
[40]; Consumer behavior theory, Bai et al. [43]; EWOM model, Noori et al. [53]; Motivation
theory, Yang et al. [48]; Communication Privacy Management (CPM) theory, Sharma and
Crossler [61]; Keno model, Choi and Kim [62]; Push-Pull-mooring model, Li and Ku [63]; An
integrated gratifications and motivational model (IGMM), Osatuyi and Qin [64]; Complexity
theory, Pappas [65]; Utilitarian and hedonic motivation theory, Mikalef [66].
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In discussion section we particularly picked up most significant and relevant arti-
cles to discuss. Technology acceptance model best known as TAM is the most used
model in social commerce adoption. TAM has been adopted, adapted and extended in
many various contexts. TAM has been used in 17 studies in social commerce context.
TAM used to examine user preferences of social features on social commerce websites,
drivers of social commerce, evaluating different factors of social commerce, Social
interaction-based consumer decision-making model, Effects of antecedents of collec-
tivism on consumers’ intention to use social commerce, Social commerce adoption and
the effects of perceived risk on social commerce adoption [9, 10, 12–15, 18–24]. Chung
[11] used TAM alongside with commodity theory, psychological reactance theory,
naive economic theory to utilise consumers’ impulsive buying behaviour of restaurant
products in social commerce context. TAM alongside with theory of planned behaviour
was used in multiple studies. Hajli [16] evaluate social commerce constructs and
consumer’s intention to purchase. Huang and Benyoucef [17] has utilised TAM model
along with TRA (theory of reasoned action) and TPB (The theory of planned beha-
viour). Shin [20] explore user experience in the adaptation of social commerce.

Social support theory is another popular theory in social commerce context. Social
support theory has used in 11 studies to evaluate different contexts of social commerce
adoption. Chen and Shen [25] explore consumers’ decision making in social commerce
context. Hajli [26] explore social support on relationship quality using social support
theory. Li [28] explored social commerce constructs that influence social shopping
intention using social support theory and S-O-R model. Makmor and Alam [30]
evaluate the consumers’ attitude towards adaptation of social commerce. Molinillo
et al. [31] explore social commerce intention model to adaptation of social commerce.
Sheikh et al. [33] explore the acceptance of social commerce in the context of Saudi
Arabia. Stimulus–organism–response (S-O-R) model has been used in seven studies in
social commerce context. Impulsive buying behaviour, customer motivation to par-
ticipate in social commerce, consumer behaviour, marketing mix, and consumer value
and consumer loyalty has used S-O- R model to examination those studies [35–39].
There are some other theories such as trust transfer theory, Relationship quality theory,
Theory of Reasoned Action (TRA) and Social exchange theory has frequently used in
the context of social commerce adoption. However, UTAUT, Social learning theory
and social exchange theory occurs in three studies in social commerce context. There
are some other theory and model such as Commitment-Trust Theory, SCAM, Holistic
Theory, Social presence theory, Motivation theory, Communication Privacy Manage-
ment (CPM) theory, Complexity theory, Utilitarian and hedonic motivation theory,
Push-Pull-mooring model occurs in single studies where some models/theories has
combined with other models/theories and some used along. However, those
models/theories have contribution of exploration in different studies and played a vital
role in several studies.
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4 Research Limitations

Table 2 provides a summary of most frequent identified limitations in studies on social
commerce adoption. The review finds sampling, single subjects are most frequent
limitation in several studies. Furthermore, Limited factors, Cross sectional studies, use
of specific model, method, and tools are the main limitations.

Table 2 showing the most frequent limitation that has occurs in different studies
during their studies. The table showing that 23 studies found a single subject and the
biased sample is the most frequent limitation. The sample of the study based on a single
community, culture, country, person age group. The major amount of study has been
conducted in China, where researchers collected the data as Chinese cultural per-
spectives using Chinese social commerce platform such as WeChat, RenRen, Weibo

Table 2. Frequently mentioned Limitations

Limitations Freq Explanation Citations

Single
subject/biased
sample

23 Sample based on
only one or limited,
community, culture,
country, parson or
age group

Dwairi [12]; Gibreel et al. [13]; Huang and
Benyoucef [17]; Jiang [18]; Srinivasan [22];
Wang et al. [24]; Chen and Shen [25]; Hajli
[27]; Molinillo et al. [31]; Sheikh et al. [33];
Tajvidi et al. [34]; Wu and Li [37]; Xiang et al.
[38]; Zhang et al. [39]; Farivar [41]; Lin et al.
[42]; Bai et al. [43]; Ng [44]; Zhang et al. [46];
Yang et al. [48]; Akman and Mishra [59];
Pappas et al. [65]; Braojos et al. [67]

Limited
factors

15 Counted number of
external constructs

Biucky et al. [9]; Chung [11]; Wang [24]; Chen
and Shen [25]; Liu et al. [35]; Wu and Li [37];
Xiang [38]; Zhang et al. [39]; Farivar et al. [41];
Bai et al. [43]; Ng [44]; Shi and Chow [45];
Zhang et al. [46]; Yang et al. [48]; Pappas et al.
[65]

Platform 11 Sample based on
specific SNS
platform

Gibreel et al. [13]; Huang and Benyoucef [17];
Hajli [26, 27]; Sheikh et al. [33]; Wu and Li
[37]; Bai et al. [43]; Noori et al. [53]; Yahia et al.
[51]; Gatautis and Medziausiene [52]; Braojos
et al. [67]

Cross-
sectional study

8 one-time cross-
sectional study

Cabanillas and Santos [10]; Chung et al. [11];
Huang and Benyoucef [17]; Kim et al. [19]; Lu
et al. [40]; Shi et al. [45]; Noori et al. [53];
Akman and Mishra [59]

Using specific
model/theory

6 Specific type of
model and theory

Sheikh et al. [33]; Liu [35]; Wu and Li [37];
Xiang et al. [38]; Farivar et al. [41]; Wang et al.
[60]

Limited
sample size

6 Small sample size Cabanillas and Santos [10]; Gibreel et al. [13];
Molinillo et al. [31]; Zhang et al. [39]; Gatautis
and Medziausiene [52]; Akman and Mishra [59]
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etc. However, the finding does not generalise the other part of the world. The
researchers suggested collecting the more diversified sample to adding more value and
discard the bias. In this analysis, it has been founded that most sampling has collected
from students and the age group from 18 to 35. However, few researchers suggested to
collect the sample from an older generation to gain their perspective towards social
commerce also, can be compared with the younger generation and older generation to
find what exactly which generation demand from social commerce. The second highest
mentioned limitation is limited factors. Cross-sectional studies have been founded in
eight studies. It is described that the sample is collected from a single point of time.
Moreover, most of the studies employed survey-based data collection with self-
reported questionnaires that limit the overall perspective of the participant.

Moreover, researcher mostly used five and seven Likert scale to measure the data.
Furthermore, the majority of studies have employed a quantitative approach [5].
However, the researcher suggested to employed qualitative methods for collecting the
data. Such as Observation, interviews, focus group discussion session could be
employed for future research, for quantitative approach researcher suggested to
employed longitudinal studies which are the same data sources that repeatedly use for
an extended period of time. The platform is an important aspect of social commerce
studies. However, the researcher found that the perspective of one social commerce
platform users cannot provide generalised other social commerce platform user per-
spective. As an example, WeChat only uses in China, so the collected data from
WeChat only shows China’s social commerce perspective. However, the researcher
suggested that employees’ multiple platforms collect the data and users who use dif-
ferent social commerce platform. This will enhance the broad understanding of various
social commerce platform. This has been founded that TAM, social commerce theory,
S-O-R model are used in most of the studies which have limited the findings of social
commerce area. However, there are some model and theory that has used in fewer
studies could be employed in future research. Such as theory of planned behaviour is
used in six studies whereas UTAUT, Trust transfer theory employed in limited studies.
However, the researcher suggested to employees those underrated theories and model
for future research. This may produce a new understanding of the social commerce
area. Few researchers suggested to employ larger sampling due to more understanding
of social commerce context. There are some other, such as using different tools or
techniques to analysis sampling. Such as SEM-PLS has used most frequently. Where
the SPSS tool has mostly employed to measure that data, some of the studies applied
Vikor, ANOVA, AMOS for analysis of the data. However, the researcher suggested
using some other useful tools such as LISREL, LAS for measure future data.

5 Conclusion

This paper conducted a review of past literature on the area of social commerce in
particular consumer adoption of social commerce. From this review, the study found
that TAM is the most useful and most used model for this specific area. Moreover, S-O-
R, Social support theory are equally important to investigate any research. Study Also
Found some other theories that were used with some core model and theory and those
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are also an essential aspect of social commerce adoption. In most of the study found
that data collection, sample size, specific culture and country are some frequent limi-
tation. Moreover, using a single method, factor, tool and Technique create the limi-
tation in the study. In terms of the limitation of this study, we analyse the journal paper
studied from 2012 to 2019. Also, this paper did not include any books and conference
papers. Furthermore, this research did not include any methodology analysis and future
research analysis. The motivation of this study is to unfold the model/theories that have
used most frequently in different studies. However, some model/theories are over-
looking and has used one or two studies. Highlighting those underrated theories/model
may discover different findings of social commerce. This study also highlighted the
limitations. Future researches should reduce most of the limitations in social commerce
studies, which may provide more information about the adoption of social commerce.
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Abstract. Companies and their brands initiated various Co-creation practices
on social media. Co-creation improves value for both companies and their
customers. This study explored the customer perspective of interest for partic-
ipating in such Co-creation opportunities on Facebook. Drawing upon the Use
and Gratification Theory we investigated the intention of customers to take part
in Co-creation on Facebook. We related people’s Co-creation behaviour to the
expectancy of satisfaction or reward for their actions. Customer Engagement is
an additional concept that expresses the emotional attachment of customers to
brands and companies. Underlying reasons were investigated why customers
would consider taking part in Co-creation. The quantitative survey inquired
customers about their expected Benefits, level of Customer Engagement and
their intention for taking part in Co-creation with companies on Facebook. Our
results showed that Customer Engagement can be considered as the most
important predictor for the intention to Co-create instead of User Gratification.
Hedonic Benefits are the most important drivers for User Gratification, playing a
key role in the people’s intention for taking part in Co-creation practices.
Overall, people’s intention for Co-creation on Facebook increases when they
have a meaningful and pleasurable way of experiencing the companies’ products
that concern them.

Keywords: Social Media � Facebook � Social network sites �
Customer Engagement � Consumer engagement � Co-creation �
Use and Gratification Theory

1 Introduction

In 2019, Facebook exists 15 years and has more than 1.5 billion daily users. It was
founded by Mark Zuckerberg from Harvard University for connecting with his fellow
students in 2004 [1]. Facebook can be typified as a Social Networking Site. These sites
give users the ability to make personal profiles and extend social life by befriending
others [2]. Organizations can build a presence on Facebook since April 2006 and
within two weeks over 4,000 organizations did so [3]. In Europe, over 307 million

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
I. O. Pappas et al. (Eds.): I3E 2019, LNCS 11701, pp. 13–24, 2019.
https://doi.org/10.1007/978-3-030-29374-1_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_2&amp;domain=pdf
https://doi.org/10.1007/978-3-030-29374-1_2


people are active on Facebook. More than 16 Million local business pages have been
created since 2013 and next to brand pages many social influencers now promote
companies and brands.

The idea behind a social network site such as Facebook is to connect people and
companies for bridging and bonding purposes such as Co-creation. Co-creation leads to
a unique value for customers, resulting in a personal experience and therefore worth-
while for customers to take part in [4]. As a result from Co-creation practices, com-
panies can ask premium prices for their products which contribute to higher profits [4,
5]. Customers have various reasons to engage with companies and brands such as their
desire or need for an emotional attachment with a company or Customer Engagement
[6, 7]. Overall, people expect some kind of benefit from engaging and co-creating on
Facebook [8, 9]. The Use and Gratification Theory can explain what benefits people
expect and why they act [8–11]. However, this theory does not include a possible
influence factor of Customer Engagement, emotional attachment or relationship. One
previous study by Lee and Kim [8] did explore Co-creation on Social Media, but this
study was limited to South-Korea and people that already took part in Co-creation.
Furthermore, their study did not include Customer Engagement, which may be an
important driver of Co-creation behaviour as well. Nambisan and Baron [9] did include
Customer Engagement in their study but again among people that already Co-create.

Therefore, the main aim of this research is to understand why people want to start
with Co-creation on Facebook. For this aim, we need to include Customer Engagement
and emotional attachment regarding companies and brands. These may be important
drivers of Co-creation next to the Perceived Benefits of receiving something in return.
We want to refine a model of predictors and their effects on the intention to Co-create
on Facebook. This paper explores people’s willingness co-create with a company that
is present on Facebook. Consequently, this study focuses on Perceived Benefits and
Customer Engagement.

The remainder of this paper is structured as follows. First, this research shows a
systematic literature review. In the next section, the research method is described
including the data analysis approach. The results section is presenting the outcome of
multi linear regression analysis. Finally, we present a discussion section including
limitations and future research recommendations.

2 Systematic Literature Review

This part of the paper examines existing literature on relevant subjects. The review
starts with the Use and Gratification Theory with existing studies are outlined and
reviewed in how they explain Co-creation. Thereafter, Customer Engagement is
explored in depth and Facebook, Co-creation and Customer Engagement are outlined
together. These factors may be important to explain human behavior in general and
more specifically Co-creation here. Afterwards the conceptual model is drawn based on
the Use and Gratification Theory and Customer Engagement.
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2.1 The Use and Gratification Theory

To understand why people would engage and/or Co-create on Facebook with a com-
pany, the Use and Gratification Theory is useful. Basically, people seek some sort of
gratification for their actions [8–12]. Although this theory is not always explicitly used,
the idea of fulfilling goals and needs in regard to using Social Media, engaging and Co-
creation is mentioned more often [13–15]. Nambisan and Baron [9] explain why people
engage and Co-create from a motivational perspective expecting a kind of gratification
from Co-creation on virtual customer environments. There are four motivations as a
base for people’s action that lead to perceived benefits for the people involved.

First, Cognitive or learning benefits in order to improve usage of products and
technologies. Second, Social Integrative benefits which creates a sense of community
and one’s own social identity. Third, Personal Integrative benefits which gives a sense
of accomplishment. Fourth and last, Hedonic benefits which is about pleasure and
intellectual stimulants from participating in discussions and such. These motivations of
people improve engagement and Co-creation efforts. However, these authors looked
into what people that already Co-create on a virtual customer site expect from their
actions.

Lee and Kim [8] explored why people intend to Continuously Co-create on cor-
porate controlled Social Networking Sites such as Facebook and Twitter through a
survey. They asked participants about their most important Co-creation activity, on the
long-term and what they expected from their Co-creation. Lee and Kim use the
Expectancy-value theory and additionally what value people derive from different Co-
creation activities. These benefits are similar to the benefits in the Use and Gratification
theory. (Fig. 1) Lee and Kim’s [8] study did include Facebook as place for Corporate
Social Networking Sites, their study was not specific to Facebook itself or Social Media
outside a corporate managed domain. Additionally, it is restricted to South Korea as
Lee and Kim note [8] as a limitation. Furthermore, they looked into long-term duration,
instead of why people start to engage and Co-create.

Fig. 1. Research model of Lee and Kim in [8]
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3 Customer Engagement and Conceptual Model

Customer Engagement is an emotional attachment, a bond or a psychological state of
mind towards a firm [5, 6, 14, 16]. Other views look at Customer Engagement as a
behavioural manifestation and something that is relational in nature [7, 15, 17–19].
However, Customer Engagement is always a long term and interactive phenomenon
between company and customer. People engage because they want to experience more
value-in-use [6, 14, 15, 19, 20] or be entertained [6, 18]. But relevant here is the
emotional or relationship value people expect from engaging with companies [6, 15,
21]. People may start to advocate or advertise on behalf of the company when they are
engaged [22]. Engagement ranges from interaction, then participation and towards Co-
creation itself as highest level [7] and people even start to help in production [17].

3.1 Underlying Dimensions of Customer Engagement

Customer Engagement is a very broad term in itself and often not well defined.
However, this part explains the dimensions used in the survey more in depth.
Importance is connected to one’s own identity and goals [15], while in [9] importance
is mentioned to perceived importance and product involvement. Lee and Kim [8] use
importance in connection to the use of a product or service. Relevance is connected to
possible benefits [9], but does not give a definition of relevance in itself. Likewise, Lee
and Kim [8] do not define relevance of a product, but seem to connect this with the
regular use or daily need of a product or service. Meaning, Nambisan and Baron [9]
point out that meaning comes from long-term interactions with other community
members. Sashi [22] too points at long term interactions, but this is focused on the
company itself. However, Brodie et al. [7] mention that meaning comes from a con-
nection to work or daily life in the broadest sense. Concern, again Lee and Kim [8] use
this in relation to the use of products and services, but offer no definition or explanation
on how a product may concern someone. Nambisan and Baron [9] mention concern in
relation to product attachment, indicating an emotional reason. Overall, it is unclear
where these underlying dimensions really differ from one and other. Importance and
Relevancy appear more connected to the use of a product or service itself. While
Meaning is related to long-term relationships and Concern seems to be affectional.

3.2 Facebook, Customer Engagement and Co-creation

These parts show where the subjects of Facebook, Customer Engagement and Co-
creation overlap and relate to each other. People look for relationships with others and
communities on Facebook [23], being able to receive information about friends and
interests posted on profiles [11]. However, people can connect and relate to a shared
object such as a company too [23]. Facebook gives companies and customers the
ability to reach out and connect to each other [24]. People have various reasons to
engage with companies, Muntinga et al. in [10] mention that people seek a kind of
gratification. Similarly, Phua et al. [11] mention the need for gratification on Facebook
such as socializing and entertainment. The interactive nature of Facebook strengthens
the relationship value and community [25], which stimulates relationships to become
long-term and emotional [26].
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As a result, Facebook is an effective place to engage with customers. As people
engage on Facebook with companies, they start to share content, comment on content
and create their own content [24, 27, 28]. People are actually providing marketing work
for the company such as word-of-mouth [24, 29]. Furthermore, people can provide
support to others, test products or even help create them [8]. Customer Engagement and
Co-creation are related to each other. While Co-creation may always be present, the
active participation of Customer Engagement is not always there [13, 14]. People start
to actively Co-create when they become engaged to the company [14, 15, 24, 30, 31].
Facebook allows people to interact through personalized profiles and possibly interact
with a company of their choosing. The value of a product or a service also depends on
the customer [32]. Co-creation can provide benefits for people and companies and
people may intent to Co-create when they expect something in return.

3.3 Conceptual Model

From the Use and Gratification theory, the following conceptual model (Fig. 2) is
drawn. People may be willing to Co-create when they expect benefits from that action.
These benefits come from Cognitive, Social, Personal or Hedonic causes. Lee and Kim
in [8] found that the control variables Usage duration, Education, Gender and Age were
not significant and therefore left out in the survey of this study. They found that the
control variable Product attachment is important, however, attachment is larger than a
single product and can extend to a brand or a whole company. Therefore, Customer
Engagement may be a better control variable then Product attachment as Customer
Engagement extents to a whole company.

4 Methodology and Hypotheses

A structured literature review helped to find existing knowledge, theories and possible
models [33, 34]. Furthermore, it helped to investigate what is known, where oppor-
tunities for research exist and what possible relationships are between subjects [35]. In
Table 1 we present our keyword phrases and terms. These terms were then filtered on
the last decade for the most recent studies, filtered on Business as the context for this

Fig. 2. Conceptual model
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study and the filter Highly Cited was used to extract the most important articles from
these. In order to collect data for this research, a survey with Likert questions that allow
reliability, precision and the correct scope was used [36]. The questions were designed
based on Lee and Kim [8] and Nambisan and Baron [9] in order to ask people about
their dispositions on User Gratification and Customer Engagement. These measures are
then analysed with Reliability measures, Validity measures and a Factor Analysis to
review if they accurately represent their intended constructs. After this a multi linear
regression was conducted to test the hypotheses mentioned below. Finally, the results
of the regression are used to create the analysis model to show where and how the
constructs relate to one and other.

Furthermore, to establish reliability and validity, Confirmatory Factor Analysis with
an Oblique rotation is done to review the variables and their intended constructs as
factors are expected to be correlated [37]. Additionally, Cronbach’s Alpha, Composite
Reliability, Convergent Validity and Divergent Validity are necessary statistics to
establish reliability and validity of the measurements before modelling [37]. After this,
single and multi linear regression are used to tests hypotheses and to build an appro-
priate model to reveal how constructs relate to each other. According to the Use and
Gratification Theory, people expect certain benefits or values from their actions. Based
on theory, as people expect higher Benefits from Co-creation on Facebook people will
intend to co-create more on Facebook. Customer Engagement may be of influence on
the benefits or a predictor for the intention to Co-create on Facebook in itself and
therefore is expressed as a separate independent. From the use and Gratification Theory
and Customer Engagement the following hypotheses are derived:

H1: Perceived Benefits increase the intention to Co-create.
– H1a: Perceived Cognitive Benefits increases the intention to Co-create.
– H1b: Perceived Social Benefits increases the intention to Co-create.
– H1c: Perceived Personal Benefits increases the intention to Co-create.
– H1d: Perceived Hedonic Benefits increases the intention to Co-create.
H2: Customer Engagement mediates the relationship between Perceived Benefits
and the intention to Co-create.
H3: Customer Engagement increases the intention to Co-create.

Table 1. Search results from keywords on web of science

Keywords Total Filtered Included

Customer Engagement 18,966 16 8
Co-creation 22,722 83 8
Facebook 13,410 17 9
Facebook & Customer Engagement 328 8 6
Facebook & Co-creation 66 30 6
Co-creation & Customer Engagement 448 20 8
Facebook, Co-creation & Customer Engagement 22 22 7
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5 Data Collection and Results

Data for this study has been collected through an online survey. The survey was spread
through Facebook, LinkedIn and available student email lists of the university. The
survey was sent on the 31st of August 2018. Some reminders were sent during the time
the survey was active and the survey closed on the morning of the 17th of September
2018 with a total of n = 104 replies and imported to SPSS.

Since this research has a theoretical model to test, a Confirmatory Factor analysis
was conducted with an Oblique (direct Oblimin) rotation as factors are expected to be
correlated (see Table 2). Factors with a loading of 0.55 or greater are to be included for
a sample size of 104. There are no cross-loading variables showing that all Factors are
unique (CB2; PB3, PB4; HB3; CE1, CE2 have been removed).

Hedonic Benefits show to consist of an Enjoyable and Relaxing time and Fun and
Pleasure, while problem-solving and idea-generation are not part of this construct. For
the Customer Engagement questions in particular, the removed questions were about
Importance and Relevancy of the use of a product or service. The included questions
were about Meaning and Concern regarding products and services from the company.
According to the factor analysis, Customer Engagement here is linked to long-term
interactions and an emotional attachment instead of the use of a product itself.

In order to reduce measurement error, represent multiple facets of a concept and to
optimize for prediction, Summated Scores were created based on the results from the
Factor Analysis. (Table 2) For these scales, reliability and validity is verified in
Table 3. Additionally, Divergent Validity was established in order to verify that the
constructs are indeed different. With the constructs verified, it is then necessary to

Table 2. Results factor analysis

Factor 1 2 3 4 5 6

CB Q1 0,105 −0,060 0,757 0,057 0,022 −0,115
CB Q3 0,063 0,086 0,756 −0,043 0,024 0,109
CB Q4 −0,088 0,006 0,784 −0,009 0,022 −0,096
SB Q1 0,006 0,936 −0,048 −0,019 −0,030 −0,039
SB Q2 0,070 0,728 0,050 0,037 0,176 −0,056
SB Q3 −0,016 0,599 0,188 −0,215 0,001 0,013
PB Q1 0,042 0,262 −0,037 0,078 0,718 −0,005
PB Q2 −0,008 −0,138 0,100 −0,116 0,901 −0,042
HB Q1 0,015 −0,040 −0,057 −0,967 0,056 −0,036
HB Q2 0,056 0,117 0,053 −0,781 −0,028 −0,036
CE Q3 0,063 0,054 0,127 −0,050 −0,019 −0,827
CE Q4 0,002 0,004 −0,036 −0,018 0,027 −0,854
CC Q1 0,915 −0,055 0,053 −0,043 0,027 0,037
CC Q2 0,963 0,063 −0,041 0,023 0,011 0,011
CC Q3 0,886 −0,015 0,012 −0,024 −0,042 −0,095
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assess whether (multiple) linear regression can be done. Sample size requirements
include N > 100 and preferably 15–20 observations per independent variable which are
met. In addition, each scale needs to be normally distributed and the independents have
to be correlated to the dependent both are shown to be so for all scales.

Furthermore, this study analysed the four assumptions for linearity for each inde-
pendent towards the dependent the Intention to Co-create existing out of: 1. Linearity
of the phenomenon based on residual plot and plots of the independent towards the
dependent itself. 2. Constant variance of error terms, using the residual plot and con-
ducting Levene’s tests in One-way ANOVA’s. 3. Independence of error terms using the
Durbin-Watson statistic. And lastly 4. Normality of error terms, using the Histogram
and Normal Probability plot of residuals. Examining these assumptions showed that
Hedonic Benefits and Customer Engagement at first failed to achieve the second
Constant Variance of Error Terms criterium. But after stabilizing the dependent vari-
able with a natural logarithmic all assumptions are met for all variables.

With the constructs showing reliability, validity and the assumptions for linear
regression met, the hypotheses for each independent towards dependent is tested. The
first part of the hypotheses is about the possible influence of the Perceived Benefits
onto the intention to Co-create on Facebook. The second part about Customer
Engagement as possible mediator or moderator and the third part about Customer
Engagement as a separate predictor. Single linear regression shows that every Per-
ceived Benefit has a statistically significant (p < 0.001) influence on the intention to
Co-create, meaning that gratification does matter for the intention to Co-create and
confirming the first set of hypotheses. Noteworthy is that Hedonics Benefits (0.502,
t value of 5.862) and Cognitive Benefits (0.451, t value of 5.108) are the largest

Table 3. Reliability and AVE for each factor

Factor Construct Included A > 0.7 CR > 0.7 AVE > 0.5

1 Cognitive benefits CB-Q1
CB-Q3
CB-Q4

0,845 0,810 0,586

2 Social benefits SB-Q1
SB-Q2
SB-Q3

0,873 0,806 0,588

3 Hedonic benefits HB-Q1
HB-Q2

0,917 0,870 0,773

4 Co-creation CC-Q1
CC-Q2
CC-Q3

0,954 0,945 0,851

5 Personal benefits PB-Q1
PB-Q2

0,836 0,796 0,664

6 Customer Engagement CE-Q3
CE-Q4

0,896 0,828 0,706
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predictors. Social Benefits (0.380, t value of 4.153) and Personal Benefits (0.286,
t value of 3.012) are smaller predictors of the intention to Co-create on Facebook.

Furthermore, Customer Engagement does not function as a mediator or moderator.
Using it as such does not result in statistical significance and additionally results in
multicollinearity issues in modelling which means that the second hypothesis is
rejected. However, Customer Engagement does have a statistically significant
(p < 0.001) influence on the intention to Co-create, confirming the third and last
hypothesis. Moreover, Customer Engagement shows to have the largest influence
(0.539, t value of 6.471) on the intention to Co-create among the predictors.

6 Analysis

The model was created and tested in SPSS through the Enter method and verified using
the Stepwise method. Using all four benefits and Customer Engagement as predictors
showed a lack of statistically significant betas and adjusted R squared for Cognitive,
Personal and Social Benefits. Finally, Customer Engagement and Hedonic Benefits
proofed to be predictors of the intention to Co-create.

In order to further verify this model, a split sample of 60%:40% was created
randomly. Using the Enter method we verified Customer Engagement and Hedonic
Benefits as significant predictors for both groups. Figure 3 shows the analysis model
with the influence of each predictor on the intention to Co-create. Cognitive, Social and
Personal benefits are not important in themselves to predict the intention to Co-create,
perceived gratification is explained by Hedonic Benefits alone. Customer Engagement
is a larger predictor than Hedonic Benefits, note that the included questions for Cus-
tomer Engagement were about Product Meaning and Product Concern, both very
relevant for Customer Engagement. People that find a company and its products
meaningful and of concern to them are motivated to Co-create more than gratification
does. The questions about Hedonic Benefits were about an Enjoyable and Relaxing
time and a Fun and Pleasurable experience.

Fig. 3. Analysis model
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7 Discussion

We delivered a predictive model for the intention to Co-create (Fig. 3). Results show
that each separate benefit does improve the intention to Co-create, but remarkably,
modelling showed that Hedonic Benefits are the most important and explain most of
the perceived gratification. User Gratification does influence the intention to Co-create
on Facebook, but not that much as Customer Engagement. Hedonic Benefits explains
most of the gratification through the desire of people for an enjoyable and relaxing
time. Customer Engagement functions as a separate independent factor. Hence, the
factors Customer Engagement and Hedonic Benefits predict the intention to Co-create
on Facebook.

Our results have various practical implications. In order to motivate customers to Co-
create on Facebook, companies need to deliver Product Meaning and Product Concern.
People are motivated by meaning, engagement with a company’s products and by
having fun while doing so for their intention to Co-creation. Customers want a mean-
ingful experience in terms of long-term relationships with others, the company and its
products. They want to feel an emotional connection with the company’s products and
want a pleasurable time. Gratification itself is not that important. Only Hedonic Benefits
are significant as predictor in the model. Hedonic Benefits exists out of an Enjoyable and
Relaxing time and a Fun and Pleasurable experience, while Problem Solving and Idea
Generation are not fun for people here in contrast to previous studies [8, 9].

With regard to theory, the differences between the underlying dimensions are
actually quite different based on factor analysis. Customer Engagement is a predictor
on its own instead of a mediator or moderator as theory suggests. Moreover, the results
show that Meaning and Concern are relevant underlying dimensions, while Importance
and Relevancy are not. This is different from previous research that showed all
dimensions to be important [8, 9]. The results mean that long-term relationships and an
emotional attachment are important for Customer Engagement in this study.

Customer Engagement is about relationships and emotions, not about the use of a
product or service. Intrinsic motivations with regards to meaning and concern may be
more important than the extrinsic rewards gratification offers for Co-creation on
Facebook. While Lee and Kim [8] did not use Customer Engagement as a possible
predictor, we did and showed its importance. One could argue that meaning and
concern are similar to benefits or gratification, but Factor Analysis showed that grat-
ification and Customer Engagement are different constructs. Moreover, Discriminant
Validity was established showing that Customer Engagement and Hedonic Benefits are
separate constructs. In the end, Customer Engagement seems to be an important pre-
dictor for the intention to Co-create on Facebook and even better than gratification.

There are three important limitations regarding our findings. Firstly, we asked
people about the intention to Co-create instead of participation data in Co-creation. For
future research it may proof useful to consider what lies behind people’s motivation for
Co-creation. Secondly, while this research was carried out within Europe, other regions
and other social media may provide different results. Finally, Co-creation could be
studied in more detail when elaborating upon Meaning, Concern and intrinsic moti-
vations over gratification and extrinsic motivations.
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Abstract. Mobile payment (m-payment) apps have been introduced as an
innovative alternative payment method that extends in-store payment options
available to consumers. Despite being marketed as convenient and secure, recent
research reports that m-payment uptake has gone far below earlier forecasts.
This is due to consumers perceiving little added value relative to existing
payment options, such as contactless cards. Augmenting m-payment with value
added services (VAS) has been suggested as a way to add value to m-payment
and boost demand. However, empirical investigation about the role and effect of
VAS on consumers’ perceptions of m-payment value remains scant. This study
attempts to fill this gap by employing a deductive qualitative approach through
the lens of perceived value theory, extended with perceived trust and risk.
A total of 23 interviews were conducted with UK adopters and nonadopters of
m-payment. The findings suggest that the perceived added value of the aug-
mented m-payment service was mainly derived from utilitarian values associ-
ated with the additional functionalities offered by VAS. Additionally, the
augmentation of m-payment has enhanced perceptions of trust in the service
provider as a result of integrating additional features that tackle issues associated
with the payment experience. This study advances knowledge of the concept of
added value in the m-payment context and provides practical suggestions to
m-payment providers for increasing the consumer perceived value.

Keywords: Mobile payment � Perceived value � Value added services

1 Introduction

The rapid technological advances in the past decade have changed the payments
landscape worldwide. As a result, new payment instruments, such as mobile and
wearable devices, have emerged as convenient and secure alternatives to traditional
cards and cash payment methods for in-store payments. However, the success of these
alternatives is heavily influenced by consumers’ decisions to change their longstanding
payment behaviours. Although mobile devices have achieved a massive success as
reflected in penetration rates among consumers worldwide, their mobile payment (m-
payment) apps appear to be lagging far behind. Recent market research reveals that
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proximity m-payment in the UK is far from mass adoption [1]. This is despite the fact
that the main proximity m-payment wallet apps (Apple Pay, Android Pay, Samsung
Pay) natively provided by the dominant global mobile handset manufacturers were
commercially introduced within the past four years in the UK. Previous studies sug-
gested that perceptions of risk involved in the use of proximity m-payment act as a
strong barrier to adoption among UK consumers [2]. On the other hand, it has been
repeatedly argued that consumers’ reluctance to change their old payment habits is due
to seeing no added value in m-payment as compared to traditional payment methods
[3–5]. This appears to be particularly relevant to the case of the UK, where the
increasing popularity of contactless cards has arguably made m-payment as a less
valued alternative among consumers [6]. However, the way consumers would perceive
m-payment added value has not been fully investigated by existing research.

Value maximization is regarded as the basic assumption in examining the con-
sumer’s eventual behaviour since potential adopters of new digital services play the
dual role of technology users and consumers [7]. Therefore, with a set of multiple
options, consumers often seek to maximize their utility or enjoyment from the con-
sumption of a given market offering [8]. This implies that determinants of consumer
choice decisions are subjectively evaluated on a net value basis perceived in a given
option relative to other alternatives. Findings from previous research have concluded
that augmenting the m-payment service with value added services (VAS) might add
value to m-payment and promote demand [3, 4, 8]. Although these findings offer useful
insights into the potential effect of VAS in increasing the value of m-payment, sup-
porting empirical evidence confirming this effect among consumers is still lacking. This
study aims to fill this gap by addressing the following research question: What is the
effect and role of VAS on the perceived value of m-payment from a consumer’s per-
spective? In doing so, we employed the perceived value theory extended with per-
ceived trust in provider and perceived risk as our theoretical foundation. We conducted
a qualitative investigation in the UK to explore how consumers perceive the added
value of augmenting proximity m-payment apps with three exemplified VAS suggested
by previous studies: instant account balance, loyalty cards integration, and cashback.
Our key findings indicate that the perceived added value of the augmented m-payment
app has been largely interpreted in terms of the additional convenience, monetary and
trust benefits brought by the extra features of the VAS. These findings highlight the
importance of addressing other activities involved in the payment experience. The
remainder of this paper is organized as follows. In Sect. 2 we lay out the theoretical
foundation of the study, followed by the research methodology in Sect. 3. The results
and findings are presented in Sect. 4. In Sect. 5, the paper concludes with the research
implications and provides directions for future research.

2 Theoretical Background and Related Work

Existing m-payment adoption research has offered a rich investigation into the factors
that affect adoption decisions among consumers using well-established information
systems (IS) theories, such as TAM (Technology Acceptance Model) and UTAUT
(Unified Theory of Acceptance and Use of Technology) [10]. Although this body of
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research has been useful in terms of highlighting factors related to the characteristics of
m-payment as a technology, some researchers argued that theories from other disci-
plines should be used to explore other factors pertinent to the adoption of m-payment as
a new interactive payment experience that coexists with other widely used payment
methods [e.g. 10, 11]. This study responds to this call by employing the perceived
value theory, which has roots in marketing literature, as a suitable theoretical lens that
fits the aim of investigation.

2.1 Perceived Value Theory and Its Determinants

Perceived value has been used to explain behavioural intentions towards different
technologies [e.g. 7, 12]. Conceptually, perceived value has emerged in marketing
literature as the trade-off between a combination of multiple determinants of benefits
and sacrifices as perceived by consumers in a market offering [13]. As the definition
suggests, value is subjectively weighed by consumers for what they receive against
what they give to acquire and use a product. Following on previous value-based
technology adoption research [e.g. 14, 15], we draw on the seminal PERVAL model of
Sweeney and Soutar [16] and consider the determinants of benefits as functional,
social, and enjoyment values. The functional value has been conceptualized as two
separate utilitarian values that consumers derive from performance-related attributes
and monetary gains perceived in a product or service [16]. While the performance
aspect of functional value is derived from the convenience of fulfilling a task, monetary
gains represent the time and money saved as a result of using mobile services [14].
Convenience value appears to be of a particular importance within the context of m-
payment due to the ubiquity of the mobile phone [17]. Therefore, we define conve-
nience value as the consumer’s perceived utility from the ease of acquiring and using
m-payment as a service accessible anytime and anywhere. Similarly, a positive rela-
tionship has been confirmed between perceived economic benefits and use of m-
payment for in-store shopping [15]. Thus, we define monetary value as the consumer’s
perceived utility of the money savings resulting from the use of m-payment. Consumer
behaviour research suggests that consumer’s choice is influenced by experiential
aspects represented in enjoyment and social values in addition to the utilitarian goals
[18]. The enjoyment aspect of value, also termed as emotional or hedonic, is con-
ceptualized as the product or service capability to arouse feelings or affective states
[19]. We therefore define enjoyment value as the positive feelings that the consumer
derives from interacting with m-payment apps. The social value reflects the extent to
which a product or service enhances social self-image and interpersonal communica-
tion in a social setting [16, 19]. Previous studies have confirmed the influence of social
value on perceived value of proximity m-payment [12]. In a similar vein, we define
social value as a source of self-appreciation perceived from the impression conveyed
by peers in a social context with regard to the use of m-payment. In addition, we
augment the above determinants of value with perceived trust in service provider as a
benefit and perceived risk as a nonmonetary sacrifice due to their profound effect on
consumer intentions to transact using technology-based environments [20]. Since the
interaction between consumers and m-payment providers lacks direct personal com-
munication, trust beliefs in providers play an essential role in choosing their services.
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The value created by perceived trust results from the benefits received through inter-
acting with a competent and benevolent provider in addition to the role of trust in
reducing uncertainties involved in service use [21]. Moreover, previous studies have
shown that perceptions of risk exhibited a salient effect on the perceived value of m-
payment [12, 15].

2.2 The Concept of Added Value

Different approaches have been suggested in marketing literature to increase the value
of a market offering relative to competitors [22]. Zeithaml [13] broadly argues that
added value can be achieved by increasing perceptions of benefits or reducing per-
ceptions of sacrifices in a given product. On the other hand, Grönroos [23] has dis-
tinguished between core value brought by the core solution and added value resulting
from the additional services. The author has also conceptualized additional services as
the VAS offered along with the core service to enhance its perceived value and min-
imize the associated monetary and nonmonetary costs. In this sense, the concept of
added value can be regarded as a multidimensional construct that includes both
functional and emotional benefits as perceived by consumers [22]. Therefore, it could
be argued that added value can be realized directly through perceived gains or indi-
rectly as a result of reducing sacrifices or both. In this study, we explore how con-
sumers perceive added value in proximity m-payment augmented with VAS through
the lens of the theorized determinants of value extended with perceived trust and risk.

3 Methodology and Data Collection

The subjective nature of the concept of value and the relative newness of VAS in the
m-payment context have led to the decision to use a qualitative research approach using
semi-structured interviews. Qualitative methods have been suggested in IS research as
a suitable approach for understanding the meanings a given system has for its users and
unveil the processes involved in causal relationships [24]. Snowball sampling tech-
nique was utilized by asking participants invited through university research groups
and social contacts to share the invitation with their contacts. The selection criteria
were set to include participants who use a smartphone, regardless of previous m-
payment experience, and were residents of the UK. The interview guide was first
piloted with two PhD students and their comments were taken into consideration to
clarify questions that had not been fully understood. A total of 23 interviews were
conducted between November 2017 and April 2018, with an average duration of
37 min. Table 1 provides a summary of the characteristics of the participants.

The final interview guide comprised three sections. In the first section, participants
were briefed about the aim of the study and asked general demographic questions. In
the second section, participants were presented with the definition of each of the
theorized determinants of perceived value followed by questions about their percep-
tions of the presented determinant in terms of using m-payment as a sole service. This
method allowed participants to define each value determinant in their own words and
contextualize their answers around the use scenarios of m-payment.
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In the third section, three VAS have been chosen for this study based on sugges-
tions from previous research and relevance to the UK market, namely instant account
balance [3], loyalty card integration [9], and cashback rewards [25]. Following the
introduction of the open banking initiative in the UK in January 2018, regulated third-
party payment service providers will be able to provide account information services to
consumers upon their consent [26]. It is thus of a great importance to understand how
consumers would perceive value in future m-payment apps featuring instant account
balance. The choice of loyalty card integration stemmed from the popularity of loyalty
programs provided by high street retailers in the UK. Although some existing m-
payment wallet apps offer the functionality of storing loyalty cards, understanding its
effect on m-payment value is scarce. Finally, the cashback reward was chosen based on
previous research suggesting that UK consumers are encouraged to use proximity m-
payment apps that offer financial incentives [2]. Each of the suggested VAS was
introduced to participants followed by questions about their perceptions of using m-
payment augmented with the given value added service in terms of the value deter-
minants. The purpose was to elicit their views about each of the suggested services
individually. Interview recordings were transcribed and content-analysed using Nvivo
11 software. Data analysis involved labelling segments of the transcripts with
descriptive codes that summarize the participant’s views about the topic addressed in
each segment. The codes were then categorized under the respective value theme that
corresponded to one of the theorized value determinants. As coding and data collection
took place simultaneously, the sampling continued until a data saturation point has
been reached, where no new codes could be identified.

4 Results and Findings

Though the interview questions covered both the use of m-payment as a standalone
service and m-payment augmented with VAS, this paper focuses on the results and
findings of the latter. However, a summary of the findings relating to the use of m-
payment as a sole service will be presented to contrast the effect of the VAS. More
details about these findings can be found in our previous study [5].

Table 1. Demographics of participants

Measure Group Number of participants m-payment adopters

Age 18–24
25–34
35–44
45–54
55–60

4
11
6
1
1

1
5
None
1
None

Gender Male
Female

16
7

5
2

Occupation Full-time employment
Full-time student
Retired

12
10
1

3
4
None
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4.1 Convenience Value

Most m-payment adopters have expressed their perception of convenience of proximity
m-payment as a sole service in terms of the ubiquity of the mobile phone, the speed and
ease of making m-payment, and the time and effort saved from not having to handle
physical cards. Conversely, most nonadopters considered m-payment as more time
consuming and less convenient compared to contactless card payment. Augmenting m-
payment with an instant balance service was perceived by some participants as an
added convenience for saving the time and effort needed to check the balance using
different channels: “it means that I don’t have to go to different places to find the same
information” (P11). In addition, participants embraced the convenience of getting real-
time balance updates after each purchase as compared to card payments that, in some
instances, take longer to take effect. Integrating loyalty cards with m-payment was
perceived by most participants as an added convenience value in terms of easier
manageability of loyalty cards of different retailers in one place and reduced transaction
time at check-out: “you currently have to hand over two cards…so there is no question
that it would factually speedup the process plus you would never forget them” (P19).
On the other hand, some participants noted that the need to scan a digital version of the
loyalty card stored on the mobile phone does not offer much advantage in terms of
convenience over scanning the physical card. They suggested that the integration
should be seamless, where the m-payment app recognizes the retailer being paid for
and transfers the points to the respective stored loyalty card. A few participants, who
were familiar with cashback schemes, mentioned that having cashback integrated with
a m-payment app would simplify the process of claiming cashback and locating deals
through the app. In this sense, they recognized convenience in terms of the app’s
capability to contextually identify and suggest cashback deals based on location and
payment patterns: “…if I am in town deciding where to eat then my first thought would
be my app to see if there are any offers that I can claim” (P20).

4.2 Monetary Value

An overwhelming majority of the participants, regardless of their previous experience
with m-payment, saw no monetary value from using proximity m-payment as a sole
service. In contrast, participants perceived an added monetary value from seeing the
account balance before making a payment as it would help to reduce ‘blind’ payments
resulting from the absence of actual cash: “Having lost cash, I and everyone I know has
become a bit more lax with how they spend money … I think for me all of the savings
come from an intuitive understanding of: do I have enough money to afford the treat of
x today?” (P7). Additionally, some participants anticipated that seeing the balance
before and after the payment would help more with budgeting rather than being a
means of direct money saving. However, participants who seemed to be organized in
terms of their finances were hesitant to recognize any monetary gains from checking
their balance before or after payments. The added monetary value that participants
perceived in m-payment augmented with loyalty cards was based on simplifying the
process of earning loyalty points. They mentioned that loyalty points are frequently
missed because they often forget scanning loyalty cards at checkout. Having loyalty
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cards of different retailers visible alongside payment cards was observed as an efficient
way to increase utilization of loyalty schemes: “it would be easier for you to use them
to collect points” (P17). The cashback service was dominantly embraced by many
participants as a financial incentive to use m-payment apps. The monetary value that
participants perceived seems to outweigh their negative perceptions of reduced con-
venience from using the app: “I suppose if it does make the paying process in anyway
longer or more convoluted then … it’s definitely an inconvenience that I would put up
to save a bit of money” (P15). These findings demonstrate the potential high impact of
monetary value on the perceived value of m-payment.

4.3 Enjoyment Value

Convenience related factors have generally emerged as the main drivers of enjoyment
regardless of m-payment augmentation with VAS. The participants perceived enjoy-
ment of m-payment as a frictionless and fast-paced experience. However, they per-
ceived additional affective values based on the extra features of VAS. Receiving
balance updates in real-time was regarded as an emotional benefit for being worry-free
about their finances and eliminating the need to check balances through different
channels: “It would just make me have a greater quality of life, it would just be another
thing that I don’t have to do every week because I am already doing it every time I pay”
(P20). Likewise, simplifying the management of loyalty cards in one app and being
rewarded with loyalty points were regarded as an additional positive emotional benefit
of the app. On the other hand, participants were very enthusiastic about the attainable
monetary gains of the cashback service: “…I think getting the money back would
certainly make you enjoy [m-payment] and it would give extra pennies to do other
things that you would enjoy” (P4). This finding suggests monetary value as another
possible source of m-payment enjoyment.

4.4 Social Value

Participants were split over attaching a social value to the use of proximity m-payment
as a sole service. While a few participants perceived that using m-payment would
enhance their social image among their peers who use the service, many others argued
that they don’t pay much attention to how others think of them when it comes to how
they pay. Some participants noted that they might care about impressions on others if
they were younger. Although some of the participants mentioned that discussing one or
more of the suggested VAS within their social groups might influence their perception
about the service, however, they seemed to be reluctant to acknowledge any significant
social value relating to their image per se. Compared to other value perceptions, the less
significant interpretation of the social value could be attributed to the sensitivity of
discussing financial matters in a social context, as was mentioned by one participant: “I
am British we don’t talk about our money! Whether it would enhance their view of me
or not I am not convinced that it would” (P21).
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4.5 Perceived Trust

Participants expressed their perceptions of trust in proximity m-payment providers in
terms of the provider’s business size as an indication of the popularity of their products,
whether they are regulated by a local authority, or their reputation with regards to
previous security breaches. Furthermore, the introduction of m-payment VAS has led
to additional trust-enhancing perceptions in providers. Different measures were used by
participants to describe the added trust value of augmenting m-payment apps with
instant balance, mainly including the increased transparency about their financial
information and making it easier to have balance information in a payment app: “To put
it all in the same place for you to view and use that does go to a level of trust for not
hiding anything behind anything” (P11). On the other hand, augmenting m-payment
with loyalty schemes or cashback was considered as an indication of collaboration
between m-payment providers and the retailers offering these incentives. In this con-
text, the participants considered a m-payment app provider as more trustworthy since it
is trusted by the retailers they are familiar with: “It might make me more inclined to
trust them because if they’ve got partnerships with major stores that is obviously even
more legit than you would hope” (P12). Additionally, addressing issues encountered
with the payment experience in other payment methods, such as the absence of cash
and the difficulty of managing multiple loyalty accounts, were perceived as additional
trust-enhancing factors: “I would tend to trust the provider more because I would think
that they have looked up at what customers wanted” (P16).

4.6 Perceived Risk

Nonadopters exhibited higher perceptions of risk on using m-payment as a sole service
compared to adopters who repeatedly characterized the risks as avoidable. Three main
themes have emerged under perceived risk: identity and payment information theft,
privacy concerns, and the risk of running out of the phone battery. The growing news
reports of data privacy breaches in recent years seem to have a significant impact on
privacy concerns for many participants to use m-payment. This was also evident in
perceptions of potential privacy issues associated with augmenting m-payment with
instant balance and loyalty card integration. Many participants were reluctant to allow
third-party m-payment providers access to their balance information due to their
concerns about data misuse. They added that instant balance service is safe only if
provided by their bank: “If [the provider] has got access to what is your balance, then I
probably want it to be my bank” (P9). In contrast, some participants appeared to be
more open to the service by relating the decision to share their balance information to
the trustworthiness of the provider. This highlights the salient effect of trust in provider
on reducing the perceived risks. Similarly, although most participants perceived little or
no risks associated with the integrated loyalty cards service, one participant expressed
his concerns about the possibility of making his shopping information available to the
m-payment app provider: “I don’t necessarily want [the m-payment app provider] to
know where I am with the GPS on my phone, how much I am spending through the
data on my card, and what I am spending it on through the data on my loyalty card”
(P19). On the other hand, most participants perceived no additional risks associated
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with the cashback service. One participant stated that cashback gives him a reason to
accept the risks he perceives in m-payment: “It doesn’t reduce the downside risk, but it
adds something on the positive side to balance against it” (P6).

4.7 Ranking of VAS

Having identified the participants’ value perceptions of the proposed VAS, we sought
to understand their most appealing value propositions in terms of the theorized value
determinants. One approach was to ask them to rank the three VAS in order of pref-
erence and explain the reason of their choice. Table 2 summarizes the participants’
main reasons for choosing the most preferred value added service.

The instant balance was ranked as the most preferred value added service by the
highest number of participants, closely followed by cashback and loyalty card inte-
gration. Two of the participants did not give any preference to any of the suggested
VAS due to seeing no value that fits their needs. The relationship between the reasons
and the related value constructs indicates that convenience and monetary values were
the main drivers for choosing a given value added service. This finding further
emphasizes the importance of utilitarian values in m-payment services.

5 Analysis and Discussion

5.1 Theoretical Implications

This study has provided a rich interpretation of the added value concept in m-payment
context. The findings indicate that the added value of m-payment augmentation with
VAS was mainly perceived through the dimensions of utilitarian values, i.e. conve-
nience and monetary. Particularly, the added convenience value was perceived through
the ability to achieve more with the m-payment app on top of a streamlined payment
experience. Embedding more functionalities, such as the instant balance and loyalty

Table 2. Participants’ reasons for choosing the most preferred value added service

Top-ranked value
added service

Number of
participants

Reasons of choice Value construct

Instant balance 8 Real-time account balance
Easier account management
Restore money tangibility

Avoid overdraft

Convenience
Convenience
Convenience +
Monetary
Monetary

Cashback 7 Easier to find deals
Saving money

Convenience
Monetary

Loyalty cards
integration

6 Easier loyalty management
Saving money

Convenience
Monetary

None 2 No additional value None
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accounts, into a frequently used payment app was seen as more time saving than
accessing these services through separate channels. In addition, the suggested VAS
were perceived to be solving usability issues associated with the payment activity, such
as the visibility of paid money and the inconvenience of handling multiple loyalty
cards. More interestingly, monetary value was only perceived from using the aug-
mented m-payment service either directly from earning cashback or indirectly from
simplifying ways of budgeting, collecting loyalty points, or finding cashback deals.
Although this finding differs from earlier studies that conceptualize utilitarian values
under a unified determinant [e.g. 12], differentiating between convenience and mone-
tary values as two separate constructs has proved to be important since the monetary
value has received no support in case of the sole m-payment service. Therefore, it could
be argued that VAS do not only enhance existing perceived values of the core m-
payment service but also create new values based on the additional features.

Perceptions of enjoyment value followed the same pattern of influence for the
augmented and nonaugmented m-payment service. In both cases, enjoyment value was
mainly derived as a consequence of convenience-related dimensions rather than being a
main value determinant as indicated by previous studies [e.g. 15]. One possible
explanation to this finding could be the pure utilitarian nature of m-payment services,
where more emphasis is placed on fulfilling the payment task while the emotional
aspect is recognized as a positive side effect of how the task was fulfilled [5]. Addi-
tionally, the added monetary value has also led to positive emotional aspects among
some participants. No major changes were observed in terms of the influence of social
value following the augmentation of m-payment service. In comparison with other
value dimensions, participants appeared to be less encouraged to attach significant self-
image aspects from using m-payment in general. Although this finding is in contrast
with previous studies [e.g. 12, 15], however, our findings suggest that privacy and age-
related considerations seem to inhibit noticeable social gains. Furthermore, the aug-
mentation of m-payment with VAS has enhanced perceptions of trust in m-payment
providers. Understanding consumer needs by adding extra features that simplify pay-
ment scenarios was perceived as a trust-enhancing factor. On the other hand, the
augmentation of m-payment does not seem to reduce the perceived associated risks.
However, almost all participants acknowledged that their perceptions of risk diminish
with a trustworthy provider. Given that this association is confirmed by previous
studies [e.g. 20], therefore, we can argue that augmenting m-payment with VAS may
indirectly reduce perceptions of risk through enhancing perceptions of trust in provider.

5.2 Practical Implications

The findings of this study offer several implications for m-payment providers regarding
how consumers perceive added value in m-payment services. First, m-payment pro-
viders should reconsider the concept of added value beyond the performance charac-
teristics of the core payment service. Involving additional services that tackle issues
associated with existing payment scenarios has proved to be pivotal in recognizing the
added value of m-payment from a consumer’s perspective as compared to existing
payment methods. Second, more efforts are needed to understand consumer activities
involved in the whole payment experience. As the findings suggest, different
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consumers exhibited different needs associated with their payment activities. Therefore,
m-payment providers should invest in business initiatives that promote consumer
engagement and value co-creation. Finally, to alleviate the negative impact of risk
perceptions, more marketing efforts are needed to highlight the security advantages that
m-payment solutions are built with relative to traditional payment methods.

5.3 Conclusion and Future Research

This study advances the existing body of knowledge about m-payment adoption using
a value-based approach. The perceived value theory has been employed to understand
the effect of m-payment VAS on the different determinants of value. In light of our
findings, the added value perceived from m-payment augmentation with VAS was
mainly interpreted in terms of convenience and monetary values in addition to
enhanced trust perceptions in m-payment providers. The added enjoyment value was
predominantly envisaged as a resulting emotional effect of convenience-related aspects
rather than a substantial value determinant. Although the findings of this study present
a rich account of the concept of added value in m-payment context, we suggest that
these findings should be used to guide the development of future quantitative value-
based m-payment studies due to the small sample size that characterizes this qualitative
study. In addition, the current study was based on three pre-suggested VAS. Therefore,
future research is encouraged to follow a more consumer-focused approach that derives
possible VAS from participants based on their individual needs.
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Abstract. In this paper, we identify two distinct behavioral strategies for
dealing with problems encountered in the use of mobile apps - fight or flight. In
the fight strategy, individuals do not give up using an app when faced with a
problem; rather, they experiment with different ways to cope with that problem,
whereas the flight strategy refers to the user’s decision to uninstall an app when
they encounter a problem and/or their intention to use an alternative app. These
strategies were identified from an analysis of documents, which forty-two users
reported, and can be used to understand how users deal with encountered
problems. The participants were asked to use a mobile app of their choice for
one week and report the behavioral strategies they utilized to counter problems
they experienced. According to the findings obtained from content analysis, the
most reported complaints concerned the categories of interface design, func-
tional error, feature request, and feature removal. The participants who com-
plained about functional errors, frustrating features, and slow application speed
stopped using the app (flight behavior) whereas those that were dissatisfied with
the interface, a missing feature or the content of the app continued to use the app
and tried to overcome the problems (fight behavior).

Keywords: User behavior � Behavioral strategy �
Human-Computer interaction � Mobile interface design � Mobile apps �
Fight or flight

1 Introduction

With rapid developments in technology, many new concepts have emerged in recent
years to replace the term “computer” in the context of human-computer interaction.
Mobile devices, being one of the technologies that people are most interacting with
today, have an important place in this interaction [1]. Beyond communication, gaming
or entertainment, it is possible to see mobile technologies in many areas from electronic
commerce, banking and public services to information and communication systems [2].
Today, people have even begun to fear the absence of mobile phones, and there is a
positive relationship between this fear and the duration of mobile device use [3].
Therefore, the analysis and evaluation of user behavior toward mobile apps, which are
active parts of everyday life, play an essential role in the success of apps [4].
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Due to the growing popularity and trends toward widespread adoption of mobile
devices, in recent years millions of apps have been developed for these devices. For
example, according to Statista data, as of March 2017, there are 2.8 million apps for
Android devices in Google Play Store and 2.2 million apps for iOS devices in Apple
Store [5], and there is a greater adoption of smartphones and other mobile devices than
PCs [6]. Thus, mobile apps have become the fastest growing part of the software world
[7], and mobile app development continues to increase in popularity as an important
area of work for software developers. Today, with the “Mobile-First” trend, software
developers are expected to develop apps first for the mobile platform and then for
computers [8]. However, mobile devices also have significant limitations, particularly
concerning screen size, limited processing capacity, different design requirements, and
the context in which they are used [9, 10]. Given all these limitations, it is clear that
software developers need to pay more attention to the needs and expectations of users
when developing mobile apps than desktop apps. In addition, the features of desktop
apps and those of mobile apps significantly differ. These limitations and differences
have also increased the importance of evaluating mobile apps [11].

Feedback and the evaluation by mobile app users are important sources of infor-
mation [12, 13]. Studies have shown that features of mobile apps are a determinant of
user behavior toward these apps [14–16]. User complaints regarding both the func-
tional characteristics of an app [14] and its design and aesthetic appearance have a
considerable influence on the user’s decision to continue using it [17].

This study aimed to determine the problems encountered in mobile apps and the
behavioral strategies adopted by users to overcome these problems. The data were
collected from university students, who were active mobile app users. The findings of
the study are expected to offer guidance to not only researchers but also mobile app
developers and consultants.

Primary research questions of the study were addressed as below,

• What are the usability problems that the participants encountered while using
mobile apps?

• What are the participants’ behavioral strategies against the encountered mobile app
problems?

2 Related Works

Mobile devices are one of the most important technological innovations of today [18].
With rapid evolution of these devices, mobile apps are gaining increasingly more
attention [19]. Therefore, an important area of research is the identification of problems
faced by users when using mobile apps and the analysis of the behavioral strategies
they develop to counter these problems. However, in the literature, there are very few
studies related to the assessment of user behavior, attitudes or their evaluation con-
cerning mobile apps [20].

Chou et al. [21] examined the behavior and habits of users toward mobile apps in
the context of expectance-confirmation theory. The authors gathered questionnaire data
from university students and determined that the ultimate success of an app is related to
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the continued use of that app. In addition, they concluded that mobile apps that were
considered useful and enjoyable positively influenced user satisfaction and users´
tendency to continue using those apps. Similarly, Hsu and Lin [4] analyzed users’
purchasing behavior of paid mobile apps based on the expectation confirmation model.
The data collected from 507 users through a questionnaire showed that confirmation
was positively associated with perceived value and satisfaction of users; therefore, the
authors emphasized that confirmation was an important factor in using mobile apps. In
addition, they determined that positive feedback given by other users for a mobile app
had a positive effect on the purchasing behavior related to that app.

In another study [16] that aimed to determine mobile users’ purchasing and
information sharing behaviors, the effect of differences of the mobile platform, user
interest in mobile apps, and last visits to mobile stores were investigated. The data was
collected from 345 participants through a questionnaire. At the end of the study, it was
reported that interest in a mobile e-commerce app was positively related to users’
purchasing and information sharing behaviors. Wang et al. [22] focused on the factors
that affect users’ mobile app use based on the role of consumption values. The data was
obtained from 282 mobile app users. It was found that functional, social, emotional and
epistemic values had an important effect on the development of behaviors concerning
app use. Similarly, Chang et al. [15] evaluated 12 different mobile apps in their analysis
of factors that affect decisions to use mobile apps. The data gathered from 68 partic-
ipants through a questionnaire revealed that users’ needs and excitement regarding an
app as well as its usability were influential factors in their decision to download and use
that app.

Maghnati and Ling [23] conducted a study to determine the effect of experiential
value on user attitudes toward mobile apps. User attitudes were examined under the
experiential value categories of aesthetic, playfulness, service excellence, and customer
return on investment. User attitudes were found to have a significant positive rela-
tionship with playfulness and customer return on investment, but not with aesthetic and
service excellence. Similarly, Le and Nguyen [24] explored the effect of advertisements
in mobile apps on user attitudes based on data collected from 206 participants using a
questionnaire. Although many users were negative about advertisements in mobile
apps, it was considered that the format and content of advertisements could be designed
in a way that would appeal to users. In this context, the authors determined that
“credibility” and “entertainment” in advertisements were the main factors that affected
user attitudes toward advertisements.

Features of mobile apps are determinants of not only the attitudes of users toward
these apps, but also the development of user perceptions and preferences. For example,
Kim et al. [25] focused on the effects of “stickiness” and “word of mouth” on user
perceptions concerning mobile app features. As a result of a survey conducted with 503
smartphone users, it was determined that user perceptions toward mobile app features
were positively associated with the usability of apps. Furthermore, this resulted in
increased “stickiness” and positive “word of mouth” intentions. Huy and vanThanh
[26] identified the most popular mobile app paradigms and evaluated them from the
perspective of developers, users, and service providers. From the users’ point of view,
it was determined that ease-of-use and functionality were very important in native
mobile apps. In another study focusing on users’ perspective on mobile apps, Bowen
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and Pistilli [14] investigated university students’ preferences concerning the use of
mobile apps. A total of 1,566 students studying at Purdue University were reached
through a questionnaire. According to the data obtained, a significant number of par-
ticipants used an Android phone or iPhone. The participants considered themselves to
be moderate and advanced users, and were found to prefer native mobile apps because
they are quicker and easier to use than the mobile Web.

User evaluation of mobile apps is critical to obtaining valuable information about
the current state of apps, their place in the market, and their success. In this context, in
addition to the feedback received from users through face-to-face interviews or ques-
tionnaires, user evaluation of apps in app stores provides important information [27].
Therefore, while some studies that analyzed user data in these environments used a
manual analysis method, other studies proposed an automated evaluation system. For
instance, Khalid et al. [27] investigated the most frequent complaints of users in
relation to mobile apps. The authors manually reviewed a total of 6,390 user ratings for
the 20 most popular iOS apps. The problems most users complained about were
functional errors, feature requests, and app crashes. Fu et al. [13] proposed a system
called WisCom to analyze user reviews of mobile apps. The authors stated that this
system provided valuable information about the entire mobile app market by identi-
fying inconsistencies in user ratings, the reasons why users like or dislike an app, and
user preferences of different mobile apps.

3 Methodology

A total of 42 undergraduate university students enrolled in the Software Engineering,
29 male and 13 female, participated in the study. Different methods and techniques
have been used in the research involving user evaluation of mobile apps. Some studies
analyze feedback from users [e.g., 16, 25] while others assess user ratings on apps in
app stores [e.g., 27]. In this study, descriptive quantitative analysis was used to engage
in an in-depth analysis of user evaluation of mobile apps and to identify the adopted
behavioral strategies.

3.1 Data Collection Procedure

It takes approximately eight minutes for users to learn how to use a new mobile app
[28]. A large percentage of users decide whether to remove an app from their smart
devices within three to seven days of first using that app [29]. In this context, the one-
week timeframe from the moment that users learn how to use a mobile app is very
critical for the success of that app in the market. This one-week period of use is
considered to be sufficient to obtain the information necessary to evaluate a mobile
app. Therefore, the participants in this study were given an assignment in a Human
Computer Interaction Course, and asked to use a mobile app of their choice for one
week. Then, they reported in detail the problems they encountered during the use of the
app, as well as the behavioral strategies they adopted to counter these problems. The
participants reported name of the mobile application that they evaluated, list of the
usability problems that they countered, and their decisions regarding these problems in
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a document. The participants documented these issues as they happened and the reports
were written using a word processor, and the participants sent their documents to the
researchers via e-mail. The basic data used in the study was obtained through the
descriptive quantitative analysis of the participants’ documents.

Reaction to a problem in an app might depend on the type of app and users` needs.
Users may have different tolerance towards various apps. Therefore, although the
participants were completely free to choose the mobile app to evaluate, only free and
hedonic-oriented apps were evaluated in the study because this may influence the
features that an app offers as well as the participants’ decision to uninstall it. Hedonic-
oriented apps are type of mobile applications that are used for enjoyment, arousal and
freedom [30]. This allowed for the coverage of a broader range of mobile apps through
the assessment of different themes and types of hedonic-oriented apps and ensuring that
the implications of research were more generalizable under this type of apps. Therefore,
the types of mobile apps evaluated by the participants varied under 7 different themes
such as photography, video, chat, sports, music, news and games.

3.2 Data Analysis

A content analysis was performed on the qualitative data collected from the partici-
pants. The mobile app problems reported by the participants were categorized using the
12 types of complaints determined by [27] based on user feedback (see Table 1). Each
mobile app problem identified by the participants was included in one of these 12
categories and analyzed accordingly.

Furthermore, behavioral strategies adopted by participants to handle the problems
they identified were grouped into either ‘fight’ (continued to use) or ‘flight’ (abandoned
the app). This made it possible to demonstrate the relationship between the problems
encountered in mobile apps and the behavior exhibited. In the ‘fight’ strategy,

Table 1. Type of complaints identified by [27] and their description (p. 74)

Type of complaint Description

App crashing The app often crashed
Compatibility The app had problems on a specific device or an OS version
Feature removal A disliked feature degraded the user experience
Feature request The app needed additional features
Functional error The problem was app specific
Hidden cost The full user experience entailed hidden costs
Interface design The user complained about the design, controls, or visuals
Network problem The app had trouble with the network or responded slowly.
Privacy and ethics The app invaded privacy or was unethical
Resource heavy The app consumed too much energy or memory
Uninteresting content The specific content was unappealing
Unresponsive app The app responded slowly to input or was laggy overall
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individuals do not give up using an app when faced with a problem; rather, they
experiment with different ways to cope with that problem. On the contrary, the flight
strategy refers to the user’s decision to uninstall an app when they encounter a problem
and/or their intention to use an alternative app. Each mobile app problem included in
one of the 12 complaint types were categorized as fight or flight.

4 Results

4.1 Problems Identified in Mobile Apps

Figure 1 presents the problems identified by the participants for the mobile apps they
evaluated. Most of the participants complained about the interface design of mobile
apps (Interface Design, n = 32, 76%). This category contained complaints, such as the
app not being attractive or aesthetic, use of wrong color contrast, problems with size
and alignment of images, font selection, and readability of texts. Visual design issues
that affected the ease-of-use of the app were also included in this category. Functional
errors in the app constituted another type of problems according to most of the par-
ticipants (Functional Error, n = 29, 69%). Incorrect operation of buttons, certain
operations giving constant errors, and some pages not responding were examples of
this type of complaint.

As the number of apps developed for mobile devices increases, user expectations
and demands from these apps also increase. In this study, it was found that more than
half of the participants complained about features they thought were missing in the
mobile apps they evaluated (Feature Request, n = 21, 50%). The lack of an option to
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close a bank account, problems with bank integration, short duration of video
recording, or lack of feedback within the app were among the reported issues.

Some of the participants were frustrated by the services, content or operations
offered by the mobile apps (Feature Removal, n = 18, 43%), and they complained
about the requirement to update the app, constant advertisements displayed in the app
that forced the user to make a payment to close the window, and the recommendation
to contact the management rather than describing the error in error messages.

The participants also referred to problems regarding the slow application speed
generally, or in certain pages or operations, particularly on certain days of the week
(Unresponsive App, n = 10, 24%). It is important that the content in apps is consistent
with the features of the app and user expectations. However, concerning some of the
mobile apps evaluated in this study, users had complaints regarding this situation
(Uninteresting Content, n = 9, 21%). Examples given by the participants under this
type of complaint were the app not presenting information that was needed and the
content being limited and inadequate or including irrelevant information. Other mobile
app issues identified by the participants include app crashes (App Crashing, n = 4,
10%), excessive use of battery, memory or internet (Resource Heavy, n = 4, 10%),
violation of privacy and ethics (Privacy and Ethics, n = 3, 7%), and problems con-
cerning the hardware or software specifications required by the app (Compatibility,
n = 2, 5%).

4.2 Behavioral Strategies Adopted to Counter the Problems

The behavioral strategies developed by participants to counter the problems they faced
when using the mobile apps were analyzed in detail. It was determined that the par-
ticipants either responded by trying to find solutions to these problems (Fight) or
abandoning the use of app and searching for an alternative (Flight). The methods used
by the participants to cope with the problems are detailed in Table 2 according to the
behavioral strategy.

The participants seemed to mostly prefer to make an additional effort to perform the
operations they needed in the mobile app or to try to determine the causes of problems

Table 2. Behavioral strategies adopted by users to handle mobile app problems

Users’ behavioral strategies n %

Fight Making an additional effort using the trial and error method
Updating or reinstalling the app
Sending feedback to the app developer(s)
Contacting the customer services
Seeking help within the app

23
9
5
5
2

29
12
6
6
3

Flight Uninstalling the app
Using the app less
Seeking an alternative app
Using the website of the app

12
9
7
6

15
12
9
8
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that confused them so that they would not trigger the same error in future use (50%,
n = 21). This was followed by the behavior of updating or reinstalling the app (17%,
n = 7). Other methods adopted by participants to tackle the app-related problems
included sending feedback or complaining to the developer (12%, n = 5), contacting
the customer services if it was an official app of a corporation (7%, n = 3), and
searching for a help feature within the app (2%, n = 1).

Among the participants that adopted the behavior to abandon the app after facing
problems, most preferred to uninstall the app (26%, n = 11). This was followed by
reduced use of the app (19%, n = 8). The participants also reported that if they thought
that the mobile apps, they were trying did not meet their expectations, they would use
an alternative app designed for the same purpose to fulfill their needs (14%, n = 6).
Finally, some of the participants stated that they resorted to the website version to
perform the actions that were problematic on the mobile app (10%, n = 4).

In this study, the relationship between the mobile app problems identified and the
behavioral strategies developed by the participants for these problems was also ana-
lyzed (see Fig. 2). The most reported complaints were considered to understand the
participants’ behavioral strategies properly, and rests such as app crashing, privacy and
ethics, compatibility were ignored. It was found that the variety of the problems
encountered during the use of mobile apps resulted in the differentiation of methods
and behavioral strategies adopted to cope with these problems. For example, the
majority of the participants that complained about functional errors (23 of 29, 79%),
feature removal (11 of 18, 61%), or an unresponsive app (6 of 10, 60%) adopted the
flight behavior by deciding not to use the app any more. On the other hand, those
participants that were not happy with the interface design, ease-of-use, aesthetics
(Interface Design, 25 of 32, 78%), lack of features (Feature Request, 15 of 21, 71%), or
app content (Uninteresting Content, 5 of 9, 56%) exhibited the fight behavior, con-
tinuing to use the app and trying to overcome the problems. Other types of complaints
addressed by the participants were not concentrated under any distinct behavioral
strategy.

Fig. 2. Relationship between mobile app problems and behavioral strategies
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5 Discussion

The development of user-friendly mobile apps is a challenging process [31]. In addition
to their unique features, mobile apps have many limitations [32, 33]. However, given
the growing interest in mobile apps, competition in the industry, and the expectations
of users, it is important that apps have features that will minimize user complaints.

5.1 Complaints About the Evaluated Mobile Apps

According to the results of the present study, the participants most complained about
the interface design of mobile apps. They frequently emphasized problems concerning
the aesthetic design and ease-of-use of the apps they evaluated. Mobile apps should be
easy to use by target groups [34]. Individuals that do not have any difficulty using an
app usually consider it user-friendly [35]. Research has shown that users assess the
interfaces of mobile apps mostly based on their visual appearance [17], and the ease-of-
use of an app is a decisive factor for preference of use [14, 26]. In this context,
difficulty to understand how to use an app for the first time, uninteresting design, and
visual problems are among issues to be considered in the development of mobile apps.

When mobile apps are being developed, they should be tested concerning different
aspects, such as hardware, screen size, platform, and network connectivity [36, 37].
This will prevent potential users from encountering functional errors. However, con-
sidering that many developers manually test mobile apps due to the lack of automated
testing tools for mobile apps and user testing [38], it is inevitable that users will
experience functional problems in mobile apps. Huy and vanThanh [26] underlined the
importance of the functionality of mobile apps from the point of view of users. Khalid
et al. [27] determined that the most common complaints of users concerning mobile
apps were functional errors. Similarly, in the current study, most of the participants
complained about the functional problems they encountered in mobile apps.

In this study, some of the participants were also frustrated by and complained about
some features or content of the mobile apps they evaluated, particularly in relation to
the advertisements placed in apps. Advertisements are an important source of income
for mobile app developers [39]. However, attention should be paid not to place
advertisements in areas that would make it difficult for users to interact with the app
and would interfere with their use of the app. Displaying a large number of adver-
tisements is one of the main factors that negatively affects users’ attitude toward an app
[40]. Complex interaction provided by apps was another feature that displeased the
participants. Mobile apps offer more interactivity with users compared to desktop apps
[41], but it is important that this interaction is structured in a way that users can easily
understand. Otherwise, users will not be able to use mobile app effectively.

In their research involving user evaluation of the usability of mobile apps, Fung
et al. [42] found that the most frequent problems were inconsistencies regarding the
content, the illogical presentation of information, and the lack of sufficient help con-
cerning error messages. Similarly, among other problems, the participants reported that
some of the necessary information was not included in the app while other content was
unnecessary or outdated. Thus, although it is difficult to develop user-friendly mobile
apps due to the small screen size [41], it is possible to avoid such problems by
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presenting the content appropriately for the limited size. Considering this constraint, it
is critical to design mobile apps as simply and plainly as possible when, at the same
time, ensuring that they fulfill their basic functions. Every new function and feature to
be added to the app should also be carefully considered not to complicate the app and
adversely affect its usability [33].

By their nature, mobile apps need to provide short and fast interaction [41]. It is not
possible to talk about the advantages of mobile apps if users cannot access necessary
information quickly [43]. Studies have also shown that speed is an important factor in
user preference to use mobile apps [e.g., 14]. Furthermore, freezing, constant errors,
slowness and excessive battery consumption are among the main problems that lead
users to give negative feedback to mobile apps [40]. Similarly, in the current study,
some of the participants identified slowness as one of the main problems with the apps
they evaluated. Apps being generally slow or some of the pages and processes being
slow, particularly on certain days of the week were among the reported issues.

5.2 Behavioral Strategies Against Problems Encountered

In a study investigating the responses of users in relation to an app not meeting their
expectations and needs [40], the most utilized behavioral strategies were to uninstall the
app immediately, remove it if it did not respond for longer than 30 s, tell their friends
how bad it is, and complain about it in social media. In the current study, the partic-
ipants developed two basic behavioral strategies to counter the problems with the
mobile apps they evaluated; either trying to overcome the problem by continuing to use
it, or giving up using the app and searching for alternatives.

Observing the relationship between the mobile app problems reported by the par-
ticipants and the behavioral strategies they exhibited, it is clear that the types of
problems differentiate the methods of handling the problems and the behavioral
strategy adopted. The participants that chose the behavior to abandon the app often
referred to functional errors, a feature that frustrated them, or the slow application
speed. On the other hand, those participants that responded by continuing to use the
app and trying to find some solution mostly mentioned problems with the interface
design, ease-of-use, aesthetic characteristics, missing features or problems with the
content of the app. Briefly, functional errors, disturbing features or slowness usually
draw users away from the app. Although users that experienced design problems,
missing features, or problematic content tended to give the evaluated apps another
chance, the increasing competition in the mobile market and the availability of a large
number of alternatives make it necessary to pay attention to such user complaints.

Users that are not satisfied with an app usually comment on it negatively to friends
or colleagues [40]. Accordingly, an app with user-friendly features leads people to
continue to use it and increase their possibility to recommend it to others [15, 25].
Some unsatisfied users not only remove an app but also make negative comments and
reviews about the app, which can be influential in the download behavior of other users
[44]. It is therefore important that mobile apps resolve both functional and design-
related problems in order to have a larger share in the market, grow their target groups,
and build a loyal customer base.
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6 Conclusion, Limitations and Future Research

Today, mobile technologies continue to be used with increasing popularity. Accord-
ingly, studies on the analysis of user behavior in the context of these technologies
provide valuable findings. In this study, mobile app problems were examined from the
point of view of university students, and the behavioral strategies they developed to
counter these problems were also analyzed. The results revealed that the participants
who encountered problems that made it difficult to use the app adopted the behavior to
abandon the app whereas those that had complaints about design issues made more
effort to continue to use the app. The data was collected from a limited number of
participants. In terms of the generalizability of the findings, it is important that the data
be obtained in a way to cover a broader group of participants. The participants were
free to choose the app to evaluate, however we asked them to evaluate free and
hedonic-oriented apps. Therefore, an assessment based on the other app types (such as
utilitarian-oriented apps) was not possible. Therefore, it is important that future work
consider both the number of participants and the types of mobile apps. As the con-
tinuation of the current work, we plan to undertake further research in view of these
issues.

Acknowledgements. We thank Dr. Frode Guribye, who provided helpful comments on pre-
vious version of this document.
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1 Introduction

The revolution in smartphone technologies and the rapidly growing number of
smartphone users have led to mobile stores (e.g., Apple Store, Google Play) becoming
increasingly important [20, 36]. According to a report published by [44], Apple Store
alone contains more than 2.2 million applications that can be bought and downloaded
by Apple platform users, while Google’s Play Store hosts more than 2.8 million
applications available to other kinds of smartphone user. By the end of 2017, 178.1
billion applications had been downloaded by smartphone users [45]. The importance of
mobile stores is likely to increase further, as the number of smartphone users is
expected to reach 5 billion in 2019 [45]. At the same time, the high engagement with
social media and other digital applications will also increase the use of mobile stores [8,
9, 32, 41].

Prior studies [e.g. 2, 19, 24, 25] indicate a number of factors (such as the level
usability, attractiveness, cost, personalization, and privacy) that are frequently reported
to play a considerable role in shaping user satisfaction and intention to continue using
mobile stores. Capturing a comprehensive picture of users’ perception and experience
with these digital stores could help practitioners better design the stores so that they
cover the most important aspects from the users’ perspective [16, 24]. Mobile stores
have rarely been addressed by researchers from the customer and digital marketing
perspectives [40]. Accordingly, empirical research on and validation of the most
important aspects that shape customer satisfaction toward mobile stores are needed.
The present study seeks to fill this gap. Moreover, issues relating to mobile stores have
not been explored for Middle Eastern and Arab countries. Therefore, in order to
advance understanding of mobile use in this region of the world, this study conducts
empirical research on mobile users in Jordan.

The rest of this paper is structured as follows: Sect. 2 outlines the theoretical
foundation and conceptual model; Sect. 3 explains the research methodology adopted
to conduct the empirical analysis; Sect. 4 presents the results of structural equation
modelling (SEM); Sect. 5 discusses the main empirical results along with practical and
theoretical implications; and the final section presents the main limitations of the
current study and suggested future research directions.

2 Literature Review

Due to its novelty, there is very limited literature on the customer’s perspective of using
mobile stores [20]. Most studies have focused on the technical and technological
characteristics of mobile stores and related issues [15, 16, 24]. Chen and Liu [16]
applied an observational approach to test three main characteristics: comment, static,
and dynamic. Harman et al. [24] used an algorithm to identify the most important
characteristics of mobile stores, such as price, download rank, and rate mean.

Iacob et al. [25] manually tested the most important features of mobile stores,
finding that versioning, comparative feedback, price feedback, and usability are key
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mobile store characteristics that shape the user’s experience. Based on the same manual
method adopted by [25], other important features (namely, the quality, functionality,
and aesthetics) were reported by [22] for the Google Play store. Chandy and Gu [15]
examined the iOS App store using a Classification and Regression Tree and found that
users pay considerable attention to the features related to number of apps, reviewing,
rating mean, and ranking and rating statistics.

Among several studies that have addressed mobile stores from the user’s per-
spective, Shen [43] demonstrated that the association between reputation sources and
users’ attitudes toward mobile stores is significantly predicted by the role of perceived
risk. Liu et al. [30] also found that the sales volume of Google Play apps are largely
predicted by the freemium strategy and the quality of the platforms. Security features
(i.e., privacy protection, safe browsing, and malware prevention) were found by [33] to
have a significant impact on the user’s satisfaction toward the Google Play store.

Despite the contribution of such prior attempts to advance the current under-
standing about the important aspects of mobile stores, there has not yet been an attempt
to examine mobile stores from the user’s perspective. Moreover, there is a need for a
solid theoretical foundation and a conceptual model that can capture the most important
features from the user’s perspective.

3 Conceptual Model

As this study concerns technology acceptance from the customer’s perspective, the
extended Unified Theory of Acceptance and Use of Technology (UTAUT2) was
considered as the proposed conceptual model [4–6, 48]. UTAUT2 was based on the
first version of Venkatesh et al.’s [48] model and considered to be more suitable for the
customer context. Furthermore, the ability of UTAUT2 to predict individuals’ beha-
viour and reaction toward several types of technology has been widely demonstrated
[18, 39, 47].

Five factors from UTAUT2 – performance expectancy (PE), effort expectancy
(EE), hedonic motivation (HM), price value (PV), and habit (HT) – were considered as
key predictors of users’ e-satisfaction (e-SATIS). Perceived privacy (PRV) and security
(PS), which are critical aspects associated with mobile technology and mobile stores,
were also considered in the current study model to predict users’ e-satisfaction [14, 21].
Mobile store technology enjoys a high degree of interactivity [29], so two dimensions
of mobile interactivity – responsiveness (RSP) and personalization (PRS) – were also
proposed to have a direct effect on users’ satisfaction. Figure 1 presents the conceptual
model.

3.1 Performance Expectancy

Performance expectancy can be defined according to [48] as the cognitive and func-
tional benefits captured by users of mobile stores. This construct has been largely found
by prior literature on mobile technology to have an impact on customers’ and users’
intention and satisfaction [4–6, 47]. Therefore, users could be more satisfied with their
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experience with a mobile store if they perceive the store as more useful and productive
for their daily life. Accordingly, the following hypothesis proposes:

H1: Performance expectancy will impact user e-satisfaction toward mobile stores.

3.2 Effort Expectancy

Effort expectancy is related to the customers’ perception that the targeted applications
are easy to use and understand [3, 48]. Users are more likely to be dissatisfied with their
experience of using mobile stores if they feel that these stores are difficult to use. This
assumption has been largely supported by prior studies that have tested applications
similar to mobile technology [e.g., 10, 48]. Thus, the following hypothesis proposes:

H2: Effort expectancy will impact user e-satisfaction toward mobile stores.

3.3 Hedonic Motivation

As argued by [48], customer experience with new systems could be affected by the role
of intrinsic motivation. Mobile stores provide users with a wide range of social and
entertainment apps that could accelerate customers’ feelings of pleasure, and hence to
contribute to the level of customers’ satisfaction, as reported by studies that have tested
the role of hedonic motivation [e.g., 3, 4, 8, 9]. Accordingly, the following hypothesis
proposes:

H3: Hedonic motivation will impact user e-satisfaction toward mobile stores.

3.4 Price Value

As proposed by [48], customers’ satisfaction could be related to the financial cost of
using new systems like mobile stores. Accordingly, customers will not be fully satisfied
about their experience of using mobile stores if the perceived benefits are less than the
financial costs. The role of price value has been demonstrated by a number of studies
on mobile technology, such as [2] and [8]. Accordingly, the following hypothesis
proposes:

H4: Price value will impact user e-satisfaction toward mobile stores.

3.5 Habit

Venkatesh et al. [48, p. 161] defined habit as “the extent to which people tend to
perform behaviour automatically because of learning.” Users seem to be highly
attached to their smartphones and spend a considerable amount of time using and
browsing mobile stores and downloading apps. They are more likely to have a habitual
behaviour and accumulative knowledge and experience in using these apps. This, in
turn, could positively impact on their experience of using mobile stores. Thus, the
following hypothesis proposes:

H5: Habit will impact user e-satisfaction toward mobile stores.
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3.6 Responsiveness

Perceived responsiveness captures how regularly and quickly users’ questions and
requests are addressed [51]. Furthermore, responsiveness can be viewed as the extent to
which mobile stores provide users with relevant and pertinent information and
responses to user questions and needs [26]. Therefore, it can be argued that the level of
users’ satisfaction is likely to be improved by increasing the level of responsiveness.
Thus, the following hypothesis proposes:

H6: Responsiveness will impact user e-satisfaction toward mobile stores.

3.7 Personalization

Mobile technology, especially that related to smartphones, enjoys a high level of
personalization that enriches the user’s experience. Users of mobile technologies (e.g.,
mobile stores, mobile shopping) are more likely to be happy about their experience if
more products, services, information, and applications are customized and tailored to
their needs and requirements [1, 35, 36]. Accordingly, the level of users’ satisfaction is
likely to be increased by improving the level of personalization in mobile stores [29,
37, 38] and [31]. Thus, the following hypothesis proposes:

H7: Personalization will impact user e-satisfaction toward mobile stores.

3.8 Perceived Privacy

Perceived privacy is defined as the “user’s perceptions about the protection of all the
data that is collected (with or without users being aware of it) during users’ interactions
with an Internet banking system” [50]. Practically, to use mobile stores properly, users
are requested to disclose their personal and financial information. Therefore, a level of
perceived privacy is likely to motivate the usage of mobile stores and to enhance the
level of users’ satisfaction with their experience of mobile stores. Thus, the following
hypothesis proposes:

H8: Perceived privacy will impact user e-satisfaction toward mobile stores.

3.9 Perceived Security

Perceived security can be articulated as “the extent to which a consumer believes that
making payments online is secure” [49, p. 748]. The extent of protection and security
in using mobile stores plays an important role not only in increasing users’ intention to
use such platforms but also in their satisfaction with these digital stores. Thus, the
following hypothesis proposes:

H9: Perceived security will impact user e-satisfaction toward mobile stores.
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4 Research Methodology

The empirical part of the current study was conducted in Jordan from November 2018
to the end of January 2019. It involved collecting data from 500 Jordanian users of
mobile stores (Apple Store and Google Play). A self-administered questionnaire was
developed and allocated to the targeted participants [11, 17]. The main model con-
structs were measured using well-validated scale items from prior literature. For
example, all items from the UTAUT2 framework were adopted from [48], while the
items of responsiveness and personalization were extracted from [27]. Perceived pri-
vacy and security were extracted from the scale used by [28], and e-satisfaction was
tested using items derived from [7]. By using the back translation method suggested by
[12], all items were translated into Arabic, the main language in Jordan. To ensure an
adequate level of reliability, prior to the main survey a pilot study was conducted with a
small sample of 25 users of mobile stores. Cronbach’s alpha values for all constructs
were above their recommended level of 0.70 [34].

5 Results

A two-stage SEM method was used to test the current study’s model. The two-stage
method has been widely used by a many high-impact journal papers, and it was con-
sidered to be more suitable for testing the goodness offit and validating the constructs of
the current study’s model, as well as for testing the main research hypotheses [23].

Fig. 1. Conceptual model [adapted from 14, 28, 29, 48]
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In the first stage, the results of the SEM measurement model largely supported the
level of goodness of fit. All of the fit indices had values within their suggested level,
that is, goodness-of-fit index (GFI) = 0.901; adjusted goodness-of-fit index (AGFI) =
0.845; comparative fit index (CFI) = 0.965; normed chi-square (CMIN/DF) = 2.325;
normed-fit index (NFI) = 0.932; and root mean square error of approximation
(RMSEA) = 0.053 [13, 23, 46]. Likewise, all model constructs were found to have
adequate values of composite reliability (CR) (>0.70) and average variance extracted
(AVE) (>0.50). More specifically: PE (CR = 0.912; AVE = 0.721); EE (CR = 0.933;
AVE = 0.777); RSP (CR = 0.984; AVE = 0.953); PV (CR = 0.866; AVE = 0.685);
PS (CR = 0.903; AVE = 0.705); PRV (CR = 0.838; AVE = 0.635); E-SATIS (CR =
0.943; AVE = 0.847); HM (CR = 0.838; AVE = 0.622); PRS (CR = 0.778; 0.539);
HT (CR = 0.971; AVE = 0.919).

The structural model results indicated that the model was able to predict about 0.54 of
variance in user satisfaction (see Fig. 2). The model also adequately fit the observed data
as all of its fit indices were found within their threshold values (CMIN/DF = 2.451;
GFI = 0.90; AGFI = 0.832; CFI = 0.952; NFI = 0.921; RMSEA = 0.0601). Of the nine
hypotheses, seven were confirmed. Figure 2 shows that the most significant factor pre-
dicting e-satisfaction was PE (c = 0.49, p < 0.000), followed by PRS (c = 0.32,
p < 0.000), and then PRV (c = 0.29, p < 0.000). PS was the fourth factor to significantly
contribute to E-SATIS (c = 0.20, p < 0.000). E-SATIS was also noticed to be signifi-
cantly predicted by the role of RSP (c = 0.19, p < 0.000), PV (c = 0.14, p < 0.003), and
HM (c = 0.18, p < 0.000). On the other hand, neither EE (c = -0.02, p < 0.775) nor HT
(c = −0.01, p < 0.877) have a significant relationship with e-satisfaction.

Fig. 2. Validation of the conceptual model
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6 Discussion

This study aimed to capture an accurate picture of the main factors that could shape
users’ satisfaction toward mobile stores. The empirical results supported the proposed
conceptual model, which was able to capture an adequate level of predictive validity
with 0.54 of variance accounted in e-satisfaction. In addition, the model satisfactorily
meets the criteria pertaining to model fitness.

The path coefficient analyses show that seven factors – PE, PRS, PRV, PS, RSP,
HM, and PV – significantly contribute to E-SATIS. According to Fig. 2, the most
powerful factor contributing to E-SATIS is PE. These results indicate that Jordanian
users are drawn to and motivated by the level of utilitarian value in mobile stores. This
could be because of the ability of these digital stores to help users find and download
the requested apps using less time and effort. Moreover, it is likely that, because of the
large number of useful apps available on these platforms, mobile stores are considered
by users to be really useful and productive in their everyday lives.

As mobile stores require users to disclose and provide their own personal and
financial information, both perceived privacy and security were the focus of attention of
the participants in the current study. It is noticeable that users’ satisfaction is largely
shaped and predicted by the level of privacy and security in using mobile stores, which
has been largely supported by prior mobile technology studies [e.g., 10, 28, 41, 42].

Satisfaction was also noticed to be increased among those users who perceive
mobile stores to have a high degree of personalization. In research on digital marketing,
it has been commonly argued and shown that customization is a key leverage of users’
experience and satisfaction. The innovative features of mobile stores allow users to
have a high level of customized buying experience, which in turn enriches the level of
users’ satisfaction. Users were also found to pay attention to the extent of respon-
siveness in mobile stores. This indicates that as long as users find a high level of
correspondence between their needs, preferences, and lifestyles, and what is available
in mobile stores, they will be more satisfied about their experience of using such digital
platforms [9].

By the same token, users were found to pay a considerable attention to whether
mobile stores are reasonably priced. To put this differently, users are more likely to be
satisfied about their experience of using mobile stores if they see more monetary value
from this experience. This was also demonstrated for Jordanian mobile banking users
in a study conducted by [4]. The results of the current study also support the role of
hedonic motivation in shaping users’ satisfaction. This indicates that a high level of
entertainment in the users’ experience of mobile stores leads to a high level of satis-
faction. This might be related to the degree of novelty that mobile stores enjoy. As
mentioned above, mobile stores have high levels of personalization and responsiveness,
which in turn contributes to the level of intrinsic utility.

6.1 Research Contribution

First, the significance of this study comes from the importance of mobile stores as a
new technology requiring further research and analysis. Secondly, the topic of mobile
stores has rarely been addressed from the user’s perspective. Moreover, the vast
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majority of these limited studies have not adopted a systematic approach in proposing
their models. Furthermore, there is as yet no study that has explored the subject of
mobile stores in relation to Jordan. Accordingly, this study makes a number of theo-
retical contributions at different levels. It provides an accurate picture of the main
factors that can shape user satisfaction toward mobile stores. The current model was
developed and empirically validated, so it can be used in different contexts and
countries to investigate how users perceive and use mobile stores differently.

7 Limitations and Future Research Directions

There are a number of limitations in the current study that could be addressed in future
studies. Due to the word count restrictions, a limited and very short discussion has been
provided. Accordingly, the hypotheses could be discussed in more detail in future
studies. Although this study covers important aspects that could shape the user’s
satisfaction toward mobile stores, there are still other factors worth considering in
future research. For instance, only two aspects of mobile interactivity (personalization
and responsiveness) were tested in the current study, while other aspects (active con-
trol, ubiquitous connectivity, connectedness, and synchronicity) were ignored.
Researchers interested in the area of mobile stores might consider these other factors.
The technical features of mobile phone (e.g., phone brand and type, size of screen,
battery capacity, memory) could also be considered by future studies as they have not
been covered in the current study. This study has tested mobile stores in general, but it
does not address the differences between Apple Store and Google Play. It would be
worth conducting a comparison between these mobile stores to see how users’ expe-
riences and reactions are different from one store to another. Finally, the current study
was purely quantitative, so a qualitative study could provide further and deeper
understanding of the main factors that shape users’ experience and satisfaction with
mobile stores.
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Abstract. Product reviews are a type of user-generated content that
can be beneficial for both customers and product designers. Without
quantifying the design knowledge present in product reviews, however,
it is hard for the companies to integrate reviews into the design process.
Several studies investigated review helpfulness in general, but few works
explored the problem of review quality from the perspective of product
designers. In this study, a theoretical model is presented and a system is
proposed to assess the quality of online product reviews from the view-
point of product designers. The system involves an original similarity-
based metric to quantify the design information content of reviews on a
continuous scale. Experiments are performed on a large number of digi-
tal camera reviews, with results indicating that the proposed system is
capable of recognizing high-quality content, and would potentially assist
companies in product improvement and innovation.

Keywords: eWOM · e-commerce · Review quality and helpfulness ·
Product design · Information overload

1 Introduction

EWOM (Electronic Word of Mouth) can provide valuable information about
customer needs, as it offers potentially useful knowledge not just for customers,
but also for product designers. Presently, manufacturing evolves to become more
customer-driven and knowledge-based [4]. Customer intelligence extracted from
online product reviews can help manufacturers to improve their products by
incorporating relevant information into the design process [8]. Typically, com-
panies use interviews and surveys to obtain feedback from customers. Design
knowledge extracted from product reviews differs from and has a complemen-
tary function to customer intelligence collected by traditional methods [26,29].
The immense amount of reviews available at online platforms, however, makes it
a challenging task for companies to obtain relevant information about product
design. Popular and trending products often receive thousands of reviews from
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the customers, and review quality varies extensively through the large volume
of reviews [13,25]. Addressing this issue, often called information overload, is
essential to effectively utilize customer reviews for product and service enhance-
ment [9].

A reason for many data-mining projects being abandoned is the poor quality
of the data used [12]. Review quality is seldom discussed in opinion mining
studies [2], even though often most of the reviews appear practically useless from
the designer’s standpoint. Many e-commerce platforms introduced helpfulness-
voting, where users rate other users’ reviews, based on their helpfulness. These
votes, however, are unavoidably influenced by the Matthew effect, as customers
usually only read and vote for the top reviews, which will, thus, remain on
top [22]. In fact, this kind of helpfulness score is often argued to be an unreliable
measure of actual helpfulness and review quality [3,5,25,28]. Another limiting
factor of helpfulness-voting is the divergence between the helpfulness perceived
by the customers and the helpfulness seen by the product designers [14]. Most of
the studies dealt with review helpfulness only consider the customer’s viewpoint,
and limited work is available on quantifying design information of reviews to
assist product designers and engineers.

The goal of the presented study is to reduce the information overload associ-
ated with customer reviews, and assess product review quality from the design-
ers’ standpoint in order to mine reviews that can potentially induce better
design. The main contribution of this research is a theoretical model with a
developed system using an original measure for quantifying review information
at the design level without the need for manual feature engineering. Experi-
ments are conducted on a large dataset of digital camera reviews, collected from
Amazon US. Results obtained suggest that the proposed system can be used in
practice effectively to assist companies in eliciting useful reviews.

The rest of the paper is organized as follows. Related work is presented in
Sect. 2, while Sect. 3 describes the model and the system developed for assessing
product review quality. Section 4 introduces the data used in this study. The
experimental procedure is described in Sect. 5. Results obtained are interpreted,
and the main findings are discussed in Sect. 6. Section 7 formulates conclusions
and outlines future work directions.

2 Related Work

Some of the related literature formulate a classification problem of review help-
fulness (as an aspect of review quality) [7,11,15], and other works treat it as a
regression or ranking problem [3,16,24]. Most of the studies dealt with several
types of features, such as product features (key attributes of products), sentiment
values (e.g. positive or negative), linguistic cues (e.g. the number of nouns, gram-
matical rules, review length, readability features, etc.), and user information (e.g.
reviewer reputation, gender). Qazi et al. [18] considered also the review type to
develop a model for helpfulness prediction. The authors conducted experiments
on 1500 hotel reviews with results suggesting that the number of concepts in a
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review, and the type of the review (regular, comparative, or suggestive) influences
review helpfulness. Saumya et al. [21] found that besides features extracted from
review texts, customer question-answer data improves the prediction of review
helpfulness, as perceived by the customers. Krishnamoorthy [7] proposed a help-
fulness prediction model based on review metadata, linguistic features, and also
review subjectivity.

While the research on assessing review quality for product designers has been
limited, there are still a number of notable studies dealing with the subject. Liu et
al. [14] estimated the helpfulness of product reviews from the product designer’s
perspective, utilizing only the review text itself. The authors conducted an exper-
iment to better understand what are the determinants of review helpfulness for
product designers. Based on the results, four categories of features were identi-
fied to be important. These are linguistic features (e.g. the number of words),
product features (attributes of a specific product), information quality-based fea-
tures (e.g. the number of referred products), and information-theoretic features
(e.g. review sentiment). The authors used regression to predict the helpfulness
of reviews, and found that extracting these features using only the review con-
tent can help with identifying helpful reviews. Yagci and Das [26] argue that
design intelligence helpful to both designers and customers can be extracted
from product reviews. In their work, sentence-level opinion polarity determina-
tion (with categories of negative, neutral, and positive) was used together with
noun-adjective and noun-verb association rules to extract the probable cause of
a certain opinion. In a later work, the authors introduced the design-level infor-
mation quality (DLIQ) measure for assessing the volume and quality of design
knowledge of product reviews [27]. Reviews were evaluated based on content
(the total number of words), complexity (the total number of sentences and
nouns), and relevancy (the total number of nouns matching predefined design
features), and promising results were obtained for assisting businesses in product
development.

Most of the previous work do not differentiate between the helpfulness seen
by customers and by product designers. Furthermore, nearly all of the related
studies required manual feature engineering to obtain product features, and used
noun and noun phrase matching to extract them from the reviews. One of the
biggest issues of such methods is that the same feature can be expressed in
various ways (explicitly or implicitly, with different words and phrases, etc.),
and pattern matching approaches cannot account for such cases. Moreover, the
presence of a specific word does not necessarily guarantee high-quality content,
as word context plays a critical role in its interpretation. In the next section, an
approach capable of dealing with these issues is introduced.

3 Proposed Approach

3.1 Theoretical Model

The approach proposed in this study builds on the assumption that any word
of a language can appear in any kind of document. More formally, depending
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on for whom the document is targeted (target population) and what is the
subject of the document (domain), words of a language appear with certain
probabilities, and have weights indicating their importance. Let us denote the
set of all documents d as D = {d1, d2, ..., dn}, and the vocabulary of all words
w for language L as L = {w1, w2, ..., wm}. Let us define a set of scalar weights
ΦT
V = {ϕT

V1
, ϕT

V2
, ..., ϕT

Vz
}, indicating the importance of words w for the domain

V for a target population T . As follows,

(∀V )(∀T )[(∀w)(w ∈ L) ∧ (∀d)(d ∈ D)(♦(w ∈ d)) ∧ (∃ϕT
V )(ϕT

V ∈ ΦT
V )(w → ϕT

V )],
(1)

where ♦ is the modal operator of possibility. For example, there is a chance that
one encounters the word sensor in any kind of text, but if the domain is digital
cameras, and the target population is the product designer community, this word
has a high importance. If the domain-target combination is programming-high
school students, the word sensor could still be important, but probably does
not carry the same weight. On a similar note, the word traditional is probably
not important for digital cameras-product designer community, but that does
not mean it carries no information whatsoever about V and T , especially in
the appropriate context. In fact, the underlying pragmatics will always have an
impact on the interpretation of words. Word meaning in a natural language is
defined by the context, and a huge part of the context depends on the domain
and the target population. Thus, V and T also function as indicators of word
meaning.

3.2 Review Quality Assessment

Based on the theoretical model proposed in Sect. 3.1, the inferential problem
dealt with in this study is to approximate ΦT

V for T = product designer com-
munity, and for a certain domain V . Then, review quality would be estimated
by measuring the distance between a review and ΦT

V . In the presented study,
technical documents of domain V are analyzed for the definition of ΦT

V , as texts,
which are in the interest of product designers are assumed to contain a high vol-
ume of technical content. Figure 1 gives an overview of the proposed system for
assessing review quality. There are two types of inputs involved, a database of
technical documents, and a database of reviews, both from the same domain V .

Term Dictionary Formulation. A collection of technical documents repre-
senting the product domain is cleaned from “unwanted” content (e.g. author
information, bibliography, etc.), and tokenized to build a corpus of preprocessed
sentences. To obtain an approximation of the set ΦT

V , the sentences are used
to select a large number of words with weights attached to them, based on
their importance. All words are first lemmatized to obtain their dictionary form
(e.g. studying, study, studies all becomes study), and stopwords are eliminated.
The word weights constituting the set ΦT

V are calculated, based on the mean
sentence-wise term frequency-inverse document frequency (tf-idf) scores of the
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Fig. 1. The structure of the system proposed for assessing review quality

words. The statistical measure tf-idf is usually used to evaluate document-wise
word importance. In this study, sentences are treated as individual documents,
and the sentence-wise scores are averaged. Hence, the weight ϕ of word w is
given by

ϕ(w) =
1
N

N∑

i=1

fsi(w) ln
(

N

fw(s)

)
, (2)

where fsi(w) is the frequency of word w in sentence si, fw(s) is the number of
sentences containing w, and N is the total number of sentences in the corpus.
As all word tokens are weighted by the above equation, irrelevant Part of Speech
(POS) are to be filtered out from the sentences. In previous work, few nouns and
noun phrases were typically considered for candidate features. In the proposed
system, all adjectives, adverbs, verbs, nouns and noun phrases are considered
with their corresponding importance weights.

The preprocessed sentences are also used to create word embeddings for rep-
resenting the words in a continuous vector space. Most word embedding meth-
ods are not contextualized, meaning that the vector representations of words are
static (one vector per word). However, as word meaning in a natural language
is context-dependent, word vectors should change, depending on the context.
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Embeddings from Language Models (ELMo) [17] uses an unsupervised, pre-
trained deep bidirectional long short-term memory (BiLSTM) neural network
model to compute contextualized word vectors in the following way:

ELMow = γ

L∑

j=0

bjhw,j , (3)

where hw,j is the output of the jth layer L of the network for word w. The
weight bj is learned for each individual task (input sentence), and normalized by
the softmax function. The parameter γ scales the word vectors for optimization.
Since the model is initially pre-trained on a large amount of data, the network
requires a single sentence to output context dependent vector representations
of words. The ELMo embeddings obtained for all words are averaged for every
unique word lemma remaining after POS filtering to acquire vectors describ-
ing V and T in the most accurate way possible. The selected words and their
weights with their corresponding vector representations are stored together in a
dictionary. These words will further be referred to as “terms”.

Calculating Review Scores. The other input of the system is a database
of product reviews. First, one-word and non-English reviews are filtered out
from the database, and the remaining texts are tokenized. Next, the prepro-
cessed reviews are vectorized with the same method as the technical documents
(ELMo). As the embedding vectors are context dependent, even when prod-
uct features or components are described in different ways, the corresponding
phrases and sentences will still have similar vectors. The vector representations of
reviews are used together with the term dictionary to compute the quality scores
of the reviews. The procedure of score calculation is specified by Algorithm 1.
For each review, the scores are calculated first on the word level, then on the
sentence level and, lastly, on the review level. Cosine similarities are calculated
between vectors v of the observed word w and terms t in the term dictionary to
assess their closeness. The similarity scores computed are subtracted from 1 to
get the cosine distance between the observed word and the terms, that is used as
the exponent of term weights for the word scores. This means, each word w will
receive as many scores as the number of terms t in the term dictionary, which
are then summed up to compute the word pertinence:

pertinence(w) =
t∑

k=1

ϕ
1−cos(vk,vw)
k . (4)

With Eq. 4, contributions of relevant words to the total score are much higher
than irrelevant ones, and the dependence of word similarity the on context gets
addressed. Sentence and review scores are defined as cumulated word pertinences
and sentence scores, respectively. Thus, the final score of review r is obtained as

score(r) =
s∑

i=1

w∑

j=1

t∑

k=1

ϕ
1−cos(vk,v

i
j)

k . (5)
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Algorithm 1. Calculate review quality scores
1: procedure Calculate scores(reviews,terms)
2: initialize array corpus scores
3: for all review ∈ reviews do
4: initialize array review scores
5: for all sentence ∈ review do
6: initialize sentence score ← 0
7: for all word ∈ sentence do
8: if word /∈ stopwords then
9: initialize word pertinence ← 0

10: for all term ∈ terms do
11: cos(θ) = vterm·vword

‖vterm‖‖vword‖
12: word pertinence ← word pertinence + ϕ

1−cos(θ)
term

13: end for
14: sentence score ← sentence score + word pertinence
15: end if
16: end for
17: insert sentence score into review scores
18: end for
19: insert review scores into corpus scores
20: end for
21: end procedure

The reason for keeping the sentence-level scores is that knowing what sentences
s contributed most to the final review score is often useful in practice.

Postprocessing. The computed raw quality scores are between 0 and theo-
retically, infinity. This means that normalization is necessary to obtain easily
interpretable results, and to establish lower and upper bounds for the quality
assessment of future reviews. Additionally, reviews are to be sorted in a descend-
ing order to help the end-user choosing high-quality reviews. Rather than defin-
ing a threshold value for when a review would become helpful, 1-dimensional
K-means is used to cluster the review scores into potentially meaningful groups,
and help the user with the elicitation of high-quality reviews. The number of
clusters k is determined by the elbow method [20]. As k increases, there will
be a point where the improvement of the model starts declining. At that point,
the sum of squared distances of the datapoints to the nearest cluster creates an
“elbow of an arm” when plotted. The location of this elbow point indicates the
optimal number of k.

4 Data

In the presented study, the shared domain V of technical documents and prod-
uct reviews is digital cameras. The reviews used are part of Amazon review
data [6]. The data includes 7,824,482 reviews from the “Electronics” category,
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written by customers of Amazon.com in the period from 1996 to 2014. Reviews
of digital cameras and closely related products (e.g. lenses, battery chargers,
etc.) were selected, using product subcategory tags and product IDs. Reviews
with sentences longer than 50 tokens are presumably reviews without punctua-
tion, that would bias the review score and the overall results. Such reviews, for
that reason, were eliminated from the dataset. The final review database used in
the study consists of 300,170 product reviews, with 1,315,310 sentences in total.
The technical text database was created from Wikipedia articles. Wikipedia con-
tains a large quantity of technical information [23], and the articles are publicly
available and downloadable from Wikimedia dumps1. All Wikipedia articles pub-
lished until the 1st of Oct., 2018 were downloaded, and 1039 articles related to
digital photography terminology, techniques, equipment, and product descrip-
tions were extracted, using Wikipedia tags and other metadata. Unrelated parts
of the articles (e.g. “References”, “See also”, “History”, etc.) were later removed
from the technical document database. The ELMo language model2 used in this
study has been pre-trained on the 1 Billion Word Benchmark dataset [1] for
word vectors of 1024 dimensions.

5 Results

From the total of 24,134 sentences in the technical document database, 13,166
unique word lemmas were derived into the term dictionary. To give a few exam-
ples, the top 20 terms obtained are as follows: mount, sensor, model, focus,
shutter, series, aperture, flash, photography, system, frame, light, design, zoom,
mode, speed, exposure, format, specification, iso. To unbiasedly compute the
elbow point of the sum of squared distances for different number of K-means
clusters, the algorithm called “Kneedle” [20] is used. Figure 2 illustrates that
the elbow point was detected at k = 3. Three clusters were, therefore, used to

Fig. 2. Sum of squared distances for
different number of k

Fig. 3. Distribution of normalized and
clustered review quality scores, with
different colors indicating the three
clusters

1 https://dumps.wikimedia.org.
2 The pretrained ELMo model was obtained from AllenNLP (https://allennlp.org).

http://Amazon.com
https://dumps.wikimedia.org
https://allennlp.org
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group the review quality scores. Figure 3 shows the distribution of the sorted
(descending order) review quality scores normalized between [−1, 1], clustered
by K-means. The first cluster contains 6942 reviews with scores [1.0,−0.72], the
second includes 56,550 reviews with scores (−0.72,−0.9], and the third has the
rest of 236,678 reviews with scores (−0.9,−1.0]. Finally, Fig. 4 gives the distri-
bution of sentence-wise quality scores normalized between −1 and 1.

Fig. 4. Distribution of the normalized sentence quality scores

5.1 Comparision with Human Assessment

In order to predict the quality of a future review accurately, and to apply the
system used in this study effectively in industrial settings, the system should
utilize initially as many reviews as possible. However, this makes validation of
the system a challenging task. As the scores define a ranking among the reviews,
the three K-means clusters were labeled according to their ranks (1, 2, or 3, in
the order of decreasing quality). 400 reviews were chosen randomly from each
cluster to create the validation set of 1200 reviews.

The validation procedure used in this study is as follows. One review is chosen
randomly from each cluster of the validation set, resulting in three reviews with
a certain ranking among them established by the system. These reviews are
then independently ranked by a human annotator (one of the authors), and
Kendall’s rank correlation coefficient is computed between the two rankings.
The tau coefficient of Kendall measures the ordinal association between two
rankings in the range of [−1, 1] by

τ =
nc − nd

n(n − 1)/2
, (6)

where n is the number of elements in each ranking, nc is the number of concor-
dant pairs, and nd is the number of discordant pairs. τ = −1 indicates a perfect
inverse association, 1 implies 100% agreement, and 0 assumes no correlation
between the rankings. Finally, the two-sided p-value for H0 : τ = 0 is computed
to estimate the significance of the statistic. This process is repeated until every
review is included in exactly one correlation calculation (400 iterations). The
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final correlation score is computed by taking the mean of all individual τ , and
the p-values are combined by Fisher’s method to obtain the significance of the
averaged coefficients. The results have been obtained are as follows: the averaged
correlation between the two rankings τ = 0.827, significant at p < 0.001.

6 Discussion

Unsurprisingly, words in the term dictionary with higher weights are important
features of domain V . However, there are words in the top few hundred terms,
which are not necessarily features in the strict sense, nevertheless are quite sig-
nificant, owing to their meaning and expected context in V . Examples of such
terms include capture, interchangeable, back, short, depth, integrate, dark, com-
pensate, etc.

Camera brands, series names, and product description-like facts about mea-
surements (e.g. Canon, uhd, ias, dx, d500, ev, mm) are often encountered in
product reviews. For example, the sentence “Has a superb AF-S DX NIKKOR
16–80 mm f/2.8-4E ED VR lens” is not very useful by itself, but the mere pres-
ence of these specification-like technical words would increase review score signif-
icantly. For this reason, the stopword list used in this study had to be extended
with camera brand names, and all non-English words were also considered as
stopwords.

The distribution of review scores (Fig. 3) reflects the fact that the number
of reviews useful for the product designer community is very limited. The range
of scores in the cluster with the highest review qualities is rather extensive.
A reason for this is that reviews of topmost quality are highly detailed and
particularly in-depth, yet extremely rare to encounter. The score range of the
K-means clusters indicates that reviews with scores, for instance, 0 or −0.6 are
still useful. Reviews in the second cluster can still be helpful for the product
designers, but generally, these have a shorter review length, compared to the
first cluster. The number of words and sentences in a review have been found to
strongly correlate with review quality and helpfulness in the literature [10,19,28].
The same is observed in the results obtained in this study. As wordy reviews
usually discuss more aspects of the product, these have high scores. While one
could still find some useful information in the reviews from the third cluster, such
reviews are very short, thus have low overall quality scores. A similar tendency
can be observed for the sentence quality (Fig. 4), but the distribution of sentence
scores is significantly more balanced. Accordingly, the transition between “high
quality” and “low quality” is much more smooth and gradual, compared to the
case of review qualities. This supports the validity of the idea of assessing quality
scores not just on the review, but also on the sentence level. A few examples of
review sentences with their corresponding scores are given in the next paragraph.

Evidently, there is an intersection between reviews important for the cus-
tomers and those useful for the product designers. Product designers and more
experienced customers would for example, both appreciate such a review sen-
tence: “There are a few design and function annoyances (the silly sliding lens
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door, proprietary rechargable battery rather than AA batteries, and difficulty in
achieving intended effects with large apertures in aperture priority mode) but
overall this is a great little camera that produces great images” (computed score:
0.8). Likewise, there are reviews and sentences which are generally irrelevant,
like “This camera is awesome” (computed score: −1.0). Reviews and sentences
dealing with delivery, retailers, Amazon, etc. can be helpful for the customers,
but not so for the designer community. Therefore, these sentences have lower
scores, such as “I then received a bill in the mail for more than the camera was
worth and when I contacted them about this they said it was b/c I did not send
in the proper paperwork” (computed score: −0.75). Unfortunately, this kind of
reviews can be excessively long, and so their overall review scores can be higher
than a short review with at least one piece of useful information. Individual
sentence scores can help to reveal such cases, and assist the user to properly
evaluate reviews. Reviews dealing with existing problems would help designers
to improve the product, e.g. “The focus ring is a little on the narrow side but
usable and it took a little time to get used to the zoom and focus rings being
reversed (zoom on far end of lens - focus closer to camera body), opposite of the
Canon lenses” (score 0.5). On the other hand, reviews praising some attributes of
a product could be used for product innovation and customer need assessment,
for instance, “Super fast lens, great telephoto reach, numerous creative modes,
intuitive and easy-to-use features are attributes of this camera and makes this an
attractive alternative to carrying & switching different lenses for different photo
shoots, or different subject compositions” (computed score: 0.56).

Even if a review involves only a small amount of relevant content, the infor-
mation present could still be extremely significant. Thus, it can happen that a
shorter review discussing only one attribute of a product is more useful than an
in-depth review. Usually, this was the reason for the discrepancies between the
human and system rankings. 52.88% of the ranking differences occurred between
ranks 1 and 2, 45.19% between ranks 2 and 3, and 1.93% between ranks 1 and 3.
Nevertheless, the obtained value of the correlation coefficient τ suggests that the
system proposed in this study can efficiently differentiate between high- and low
quality reviews. This suggests that besides eliciting potentially helpful reviews
for product designers, the system can be used to obtain high-quality datasets
for other data mining purposes, such as sentiment analysis, text summarization,
etc.

7 Conclusions

In this work, the problem of online review quality was examined from the product
designer’s viewpoint. The presented study offers contributions both conceptually
and methodologically to the field of review quality estimation. In order to deal
with the information overload of online product reviews, a theoretical model was
proposed, and a system was developed to quantify design knowledge in reviews
without human involvement. Experiments were conducted on a large number of
digital camera reviews from Amazon US, with results indicating that the system
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would potentially help companies improving their products, and to focus on
customer-driven product innovation.

Future work should extend this study by using more technical documents
for term dictionary development (such as product manuals), to obtain a better
approximation of ΦT

V . As sentence-wise quality assessment is more practical than
focusing on entire reviews, a sentence-level review analysis tool could be devel-
oped to assist product designers in a user-friendly manner. Furthermore, a more
refined evaluation of the proposed system is necessary to examine the validity
of in-cluster rankings.
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Abstract. Most adults in industrialized countries now routinely check online
reviews before selecting a product or service such as lodging. This reliance on
online reviews can entice some hotel managers to pay for fraudulent reviews –
either to boost their own property or to disparage their competitors. The
detection of fraudulent reviews has been addressed by humans and by machine
learning approaches yet remains a challenge. We conduct an empirical study in
which we create fake reviews, merge them with verified reviews and then
employ four methods (Naïve Bayes, SVMs, human computation and hybrid
human-machine approaches) to discriminate the genuine reviews from the false
ones. We find that overall a hybrid human-machine method works better than
either human or machine-based methods for detecting fraud – provided the most
salient features are chosen. Our process has implications for fraud detection
across numerous domains, such as financial statements, insurance claims, and
reporting clinical trials.

Keywords: Crowdsourcing � Human computation � Word of mouth �
Web 2.0 � Machine learning � TripAdvisor � Review spam

1 Introduction

Consumers today have a vast amount of information at their fingertips when making a
purchase decision. Despite the availability of a variety of resources, customers place a
significant emphasis on the advice and recommendations of their peers; 4 of every 5
adults in the U.S. adults indicate they use online customer reviews before purchasing
an item, with half of these (2 in 5) indicating they nearly always do [1]. Other
industrialized nations also rely heavily on peer-generated online reviews (also called
electronic word of mouth, or eWOM) before purchases [2–5]. This translates into a
competitive advantage for retailers and service providers that maintain higher ratings
and better reviews than their competitors; indeed, a one-star increase in a restaurant’s
Yelp review score translates into a 5 to 9 percent increase in revenue [6].

These high stakes create opportunity; some unscrupulous retailers have recognized
an advantage to boost their own business or disparage their competitors, creating a
market for generating fraudulent reviews. As many as a third of online reviews may be
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fraudulent [7, 8], with an estimate of 16% for Yelp [9] and a similar percentage
estimated for unverified hotel review websites such as TripAdvisor [10].

In this paper, we focus on evaluating fraud in lodging reviews (also called opinion
spam or review spam) on websites with unverified reviews. As with restaurant reviews,
hotel reviews represent a complex mix of a product-related and a service-related good.
Some websites contain only verified reviews; for example, Priceline and Booking only
allow customers that purchased lodging through their website to contribute a review
within a specified period (typically 28 days after the stay). Others, such as TripAdvisor,
do not verify identities or stays. However, TripAdvisor branded sites make up the
largest travel community in the world, reaching 350 million unique monthly visitors,
with more than 570 million reviews and opinions covering more than 7.3 million
accommodations, airlines, attractions, and restaurants [11].

A variety of methods have been employed in review spam detection. TripAdvisor
claims to use a machine approach with 50 filters in its vetting process [12], but several
recent, high-profile review spamming campaigns have demonstrated that their approach
is not infallible. Humans are well-established judges in online fraud detection (e.g., [13,
14]), although they are considered poor at spotting deception [15]. Can a hybrid
human-machine interface can outperform either of these models? We address this
question in this paper.

The remainder of this article is organized as follows. In Sect. 2, we discuss related
work in review spam detection. We describe our experiment methodology in Sect. 3,
results and analysis in Sect. 4. We conclude and describe future research in Sect. 5.

2 Related Work

Efforts to detect fraudulent advertising claims has existed for centuries, with humans
serving as the primary arbiters. The juries of many court systems worldwide are
designed around this paradigm. In 2006 crowdsourcing gained prominence as a
mechanism to perform small focused tasks in which humans outperformed machines;
detecting fraudulent or misleading information using crowdworkers appeared to be a
natural extension. Few studies to date, however, have used crowdworkers to detect
online review spam (e.g. [16, 17]). Review spam detection provides an unusual sce-
nario in the assessment of human-created data, since machine-based methods have been
shown to outperform human judges. Review spam is created with the specific intent of
misleading customers and is therefore difficult for humans to detect [18].

With the advent of natural language processing (NLP), machine-based techniques
have been the primary focus in detecting review spam. These techniques can be divided
into three basic forms: supervised learning, unsupervised learning, and semi-supervised
learning. A comprehensive review of the various machine learning techniques applied
to review spam can be found in [19].

Supervised learning is a popular technique in which the machine uses labeled
training data to learn the class label (i.e., either “fake” or “genuine” review). Primarily
using three types of learners – Logistic Regression (LR), Naïve Bayes (NB) and
Support Vector Machine (SVM) – they make use of linguistic features in the review
title and text, such as parts of speech (POS), Linguistic Inquiry and Word Count
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(LIWC), and sentiment polarity. Ott et al. conducted a study of deceptive opinion spam
limiting their scope to n-gram based features and achieved an accuracy with an SVM of
88% using unigram and bigram term frequency features for reviews on 1- and 2-star
hotels [20] and 89% for bigrams for reviews on 4- and 5-star rated hotels [16].
Mukherjee et al. was only able to achieve an accuracy of 68% on Yelp data using the
same approach [21]. Human judges were not able to outperform these classifiers on
these same datasets, with the best judge achieving an accuracy of only 65%.

Unsupervised learning occurs when learning is from a set of unlabeled data and is
often represented as clustering. It involves finding unseen relationships in the data that
are not dependent on the class label. Few researchers to date have applied an unsu-
pervised approach; Lau et al. achieved a true positive rate of 95% using an unsuper-
vised probabilistic language model to detect overlapping semantic content among
untruthful reviews on an Amazon review dataset [22], but their methods depend on
having a large sample of fake reviews from which to build a language model.

Semi-supervised learning is a hybrid approach, in which learning occurs from both
labeled and unlabeled data. It makes use of very little labeled data and a large amount
of unlabeled data to determine the class label. This is ideal for online review spam
because most data are unlabeled – in other words, there is rarely an oracle to tell if a
review is genuine or fake. Although little research has applied the use of semi-
supervised learning for review spam detection, results may yield better performance
than supervised learning while reducing the need to generate large labeled datasets. To
date, the best performer on review spam has been Li et al., who used a co-training
algorithm and a two-view semi-supervised method to learn from a few positive
examples and a set of unlabeled data [23]. They obtain a precision of 0.517, recall of
0.669 and an F-score of 0.583.

Little research to date in review spam has examined hybrid methods, in which the
output of machine learning methods is then evaluated by humans before a final decision
is made. Harris looked at bodybuilding supplement reviews in [16], first by examining
the linguistic qualities identified by Yoo and Gretzel in [24] and then asking human
evaluators to identify fake reviews. He found that human evaluators significantly
improved their decision making by comparing each review against the dataset’s lin-
guistic features. In this study, we take a comparable approach – provide human
evaluators with the linguistic qualities of the dataset, the machine recommendation, and
then asking the evaluators to classify the data as either a genuine or fake review.

3 Detecting Hotel Review Spam

We seek to compare three different methods of identifying review spam – by non-
expert human evaluation, by applying machine learning techniques, and by using a
hybrid approach. We begin by constructing the dataset, describing the metrics, and then
discussing the various methods and features from which review spam is assessed.
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3.1 Dataset Construction

We wish to create a dataset containing a mix of genuine and fake reviews that appear to
be drawn from TripAdvisor. We construct the dataset by selecting hotels on
TripAdvisor from three markets: New York, London, and Hong Kong. We select these
three markets as they have many international visitors which helps minimize cultural
differences in language usage.

We create two pools of hotels in each market: those with high TripAdvisor ratings
(a rating of four- and five- stars on TripAdvisor) and those with low TripAdvisor
ratings (one- and two-star ratings). We filter out reviews in languages other than
English and hotels that do not also appear on Booking.com. We eliminate those
properties that have fewer than 300 Booking.com reviews.

From each of our 3 markets, we select five properties from the low-rated property
pool and five from the high-rated property pool, comprising 30 properties in total. We
randomly sample 90 Booking.com reviews from each property. The distribution of
reviewer ratings from high-rated and low-rated properties differ as do the ratings in our
samples. Booking.com verifies the reviewers have stayed at the property, therefore we
assume that these reviews are genuine.

TripAdvisor scores hotels on a scale of 1 to 5 while Booking.com scores hotels in
the range from 2.5 to 10; however, according to [25] a linear transformation can be
made between the two. We transform the Booking.com score to a TripAdvisor score,
rounded to the nearest half-star.

Using a conservative 10% estimate of fake reviews on travel websites mentioned in
[12] as a guide, we then asked three non-experts to create 10 fake reviews for each of
the 30 properties: 5 four- and five-star reviews (boosting spam) and 5 one- and two-star
reviews (vandalism spam), which represent fake reviews used to either boost a given
property or disparage a competing property, respectively. None of our fake review
writers have stayed at any of the properties but are permitted to perform searches. They
are asked to make the review “as convincing as possible” with respect to the type of
review being asked (either high or low rating) and are asked to pay careful attention to
the language used in all reviews for that property on the internet. For each property, the
10 fake reviews are then comingled with the 90 genuine reviews.

3.2 Metrics

We calculate accuracy, which is the number of correctly classified reviews divided by
all reviews evaluated. We also calculate the precision and recall and the corresponding
F-score. These are reported separately for the 15 high-rated hotels and the 15 low-rated
hotels. We separately examine these metrics for boosting spam and vandalism spam.

3.3 Feature Extraction and Engineering

Identifying the correct features is essential for the review spam identification task. We
apply the output obtained from the LIWC software [26] to derive a classifier, similar to
the approach made by Ott et al. [17]. We constructed features for each of the 80 LIWC
dimensions, which fall into four categories: linguistic (the average number of words per
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sentence, the rate of misspelling, use of exclamation marks, etc.), psychological (the
use of language representing social, emotional, cognitive, perceptual and biological
processes, as well as temporal and/or spatially-related terms), personal (references to
work, leisure, money, religion, etc.) and construction (filler, connection, and agreement
words). Additional details about LIWC and the LIWC categories are available at http://
liwc.net.

In addition to LIWC, we also examine POS, term frequency and use bigram feature
sets, with their corresponding language models, since bigrams performed best in a
comparison made in [17]. We apply the Kneser-Ney smoothing method to provide
absolute-discounting interpolation of n-gram terms [27].

3.4 Machine Approach

We use a supervised learning approach for our machine learning task, since we have
the labels for all reviews. Using this dataset, we design a fully-supervised method using
various features in the language. We use both Naïve Bayes (NB) and SVMs as our
supervised methods.

NB assumes the features are conditionally independent given the review’s category.
Despite its inherent simplicity and the lack of applicability of the conditional inde-
pendence assumption to the real world, NB-based categorization models still tend to
perform surprisingly well [28].

PNB cjdð Þ ¼ P cð ÞQm
i¼0 P fijcð Þ
P dð Þ ð1Þ

We use the Natural Language Toolkit (NLTK) [29] to estimate individual language
models, for truthful and deceptive opinions.

SVMs [30] can make use of certain kernels to transform the problem to allow linear
classification techniques to be applied to non-linear data. Applying the kernel equations
arranges the data instances within the multi-dimensional space so that there is a
hyperplane that separates the data into separate classes. We restrict our evaluation to
linear kernels since these performed best in preliminary evaluations using our features.
We use Scikit-learn [31] to train our linear SVM models on the POS, LIWC, and
bigram feature sets. We normalize each LIWC and bigram feature to unit length before
combining them.

To ensure all hotel reviews are learned using the same language model, we eval-
uated using a 5-fold nested cross validation (CV) procedure [32]. Each fold contains all
reviews (boosting and vandalism, genuine and fake) from 12 hotels; thus, our model
applies its learning on reviews from the remaining 3 hotels. This avoids some pitfalls of
learning from an incomplete set of data, as is described in [33].

3.5 Human Computation Based Approach

For each of our 30 hotels, we randomly allocated our 100 reviews into 4 batches of 25
reviews. We hired 360 human assessors from Amazon Mechanical Turk (MTurk) to
examine reviews from each batch of 25 presented in random order. To allow us to
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assess inter-annotator agreement, each hotel review was examined by three separate
assessors. We created a simple web-based interface that displayed the title and text for
each review, along with a prompt for the assessor to determine if the displayed review
is genuine or fake. Assessors were paid $0.50 per batch; to provide an incentive for
careful assessment, they were told that if they correctly classified all 25 hotels, they
would be compensated an additional $0.50. We take the majority label for the 3
assessments for each review.

3.6 Hybrid Approach

To create a hybrid evaluation, we provide human assessors with the information
ascertained by the machine approach. Along with each review, we provide the LIWC
output for each feature for each review, the average LIWC output for all reviews for the
100 reviews, as well as the SVM and NB-determined classes using the best SVM and
NB models. Human assessors recruited from MTurk were provided with the SVM- and
NB-determined class and the LIWC output. They were asked to decide on whether each
review was genuine or fake and had the opportunity to go along with the machine
assessment or override it. They were provided the same payment and incentive as those
in the human computation approach. As with the human computation approach, we
take the majority label for the 3 assessments for each review.

4 Results and Analysis

Table 1 illustrates the results (accuracy, precision, recall, and F-score) obtained for
both machine learning-based approaches, the human computation approach, and the
hybrid approach.

From Table 1 we can observe that the hybrid approach does better (t-test) than the
SVMPOS+LIWC+Bigrams approach in accuracy, and for F-score of fake reviews. There
was no difference for detection of genuine reviews for the hybrid method and the
SVMPOS+LIWC+Bigrams approach. The hybrid approach performs significantly better
than the human computation approach (two-tailed t-test: t(718) = 13.414, p < 0.001 for
F-score, t(718) = 3.6116, p = 0.003 for accuracy)

Initially this appears unsurprising; the hybrid approach provides the human assessor
with the class decision (either fake or genuine) from the Naïve Bayes and SVM
approaches and provides the LIWC feature information for the review that is being
evaluated and the average for all reviews in the collection. With all this information,
certainly a human decision maker’s answer would have greater accuracy, precision and
recall scores than the decision tool providing information. After all, one would expect
that the information provided, the greater the confidence in the decision-making
process.
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Upon closer examination, we find that this is true – to a point. Of the 3000 reviews
evaluated, 271 were incorrectly classified according to the best Naïve Bayes approach
(NBPOS+LIWC+Bigrams), 151 according to the best SVM approach (SVMPOS+LIWC

+Bigrams), and 148 according to the Hybrid approach. However, we see in Fig. 1(a) the
Hybrid approach misclassified 17 reviews (11%) in which it differed from the class
label given by both SVM and NB but got correct 55 reviews (37%) in which both NB
and SVM misclassified the review type. Therefore, the Hybrid approach was three
times as likely to override the class decision from both machine learning approaches
and make a correct decision as it was to override their decision and get the class label
incorrect.

The number of false positives (Fig. 1(b)) is considerably larger than the number of
false negatives (Fig. 1(c)) for all three approaches. Comparing Fig. 1(b) and (c), we see
that the best Naïve Bayes approach obtains a greater percentage of false positive
decisions (i.e., it classifies more genuine reviews as fake than the converse) than the

Table 1. Classifier performance for our approaches. Machine learning approaches use nested 5-
fold cross-validation. Reported precision, recall and F-score are computed using a micro-average,
i.e., from the aggregate true positive, false positive and false negative rates.

Approach Features used Accuracy P R F
POS LIWC Bigrams

NB * * 89.7% 48.8 70.0 57.5
NB * * 90.5% 52.0 71.0 60.0
NB * * * 91.0% 53.5 73.3 61.9
SVM * * 93.4% 64.1 76.3 69.7
SVM * * 94.4% 68.8 81.7 74.7
SVM * * * 94.9% 71.0 84.0 76.9
Human Comp 90.2% 50.6 74.7 60.3
Hybrid * 95.1% 69.6 90.0 78.5

Fig. 1. Venn diagrams showing counts of (a) all incorrectly labeled answers (False Positive
and False Negative), (b) False Negative answers only and (c) False Negative answers for
NBPOS+LIWC+Bigrams, SVMPOS+LIWC+Bigrams, and the Hybrid approaches.
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best SVM approach, indicating a slightly more “aggressive” approach towards clas-
sifying reviews as fake (a ratio of 2.4:1) than the best SVM approach (2.1:1). This,
however, pales in comparison to the Human Computation approach (2.9:1) and the
Hybrid approach (3.9:1). The relative aggressiveness of the human-based approaches
may have to do with the incentives offered for correctly classifying reviews.

When the human decision-maker using the Hybrid model had to decide between the
Naïve Bayes and SVM classes (i.e., when the two machine methods did not provided
the same class label), they chose the Naïve Bayes 64% of the time and SVM 36% of the
time. Had only the best SVM class labels have been offered and the humans classified
the labels according to the SVM output, the 44 misclassified answers would have
boosted Hybrid accuracy to 96.5% and obtained an F-score of 84.1 – a significant
increase (two-tailed t-test: t(718) = 9.156, p < 0.001 for F-score, t(718) = 2.289,
p = 0.0224 for accuracy)

We saw no distinguishable patterns between the 3 hotel markets we examined.
However, we discovered that there was a discernable difference between detecting
boosting spam and vandalism spam for high-rated and low-rated hotels. Table 2 illus-
trates the number of false negative classification errors (fake reviews classified as
genuine) by hotel type and by review spam type. Figure 2 illustrates the relative pro-
portion of false positive to false negative errors by approach. Overall, we observe that
vandalism review spam on low-rated hotels were most difficult to detect (an average of
18
75 or 24%, were not detected as review spam) whereas vandalism review spam for high-
rated hotels was least difficult, with an average of 12

75, or 16%, not detected.

Table 2. Number of false negative classification errors for each approach, broken down by hotel
type and review spam type.

Hotel type Review spam type NB SVM Human
Comp

Hybrid Average Total # fake
reviews

High-rated Boosting 17 16 13 12 14.5 75
High-rated Vandalism 15 6 24 3 12.0 75
Low-rated Boosting 26 7 18 5 14.0 75
Low-rated Vandalism 22 19 21 10 18.0 75
All deceptive reviews 80 48 76 30 58.5 300

Fig. 2. Relative percentage of classification errors, comparing false positive and false negative
values, by hotel type, review type, and approach.
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In general, the best Naïve Bayes approach had a more difficult time with the low-
rated hotels (i.e., those with one- and two-star ratings) while the best SVM and the
Hybrid approaches had a more challenging time with boosting (positive) reviews on
high-rated properties and vandalism (negative) reviews on low-rated properties. The
human computation approach had a harder problem with vandalism on the low-rated
properties and boosting on the high-rated properties. In part, this shows the influence of
the best SVM approach on the Hybrid approach, but it also shows how language may
also be a factor.

Next, we examine the output provided by the LIWC classifiers as this information
is also provided to the assessors in the Hybrid approach. Spatial details were consid-
erably more prominent in genuine reviews than in fake reviews, which supports the
reality monitoring (RM) theory of Johnson and Raye [34]. This type of information
provides more details about the room layout, bathroom configuration, etc. that can be
verified by other guests. This also backs up other work (e.g. [35]) indicating that
encoding spatial information into lies is challenging.

Emotion-laden terms, such as a description of the front desk staff’s attitude, were
more prominent in fake reviews – claims containing these experiences cannot be easily
corroborated by other guests. We also noticed that fake reviews contained more
external terms – providing background on their vacation, for instance – and less focus
on terms that could be verified by others who stay in the same hotel.

Several other researchers have found that while deception is often associated with
negative emotional terms (e.g., [36, 37]), the fake reviews were more extreme – the
boosting review spam our study used contained more positive and fewer negative
emotion terms whereas the vandalism review spam was just the opposite. This exag-
geration of emotional terms was most readily picked up by the best SVM approach and
least readily picked up by the Human Computation approach, showing how chal-
lenging it is for humans to associate strong emotional terms with fake reviews without
guidance from machine techniques.

Regarding parts of speech, Gunther et al. [38] indicates that deceptive communi-
cations were characterized by fewer first-person singular pronouns, fewer third-person
pronouns, more negative emotion words, fewer exclusive words, and more motion
verbs. Our findings generally concur with this earlier work with one notable exception:
in our study, deceptive reviews contained more first-person singular pronouns. This
echoes the findings of Ott et al. [17], who speculated that the use of more first-person
pronouns was an attempt to boost the writer’s credibility by emphasizing that they were
a participant and thus able correctly observe the situation.

One of the biggest indicators of a deceptive review was the generous use of
punctuation, particularly exclamation marks. Both human and machine approaches
detected this association. An examination of reviews of the 15 hotels on TripAdvisor
and Booking.com indicates a much more prolific use of exclamation marks on the
former.

It was challenging to analyze the performance of our human assessors, primarily
because there were 360 used for each approach (720 total). Figure 3 illustrates the
distribution of misclassification errors (false positive and false negatives) for each batch
of 25 reviews for human computation and for hybrid approaches. Comparing these two
bar graphs illustrates the value of the hybrid approach, as humans in both approaches
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were provided the same incentives. We note that false positive reviews were more
prominent than false negative reviews because only 10% of reviews were fake. It is
worth noting that many reviewers did not have a fake review in their batch, and
therefore did not have a point of reference to know what constituted a fake review. This
unfortunately raises a potential risk of confirmation bias [39].

5 Conclusion

We have conducted an empirical experiment in which we merged verified reviews for
15 hotel properties in 3 markets (New York, London, and Hong Kong), extracted 90
reviews for each hotel from Booking.com, and then merged them with 10 reviews we
had non-experts write. Half of the review spam was boosting, or trying to positively
influence the hotel’s rating, while the other half was vandalism, or written to negatively
influence a competitor’s hotel – a growing area of review spam.

From these 3000 reviews, we employed four different methods to determine if each
review was genuine or fake: two supervised machine learning methods (Naïve Bayes
and SVM), human computation (using MTurk), and a hybrid method (also using
MTurk) that allowed humans to make decisions using the class labels from the machine
learning methods as well as LIWC output. While it is not surprising that the hybrid
method outperformed either of the other methods, it was surprising that when humans
were presented with too much information – particularly information that presented
more than one possible decision – it negatively impacted human decision-making. Only
when the additional information was presented in a non-conflicting manner did humans
excel.

This study provided us with considerable data to evaluate, and we intend to do this
with an extension of this study. We would also like to evaluate temporal aspects of
reviews – the order in which they are posted – since the burstiness of reviews for a
property can provide additional evidence of possible review spam.

Fig. 3. Distribution of classification errors per batch, comparing human computation and hybrid
methods.
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Although this study was limited in scope to English-language reviews for five
hotels, we believe that the overall findings of hybrid man-machine decision making can
be extended to other situations outside of validating reviews, such as evaluating
financial statements, investigating insurance claims, and evaluating the validity of
clinical trials.
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Abstract. In light of the very high popularity of electronic word of mouth in
the form of products and services reviews on the internet and its critical
importance for businesses, the aim of this research is to investigate why cus-
tomers who buy skincare products do not engage in eWOM by not leaving
reviews about these products online. This research adopts a qualitative nature,
using semi-structured in-depth interviews. Respondents’ group consists of the
same amount of males and females who were asked questions regarding their
electronic and traditional word of mouth experiences. Received responses
demonstrate that laziness, lack of general interest in skin care and lack of feeling
altruistic towards consumers online are the key factors preventing consumers
from leaving reviews about skin care online.

Keywords: Online reviews � eWOM � Skincare

1 Introduction

Word of mouth communications help spreading information about products and ser-
vices, boosting prospects’ awareness [1, 2]. Firms attempt to trigger word of mouth
activities and regulate its matters as much as they can [3].

Internet resources such as chat rooms, opinion sharing portals, social networking
websites, email etc. have allowed word of mouth to expand into online space as
consumers started sharing their experiences about products and services on the internet.
This led to the creation of various internet communities. This process is referred to as
electronic word of mouth (also known as word of mouse). Electronic word of mouth
(eWOM) is “any positive or negative statement made by potential, actual, or former
customers about a product or company, which is made available to a multitude of
people and institutions via the Internet” [3].

A number of studies investigated why consumers engage in eWOM communica-
tions (see, amongst others, [3, 4]). However, limited number of studies investigated
why consumers do not provide eWOM. Thus, the aim of this research is to explore the
reasons why consumers do not provide eWOM. The findings will advance
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understanding of information dissemination online and allow companies to enhance
their strategies to provide eWOM regarding their product/service.

2 Literature Review

2.1 Motivations to Provide EWOM

Based on the literature, the following five most common motivations to engage in
eWOM have been identified [5]:

Altruism: A concept by which activity connected with disinterested concern for the
well-being of others is understood. It correlates with the concept of selflessness - that is,
with the sacrifice of their benefits in favour of the benefit of another person, other
people, or in general - for the common good [6]. Thus, altruism can be described as a
motivation with an aim to raise the welfare of one or more persons other than of oneself
[7]. According to [8], altruism significantly influences brand communities on social
media websites.

Self-enhancement: An individual’s motivation to demonstrate one or more self-
domains positively in order for other people to accept and favour them. It also helps to
sustain self-esteem [9]. Humans usually lean towards self-enhancing, making it their
vital motivation [10]. A study by Hennig-Thurau et al. [3] tested eleven motives to
provide eWOM using a sample of 2083 German individuals who use various opinion-
sharing platforms. Results indicated that self-enhancement is one of the most important
motives for users to share their opinion on online platforms.

Venting Feelings: Believed to be beneficial for an individual. When emotions are
expressed, it helps a person to go back to a more serene condition [11]. Based of
research studies [12, 13], it is apparent that when a client is dissatisfied, they are
unlikely to complain to a firm. Instead, they prefer to release their negative feelings
through communicating their opinion to others. Lee and Hu [14] noted that frustrated
clients are likely to make public complaint online.

Social Benefits: When consumers engage in online communication, they become part
of the web-based group. Users may perceive this form of connection as a social benefit,
as it allows them to get integrated into a new social network’s structure. Therefore, it
can be argued that users communicate through eWOM in order to be part of online
groups. Consumers may leave messages on fora, reviews websites and other user
generated resources to gain social benefits [3, 15]. Choi and Scott [16] found female
social networks users were motivated to communicate on these platforms because they
felt part of a community and because it supported their identification.

Economic Incentives: Some consumers engage in eWOM in order to receive eco-
nomic incentives, such as discounts and electronic points vouchers granted after
posting a review on the opinion platform or brand website [17]. Wirtz and Chew [18]
conducted an experiment using 215 individuals. Results illustrated that those who
received a financial incentive are more motivated to generate eWOM.
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2.2 Information Sharing

There is a significant amount of studies researching why people engage in offline and
online word of mouth. When it comes to the question why individuals refuse to post
reviews online, it can be helpful to look at the broader picture. Posts, messages, other
forms of expressing opinions are all essentially processes of information sharing.

In an internet context, information sharing is the core activity. Internet substantially
consist of the data created and shared by the users. This means that all the individuals
writing blog posts, interacting in online communities, chatting etc. are content creator
or sharers. This category of users is defined as posters. Nevertheless, there is another
type of online behavior, opposite to posters, referred to as lurking [19]. In fact, lurkers
represent the largest part of the internet: >90% of the online users [20–22]. Lurking is
not clearly defined by researches but it is normally connected to avoidance of posting
and nonparticipation behaviour. Lurkers are described as passive or inactive, silent and
those who do search for information and read online content but do not contribute
themselves [19, 23].

When discussing reasons for lurkers to lurk, it is important to mention that lurking
behaviour is triggered primarily by individuals’ greater demand for information [24,
25]. Lurkers therefore do not write anything on online platforms because their demand
for information is fulfilled without posting anything [22]. According to [26], lurking is
a consequence of excessive amount of information users receive online. This overload
may result in a person trying to avoid engaging into this turmoil.

In their study, Nonnecke and Preece [27] identified reasons for lurkers to lurk. They
conducted semi-structured in-depth interviews with ten participants who were identi-
fied as online group members who behaved like lurkers. Interviewees named 79 rea-
sons for not posting online and the researchers concluded that lurking cannot be solely
defined as an absence of posting. Most voiced reasons for lurking included:

(1) Anonymity, privacy and safety. Users often want to remain anonymous when
using the internet and are concerned about their personal data safety in case of
sharing information in online spaces. People online can essentially choose who
they want to be as they are unknown to others. Therefore, some users stress the
issue of trust [28]. Bishop [29] also claims lurkers avoid posting due to the fear of
losing privacy.

(2) Time and work related constraints. A situation when individuals claim not to have
enough time to post or when they could not use their email as it was a work email.

(3) Message volume and quality. Interview participants mentioned that too low or too
high amount of messages in the community prevent them from posting. Also,
unsatisfactory quality of the information provided (such as off-topic conversa-
tions) turn user away from participating.

(4) Shyness over public posting. Despite the internet being largely anonymous and
users not seen by each other, some individuals are still cautious and hesitant about
posting. This was also supported by Katz [20].
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3 Research Method

The study was conducted in the context of skincare product. As the aim of this research
is to explore factors affecting providing eWOM, semi-structured interviews were
chosen. 8 participants (4 males and 4 females), using convenience sampling, partici-
pated in this study. The full discussion guide can be provided upon request. In order to
analyse interviews, NVivo software was used.

4 Research Findings

Here below we report some of the research findings in relation to our study.

4.1 Factors Preventing the Posting of a Review

In terms of factors preventing consumers from sharing their opinions online, inter-
viewees’ responses could be divided into two categories: (i) customer characteristics-
specific and (ii) circumstance-specific reasons preventing from eWOM communication.
Similar to Mangold, Miller and Brockway [30] and Wolny and Mueller [31], the
researchers divided motives to engage in WOM into dependent on customer personal
characteristics and context in which customer is situated.

(i) Customer characteristics-specific. 50% of the respondents reported that being
lazy was their main reason for not leaving skin care reviews online. 25% also
mentioned that they “could not be bothered” and did not care about leaving
reviews after using a product. Some respondents specified that sharing their
opinion online: “doesn’t come to my mind” and “I never actually thought about
leaving a review after buying anything”.
Almost all interviewees expressed no interest in skin care products in general, as a
topic. After saying that, they specified that this was actually the reason for not
providing the internet with their skin care products opinion.
“…if there’s anything I’m interested in, then I might leave my opinion as well. If I
am very interested, for example a discussion about football, I leave some com-
ments on football groups once or twice a week. So I don’t leave reviews about
skin care product because I am not interested in them.”
Two respondents indicated that they do not leave reviews as they feel that their
opinion wouldn’t really matter due to high amount of other reviews online,
consequently they do not see any reason to add on to other comments and
repeating them.
“Cos there’s so much out there that really my opinion wouldn’t really matter
because there’s so much other people’s opinions I would probably be saying the
same thing as two hundred other women so I don’t see any point of repeating
other reviewers.”
They also mentioned that they did not feel their opinion was needed and
expressed the idea that companies would not even pay attention to their reviews.
“I am not sure anyone would benefit from my opinion. If I was sure my opinion
was needed or someone would use it, I would share, but otherwise, no”
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One person repeatedly mentioned that they avoided leaving reviews due to con-
sidering it a waste of time. It is important to note that the two respondents
expressing opinions about repeating the same concepts as other people and not
feeling their opinion was important for anyone are themselves active skin care
lurkers but they never leave any reviews about this or other product categories
online.
“…Because for me it takes extra time and I feel that I would rather do something
else in that extra time”
All above mentioned hindering factors were identified by the researchers as
customer characteristics-specific because they come from the individuals’ views
and feelings, which were formed prior to the situation where they were expected
to engage in electronic word of mouth. These are based on consumers’ existing
beliefs, interests and habits.

(ii) Circumstance-specific. Context specific factors affect individual’s intentions to
engage in electronic word of mouth. An example of this is a situation when a
respondent mentioned not leaving a review when a firm’s website or opinion
platform is difficult to navigate or has irritating pop-ups. This can be marked as
technological problems.
Cyber bullying was also named as one circumstantial factor that stops a person
from sharing their opinion. However, only 3 persons demonstrated that they were
influenced by other users online.
As mentioned above, three individuals shared their concern about posting their
reviews online because they are not confident about sharing an opinion which is
opposite to what is already published.
“If I consider leaving a review, I am worried that if it is negative, I might be the
wrong one. I mean, what If I got a faulty, defective product which was just one in
a batch, but generally it is good for the majority of people? Then I would feel
wrong. I would feel like I would make a bad impact for the company. I would not
like to mislead people with my negative emotions. So If I see that mostly people
post positive reviews and I have a negative, I would probably doublethink.”
“…So if my opinion fits others, I would go with the flow and if its contrary to
others, then I would avoid posting it.”
“…if you have bad experience about a product and everyone else’s reviews say
it’s amazing, then as a person, it might stop you from saying something bad
because you might think like - maybe I’ve made a mistake or I use that product
wrongly. It could stop me and maybe make me think.”
Furthermore, 75% of posting respondents stated that they would never leave a
review if they have a neutral opinion about the product.

4.2 Other Findings

Level of Satisfaction. During the interviews it became apparent, that the level of
satisfaction with a product or service determines participants’ intentions to share their
opinions online. 37.5% of respondents stated that they would only post reviews if they
were extremely satisfied with the product and if it gave them outstanding results
(specifically beauty products).

Why Consumers Do not Provide Online Reviews? 91



“If I have outstanding results, then I would post. But if it’s negative or very negative
I would not bother leaving my review.”

“I think a very good experience would make me leave a review. If I want to leave a
review, it’s most likely going to be positive. So if I’m very happy with the product I’m
more likely to leave a review.”

Another 37.5% of interviewees reported they would only bother to leave their
opinion if they had either a very negative or a very positive results.

“If the product is really excellent and it has affected me greatly I would definitely
leave a positive review. And the same with a negative review - if I am extremely
dissatisfied and the product was basically a disaster, then I will definitely post a
negative review. So it’s high ends of both sides, either very positive or extremely
negative.”

However, none of the participants demonstrated intentions to share neutral or just
negative opinions on the internet.

“If I have nothing to say or if it is an everyday product and I feel no positive or
negative emotions about it and I’m neutral, I would not really share that kind of
opinion.”

What Would Motivate Consumer to Leave Online Reviews. Respondents were
asked about what they thought could motivate them to leave reviews and what they
thought companies could do to trigger electronic word of mouth behaviour in them.
One respondent mentioned that if he as a customer was given more attention from the
company, he would be motivated to leave reviews.

“Sometimes probably just acknowledgement, recognition. Customers want to be
heard, customers want to be noticed. So if there is a recognition, everyone would like to
post reviews. Customers would like to see the reviews appreciated and maybe even
shared. For example, ok here’s a review of our customer John and here is what he
thinks of our products. We’re doing it, we are on it or something like that would be a
good response of a company.”

50% of interviewees mentioned that if they saw a message from a company asking
them to leave their opinion online, if they realised their reviews mattered, they would
be more likely to engage in eWOM.

“…I think that companies should let people know that their views count, because I
think most people think that companies don’t really care about their reviews. The
company should ask in the advertising or maybe tell sales people when their products
are sold, they should tell the customers to leave reviews because reviews matter.”

“I think it’s best if they can write on the package that they want people to leave
reviews and that it’s very important for them.”

“Maybe if companies add the message to the advertising strategy that it is very
important for them to get reviews so it’s the kind of encourage customers to post
reviews online”

Two respondents said that if they knew someone really needed their opinion and if
they were asked to leave a review, they would definitely agree.

“…if someone asks me to do that if someone really wants me to do that I will be
happy to do that.”

“If I was sure my opinion was needed or someone would use it, I would share.”
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Economic incentives have been mentioned by seven out of eight participants as a
motivating factor to leave a product review. In addition to that, one individual stressed
that having received any form of incentive, they would take time writing a good
quality, descriptive review.

“Something - incentives, samples. Does not have to be anything big, but something,
gratification. In this case, I would leave a very detailed, good quality review with good
explanation of my opinion.”

“…getting some kind of incentive for example like on TripAdvisor, if you leave
certain amount of reviews you get special status which brings you perks.”

“I think giveaways would be a good idea, so if you buy something, leave a review
and you would automatically enter a giveaway this would be stimulating to leave
reviews.”

They also mentioned that knowing that leaving review would result in company
donating some money to charity would definitely make them leave reviews.

“They could also do something connected to charity. If, for example, they said that
If I leave a review, they would donate some money to help animals or something like
that, I would definitely participate.”

5 Discussion

Preece et al. [22] claim that at least 90% of internet users are lurkers. However,
interestingly, in our (albeit involving a limited sample) study the percentage of posters
was quite high among the respondents, which is contrary to above mentioned study
results. In addition to that, when it comes to skin care, despite every participant using it
and almost everyone reading reviews about this type of product, they never post their
opinions online. Surely, the type of product must be taken into consideration, as noted
by Gunn [32] in her research on what factors hinder electronic word of mouth in
tourism industry. Therefore, it can be concluded that electronic word of mouth beha-
viour is influenced by and depends on the category of the product. This, in turn, implies
that consumers’ interests play their role in determining whether they would lurk or post
about certain things. This will be discussed more in another part of this chapter.

In Nonnecke and Preece’s study of reasons for lurking one of the most mentioned
reason for not posting included anonymity and privacy [27]. This is very well sup-
ported by the research findings, demonstrating that respondents do not provide their
personal information. It is important to mention that interviewees emphasised safety
concerns as the most serious factor. In this way, these concerns tie in with Nonnecke
and Preece’s case study which reported users’ perturb about safety [33]. Gunn’s
research also demonstrated concerns about confidentiality and security as preventing
factors for leaving reviews online [32].

Preece, Nonnecke and Andrews [22], after examining 219 lurkers, spotted reasons
such as “other community members gave the same answer I would”, “I don’t feel I
would able to contribute anything” and “have no necessity to post”. This research
expands this finding by contributing additional factors hindering electronic word of
mouth communication. These are coming from personal characteristics of respondents,
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causing them not to think about leaving reviews online after buying anything, indi-
cating that something stops that thought from coming to their mind.

Preece, Nonnecke and Andrews [22] concluded that lurking behaviour was mainly
caused by interaction with online community as only 13.2% of surveyed people
reported their intention to lurk from the beginning. However, participants of this
research demonstrated that the majority of lurkers had no intention to post reviews
about any products from the start. And although some respondents said their potential
reviews could be influenced by people who had already posted their opinion, they
indicated that deliberate avoidance of publishing a review or absence of initial intention
to publish was present from the start.

In addition to that, interview participants were asked whether they thought other
users online had any influence on them. Although the majority of respondents claimed
to not be affected by already published reviews, several participants expressed their
worry of other internet users’ opinions. One participant mentioned that they would not
like to post a review which is opposite to existing ones and two interviewees
demonstrated doubt of posting a negative review as they were not sure the unsatisfying
performance of product was caused by themselves. Such reasoning may be the result of
uncertainty and lack of confidence in participants. This finding shows similarity to
Gunn’s [32] research which identified lack of confidence as one of the main obstacles
preventing from posting reviews. Her research also marked technological problems as
barriers to electronic word of mouth. Contrary to these results, only one person
described technological problems as preventing from leaving reviews.

Altruism was found by many researchers to be among the most significant reasons
for individuals to engage in both traditional and electronic word of mouth [3, 34, 35].
As mentioned in the previous chapter, desire to help others was a very strong motive
for all the participants to engage in traditional word of mouth communication. How-
ever, such behaviour was only expressed by 25% of participants who indicated the
same reason for sharing their product reviews online in our preliminary study. These
results could be considered as slightly contradicting the existing research outcomes, as
previously conducted studies demonstrated that unselfish concern about other users is
motivating people to engage in eWOM, the current study only found this reason valid
for traditional word of mouth.

According to Wirtz and Chew’s [18] experiment, a degree of product or service
satisfaction does not necessarily lead to word of mouth being produced. However, a
later study by Velázquez, Blasco and Gil Saura [36] found out that higher customer
satisfaction results in a higher chance of intention to engage in electronic WOM and
particularly positive electronic word of mouth behaviour. This result supports the
outcomes of this research as a large proportion of respondents mentioned that being
extremely satisfied with the product or results it provided is highly likely to motivate
them for leaving a review. The same proportion of interviewed individuals said that
they would only leave a review if they are either very happy or very unhappy. This so-
called U-shaped connection between clients’ happiness with the product and their
willingness to spread word of mouth was explained by Anderson [37] and Herr, Kardes
and Kim [38] as either extremely satisfied or very dissatisfied customers have higher
intentions to engage in word of mouth. Interesting outcome was that none of the
respondents demonstrated intention to share just neutral or only negative experiences
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on review websites. This finding is once again supporting the previous works such as
Anderson’s [37], Velázquez, Blasco and Gil Saura’s [36] and Herr, Kardes and Kim’s
[38]. Therefore, finding regarding satisfaction levels are correlating with the existing
research.

These findings also support researches which identified venting feelings as a
motivation to engage in both traditional and electronic word of mouth. Wetzer, Zee-
lenberg and Pieters’ [39] found out that urge to release highly negative emotions such
as anger played as a strong motivation to share negative word of mouth. Sundaram,
Mitra and Webster [34] emphasised very positive experiences as a factor motivating to
sharing reviews as well. However, some works have been found to be contrary to
conducted research. According to Tong, Wang, Tan and Teo [40], consumers engage in
WOM to take a revenge on a company which left them dissatisfied. This was not
supported by research for this study as not many participants showed interest to
companies and even those who did, showed only positive intentions.

Product involvement demonstrated to be high for all participants as they mentioned
always asking people around them and checking online opinions prior to buying skin
care. However, it is contrary to research results of Wolny and Mueller [31] indicating
that higher product involvement leads to higher motivation to engage in electronic
word of mouth. Although interviewees emphasise the importance of skin care for them,
they do not express general interest in these types of products. Due to general lack of
interest in the topic, electronic word of mouth communication is not triggered in case of
our interviewed respondents.

A very important and new finding of this research is the factor of laziness. It was
discovered in this research and has not been found in the previous literature on the
topic. A large proportion (50%) of respondents named laziness as a reason stopping
them from posting their opinion online.

Also, the researcher recruited an equal amount of males and females for the
research in order to test whether sex influenced electronic word of mouth participation
in the skin care category. This was done as other researchers recruited higher amount of
females for data collection. Our results show that there is no difference between males
and females regarding the interest, involvement or level of willingness to potentially
participate in eWOM. Only one male demonstrated no lurking behaviour in the context
of skin care.

6 Practical and Theoretical Implications

This research advances the understanding of information dissemination online by
identifying reasons for consumers not to engage in eWOM communications. Knowing
the reasons of consumers to avoid leaving reviews can help managers to create a
strategy for engaging customers to give feedback about skin care on the internet. Based
on the data analysis, the following recommendations will be made. Due to research
result showing that altruism is mostly motivating consumers to communicate through
traditional word of mouth, it is recommended for companies to create marketing
campaigns targeting feelings of consumers, which could motivate them to help people
they do not know - other consumers online. To that effect, it would be useful to show
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the importance of online reviews for a company, which could also trigger altruism
towards a business in those customers who are naturally predisposed to it.

Another recommendation is to raise the general interest about skin care. Only
something which interests customers will make them spend time creating and posting a
review. This could be done by publishing more educational material on skin care and
skin care products topic.

Business’ website should have their own review section. The process of posting a
review must be made simple, fast and safe. It must also look trustworthy, should not
ask for telephone number or any sensitive data. It is important to demonstrate that the
website complies with all data protection laws, presenting themselves a responsible and
reliable business.

In order to motivate consumer to leave a review, it is crucial to show them that a
company truly cares for them and their opinion. Interacting with reviewers, high-
lighting their opinions, sharing them with wider audience may inspire lurkers to par-
ticipate and feel like a part of a community.

Finally, almost all participants mentioned that receiving economic incentives such
as discounts, vouchers, coupons etc. can be a strong motivating factor to provide
reviews.

7 Conclusion

The aim of this research was to investigate why customers who buy skincare products
do not engage in eWOM by not leaving reviews about products online. After con-
ducting semi-structured in-depth interviews and analysing collected data, several fac-
tors hindering sharing reviews about skin care were found. Finding of the research
indicate that firstly, individuals avoid leaving skin care reviews due to lack of interest
or general excitement about the topic. They also reported being lazy to leave reviews
and showed lower amount of altruism towards online users, compared to people they
know in real life. Half of the respondents appeared to be posting about other categories
of products rather than skin care, meaning that measure could be taken to attract them
to publish reviews about skin care products too.
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Abstract. Big data promises to drive economic growth and development, but if
not applied across borders it can lead to a greater digital divide. There are,
however, no indexes measuring big data readiness on country level. Most
existing indexes cover topics such as digitalization and focus on developed
economies with a clear underrepresentation of Africa. Thus, the underlying
question to answer is: what are the required components for an index measuring
big data readiness in Africa? The design science approach is used to design the
Big Data Readiness Index (BDRI). The BDRI is developed in line with the
academic definition of big data under the five V’s: volume, variety, velocity,
veracity and value, and consists of 75 indicators, grouped into drivers that build
up the five components. We apply this index to all African countries which
yields, amongst others, country rankings that show relatively high BDRI levels
for coastal countries such as South Africa, Kenya and Namibia as well as for
islands such as Mauritius. Limitations and further development of the BDRI are
discussed.

Keywords: Africa � Big data � Design science research � Readiness index

1 Introduction

Big data analytics has gained substantial interest among academics and business
practitioners in the digital era and promises to deliver improved operational efficiency,
drive new revenue streams, ensure competitive advantage and facilitate innovation,
amongst other things [1, 2]. Big data is not only of interest to academics, but also to
governments, businesses and the general public [3]. Fosso-Wamba et al. state that the
topic ‘big data’ was searched on Google about 252 000 times in November 2011,
whereas the peak is at 3.13 billion in March 2017 [4]. This shows not only the
increasing interest in the subject of big data, but also indicates that the topic is not
losing momentum.

The concept of data-driven decision making and automation through big data can
be applied across various sectors including healthcare, security, services, manufac-
turing, retail and technology. In order to gain value, the concept of big data must be
clearly defined and understood, both in terms of its benefits, application possibilities, as
well as the shortcomings and risks involved - these include for example privacy
concerns, human resource scarcity, infrastructure shortages and lack of institutional
governance [1].
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As countries differ substantially across these fields, we believe it would be inter-
esting to compare the structural, technological and institutional readiness for countries
to adapt big data technologies in order to harvest the economic benefits. Most authors
of published big data related literature up until 2015 are from China, followed by the
USA, Australia, the UK and Korea [5]. Africa produces less than 1% of the world’s
research even though 12.5% of the world’s population is from Africa [6]. This unequal
geographic coverage of literature raises a vital question as to whether the lack of
interest in African countries is due to a global big data divide or whether it is due to a
lack of essential knowledge and proficiency to undertake big data related research
within African countries.

Literature focusing on firm level e-business adaption shows that technology
readiness has the strongest impact on facilitating assimilation of e-business in devel-
oping countries [7]. Lawrence and Tar [8] discuss issues hindering e-commerce in
developing countries, concluding that the absence of basic infrastructure, socio-
economic factors and inadequate government ICT strategies slows down adoption and
growth. Furthermore, e-readiness does not have an established theoretical basis with
the existing e-readiness measurement tools largely focusing on ICT, business and
policy, underplaying the information access factor [9]. Thus, the lack of country level
research in this field is established and leading to our research focus.

Furthermore, the Digital Transformation and Sustainability (DTS) model proposed
by Pappas et al. [10] explains how different data actors and big data analytical capa-
bilities interact to create sustainable societal value through critical factors such as a
data-driven organisational culture, technology investment and technical and managerial
skills. They mention the need for further research to focus on data capacities and
availability in the digital society to take into account the capacity and availability of big
data, as well as differences between countries, continents, and cultures [10].

In this paper, we will attempt to develop an index that can benchmark Big Data
Readiness in the age of analytics. The focus area for data application will be the
African continent. Establishing such an index will not only allow comparison between
countries but will also set a benchmark of the indicators and topics which should be
covered by an index measuring big data readiness. A new index covering Africa will
help to fill the current gap in big data research for this region as well as the gap left by
the existing indexes’ limited African coverage. Based on this, we formulate the fol-
lowing research question:

What are required components for a big data readiness index (BDRI) and how
could a comprehensive BDRI be designed?

As previously mentioned, the developed index will be applied to African countries
with publicly available data. Before entering this empirical part, we start with a liter-
ature review which will yield a brief overview of big data. In the next step, Hevner’s
design science research approach [11] (outlined in the methodology section) will be
applied as a baseline for constructing the index, including descriptions of the data
collection, cleaning, weighting and normalization process. The section that follows
includes an analysis of the BDRI by using data about African countries. The final
section concludes by summarizing key findings and main contributions.
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2 Theoretical Background

2.1 Introduction to Big Data

Big data analytics promises to deliver improved operational efficiency, drive new
revenue streams, ensure competitive advantage and facilitate innovation, amongst other
things [2, 12]. Fosso-Wamba et al. [4] summarize some descriptions of the impact of
big data in previous literature as the next big thing in innovation [13]; the fourth
paradigm of science [14]; the next frontier for innovation, competition, and produc-
tivity [15]; the next management revolution [16]; and that big data is bringing a
revolution in science and technology [2].

There is no globally accepted definition for the term ‘big data’. The complexity of
defining this term was aggravated by a shared origin between academia, industry, the
media and widespread public interest. The fact that various stakeholders provide
diverse and even contradictory definitions, leads to the emergence of literature that
attempts to establish a common definition.

The first concepts predominantly associated with big data are far from new and
relate to data storage and data analysis. An early definition describes big data using the
three V’s: volume, velocity, and variety. This approach has been reiterated in various
studies [16, 17]. Volume refers to the size of the data, whereas velocity refers to the
speed of data generation and the frequency of data delivery. Variety takes the data
types into consideration and highlights the fact that big data is generated from a large
number of sources and formats that include structured and unstructured data [17].

A fourth V for value was subsequently suggested. Value implies that extracting
economic benefits from the data is a key attribute of big data analytics [5, 18, 19].
A fifth V for veracity followed. The fifth V is sometimes referred to as verification in
literature [20]. Veracity attempts to stress the importance of data quality and that
trusting the various data sources is integral. This allows analysts and users to be sure
that security measures and techniques are in place to assure trustworthy data analysis
[4]. The use of inaccurate data will lead to biased and inconsistent results and rec-
ommendations. Both value and veracity are considered as important in this study, as
without added value and trust towards the quality of the data used, the benefits of big
data analytics deteriorate.

2.2 Big Data in Developing Countries

If not applied across borders, increased data generation and the availability of analytical
tools, can lead to an even greater digital divide – where countries who successfully
implement this will advance leaving the rest behind. The digital divide originated as a
concept to describe the gap between countries that have and do not have access to
computers and the internet. The digital divide does not only refer to physical access but
also to skills and usage of technology. Van Dijk writes that “in terms of physical access
the divide seems to be closing in the most developed countries; concerning digital skills
and the use of applications the divide persists or widens” [21, p. 221].

A framework for ICT development strategies that can enable countries to partici-
pate competitively in the emerging digital economy shows an acute global shortage of

Big Data Readiness Index – Africa in the Age of Analytics 103



high skilled staff needed to steer the emerging digital economy in both developed and
developing countries [9]. Hilbert mentions that privacy concerns, human resource
scarcity, infrastructure shortages, limited economic resources and institutions are areas
that can be barriers to developing countries, keeping them from successful digitaliza-
tion [22]. Although additional challenges exist that hinder developing countries to
easily implement big data analytics, the positive impacts on developing countries’
economies can be even greater. Thus, big data in itself can help alleviate the initial
shortcomings that are barriers to the implementation of big data. For example, due to
structural inconsistencies, statistical authorities in Ghana took 17 years to adopt the UN
national accounting system. Afterwards, Ghana’s GDP was 62% higher than previously
estimated [23]. Some of the main opportunities big data can offer to developing
countries are early warnings in times of crisis, detecting digital media and other
anomalies, real-time awareness of data changes, a more honest representation of reality
and real-time feedback. This can lead to early interventions for policies or programs
that deliver different results than expected.

Bifet mentions that Global Pulse, a United Nations initiative launched in 2009, is
using big data for the benefit of developing countries. This involves researching
innovative techniques for real-time data analysis, detecting early emerging vulnera-
bilities and sharing open source real-time data among those integrated in the global
network of Pulse Labs [24].

Some other interesting examples of how big data analytics is being applied to assist
development include using machined roof counting to measure poverty in Uganda,
using mobile phone data and airtime credit purchases to estimate food security in East
Africa and mining citizen feedback data in order to gain input for government decision
making in Indonesia [25]. These are only some of the many ongoing projects where big
data analytics can be implemented for positive and productive outcomes in developing
countries.

3 Research Design

3.1 Index Development Procedure

Developing an index will be approached in the same manner as designing an artefact in
the context of design science research [11]. This approach is relevant as the BDRI is
applicable to a technology related field. The index will be designed and evaluated
accordingly. The seven steps of the design science approach will be applied to
designing an index in the following manner (Fig. 1).

As described in the previous section, big data has been researched intensively and
defined by many researchers. The definition as followed by this paper includes the five
V’s: volume, variety, velocity, veracity and value. Thus, the five V’s also form the five
components of the BDRI.

Each component is formed up by three drivers. These drivers are inspired by an
analysis of existing digital related indexes such as the Enabling Digitalization Index
(EDI), the Digital Evolution Index (DEI), the IMD World Digital Competitiveness
(WDC) and the Networked Readiness Index (NRI) [26–30]. Certain components from
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each index could partially cover certain aspects of the five V’s. These aspects were
evaluated on a basis of relevance by referring to the definition as outlined in the
literature review. Complementary drivers based on available data were added to give a
global overview of big data. A total of 170 variables were collected and after analysis,
taking missing values into account, and referring to the base definition, 75 variables
were selected and aggregated in groups of five to build the fifteen drivers that form the
basis of the final five components of the BDRI which is visualized in Fig. 2.

Fig. 1. Application of the design science approach

Fig. 2. Components of the BDRI
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3.2 Data Collection

The data collection process followed a two phased methodological approach. In the
first phase a comprehensive overview of the reviewed indexes’ data sources was
completed. This allowed an assessment of relevant available data to include in a BDRI,
as well as ways to set up an index, measure outcomes, assign weights and normalize
variables. It also indicated which first-hand sources cover all the African countries.
Some of the sources [28, 29] could be reused to build up and define new components of
the BDRI, but due to the limited coverage of Africa and the fact that big data requires
other components not covered in the reviewed digitalization indexes, this was not
exhaustive. This phase gave a broad overview that helped identify the gaps in data
availability to construct the BDRI.

The second phase considered alternative sources to measure Africa’s big data
readiness. Due to data scarcity for some African countries, this phase had its obstacles.
Dealing with data recency and missing values was a major part of the data cleaning
process. This phase was successful in finding additional open data sources to help build
the BDRI and also helped to verify and fill gaps for data collected in the first phase.

3.3 Evaluation of the Index

A thorough comparison of the created BDRI with the evaluated indexes(EDI, DEI,
IMD WDC, and the NRI) was performed to function as a design evaluation. Even
though the compared indexes have a less extensive coverage of Africa, these indexes
provided the possibility to benchmark the countries that had been covered in similar
topics and compare these rankings to the rankings of the BDRI. The evaluation con-
cluded that the BDRI output is aligned with expectation and that the differences in
rankings could be accounted for by the fact that the BDRI takes different features that
relate to big data into account.

Hevner et al. state that scenarios can be applied as an evaluation technique for
innovative artefacts. This is particularly relevant for new and complex artefacts which
cannot be evaluated in one step [11]. Three scenarios that would be applicable use
cases for the BDRI include governmental policy development, market entry analysis
and institutional usage. The diverse scenarios illustrate research rigor through the wide
range of usage possibilities and display how the development of the BDRI fits into the
information system research framework.

4 Findings and Discussion

4.1 Country Rankings

We calculated the BDRI for all African countries. Ranking the countries by score
allowed an analysis of the top performers. Figure 3 shows the top ten performers.

Rwanda (position 3) is the only country in the top 10 that is not a coastal country.
Furthermore, three islands, Mauritius (position 1), the Seychelles (position 4) and Cape
Verde (position 10) belong to the top performing BDRI countries in Africa. South
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Africa, an influential economy in Africa, ranks in second position. Figure 4 shows the
evolution of the BDRI.

Southern Africa is the top performing region, with Eastern Africa following in the
top 20. The top 30 grows to include Nigeria and the neighboring Benin and Togo and
coastal Liberia as well as Burkina Faso, Mali and Algeria in West Africa. Nigeria, one
of Africa’s largest economies, ranks at position 21. The top 40 fills the neighboring
gaps in West Africa, with Guinea-Bissau as the only exception.

Looking at the location of the top performers, coastal countries perform well and
neighbors can influence each other in terms of technology adoption.

Evaluating overall performance by component shows that volume produced the
most unequal performance. This indicates a digital divide within Africa in terms of
size, engagement and usage. On the opposite end, countries show less diverse per-
formance in variety and veracity, yet this narrow spread has a low base. On average,

Fig. 3. BDRI - top 10 African countries

Fig. 4. BDRI - top 10, 20, 30, and 40
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velocity and value show a higher overall performance. Noteworthy positive outliers
include Mauritius (usage), the Seychelles (usage and infrastructure) and South Africa
(size, innovation and infrastructure). On the opposite end recurring negative outliers are
Somalia, South Sudan and the Central African Republic.

4.2 Hierarchical Clustering Analysis

Hierarchical cluster analysis is an algorithm that groups similar objects together in
clusters to get a set of clusters that are distinct from one another [31]. In order to
perform this clustering, the raw data needs to be transformed into a distance matrix.
A dendrogram was created, where the vertical axis represents the distance or dissim-
ilarity between clusters, whereas the horizontal axis represents clusters in terms of size.
Selecting a distance measure of one resulted in three clusters of similar size. The first
cluster is expected to be more different to the second and third cluster that branches
from the same clade of the dendrogram.

The countries are assigned to one of the three clusters in terms of similarity. We
defined these three distinct groups as the countries forging ahead and thus outper-
forming the rest of Africa, the countries gaining momentum and thus catching up to big
data implementation trends and the ones that are lagging behind.

The map (Fig. 5) shows that the lagging behind cluster that requires the most
intervention is the central geographical strip from Angola in the south to Libya in the
north, as well as Sudan, Eritrea and Somalia on the Eastern coast. A small cluster in
West Africa, consisting of Guinea-Bissau, Guinea and Sierra Leone, is also in need of
large interventions to become technologically ready to gain value from big data.

Fig. 5. Cluster analysis results
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4.3 Limitations and Next Steps

The major limitations of developing the BDRI for Africa was induced by missing data,
aggregation methodology and the limited coverage of available indicators.

Data Scarcity. One of the major constraints to building an index for big data readiness
in Africa is data scarcity. The limited data available makes analysis more difficult.

Aggregation Methodology. A major challenge was how to overcome aggregation
where some indicators of the drivers were missing. There is little research on how to
deal with aggregation as some indexes, such as the Digital Evolution Index (DEI) chose
to cover countries based on data availability [26].

Limited Coverage. Some data that is available to include in indexes covering other
countries was not available for Africa. After filling missing values using projections
from data available in the past ten years, the following indicators still had a high
number of missing values, making them unusable in the BDRI: Public private part-
nership investment in ICT consisted of 91% missing data and was thus only being
available for five countries. Furthermore, software piracy rate has 86% missing values;
patent applications 85%; commercial value of unlicensed software 74%; labor force
with advanced education 72%; firms expected to give gifts to get a phone connection
63%; telephone faults cleared by next working day 60%; researchers in R&D 57% and
average duration of power outages 52%.

Taking these three limitations into account, we include the following recommen-
dations to help overcome these limitations, to improve the developed index and to
expand its use in future research.

Look into Non-traditional Data Sources. Future studies can look beyond the tradi-
tional data sources. Data goes beyond tables of numbers and includes society’s digital
footprints created by cell phones, internet searches, personal transactions and other
sources [32]. Pictures, sound and social media can also be used as data sources and are
creative ways to capture the relevant data – especially on a continent where data
capturing is limited. Together with alternative data sources, streamlined open data
would be beneficial. Support and investment in platforms such as Open Africa could
lead to increased published databases and higher coverage [33]. Africa has a population
of 1.2 billion people of whom around 60% are young – thus Africa has a growing
number of future digital natives who will be generating increasing amounts of data
[32]. This indicates a great opportunity for non-public organizations to get involved in
data collection, curation, labelling and help to increase open data sources. There are
many other opportunities for data collection in Africa. Data collection should not only
be the responsibility of the government but could also be an opportunity for start-ups.
Kenyan and Namibian mobile-phone operators have made data records available to
researchers to help combat malaria, which was used to compare caller movements with
malaria outbreak data to predict where the disease might spread [34]. By looking into
alternative sources of data, calling for more open data and by inviting the private sector
to get involved, there is hope to ultimately eliminate the missing data issues on the
African continent.
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Expand BDRI Coverage. The BDRI could be expanded to cover countries outside
Africa. We recommend covering other developing regions first, as the BDRI
methodology is designed for measuring big data readiness specifically in developing
countries.

Comparability. We recommend that the index is measured annually to create a basis
for comparison. This will assure that country specific progress can be tracked, and the
effectiveness of policy interventions can be compared over time. The inclusion of an in-
depth country overview is also suggested.

Index Evaluation. At the current stage the BDRI is evaluated on a scenario basis.
Users can be asked to use the index for their purposes and give feedback that could lead
to redesign.

5 Conclusion

Big data has gained substantial interest among academics and business practitioners in
the digital era, and with 2.41 billion searches for this term in July 2018 [35], this topic
is not losing momentum. A new index, the Big Data Readiness Index (BDRI) that
covers Africa extensively was developed in this paper. Data availability and limited
research were key challenges, but the emergence of mobile technology which in Africa
is double as high as global rates ensures higher big data potential [36]. The seven steps
of the design science approach [11] were applied throughout design, development and
evaluation of the BDRI. Research rigor is ensured through careful construction,
comparison and evaluation of the ranking reliability. Finally, the BDRI is set up in an
understandable format based on the five V’s.

Looking at the rankings shows that coastal countries and islands perform best,
Rwanda being the only non-coastal country in the top 10. Neighboring countries
influence each other through clear diffusion patterns. Outlier detection shows note-
worthy positive outliers within components such as Mauritius and the Seychelles in the
value component and South Africa in some components from volume, variety and
velocity. On the opposite end recurring negative outliers are Somalia, South Sudan and
the Central African Republic. The hierarchical clustering analysis reinforces these
results by classifying the central geographical strip as lagging behind. The larger
distance between the forging ahead group and the other two clusters show that the top
performers are far ahead in terms of big data readiness.

The development of the BDRI adds value in various ways. Firstly, by linking big
data theory to propose a practical way to measure big data, we contribute to the
development of, amongst others, ‘big data analytics capability’ [37]. Secondly, the
BDRI covers Africa extensively, overcoming the geographical gap mentioned by
scholars [5] and seen in underrepresentation of Africa in most existing digitalization
indexes. Thirdly, no prior research could be found that explicitly focuses on measuring
big data as all the reviewed indexes focused more on digitalization and ICT with the
focus on firm level e-business.

African countries might have similar weaknesses and strengths and analysis will
help countries to systematically review available policy options to foster data-driven
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opportunities and maximize big data driven growth and development. In this way,
Africa will be able to overcome developmental challenges and play an increasing role
in the age of analytics.
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Abstract. In an information society, information has become one of the most
valuable asserts to an organisation. This is even more important in the mining
industry in Africa where production lines are highly sensitive and decision
makers are dependable on correct information to make decisions. One of the
systems that can provide for the information needs of an organisation - Business
Intelligence (BI) systems - unfortunately has a high failure rate. Some of the
reasons can be attributed to technical issues (such as data structures, data
warehouses), process issues (information retrieval processes and analysis),
human issues (resistance to adoption) and the complex nature of BI.
This qualitative study investigated the adoption of BI systems by end users by

considering the work environment and user empowerment as suggested by Kim
and Gupta [1]. Data was gathered using semi-structured interviews considering
both aspects of the work environment and user empowerment.
The findings of the study suggested that a strong bureaucratic culture and

strict safety regulatory requirements inhibits job autonomy. Job autonomy in
return has a negative impact on the willingness of end users to create their own
BI reports. Poor management support and a lack of training in the utilisation of
BI systems furthermore make it difficult for the ageing workforce to use all the
advanced features of the BI systems and capabilities. Finally, end users felt a
lack of empowerment to make business decisions and therefor lack motivation
to use the system.

Keywords: BI systems � Mining � User empowerment � Work environment

1 Introduction

One of the many goals of a business is to seek profit through offering a market-leading
product or service that yields profitable returns for shareholders, which in turn provides
continuity and growth to a company [2]. Management is responsible for directing and
making strategic decisions that will see an organisation operate in the most efficient and
effective manner. On a daily basis, managers face a variety of challenges such as:
leadership adjustment, talent management, technology, organisational culture and
decision making [3]. Despite these daily challenges, managers need to constantly
explore ways of improving the organisation’s performance. Business Intelligence
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(BI) systems aims to assist management on challenges such as decision making, by
providing timeous, accurate and reliable means of making informed decisions and
predictions about the future [4]. The right strategic decisions can differentiate a product
or service from its rivals, thus, increasing market share and competitiveness.

BI refers to the combination of operational data (which is usually raw data), pro-
cesses, systems and applications to give business leaders competitive information that
is crucial for decision making [5, 6]. BI helps executives to be more proactive by
analysing the past to improve the future. It is predicted that by the year 2021, the
growth of modern BI will double when compared to its mainstream counterparts, and
that it will deliver greater business value [7]. However, organisations fail to achieve a
return on their BI system implementation investments [1, 8–10].

Although organisations invest in BI for its recognised benefits, the actual realisation
of BI benefits lies in the effective use of BI systems [11]. Service oriented BI has
brought about new social and cognitive challenges such as the abandonment or sub-
utilisation of the BI System [10]. Other challenges such as complex system imple-
mentation (due to multiple data source systems and multiple data owners for example),
lack of alignment with business strategy and the absence of a clear project objective all
contribute to the complexity of BI projects [10, 12, 13]. One way of addressing these
challenges are to focus on BI system utilisation [10].

An end user’s adoption and subsequent satisfaction to utilise a system has a direct
impact on the benefits obtained from the system implemented [4]. This study focus on
the factors that influence the adoption of BI systems by end users in the mining industry
in South Africa (SA). Research on the successful adoption of BI systems in a SA
context is emerging (see Sect. 2) and this paper aims to contribute to that body of
literature.

The research question is “How does end users influence the adoption of BI sys-
tems”, particularly focusing on the impact of the user workplace environment, the
attitude of end users towards the BI system and the willingness of users to utilise the BI
system.

The paper outline is as follow: the first section considers current BI system utili-
sation success factors in SA context, the relationship between BI system adoption and
end user satisfaction and subsequently BI system usage as a measure of BI system
adoption. The research approach followed is presented in Sect. 4 followed by the
discussion of the findings in Sect. 5. Sections 6 and 7 presents the conclusion and
recommendations.

2 BI System Utilisation and Success in a South African
Context

How BI systems are used in an organisation is dependent on the objectives each
organisation aims to achieve [14]. BI systems are mainly used to analyse organisational
data that is generated from operational activities for the customer relations purposes,
process monitoring [15] and strategic purposes, to determine threats through the
analyses of internal and external environments [16].
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Dawson and Belle [17] conducted a study to understand the critical success factors
(CSFs) most important to financial services in SA. Their study revealed that the most
important CSFs were committed management support, business vision, user involve-
ment and data quality. Eybers and Giannakopoulos [18] also looked at the CSFs South
African organisations can use to improve their chances of BI project success by looking
at different organisations. The results indicated that CSFs in BI implementations are
somewhat generic. Organisational factors, project related factors, technical factors and
environmental factors were the categories found in both academic literature and in
responses from the interviewees [18]. An additional category was identified as “ex-
ternal factors”, possibly indicating that some CSFs are industry specific [18]. Nkuna’s
[19] research was focused on the utilisation of a BI system as a key factor of BI system
success. The findings suggested that perceived usefulness of a BI system will positively
affect the intention to use a system, whilst perceived ease of use has a positive effect on
perceived usefulness but has no influence on intention to use the BI system. Serumaga-
zake [4] reported that user satisfaction played a mediating role between system and
service quality with net benefits whilst information quality had no significant influence
on perceived net benefits.

3 BI System Adoption and User Satisfaction

User satisfaction, as a result of end user system adoption contribute to the success of BI
systems. User satisfaction, which is defined as: “an affective attitude towards a specific
computer application by someone who interacts with the application directly” [11].
This measure is a subjective measure based on the BI user’s perception of the BI
system used, which can be influenced by a vast number of variables [5]. End user
computing satisfaction (EUCS) is a five-factor measuring instrument developed by
Doll and Torkzadeh (1988) cited in [11]. Its purpose is to measure satisfaction within
the end user computing environment; however, [11] believes that the instrument can
also be used to evaluate BI systems. The five factors of EUCS are; Content, accuracy,
format, ease of use and timelines (Doll and Torkzadeh 1988) cited in [11]. These
factors are important for management and stakeholders of BI systems as it contributes
to a positive computing satisfaction.

Panahi [20] posited that user satisfaction is a factor of technological BI capabilities
(i.e. data quality, functionality, access and flexibility), as well as organisational BI
capabilities (i.e. comprehensive training, quality of support and the type of use). In
Panahi’s [20] research it was shown that the higher the technological factors are, the
higher the user satisfaction was likely to be. This means that, for a BI implementation
to be successful, the data, accessibility, functionality and flexibility need to be of
highest quality. In addition to this finding, organisational BI capabilities also proved to
be very significant in determining user satisfaction, thus BI success. Similarly,
Serumaga-zake [4] findings also report system quality (i.e. availability, ease of use,
accessibility, stability) and service quality (i.e. assurance, responsiveness and knowl-
edge) as important factors to user satisfaction and BI success.
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Isik et al. [5] refer to five BI satisfaction measures based on the BI system used, to
evaluate BI success. These five measures are; user friendliness, timeous and precise
decision making support and lastly the overall satisfaction of BI system users. The
usage of the BI system, due its importance, is further explored in the next section.

3.1 BI Usage as a Measure of BI System Success

Between 10% and 20% of BI projects are abandoned or the implemented system is not
utilized as intended. [10]. This highlights the importance to measure BI usage in order
to determine BI success.

BI systems hold quality information that assists decision makers with insightful
information that they can use for decision making. The measurement of the type of BI
use (i.e. frequency or intensity of use) is therefore an important measure as it measures
the realisation of meaningful use, which has a direct impact on productivity and success
[21]. BI usage therefore has a direct impact on the ability to make decisions [21].

Jones and Straub [22] measured BI usage by considering six areas, namely; fre-
quency of use, duration of use, extent of use, decision to use (use or not use), vol-
untariness of use (voluntary or mandatory), features used, and task supported.
Similarly, Lee et al. (2003, cited in [11]) proposed four measures of system usage as;
frequency of use, amount of time spent using the BI system, the actual number of times
the system was used and diversity of usage. The study postulated that, if the system is
used for a longer period of time, by a large number of users for various reasons of
meaningful usage, the BI system is considered to be successful.

A number of frameworks/models have been published in academic literature
investigating the influence of system end users on the adoption of BI systems. These
include the BI system success model (Hackney et al. 2012), BI system success model
[4], CSF framework for implementation of a BI system [12], Business Intelligence
Extended Use (BIEU) model [21] and User Empowerment approach to IS Infusion [1].

The User Empowerment approach to Information System (IS) Infusion by Kim and
Gupta [1] was selected as the theoretical underpinning for the study based on the strong
focus on the system user. Although it focuses on IS, BI is perceived as a subset of IS
and in many cases BI faces the same challenges as IS [8]. The model, as illustrated in
Fig. 1, does not focus on technological factors or the external macro environmental
characteristics but rather social aspects of IS system adoption. Due to space limitations,
this paper will only report on the work environment and the user empowerment aspects.

The work environment aspect refers to the importance of the work environment in
the psychological empowerment of end users toward the adoption of IS systems. This
view is similar to the social cognitive theory as described by [4] which states that there
is an interaction between human behavior and the environment. The approach suggests
that the design of the work environment has an influence on a Business intelligence
user’s psychological empowerment. This framework focuses primarily on Information
system (IS) users and not the general employees [1]. Perceived fit, job autonomy and
climate for achievement are the main factors that influences an end users’ view on work
environment [1].
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User empowerment is based on the theory of psychological empowerment as
postulated by [23]. The user empowerment section contains four ‘cognitions’ or end
user perceptions that influence an individual’s character namely competence (CMP),
impact (IMP), meaningfulness (MNG) and finally choice or self-determination
(SDT) [1]. Each of these factors will be discussed further in section five.

4 Research Approach and Data Collection

The primary objective of this research is to investigate the influence of end user system
adoption of BI systems in a mining firm in South Africa. Based on the objective, the
study explores the “subjective views” of different BI users and are therefore qualitative
in nature. This approach will allow the researcher to explore and to gain new insights as
to how end user adoption influence BI implementations in an organisation.

Company X has two operating mining plants in the Northern Cape Province, South
Africa. The mining operations are approximately 150 km apart. These mines are both
open pit iron-ore mines.

The research focused on respondents from the Business Improvement department,
Human Resources (HR) departments located at the two mines as well as the Head
Office. Within each department, different levels of employees were targeted, including
senior managerial level employees, HR and Business Improvement practitioners,
general end users, business analysts. This diverse sample population represented the
views of employees in their respective departments and locations. These two depart-
ments were an area of interest because in the past, they had implemented a number of
BI projects in an effort to analyse and improve the productivity in the mine. A total of
30 participants were asked to participate in the research whilst 20 participants gave
their consent.

Semi-structured interviews were conducted using the user empowerment approach
to IS infusion [1] to cover various aspects of end user system adoption. The interview
template consisted of three sections. The first section focused on soliciting demo-
graphic information of the interviewees. The second section aimed at understanding the
work environment of the BI users. The third section of the interview focused on
personal behaviors and attributes that influence BI system use.

Fig. 1. A user empowerment approach to information systems infusion [1]
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After the construction of the interview template, a pre-test was conducted to test the
appropriateness of questions and perform quality control. Two colleagues from the
researcher’s IT department completed the interview template during this process where
after minor amendments were made.

The interview template was emailed to employees who were unable to attend face-
to-face interviews. Due to geographic constraints, telephonic interviews were also
conducted.

5 Discussion of Findings

The discussion section follows the outline of the user empowerment approach to
information systems infusion [1] and include the work environment and user
environment.

5.1 Work Environment

The work environment is influenced by the perceived fit of the technology to the task,
the degree of job autonomy and the climate of achievement [1]. Each of these factors
will be discussed in turn.

Perceived Fit of the BI System. The perceived fit between an application and the
needs of the end user include the extent to which the system caters for basic end user
needs as well as the provision of knowledge that can be actioned by a novice or expert
user [1]. According to the findings, 50% of the respondents believe the BI system, in
particular the systems are not integrated into their daily job tasks. 35% of users have a
neutral feeling towards the BI system. 15% of the employees believe the BI systems fit
fairly well into their daily tasks. Despite the neutral feeling towards the system, end
users are optimistic towards the capabilities of the system. They believe the BI system
compliments some of their work tasks. This was similar to findings in a study con-
ducted by Nkuna [19] that there is a relationship between the perceived ease of use of
systems and their perception of the system being suitable or appropriate for completing
tasks. The job the users do have a great influence on whether employees find the system
fitting or not. Employees working in the Business Improvement department stated that
they felt the system fitted well in their work environment. This is mainly due to the
nature of their work which include the ongoing task of finding ways to improve the
business. Respondent 5 explained: “We use the control charts in our daily caucuses to
discuss previous performances and plans for the day”.

HR employees on the other hand have a range of feelings on the system’s fit to
work. Most of the respondents felt that their BI system did not fit their job. The essence
of this view is captured through respondent 16’s response: “I have to use my free time
during lunch or after work if I want to use the tool”. In support of the above view,
Respondent 12 stated that: “I don’t often use it. The reports on the tool do not support
my work”.
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In summary, the findings are:

• Using BI systems to support decision making is a fairly new process at the Mine.
The importance of user oriented change management in new BI systems is
acknowledged as a critical success factor of BI implementations by Eybers and
Hattingh [24].

• 50% of the employees believe the BI systems does not fit well into their daily tasks,
35% of the employees perceive that the BI systems fits well into their daily tasks and
15% of the employees believe the BI systems fit fairly well into their daily tasks.

Job Autonomy. Kim and Gupta [1] hypothesize that job autonomy is another work
environment factor that has a significant effect on user empowerment. The outcomes of
the job are dependent on an individual’s drive or initiatives rather than on instructions
[1]. Job autonomy creates a care around a job which then enhances an individual’s
motivational disposition to use a system [1]. Based on this, the interviewees were then
questioned about the BI system and whether or not they felt the system gave them the
independence and freedom to conduct work on their own conditions.

Most of the respondents’ views suggest that the nature of the Mine is not a con-
ducive environment for job autonomy. Furthermore, respondents cited that their work
was set around production targets and standard working procedures which makes job
autonomy difficult. This view is captured Respondent 10: “Most of the work we do is
guided by standard work procedures. There are steps we have to follow to conduct
work and we can’t deviate from as that can put us at a health risk”.

Emphasis on the lack of job autonomy, Respondent 9 stated: “Guided by daily
production targets therefore it is difficult to set own targets”.

In summary, the findings are:

• In both the HR and the Business Improvement departments, employees felt that the
mine’s organizational structure does not allow for job freedom due to predefined set
targets.

• Supervisors monitor employee performance and ensure targets are met which
inhibits BI system users to make their own decisions.

• Legislation are strictly enforced by the Department of Mineral Resources through
the Safety Act in SA. The act specify certain how certain tasks should be completed
and therefore makes it difficult for job independence or freedom to perform work.

• Predefined BI reports prohibit the user to define their own reports.

Climate for Achievement. Climate for achievement is a social structure that provides
a frame of reference for individuals’ perceptions about the work environment [1]. It is
the foundation of attitudes and beliefs and it informs the user on what is important and
what is not. Interviewees were questioned about the BI system and whether or not they
felt the system provided them with a platform to achieve more. The objective was to
also understand if the mine had established ways of encouraging a culture of excellence
and of achievement. Respondent 3 stated: “The organisation does not really recognise
us for using the tool”. This was supported by Respondent 1 who indicated that they are
unsure of the BI system capabilities: “We do not know the capabilities of the BI system.
We are not sure what it can do”.
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Employees have a need to achieve more but the organisation is not empowering
them with the correct skillsets to achieve more. This is encapsulated in the following
response by Respondent 6: “I think I can do more with the system, but I am not sure”.

The following provide a summary of the findings:

• The BI users generally have a high appetite for achievement.
• Majority of BI users have basic BI skills, this makes it difficult to explore more of

the system’s functionality.
• There is a need to create an environment where employees feel empowered.
• Lack of senior management’s support in using the system negatively affects the

utilisation of the BI systems and technologies. Management support is crucial
towards achieving a successful BI implementation [24, 25].

5.2 User Empowerment

User empowerment is a social construct that examines an individual’s motivational
orientation in relation to their work [1]. Motivation enables individuals to conduct work
more effectively to improve work performances [1]. It is important for this research to
examine the antecedents of user empowerment (competence, impact, meaningfulness
and self-determination) and their influence on BI use. Each of these will be discussed in
turn.

Competency of the User. Competence relates to self-efficacy. It is the degree of self-
belief an individual has towards their own capabilities to effectively conduct tasks [23].
Most of the respondents believed that they were competent in conducting their jobs.
They believe they have the adequate capabilities to effectively deliver work. Regarding
their competency with the BI system, the respondents believed that their poor skill
levels hindered their competency. They believe that their competency improved when
they took an initiative to learn more (i.e. climate to achieve). Respondent 18 stated: “I
had no formal training. I am self-taught. The more I use the system the more I learn
more about it.”

It was observed that users who have a climate to achieve are more competent than
those with a lower climate to achieve. Training plays a pivotal role in improving
employee competency. Trained users felt comfortable with the system and more
competent. In support of this, Respondent 2 stated: “We just started receiving training
on using the system and now I am a bit confident”.

As a result of the feedback received from respondents the following findings could
be synthesized, similar to critical success factors identified by Eybers and Hattingh
[24]:

• Employees believe that they are competent in conducting their work.
• Employees believe that their competency level will be reduced if they use the BI

system.
• Employees believe that BI system training will improve their competency levels.
• Employees have limited basic skills to create their own reports.
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Impact of System Usage. This antecedent to user empowerment reflects an individ-
ual’s level of influence on work outcomes based on system use [1, 23]. In order to
understand the BI system users’ views on the impact of the system, the interviewees
were questioned about their views on the impact they have on the organisation/
respective departments, including the impact of using the BI system.

The results showed that users with great levels of influence are senior managers or
supervisors. This is expected as they hold managerial roles. Management uses BI
reports to make quick operational decisions. The high level of influence is attributed to
that fact that they, as managers, are accountable for achieving production targets.
Respondents from both HR and Business Improvement departments shared the same
views that, the results produced by BI systems influences their actions. A Business
Improvement respondent stated that: “For short interval controls, the system results
influence strategic actions”. (Respondent 5)

Similarly, an HR respondent stated:“For HR reports such as absenteeism, the
results influence strategic actions”. (Respondent 16)

In contrast, non-managerial employees believed they have a low influence on how
work objectives can be achieved. Respondent 20 suggested:“We can give suggestions
to the supervisor”, whilst Respondent 14 felt: “Do not have the power to influence
operation”. The following findings could be synthesized:

• Senior managers or supervisors have a great level of influence.
• Lower level employees believe they have less influence on how work objectives can

be achieved.

Meaningfulness of the System. Meaningfulness refers to the value a task has to an
individual’s personal development plans i.e. the level at which the tasks completed by
an employee contribute towards their individual own goals, standards and beliefs [23].
The level of meaningfulness will affect the employee’s determination thus influencing
their motivation [26]. It relates to the harmonious relationship between the BI user’s
values/standards and the BI system’s values [1]. In order to understand the BI users’
orientation regarding meaning, the interviewees were questioned about the meaning-
fulness of regarding the BI system.

Some of the respondents felt that the system added some form of value. They
believe in the system’s objectives and aims. Although some respondents use the system
only when needed, they still believe in the capabilities and values of the BI system. The
respondents felt the system’s objectives were aligned to their own values and standards.
Those who just started using the system or those who knew little of the system still
believed the system is an enabler and will influence them positively especially when the
system is aligned to business requirements. This is evident in Respondent 2’ statement:
“We just started using the system but believe it will assist us.”

A system that does not meet business requirements does not add value to its end
users. It is therefore important that the views and requirements of end users are adhered
to. The realisation of user requirements through the system’s functionality creates value
to its users. Respondent 5 supported this by stating: “Our department defined the
requirements, so it does bring a lot of value”. One user indicated a reluctance to change
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from old legacy solutions to using new BI systems. Users who have spent years
building a solution using MS Excel are committed to and trust their own “systems”.

The following findings could be synthesized:

• The business intelligence system can contribute to achieving business value. In
areas where legacy systems are used, the value of the new BI system is
compromised.

• Business value is achieved if reporting requirements are met and the system inte-
grated into their daily work.

Self-determination. Self-determination relates to an individual’s sense of choice [1,
26]. A lack of power to make choices gives employees a sense of autocratic leadership
which they tend to be negative towards, this then leads to tensions and a decrease in
self-esteem [26]. The interviewees were questioned about the choices they have when
using the BI system. As seen with the results from analysing job autonomy in the
previous section, users of the BI system believe they do not have much choice when it
comes to deciding on their work tasks and schedules.

It is due to aspects such as committing to production targets, adhering to standard
work procedures, mine safety controls, planned routine work and vertical organisa-
tional structures that make it difficult for employees to plan their own work schedules
and deliverables. According to the respondents, self-determination is negatively
influenced by routine work, standard operating procedures, organisational structures
and target oriented tasks. Respondent 9 stated: “I am guided by daily production
targets therefore it is difficult to set my own targets” confirmed by Respondent 10 who
stated: “Most of the work we do is guided by standard work procedures. There are
steps we have to follow to conduct work”. In summary, it can be concluded that BI
users generally not empowered to take and be held responsible for business actions.

6 Conclusion

The study’s findings identified numerous factors affecting the adoption of the BI system
at a mining organisation. Factors related to the work environment suggests that the
availability of a BI system that supports decision making is a fairly new concept at the
mine. The user’s perception of the BI system’s ability to support their daily tasks were
inconclusive. However, the majority of participants believed that the availability of data
in the BI system could support them in performing daily tasks. The strong bureaucratic
culture and nature of the mining work environment inhibits job autonomy. The envi-
ronment is characterized by prescheduled tasks based on achieving clear set targets
carefully managed by supervisors. The industry is furthermore regulated by prescrip-
tive legislation which requires the creation of pre-defined reports for BI users leaving
little room for the development of customized reports. The culture of the mining
environment influences the climate for achievement. Although BI users have a high
appetite for achievement their basic BI system skills inhibit them from achieving more
using the BI systems. This is furthermore negatively influenced by the lack of senior
management to acknowledge the benefits of using the BI systems.
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The BI users in general were not empowered to utilise the BI system to its full
potential. Factors pertaining to user empowerment suggested that BI users were gen-
erally not trained, and therefore didn’t use, the advanced capabilities of BI systems and
technologies. Even if they do get BI system training, study participants felt that they are
not empowered to make business decisions.

7 Recommendations

The following recommendations are made: to improve BI implementations at the mine:

• Upskill workforce. The organization currently employ a relative older generation
(above 40 years of age). These workers need to be trained in using specialized
systems and technologies as part of BI systems.

• Create awareness. The mine needs to invest time and financial resources to create
awareness of the availability, objectives and capabilities of BI systems.

• Management support. Mine managers, union leaders and supervisors should support
the utilisation of BI systems and should set an example for using the BI systems.

• Suitable system for the task: Implement BI solutions in areas that can have a
positive, visible impact on organisational performance.
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Abstract. In this paper, we highlight how the value of data accumulates
through the stages in a value chain. We introduce a Big data value chain where
the value adding stages are decoupled from the technological requirements of
data processing. We argue that through viewing the stages of value accumula-
tion, it is possible to identify such challenges in dealing with Big Data that
cannot be mitigated through technological developments. Our proposed Big
Data value chain consists of eight stages that we subsequently cluster into three
main phases, namely sourcing, warehousing and analyzing. In scrutinizing these
three phases we suggest that the technologically immitigable challenges in
sourcing relate to the veracity of data, and the challenges in warehousing con-
cern ownership and power distribution. Finally, in the phase of analyzing the
problems are manifold, including the black boxed nature of the algorithms, the
problematics of standards of desirability, and the mandatory trade-offs. Our
discursive article contributes to the literature discussing the value, utility and
implications of Big Data.

Keywords: Big Data � Value chain � Big Data value chain �
Big Data challenges � Data strategy

1 Introduction

According to a popular, yet highly controversial saying, data – especially the Big Data
– is the new oil. However, while the analogue has its merits in terms of the value
potential of Big Data for contemporary businesses, a deeper scrutiny of the analogue
reveals certain discrepancies that can be used to explore the value chain and challenges
of Big Data. For example, unlike oil, Big Data streams from seemingly unlimited
sources, and as such, is to quite an extent continuously renewable. Second, unlike raw
oil, raw data has no such consistent constitution, which would always yield value when
refined [1) – a big portion of the raw data is merely useless. And thirdly, raw data has
not emerged as a result of evolutionary processes guided by the immutable laws of
nature, but is a creation of intentional and unintentional human agency, guided by the
exactly same haphazardness that accompanies all human activities.
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These simple insights lead towards the focal discussion of this article. We map out
the value chain of Big Data and identify the keychallenges associated with each stage
of the value chain. We specifically focus on challenges that are particularly difficult to
overcome with solely technological means. For example, the increasing sophistication
of data processing algorithms notwithstanding, datafication of the entities from the
physical, and particularly from the subjective realmsis prone to various errors and
inaccuracies. Addressing these challenges essentially requires human judgement along
the process of reaping the benefits of Big Data.

Far from being an unanimously defined concept [2], there is however an under-
standing of what types of contents the label ‘Big Data’ contains. The constitution of
Big Data includes not only the traditional type of alphanumerical and relatively
homogenous pre-categorized data found in institutional databases, but also the
transsemiotic (images, sounds, scents, movements, digital action tokens, temperature,
humidity to name a few) and highly heterogeneous data that is not categorized prior to
its harvesting [3–7]. This latter type of data is sourced through sensor technology, from
the intentional and unintentional interactions between humans and machines, from the
surveillance systems, and from the automated digital transaction traces [2, 8–14]. As a
result, of the increasing prowess of sourcing the data (i.e. datafication) and the equally
increasing and cheapening computational capacity, the accumulation of data is extre-
mely rapid, also resulting in the continuous change in its constitution. In short, Big
Data is a constantly growing and changing nebulous and amorphous mass.

However, while the mass of existing Big Data is impossible to delineate, viewing
the phenomenon from the perspective of its anticipated utility reveals a value chain
spanning from datafication to potential business value creation. In this article, we
identify eight stages of the value chain, discussed in more detail later, but named here
as datafication, digitizing, connectivity, storage, categorizing, patterning, cross-analysis
and personalization. Indeed, there are other proposals for the Big Data value chain [15],
however, most of the existing value chain proposals delineate diverse technological
stages required in rendering data useful. In this paper, we delineate the stages according
to the increase in the value of the data, meaning that some of the stages include several
technologies, and some technologies span more than one stage. In short, we decouple
the technological requirements of processing data from the value adding activities in
refining data.

The research question of this paper is twofold: (i) what types of challenges exist in
different stages of the Big Data value chain, and (ii) which of these challenges are
particularly difficult to mitigate without human-based intelligence and judgement? In
order to explore these questions, the remainder of the article flows through first delving
the eight stages and clustering them into three main phases to identify the relevant
accompanying challenges, towards the conclusion listing the contributions, limitations
and future research possibilities.
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2 Big Data Value Chain

The process of obtaining insights from Big Data can be divided into three main stages,
namely sourcing, warehousing, and analyzing data [16–18]. These stages have been
rearranged and complemented, for example resulting in the stages of data acquisition,
data analysis, data curation, data storage, and data usage [15]. These typologies are
delineated from the perspective of technology, through clustering the stages along the
technological requirements, a useful approach when the focus is on the side of tech-
nological developments needed for realizing the potential value of Big Data.

However, if we shift the focus beyond technology and zoom in to the actual value
adding processes, the technology-driven boundaries do not match the boundaries
between the stages of value add. Therefore, we propose another conceptualization of
the Big Data value chain, where each of the stages differs from its neighbors in terms of
its value accumulation potential. Our approach further divides the established three
main stages and consists of the stages of datafication, digitizing, connectivity, storage,
categorizing, patterning, cross-analysis and personalization, introduced next.

Datafication. The emergence of the phenomenon of Big Data is underpinned by the
developments in technologies that enable datafying different types of entities. For
example, the developments in the sensor technology have enabled producing data
about movements, humidity, location, sounds, composition or smell to name a few [1].
On the other hand, the diffusion of digital devices and the accompanying increase in
human-computer interaction is making it possible to deduce and produce data about the
subjective preferences of the individuals, based on the traces of these interactions [2,
19–22]. These developments in the technologies enabling myriad forms of datafication
are the core source of Big Data, and the first fundamental building block of the Big
Data value chain.

Digitizing. As data is created from entities of a wide variety of ontological natures,
capturing the data through analog technologies resulted in various data types, each
requiring their own processing technologies. When all data is digitized, made into
binary digits of zeroes and ones, in theory any machine capable of processing bits
could process the data [23, 24] though in practice this is not yet the case. In terms of
Big Data, the major value creating step is the homogenization of the data from the
diverse sources, because it creates the foundation for cross-analyzing and -referencing
data sets originating from very diverse sources.

Connectivity. Even if we had homogenous data from a variety of phenomena, without
the capability to connect that data, each individual parcel of data would be relatively
useless. However, with the emergence of the TCP/IP protocol and internet mandating
how the data should be packaged, addressed, transmitted, routed and received, and the
developments in the communications technologies, the uniform data from a diversity of
sources can be transmitted somewhere to be pooled and accessed. The technologies
enabling this are multiple and continuously developing. However, the value add
transcends the technologies: while there are imperfections in the complex communi-
cations technologies and even in the very design of the internet [25], the idea of
connectivity is a major value add by itself.
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Storage. Even though digital data exists only in the form of zeroes and ones, it is not
without a physical representation – quite the contrary, as storing the masses of data
require hardware that enable accessing and processing the pooled homogenous data.
The developments in the computational power and the cheapening of the storage
capacity is critical for this value adding stage. However, the value itself emerges from
the existence of these pools of data, which enables processing together data from the
variety of sources. The technological solutions of data centers, data warehouses and
data lakes are complex, however as with the stage of connectivity, the value add
emerges from the mere possibility of having the data mass stored in pools fed and
accessed from diverse points of entry [15].

Categorizing. Unlike data in the traditional data sources, one of the defining features of
Big Data is its automated and autonomous accumulation, which in other words means
that the data is not categorized on the way in [7]. Instead, any sense making of the vast
data masses must begin – or at least be guided by – designing mechanisms and
principles based on which the data can be categorized. This value adding stage of
categorizing is the stage where the end use of the data needs to be accounted for,
because of the generative nature of data [26]: not only can the data be categorized in
many ways, but the same data may yield different utility depending on the context of its
use [27]. This is the stage where the algorithms are essential. Due to the volume,
variety, and velocity of data, human computational capabilities are insufficient for
processing. Therefore, algorithmic processing capabilities are needed [3, 10, 28–30].

Patterning. The importance of the algorithms increases towards the end of the value
chain. At the stage of patterning, the task is to identify patterns from the categorized
masses of data. The patterns constitute the first stage in the value chain possessing to
identify business value potential. Due to the volume and variety of the data, it is
possible to identify patterns that may be invisible in smaller (in scope or quantity) data
sets [31]. As an example, the customer behavior from CRM systems can be patterned to
better understand the behavior of certain customer group.

Cross-analysis. Even more valuable than identifying novel patterns, is the ability to
cross-analyze diverse patterns to seek correlations – for example through cross-
analysing the data patterns of customer behavior against the patterns from marketing
campaigns. Most of the current data use cases are grounded on this stage of data utility
[13], which excels in creating generalized knowledge about a wide variety of phe-
nomena. For example, through cross-analyzing the data from traffic accidents and
driver demography, it is possible to find correlations between the age and gender of the
drivers and accidents. This value adding stage also enables increasingly efficient cus-
tomer segmentation for example in social media marketing. If certain preferences and
demographic features are correlated, an offering can be marketed to the exact
demography.

Personalization. The most value potential of Big Data is embedded in the final stage,
namely personalization, which means that the data can be used for behavioral pre-
dictions [32, 33]. This value adding capability is built on first having such cross-
analyzed patterns that reveal correlations, and then analyzing the behavioral datafied
history of an individual against those correlations [2, 20]. Continuing the example in
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the previous stage, here the increase in value emerges from the possibility of harvesting
the information of the driving behavior of an individual, and cross-analyzing that
personal history with such generalized driving behavior patterns that correlate with an
increase in accidents. Also, in terms of targeted marketing, at this stage it is possible to
deduce the preferences on the level of the individual, based on the traces left in human-
device interactions, and to personalize the offerings accordingly [19].

3 Challenges in the Big Data Value Chain

As our focus is on identifying such challenges that are particularly difficult to overcome
through technological developments alone, we will not offer a comprehensive view on
the current state-of-the-art in any of the underlying technologies. In other words, the
boundary between what can and cannot be solved through technological developments
is blurred and bound to a specific point of time.

The next subchapters cluster the aforementioned value chain into three phases
familiar in other data value chain approaches, the first of which we refer to as sourcing
to encompass datafication and digitizing, to be followed with warehousing consisting
of connectivity and storage, and finally analyzing, covering the stages from catego-
rization and patterning to cross-analyzing and personalization. Table 1 summarizes the
discussion.

Table 1. Challenges in the Big Data value chain

Stage in the big data
value chain

Cluster Challenges

Datafication Sourcing Veracity
Digitizing
Connectivity Warehousing Ownership, power distribution
Storage
Categorizing Analyzing Black boxes, standards of desirability
Patterning
Cross-analysis Trade-

offs
Privacy vs personalization
Convenience vs independence

Personalization Collective safety vs individual
freedom
Data security vs machine learning
optimization
Ease of outcomes vs validity of
process
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3.1 Challenges in Sourcing: Veracity

The validity of the end results of any data refining processes is dependent on the
validity of the source data, and unlike with oil, the quality of the raw data varies vastly
[1]. First, in digitizing existing data sets, the imperfections, biases, unintended gaps and
intentional results of human curation of data also end up in the mass of Big Data [34].
In other words, such data that originates from times preceding the digital age, the acts
of datafying and storing that data required a lot of work, which means that only a small
part of all relevant data ended up in a form that yields itself to digitizing.

In a more limited scale, this applies also to such data that does exist in the tradi-
tional databases. Due to the costs embedded in storing data with pre-digital means, the
databases hold pre-prioritized, pre-categorized data that someone has chosen at some
stage to store. This means that such queries that require accounting for historical data
can never be quite accurate, because most of what has been gone without a retro-
spectively datafiable trace, and the rest is already curated and thus subjected to human
biases and heuristics [9]. This problem is referred to as veracity [35], which means
coping with the biases, doubts, imprecision, fabrications, messiness and misplaced
evidence in the data. As a result, the aim of measuring veracity is to evaluate the
accuracy of data and its potential use for analysis [36].

However, the older databases are only one source of data, and the issue of veracity
is not limited to it. Another source, the interactions between humans and digital devices
[for example in using the mobile phones, browsing the internet or engaging in social
media) is a vast torrent of data. Only Facebook generates more than 500 terabytes of
data per day. The sheer volume and variability of such data presents its own problems
in terms of technological requirements; however, the veracity of that data is even more
problematic. As illustrated by Sivarajah, Irani, and Weerakkody [37] data from human-
to-human online social interaction is essentially heterogenous and unclear in nature.
Furthermore, malicious tools or codes can be used to continuously click on the
performance-based ads creating fake data. There are bots that create traces mimicking
human behavior. In addition, individuals vary in the level of truthfulness of their
traceable activities. Part of the problems of veracity stem from the intentional human
actions, which can be biased, misleading, and overall random. Furthermore, the sam-
ples of population participating in online interactions is skewed – not to even mention
the geographical discrepancies emerging from the varying levels of technological
penetration around the globe [1].

In turn, the data from the sensor technologies, surveillance systems and digital
transaction traces does not suffer from similar biases such as intentional human actions.
However, these sources have their own veracity issues. As the processes are automated,
and not a priori prioritized, a portion of that data is irrelevant and useless. This chal-
lenge relates to cleaning data, i.e. extracting useful data from a collected pool of
unstructured data. Proponents of Big Data analytics highlight that particularly devel-
oping more efficient and sophisticated approaches to mine and clean data can signifi-
cantly contribute to the potential impact and ultimately value that can be created
through utilizing big data [3]. At the same time, however, developing the tools and
methods to extract meaningful data is considered an ongoing challenge [27].
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The problem of veracity is partially mitigable through technological developments.
With the development of data cleaning and mining technologies, it becomes easier to
filter the vast data masses to extract the valuable nuggets. However, the inaccuracies
resulting from the imperfect older data sources and the haphazardness of human action
are fundamentally immitigable.

3.2 Challenges in Warehousing: Ownership and Power

The primary problems in connectivity and storage relate to technologies enabling the
transmission, storing and accessing the vast data masses. However, not all problems are
even in these stages solvable through technological progress. Scrutinizing data security
highlights the issue, as it is only partially a technological question.

As argued by Krishnamurthy and Desouza [38], companies and organizations are
facing challenges in managing privacy issues, thus hindering organizations in moving
forward in their efforts towards leveraging big data. For example, smart cities, where
collected data from sensors about people’s activities can be accessed by various
governmental and non-governmental actors [39]. Furthermore, the distributed nature of
big data leads to specific challenges in terms of intrusion [40] and thus may lead to
challenges to various threats such as attacks [41] and malware [42].

However, underpinning these data security capabilities is the question of data
ownership. As Zuboff (2015) notes, one of the predominant features in digitalization is
the lack of the possibility to not to opt-in as a data source – as the everyday life of an
individual is embedded in the invisible digital infrastructures [23, 43, 44] the indi-
viduals have little control over the data exhaust being created about them.

The boundaries of ownership and control rights are a serious problem that surpasses
the technological problems of ensuring the data security of specific data sets or
applications. The issue of ownership is ultimately a question of data driven power
distribution: the agents possessing not only the data sourcing capabilities but also the
data sharing resources, are harnessing power to not only create business value but to
have also socio-political influence [45].

3.3 Challenges in Analyzing: Black Boxes, Standards of Desirability
and Tradeoffs

There are two major aspects to algorithms that pave the way for discussing the chal-
lenges, here dubbed as standards of desirability and black boxes. Firstly, the algorithms
cannot come up with priorities or questions by themselves, but humans are needed to
provide them, and secondly, as we need the algorithms because the human computa-
tional capacity cannot deal with the vast masses of digital data, the human computa-
tional capacity cannot follow the algorithmic processes dealing with those masses of
data.

To begin with the problem of standards of desirability [46, 47], any question or task
given to the algorithm to be processed must be underpinned by a set of goals that are to
be reached. However, at any given moment of designing a goal there is no way of
knowing whether that goal is still relevant or preferable at the time of reaching that
goal: both the environmental circumstances and the internal preferences can have
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undergone changes. Especially, considering the generative nature of digital data [26]
and the digital affordances [48], the data itself does not mandate a specific use or
specific questions; instead the utility of the versatile data is dependent of the contextual
fit and quality of the questions guiding the analyzing processes at any given time.
However, as we know from both history and human focused research, we humans are
far from infallible – the quality of questions, or the relevance of them is never guar-
anteed [49–53], which means that this challenge is immitigable through technological
advances.

Secondly, as we cannot follow the algorithmic computational processes, we cannot
detect if there are errors in the processes [34, 54] – ultimately the processes are black
boxes. Furthermore, the black boxed nature of the outcomes does not end at the
revelation of the outcomes of algorithmic processes: the outcomes of patterning and
cross-analysis reveal correlations, and due to the sheer volume of the data masses there
are high possibilities to find significant correlations between any pair of variables. This
means that the identified correlations can be mere noise, unless supported by theoretical
mechanisms(1]: unlike Anderson [55], McAfee et al. [9] claim, the scientists are not
rendered obsolete, however the focal usefulness of scholars shifts from hunting cor-
relations to understanding the underpinning theoretical causalities. The black boxes of
algorithms reveal the black boxes of correlations, leaving it to humans to assess the
relevance and validity of the outcomes.

Thirdly, the algorithmic analysis of Big Data creates such opportunities that require
scrutinizing the accompanying tradeoffs. Newell and Marabelli [28] identify three, and
next we introduce five. The tradeoffs next discussed are privacy-personalization,
convenience-independence, collective security-individual freedom, data security-
machine learning optimization, and ease of outcomes-validity of process.

Privacy vs Personalization. Reaping the benefits from the ultimate stage of the Big
data value chain through providing personalized offerings means that the agent making
the offerings has to have access to personal data – in other words, has to breach the
privacy of the targeted customer to an extent [56, 57]. The ethical valence of this
tradeoff needs to be considered contextually, meaning that there are both cases where
the loss of privacy is easily offset by the benefits resulting from accessing the per-
sonalized service, and cases where the value of the personalized offering does not
justify the breach to privacy [13, 58–60].

Convenience vs Independence. The more convenient it is to rely on a specific tech-
nology, for example the navigation devices and systems in cars and vessels, the more
dependent on that technology one typically becomes. In a corporate use of Big Data
and analytics, the widespread utilization of game analytics has even led into a situation
where not using the technologies in decision-making is being referred to as “flying
blind” and the use of analytics is considered as a necessity by game developers [61].
Taken together, there is an evident tradeoff between convenience and independence
that requires acknowledging.

Collective Safety vs Individual Freedom. Newell and Marabelli [28] share a case where
Facebook was accused for not reacting to a threatening post by a person who carried
out the threat and shot an individual. This example highlights this tradeoff amply: it is
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possible with the help of Big Data and behavioural prediction to anticipate threats to
collective security, however reacting on those threats a priori of incidents limits the
freedom of the individual being detained before having committed anything.

Data Security vs Machine Learning Optimization. The different policies of EU and
China in terms of access to data in developing artificial intelligence highlight this issue
nicely. In Europe the priority is to protect the privacy and data security, which means
that there is less data available for developing machine learning [62]. This results on
the one hand the improved rights of the European citizens and on the other hand slower
progress in developing artificial intelligence. In turn, China is investing heavily in
developing artificial intelligence, for example facial recognition technologies through
utilizing all available data from the ubiquitous mobile applications that billions of
Chinese people use daily [63–65], resulting in less individual level data privacy, but
competitiveness in the AI race.

Ease of Outcomes vs Validity of Process. Traditionally, the value of accounting
information has resided in the transparent and accessible processes through which the
financial information has been gathered and processed. The credibility of the ensuing
financial figures has been built on the validity of these processes. However, with the
increasing use of the automated accounting systems and algorithms, the outcomes are
achieved faster, however through the black boxes of algorithms – the validity of the
process of creating the end results is no longer visible [54]. This is again a choice for
the humans: when and why does the swift outcome have more value, and when and
why is it mandatory to be able to observe the processes?

4 Conclusion

This study was set out to explore (i) what types of challenges exist in different stages of
the Big Data value chain, and (ii) which of these challenges are particularly difficult to
mitigate without human-based intelligence?

By addressing this research question: our paper adds on the literature on the roles
and interplay between algorithmic and human-based intelligence in reaping the benefits
and business value from Big Data [66] with two specific contributions. First, we
present a Big Data value chain decoupled from the technological underpinnings and
grounded on the stages of value accumulation, and secondly, we highlight a set of such
challenges in utilizing Big Data that cannot be mitigated through technological
developments.

We advance the understanding of the value and utility of data by putting forward a
Big Data value chain that consists of eight stages in three clustered phases: sourcing
(datafication and digitizing), warehousing (connectivity and storage) and analyzing
(categorizing, patterning, cross-analyzing and personalization). In the first cluster, the
immitigable challenges reflect the problems of veracity whereas in the second one, the
problems relate to ownership and power distribution. Finally, in the third cluster, the
issues include the black-boxed nature of the algorithms and implications thereof, the
need for standards of desirability, and five tradeoffs that require acknowledging.
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By elaborating on these tradeoffs related to the Big Data value chain, our study adds
on the prior discussions related to data and privacy [2, 56, 57, 59, 60], strategic utility
of data [3, 4, 10, 12] reliability of data [1, 9] and data ownership [45].

Like any other piece of research, this study suffers from a number of limitations that
in turn call for additional research. First, due to its conceptual nature, empirical scrutiny
of our Big Data value chain is a self-evident area for future research. Second, since the
value chain can manifest itself differently across different contexts and under different
contingencies, future research focusing on contextual aspects of Big Data value chain
would be highly insightful [67]. Third, since the stages of the Big Data value chain
often consist activities undertaken various actors, it is relevant to consider how does
trust manifest itself among these actors [68], what kind of business ecosystems and
networks emerge for the utilization of big data, and how different actors strategize their
utilization of big data [69].
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Abstract. Current applications developed for the Internet of Things
(IoT) usually involve the processing of collected data for delivering ana-
lytics and support efficient decision making. The basis for any processing
mechanism is data analysis, usually having as an outcome responses in
various analytics queries defined by end users or applications. However,
as already noted in the respective literature, data analysis cannot be
efficient when missing values are present. The research community has
already proposed various missing data imputation methods paying more
attention of the statistical aspect of the problem. In this paper, we study
the problem and propose a method that combines machine learning and
a consensus scheme. We focus on the clustering of the IoT devices assum-
ing they observe the same phenomenon and report the collected data to
the edge infrastructure. Through a sliding window approach, we try to
detect IoT nodes that report similar contextual values to edge nodes
and base on them to deliver the replacement value for missing data. We
provide the description of our model together with results retrieved by
an extensive set of simulations on top of real data. Our aim is to reveal
the potentials of the proposed scheme and place it in the respective
literature.

Keywords: Internet of things · Edge computing ·
Missing values imputation · Clustering · Consensus

1 Introduction

Modern applications aiming at providing innovative services to end users are
based on the management of responses in analytics queries. Such queries target
to the provision of the results of data analysis that will facilitate knowledge
extraction and efficient decision making. Any processing will be realized on top
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of data collected by various devices or produced by end users. If we focus on the
Internet of Things (IoT), we can detect numerous devices capable of collecting
data and interacting each other to support the aforementioned applications. IoT
devices can send the collected/observed data to the edge infrastructure, then, to
the Cloud for further processing. The envisioned analytics can be provided either
at the Cloud or at the edge of the network to reduce the latency in the provision
of responses. With this architecture, we can support innovative business models
that could create new roads for revenues offering novel applications in close
proximity with end users.

Edge nodes can interact with a set of IoT devices to receive the collected data
and perform the processing that analytics queries demand. IoT devices create
streams of data towards the edge nodes, however, due to various reasons these
streams can be characterized by missing values. Missing values can be a serious
impediment for data analysis [14]. Various methodologies have been proposed for
handling them [11]: data exclusion, missing indicator analysis, mean substitu-
tion, single imputation, multiple imputation techniques, replacement at random,
etc. To the best of our knowledge, the majority of the research efforts mainly
focus on the ‘statistical’ aspect of the problem trying to provide a methodology
for finding the best values to replace the missing one with the assistance of sta-
tistical methodologies. Their aim is to identify the distribution of data under
consideration and produce the replacements.

In this paper, we go a step forward and propose a missing value imputation
method based not only on a statistical model but also on the dynamics of the
environment where IoT devices act. We deliver a technique that deals with the
group of nodes as they are distributed in the space and the temporal aspect of the
data collection actions. When a missing value is present, we rely on the peer IoT
devices located in close proximity to conclude the envisioned replacements. The
proximity is detected not only in relation with the location of the devices but also
in relation with the collected data. We propose the use of a two layered clustering
scheme and a data processing model based on a sliding window approach. The
first clustering process is applied on the IoT devices spatial information while the
second is applied on top of the collected data. Our aim is to identify the devices
reporting similar multidimensional data for the same phenomenon enhanced
by the correlation of each individual dimension in a successive step. We are
able to combine two different techniques, i.e., an unsupervised machine learning
model with a consensus based strategy to conclude the final replacements for
any observed missing value.

The remaining paper is organized as follows. Section 2 reports on the prior
work in the domain while Sect. 3 presents the problem under consideration and
gives insights into our model. Section 4 discusses the proposed solution and pro-
vides formulations and our solution. Section 5 describes our experimental eval-
uation efforts and gives numerical results for outlining the pros and cons of
our model. Finally, in Sect. 6, we conclude our paper by presenting our future
research plans.
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2 Prior Work

Data management in the IoT has received significant attention in recent years.
The interested reader can refer in [9] for a review of the domain. IoT based large
scale data storage in Cloud is studied by [4], where a review of acquisition, man-
agement, processing and mining of IoT big data is also presented. The authors
of [8] discuss a comparison of Edge computing implementations, Fog computing,
cloudlets and mobile Edge computing. The focus is also on a comparative analysis
of the three implementations together with the necessary parameters that affect
nodes communication (e.g., physical proximity, access mediums, context aware-
ness, power consumption, computation time). Data storage and management is
also the focus of [27]. The authors propose a model and a decision making scheme
for storing the data in Cloud. The storage decision is delivered on top of a math-
ematical model that incorporates the view on the available resources and the
cost for storing the envisioned data. Another storage framework is presented by
[17]. The authors deal with structured and unstructured data combining multiple
databases and Hadoop to manage the storage requirements. In [12], the authors
propose a system to facilitate mobile devices and support a set of services at the
Edge of the network. A controller is adopted to add the devices to the available
clusters, thus, the system can have a view on how it can allocate the envisioned
tasks. A storage model enhanced with a blockchain scheme is discussed in [30].
The proposed model aims at increasing the security levels for distributed access
control and data management. In [10], the authors present a scheme for security
management in an IoT data storage system. The proposed scheme incorporates
a data pre-processing task realized at the edge of the network. Time-sensitive
data are stored locally, while non-time-sensitive data are sent to the Cloud back
end infrastructure. Another distributed data storage mechanism is provided by
[35]. The authors propose a multiple factor replacement algorithm to manage
the limited storage resources and data loss.

Missing data imputation is a widely studied subject in multiple application
domains as it is a very important topic for supporting efficient applications.
Moreover, imputation mechanisms can be applied over various types of val-
ues, e.g., over sensory data [16]. The simplest way to impute missing data is
to adopt the mean of values; this technique cannot take into consideration the
variance of data or their correlation [21] being also affected by extreme values.
Hence, research community also focused on other statistical learning techniques
to provide more robust models for missing data substitution. Statistical learn-
ing focuses on the detection of statistical dependencies of the collected data [19],
[36]. One example is the imputation scheme based on Auto-Regressive Integrated
Moving Average and feed forward prediction based method [7]. Any prediction
model builds on top of historical values, thus, researchers have to take into con-
sideration the prediction error and the demand for resources required for storing
all the necessary historical observations. Usually, a sliding window approach is
adopted to manage the most recent measurements, thus, to limit the demand
for increased resources. When corrupted or missing data are identified, the cal-
culated probability distribution is adopted for the final replacement [36]. Other
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efforts deal with the joint distribution on the entire data set. Such efforts assume
a parametric density function (e.g., multivariate normal) on the data given with
estimated parameters [15]. The technique of least squares provides individual
univariate regressions to impute features with missing values on all of the other
dimensions based on the weighted average of the individual predictions [2,25].
Extensions of the least squares method consist of the Predictive-Mean Matching
method (PMM) where replacements are random samples drawn from a set of
observed values close to regression predictions [3] and Support Vector Regression
(SVR) [34]. Apart from linear regression models, other imputation models incor-
porate random forests [32], K-Nearest Neighbors (K-NN) [33], sequential K-NN
[18], singular value decomposition and linear combination of a set of eigenvectors
[22,33] and Bayesian Principal Component Analysis (BPCA) [23,24]. Probabilis-
tic Principal Component Analysis (PPCA) and Mixed Probabilistic Principal
Component Analysis (MPPCA) can be also adopted to impute data [36]. All the
aforementioned techniques try to deal with data that are not linearly correlated
providing a more ‘generic’ model. Formal optimization can be also adopted to
impute missing data with mixed continuous and categorical variables [1]. The
optimization model incorporates various predictive models and can be adapted
for multiple imputations.

It becomes obvious that any data imputation process incorporates uncer-
tainty related to the adopted decisions for substituting absent values. Fuzzy
Logic (FL) and machine learning algorithms can contribute in the management
of uncertainty and the provision of efficient schemes, especially when combined
with other computational intelligence techniques. In [31], the authors proposes
the use of a hybrid method having the Fuzzy C-means (FCM) algorithm com-
bined with a Particle Swarm Optimization (PSO) model and a Support Vector
Machine (SVM). Patterns of missing data are analysed and a matrix based
structure is used to represent them. Other models involve Multi-layer Percep-
trons (MLPs) [26], Self-Organizing Maps (SOMs) [6], and Adaptive Resonance
Theory (ART) [5]. The advantages of using neural networks for this problem are
that they can capture many kinds of relationships and they allow quick and easy
modeling of the environment [20].

In our model, we aim to avoid the use of a scheme that requires a training
process, thus, we target to save time and resources. The proposed approach is
similar to the scheme presented in [19], however, we do not require a training
process to build our model. We focus on the adoption of an unsupervised machine
learning technique combined with a fast consensus model for the delivery of the
replacement of a missing value. We aim to build on top of the spatio-temporal
aspect of the collected data, i.e., the location where they are reported and the
report time. We adopt a sliding window approach and use spatial clusters of the
IoT devices. A second clustering process is realized on top of the collected data
to detect the devices reporting similar information to the edge nodes. Based on
this approach, we can handle a dynamic environment where nodes change their
location. The data correlation between IoT devices is adopted to provide the
basis for our consensus model in the proposed imputation method. Hence, any
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missing value is replaced on top of the ‘opinion’ of the IoT devices having the
same ‘view’ on the phenomenon.

3 Preliminaries

Our scenario involves a set of Edge Nodes (ENs) where a number of IoT devices
are connected to report the collected data. The proposed model aims to support
the behaviour of ENs and provides a model for missing data imputation based on
the data received by all the IoT nodes in the group. Without loss of generality,
we focus on the behaviour of an EN and consider a set N of IoT devices i.e., N =
{n1, n2, . . . , nN}. IoT devices are capable of observing their environment, collect
data and performing simple processing tasks. As their resources are limited, IoT
devices should store only the necessary data. These data are updated while the
remaining are sent to ENs or the Fog/Cloud for further processing. It is worth
noticing that when IoT devices rely on the Fog/Cloud for the processing of data
they enjoy increased latency [28].

We consider that data are received and stored in the form of multivariate
vectors i.e., −→x = [x1, x2, . . . , xM ] where M is the number of dimensions. Let Di

be the dataset stored in the ith EN. The EN should identify if the incoming
data contain missing values and when this is true, it should apply the pro-
posed imputation technique. We consider the discrete time T. At t ∈ T, the
EN receives a set of multivariate vectors coming from the IoT devices, i.e.,−→x i = [xi1, xi2, . . . , xiM ], i = 1, 2, . . . , N . The missing data can refer in: (i) the
whole vector; (ii) specific dimensions of the reported vectors. When a value xjk

is absent, the EN should replace it with the result of our imputation function,
i.e., xjk = f (−→x i) ,∀i.

f () builds on top of a sliding window approach. The window W deals with
the interval where data can be adopted to ‘generate’ the missing dimension(s).
In addition, the EN maintains a set of clusters of nodes based on their spatial
proximity. When nodes are static, our approach considers a ‘static’ clustering
model. When IoT devices are mobile, we have to perform the clustering process
at pre-defined intervals. In any case, this will add overhead in the performance of
the system. We can reduce the overhead if we rely on an incremental clustering
algorithm to save time and resources. The imputation function takes into con-
sideration the location of nodes before it delivers the final result. This approach
enhances the localized aspect of decision making adopted into our model. After-
wards, the imputation process is based on only the data coming from the devices
located in close distance that are correlated with the data reported by the device
where missing values are observed. The envisioned architecture is depicted by
Fig. 1. It should be noted that we do not focus on IoT devices with ‘special’
requirements, e.g., sensors that record images performing advanced processing
models.
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Fig. 1. The envisioned architecture.

4 The Proposed Model

Data Clustering and Correlation. The proposed model performs a hierar-
chical clustering, i.e., it creates clusters based on the spatial proximity of IoT
devices and accordingly it delivers clusters based on the data proximity between
the previously selected devices. For the clustering process based on the loca-
tion of the devices, we can adopt any clustering algorithm (e.g., k-means or a
subtractive method). Assume that this process returns the set N of the IoT
devices (N IoT devices). The ith IoT device reports to the EN a data vector−→x t

i = [xi1, xi2, . . . , xiM ] at t. The EN performs the envisioned processing over
the pre-defined window W . Hence, the EN has access to the W × M matrix−→
X = {−→x t

1,
−→x t

2, . . . ,
−→x t

N} ,∀t ∈ [1,W ]. In each cell of this matrix, the EN stores
the multidimensional vector reported by the corresponding IoT device at t. An
additional vector I is adopted to store the ids of the involved devices. The dis-
cussed matrix can be characterized by ‘gaps’ in the collected values, i.e., the
missing values that should be replaced.

We propose a second level of clustering as follows. For every t ∈
[1,W ], we perform clustering for N data vectors and store the correspond-
ing ids. Figure 2 presents an indicative example. For the delivery of clus-
ters, we adopt the Euclidean distance and the k-means algorithm. The dis-
tance between two vectors i and j will be delivered as follows: ‖−→x i − −→x j‖ =√

(xi1 − xj1)
2 + (xi2 − xj2)

2 + . . . + (xiM − xjM )2. The k-means algorithm is
simple and adopts a set of iterations for concluding the final clusters. After
the initial generation of k random multidimensional centroids m1,m2, . . . ,mk,
at each iteration, the algorithm assigns every vector to the closest centroid. The
objective is to find the arg min−→

Xrow
=

∑k
c=1

∑
−→x ∈−→

Xrow
‖−→x − mc‖2. This is real-

ized in the assignment step of the algorithm. In the update step, centroids are
updated to depict the vectors participating in each cluster, i.e., mc = 1

|Sc|
∑

−→x ∈Sc

where Si is the set of vectors participating in the cth cluster.
Let the ids of the IoT devices be annotated with nid

i . At each t, we focus on
the k clusters where ids are present. We consider that every cluster represents
a ‘transaction’, thus, at each t we have to process k transactions. Every nid

i is
present in a cluster, thus, in a single transaction. In total, nid

i will be present in
W transactions. The ids present in each cluster vary. For instance, at t = 1, the
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1st device (e.g., nid
1 = XY Z) can be present in the 2nd cluster together with two

more peers, e.g., nid
5 = Y SZ and nid

3 = BCD, at t = 2, the 1st device can be
present in the 3nd cluster, and so on and so forth. Figure 2 presents a clustering
example.

Every transaction is an ID-set depicting the corresponding cluster. The pres-
ence of specific ids in an ID-set represents the correlation between the corre-
sponding IoT devices as delivered by the clustering algorithm. When a missing
value is present in a device, we consider the intersection of the ID-sets where
the id of the device is present. The aim is to identify the devices that are in
close data distance in W . Let LI

ni
be the intersection list for ni. LI

ni
represents

the intersection of W transactions; actually, we deliver nodes that are in the
same cluster for αW transactions, α ∈ [0, 1]. Together with LI

ni
, we provide

the list LC
ni

where the multidimensional correlation result between ni and any
other device present in LI

ni
is maintained. We detect the correlation between the

corresponding dimensions in W . To produce LC
ni

, we adopt the known Pearson
Correlation Coefficient (PCC) for each dimension of vectors reported by two
devices. The PCC is calculated for each device present in LI

ni
with the current

device where a missing values is observed. Assume that we have to calculate the
PCC for devices i and j. The final PCC is: RPCC =

∑M
l=1 r−→x t

il,
−→x t

jl
,∀t ∈ [1,W ]

with r−→x il,
−→x jl

=
∑W

t=1(xil−xil)(xjl−xjl)√∑W
t=1(xil−xil)

2
√∑W

t=1(xjl−xjl)
2

When applying the PCC in a

single dimension, we get results in the interval [−1, +1]. In our case, due to
the multiple dimensions, we get results in the interval [−M , +M ]. Hence, the
final format of LC

ni
is LC

ni
=

{
R

nj

PCC

}
where j depicts the nodes present in LI

ni
.

When R
nj

PCC → +M means that ni and nj exhibit a high positive correlation for
all the envisioned dimensions while a strong negative correlation is depicted by
R

nj

PCC → +M . The LC
ni

is sorted in a descending order and adopted to deliver
the replacement of missing values as we report in the upcoming section.

Fig. 2. An example of the envisioned clustering process.

Data Imputation. For substituting missing values, we rely on LI
ni

& LC
ni

and
we adopt the linear opinion pool model. For each device present in LI

ni
, we

focus on the correlation with the device requiring the missing value imputation,
say ni. At first, we focus on the dimension where the missing value is present.
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If multiple dimensions suffer, we adopt and iterative approach over the entire
set of the dimensions under consideration. For each peer device in LI

ni
, we rely

on devices exhibiting a strong positive correlation with ni. Let us focus on the
subset C of correlated devices and the lth dimension. Our model proposes the
use of the linear opinion pool scheme for the lth dimension in W . At first, we
focus on the time instance t∗ where the missing value is observed. At t∗, we have
available |C| values observed by the devices exhibiting a high correlation with
ni; each one has already observed a value for the lth dimension.

The linear opinion pool is a standard approach adapted to combine experts’
opinion (i.e., devices) through a weighted linear average of the adopted val-
ues. Our aim is to combine single experts’ opinions and produce the most rep-
resentative value for the missing observation. We define a specific weight for
each node in C to ‘pay more attention’ on its measurement, thus, to affect
more the final aggregated result, i.e., the missing value substitution. Formally,
F (x1l, . . . , x|C|l) is the aggregation opinion operator (i.e., the weighted linear
average), i.e., y = F (x1l, . . . , x|C|l) =

∑|C|
c=1 wcxcl where wc is the weight associ-

ated with the measurement of the cth node such that wc ∈ [0, 1] and
∑

∀c wc = 1.
Weights wc are calculated based on the correlation with peer nodes depicted by

LC
ni

; wc = R
nj
PCC∑

∀nj∈C R
nj
PCC

. Weights are calculated on top of the correlation of all

dimensions as we want to avoid any ‘random’ correlation events. Evidently, the
mechanism assigns a high weight on the node that exhibits a high correlation
with ni. The final result y replaces the missing value observed at ni.

5 Experimental Evaluation

Experimental Setup and Performance Metrics. We report on the per-
formance of the proposed scheme aiming to reveal if it is capable of cor-
rectly substituting any missing value. Aiming at evaluating the ‘proximity’ of
the replacement value with the real one, we adopt the Mean Absolute Error
(MAE) and the Root Mean Squared Error (RMSE). MAE is defined as follows:
MAE = 1

|V |
∑|V |

i=1 |vi − v̂i| where |V | is the number of missing values in our
dataset (V denotes the set of the missing values), vi is the actual and v̂i is the

proposed value. RMSE is defined as follows: RMSE =
√

1
|V |

∑|V |
i=1 (vi − v̂i)

2.
RMSE is similar to MAE, however, RMSE assigns a large weight on high errors.
RMSE is more useful when high errors are undesirable.

We rely on three real datasets, i.e., (i) the GNFUV Unmanned Surface Vehi-
cles Sensor Data Set [13]; (ii) the Intel Berkeley Research Lab dataset1 and
(iii) the Iris dataset2. The GNFUV dataset comprises values of mobile sensor
readings (humidity, temperature) from four Unmanned Surface Vehicles (USVs).
The swarm of the USVs is moving according to a GPS predefined trajectory. The

1 Intel Lab Data, http://db.csail.mit.edu/labdata/labdata.html.
2 http://archive.ics.uci.edu/ml/datasets/iris.

http://db.csail.mit.edu/labdata/labdata.html
http://archive.ics.uci.edu/ml/datasets/iris
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Intel dataset contains millions of measurements (temperature, humidity, light)
retrieved by 54 sensors deployed in a lab. From this dataset, we get 15,000 mea-
surements such that 15 sensors produced 1,000 measurements. Finally, the Iris
dataset involves the classification of flowers into specific categories based on their
attributes (e.g., sepal length).

We present results for our Clustering Based Mechanism (CBM) compared
with an Averaging Mechanism (AM) and the Last Value Mechanism (LVM).
The AM replaces any missing value with the mean of values reported by the
peer devices at the same time interval. The LVM replaces missing values with
the observation retrieved in the previous recording interval in the same device.
At random time steps, we consider that a missing value is observed in a device
selected randomly as well. We calculate the replacements for the considered
schemes and compare them with the real ones to deliver the MAE and RMSE
measurements. Our experiments deal with W ∈ {5, 10, 50} and M ∈ {5, 50, 100}
trying to reveal the ‘reaction’ of our model to different window size and number
of dimensions.

Performance Assessment. Our experimental evaluation involves a large set
of experiments on top of the aforementioned datasets. In Fig. 3, we present our
results for the GNFUV dataset (Left: MAE results; Right: RMSE results). We
observe that our CBM exhibits the best performance when W = 5. Actually, it
outperforms the AM (for W ∈ {5, 10}) and exhibits worse performance than the
LVM (MAE results). When the RMSE is the case, the CBM outperforms both
models when W = 5. A short sliding window positively affects the performance
of our model as the EN decides on top of a low number of the envisioned clusters
delivered for each t. The error of CBM increases as W increases as well. This also
exhibits the capability of the CBM to deliver good results on top of a limited
amount of data.

Fig. 3. MAE and RMSE for the GNFUV dataset.

In Fig. 4, we present our results for the Intel dataset. We observe that the
CBM, again, for a short W exhibits the best performance compared to the
remaining models. The CBM ‘produces’ 16% (approx.) less MAE compared to
the AM and 35% (approx.) less MAE compared to the LVM (for (W = 5). When
W → 50, the CBM leads to 23% (approx.) more MAE than the AM and 2%
(approx.) less MAE than the LVM. Similar results are observed for the RMSE
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which support the conclusion that the proposed model is more efficient when
the EN is ‘forced’ to take decisions on top of a limited list of historical values.

Fig. 4. MAE and RMSE for the Intel dataset.

In Fig. 5, we see our results for the Iris dataset. The CBM exhibits bet-
ter performance than the AM but worse performance than the LVM. However,
the results for the discussed models are very close. In general, the MAE for
our CBM is in [0.51, 0.57] and the RMSE is in [0.63, 0.74]. Comparing our
model with other schemes proposed in the literature, we focus on the compara-
tive assessment discussed in [29]. There, the authors adopt the Iris dataset and
provide performance results for the following missing values imputation algo-
rithms: Mean, K-nearest neighbors (KNN), Fuzzy K-means (FKM), Singular
Value Decomposition (SVD), bayesian Principal Component Analysis (bPCA)
and Multiple Imputations by Chained Equations (MICE). The provided results
deal with an RMSE in [5, 20] which is worse than the performance of the pro-
posed CBM. Finally, in Fig. 6, we provide our results for the GNFUV dataset
and for different M realizations. Concerning the MAE, the CBM performs better
than the LVM for all M and the AM for M = 5. When M > 5, the AM exhibits
the nest performance. A low number of dimensions lead to the best performance
for the CBM. The CBM’s MAE is around 0.5 while the RMSE is around 0.70.

Fig. 5. MAE and RMSE for the Iris dataset.

Concluding the presentation of our results, we can note that in practical
terms, the proposed CBM manages to efficiently replace the missing values when
it deals with ‘fresh’ data and a low number of dimensions. The reason is that the
CBM is affected by the clustering process which is applied on the multivariate
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data vectors. When the number of vectors and dimensions increase, there is a
room for accumulating the distance of the vectors from the centroids, thus, we
can meet vectors with high distance from centers affecting the final calculation
of the substitution values.

Fig. 6. MAE and RMSE for the GNFUV dataset and different dimensions.

6 Conclusions and Future Work

Missing values imputation is a significant task for supporting efficient data analy-
sis, thus, efficient decision making. In the IoT, data can be collected by numerous
devices transferred to the available edge nodes and the Cloud for further pro-
cessing. Edge nodes can host the data and process them to deliver analytics
limiting the latency. However, due to various reasons, the reported data can
contain missing values. We propose a model for enhancing edge nodes behaviour
to be capable of handling possible missing values. Our contribution deals with
the provision of a two layered clustering scheme and a consensus methodology
for the substitution of any missing value. Edge nodes take into consideration
the observations retrieved by peer devices in close proximity that report simi-
lar data. The replacement values are calculated on top of the data of ‘similar’
devices weighted by the correlation between the device reporting the missing
data and its peers. We provide the results of extensive simulations on top of real
data and reveal the strengths of the proposed model. Our future research plans
involve the definition of a more complex methodology taking into consideration
the uncertainty behind the adoption of specific peer devices in the envisioned
processing.
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Abstract. Big data has recently become the focus of academic and corporate
investigation due to its high potential in generating business and social value.
We have done a systematic mapping of the literature related to big data and its
applications leading to social change through the lens of social innovation. The
search strategy initially resulted in 593 papers, and after applying inclusion
exclusion criteria a total of 156 papers were mapped; 59% of which were
identified as empirical studies. This mapping investigated the publication fre-
quency of the studies, research approach and contributions, research areas and
article distribution per journal. We also address some challenges found from the
mapping associated with the research topic. This mapping study will offer the
basis for a reflection process among the researchers in this field and will allow us
to develop a research agenda and roadmap of big data and its applications
leading to social change.

Keywords: Big data � Data analytics � Social innovation � Social good �
Social change � Societal transformation � Systematic mapping study

1 Introduction

The evolution of Information and Communication Technology drives the digitalization
process in many aspects of peoples’ daily lives, which generates huge amount of data
every moment from a growing number of sources. In the last decade, the use of big data
and their analytics has earned a lot of attention. In various fields of science, technology,
and business, the merit of big data is undeniable. But from the social perspective, the
potential use of big data is yet to be figured out by social sector organizations [1].
Several definitions of big data exist, and they typically refer to the ‘three Vs’ that
characterize big data: volume, velocity, and variety, which have been extended
including more characteristics of big data as explained a recent literature review [2].
Furthermore, several definitions of big data analytics exist [2], and they roughly refer to
the combination of the data itself, the analytics applied to the data, and the presentation
of results to generate value [3]. Thus, here we are interested in big data and their
analytics.
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The potential of big data and analytics to generate social value seems clear [1],
however the main focus of big data analytics research has been on business value [4].
Combining big data analytics with social innovation can be the solution to address this
gap [5, 6]. Social innovation is defined as a novel solution to a social problem that is
more effective, efficient, sustainable, or just than existing solutions and for which the
value created accrues primarily to society as a whole rather than private individuals [7].
Social innovation can generate social good and lead to social change. Social good is
typically defined as an action that provides some sort of benefit to the people of the
society. The concept of social change refers to addressing the root causes of societal
problems and changing them.

The terms social innovation, social good, social change, and societal transformation
are related to each other. During this study our focus was on the applications of big data
that have social impact and address social problems or challenges; so, to keep a broad
and wide scope in this mapping review study we use all these terms.

Systematic literature reviews on big data applications have been conducted and
investigate, among other things, big data dynamic capabilities [2], the operation and
strategic value of big data for business [8], the impact of big data on business growth
[9], the social economic value of big data [10]. Furthermore, there is an increasing
number of studies that address both the business and social impact of big data as well as
ways on how big data analytics can solve societal challenges, with evident examples
the following recent special issues [1, 11]. However, to best of our knowledge there is
no systematic mapping or literature review that focuses solely on how big data and
their analytics can lead to societal transformation and social good.

A systematic mapping can help us to understand what conditions can enable suc-
cessful solutions, combined with strategies, tactics, and theories of change that lead to
lasting impact [5, 12, 13]. Furthermore, this mapping will allow capturing the needed
capabilities, resources, and conditions that the big data actors need to develop or
acquire in order to manage big data applications, increase social value and solve
societal challenges and create a sustainable society. To contribute to the creation of
sustainable societies, we have done this systematic mapping of the literature related to
big data and their applications leading to social innovation and thus societal
transformation.

The objective of this study is to offer a map of the research that has being done, thus
offering the basis to develop a research agenda and roadmap of big data and analytics
and their applications leading to societal transformation and change. We have followed
the standardized process for systematic mapping studies [14]. Based on the primary
search with search strings, a total of 593 unduplicated papers was retrieved. After
applying some exclusion criteria, the number was reduced to 165 (based on titles), then
153 (based on abstracts) and finally 146 were selected from the search and later 10
more papers were added manually from Google scholar.

The relative newness and growing interest in the research field, argues the need for
a mapping study to identify the focus and quality of research in using big data analytics
for social challenges. To provide an up to date overview of the research results within
the field, we came up with the following research questions:
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RQ1: How the research about ‘big data and social innovation’ has changed over
time (in the last decade)?
RQ2: How much of the research is done based on empirical studies and what type
of empirical studies?
RQ3: What are the challenges or barriers for successful implementation of big data
for societal challenges?

The paper proceeds as follows: Sect. 2 introduces the background of this study,
Then, Sect. 3 explains the detailed procedure of the research method, Sect. 4 presents
the results and findings of the mapping study, Sect. 5 discusses the findings in relation
to the research questions, Sect. 6 concludes the paper presenting the implications of
this study.

2 Background

2.1 Big Data

The digital and connected nature of modern-day life has resulted in vast amounts of
data being generated by people and organizations alike. This phenomenon of an
unprecedented growth of information and our ability to collect, process, protect, and
exploit it has been described with the catchall term of Big Data [15]. Literature
identifies ‘big data’ as the ‘next big thing in innovation’ [16], the next frontier for
innovation, competition, and productivity [17]. The rationale behind such statements is
that the ‘big data’ is capable of changing competition by “transforming processes,
altering corporate ecosystems, and facilitating innovation” [18]. It can be acknowl-
edged as a key source of value creation. Beyond improving data-driven decision
making, it also is crucial to identify the social value of big data [4], and what are the
role of big data and potential impact of it in the society.

2.2 Social Innovation

The term social innovation has largely emerged in the last few years and there is much
discussion about it now. The field of social innovation has grown up primarily as a field
of practice, made up of people doing things and then, sometimes, reflecting on what
they do [19]. The term social innovation has not any fixed boundaries, as it cuts across
many different sectors like public sector, the social benefit sector, technology sector,
and many others. The social innovation process has been described by scholars in
multiple contexts as it needs to be multidisciplinary and cross social boundaries, for its
impact to reach more people [20–22]. Social innovations are ideas that address various
social challenges and needs.

2.3 Big Data and Social Innovation

Big data contains a wealth of societal information and can thus be viewed as a network
mapped to society; analyzing big data and further summarizing and finding clues and
laws it implicitly contains can help us better perceive the present [23]. Data are an
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important element of social innovation. To initiate any innovative steps or to address
any social challenge, data are needed. A deliberate and systematic approach towards
social innovation through big data is needed as it will offer social value [5]. Since more
data become available at a smaller cost, big data can be used as actionable information
to identify needs and offer services for the benefit of the society and ensure aid to the
individuals and society that generate them [13].

Following the importance of big data and social innovation, further work is needed
to better define and understand how well society can benefit from big data to increase
social value and lead to social good [4, 6]. From this mapping, we can contribute to the
field of big data research from a social perspective. While presenting an overview of
the present research status, we also want to identify if there are any obstacles and
challenges in using big data analytics that the stakeholder might face in their way to
employ big data for their social innovative solutions. Big data can empower policy-
makers and entrepreneurs to provide solutions for social problems [6]. Identifying
possible challenges and having a clear picture of the big data research in the social
sector can also help stakeholders to prepare beforehand, to take advantage of the big
data that are available, filter them and proceed to decisions that will help them innovate
for social good and change.

3 Research Methodology

A systematic mapping study was undertaken to provide an overview of the research
available in the field of big data analytics and social innovation leading to societal
transformation, following the standardized process for systematic mapping studies [14]
as illustrated in Fig. 1; along with guidelines from [24].

3.1 Data Sources and Search Strategy

In our primary search, we collected papers from all kind of sources including journals,
conference papers, books, reports etc. This review was conducted in August 2018 and
publications were searched from 2008 and onwards. We selected this timeframe as it is
the time when these terms like big data and analytics, social innovation got the
momentum. The systematic search strategy consisted of searches in seven online
bibliographic databases which were selected based on their relevance with our search
topic and these databases are also well known for good quality literature resources in
the field. To obtain high-quality data, we searched in the following databases – Scopus,

Fig. 1. The systematic mapping study process [14]
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ISI Web of Science, ACM Library, IEEE Xplore, SAGE, Emerald and Taylor &
Francis. Then initial searches in the databases were conducted based on identified
keywords (Table 1) related to this topic. The used search strings were:

3.2 Study Selection

The study selection process is illustrated in Fig. 2, along with the number of papers at
each stage. Searching the databases using the search string returned 593 papers,
resulting in 465 unduplicated papers. These were imported into EndNote X8. Due to
the importance of the selection phase in determining the overall validity of the literature
review, a number of inclusion and exclusion criteria were applied. Studies were eligible
for inclusion if they were focused on the topic of big data and data analytics, and their
applications to foster social innovation, and lead to social impact, change and trans-
formation. We used “big data” and “data analytics” separate to broader our search as
several studies employ big data analytics techniques but do not use the term big data.

The mapping included research papers published in journals, conference pro-
ceedings, reports targeted at business executives and a broader audience, and scientific
magazines. In progress research and dissertations were excluded from this mapping, as
well as studies that were not written in English. Given that our focus was on the social
innovation and societal transformation that big data entails, we included quantitative,
qualitative, and case studies. Since the topic of interest is of an interdisciplinary nature,
a diversity of epistemological approaches was opted for.

Table 1. The keyword combination for initial search

“Big data”
OR
“Data analytics”

AND “Social innovation”
“Societal transformation”
“Social good”
“Social change”

Fig. 2. The study selection process
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3.3 Manual Search

Following the systematic search, a manual search was also conducted. Google Scholar
was used to searching for papers manually. At this stage total 10 papers from Google
scholar was added to our EndNote library and the final number of papers became 156.

3.4 Data Extraction

After the mapping, we finally ended up with 156 papers. We performed a systematic
analysis and extracted data from the abstracts of the papers that we need to answer our
research questions. We extracted data regarding the - publication frequency, publica-
tion source, research area, research type, empirical evidence and contribution type.

4 Results and Findings

RQ1: How the research about ‘big data and social innovation’ has changed over time
(in the last decade)?

Publication Frequency. The analysis shows that relevant papers are published from
2012 or later, with their frequency increasing yearly. The study was conducted in
August 2018, so the year 2018 is not complete. The findings (Fig. 3) verify that the
momentum or applications of big data are becoming increasingly popular.

Research Areas. Next, we examined the research sectors of the published articles, to
give an overview of the general categories. The findings are shown in Fig. 4.

Publication Sources. As mentioned in Sect. 3, our mapping includes research papers
published in academic outlets; but we have considered reports also (e.g., Hitachi
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reviews) because a lot of evidence is published by companies and a lot of work on
social innovation and big data is done by companies as well.

We have tried to figure out how many of the relevant scientific papers are published
in journals, how many as conference papers and from other sources. The statistic is
given in Fig. 5.

Along with the sources of the relevant papers, we have also searched for the journals
who published maximum number of papers about our research topic i.e. big data and
social innovation. Here in Fig. 6, we mention a few journals with maximum number of
published papers from our review.

RQ2: How much of the research is done based on empirical studies and what type of
empirical studies?

Empirical Evidence. We primarily classified
our reviewed papers as empirical and non-
empirical papers. Non-empirical papers are
conceptual papers. From the study, we see that
majority (59%) of the paper s are based on
empirical evidence. With this finding (Fig. 7),
we also get the answer to our second research
question.

We then classified the empirical papers based
on the type of study. The research types that
have been assessed followed the guidelines from [25] include: (1) survey, (2) design
and creation, (3) experiment, (4) case study, (5) action research, and (6) ethnography.
We have also included ‘Discussion’ as a research type, inspired by [26]. We have

0

20

40

60

80

100

120

140

Fig. 5. Sources of publication

0 10 20

American Behavioral
Scientist

Big Data & Society

Big Data

Business & Society

Environment and Planning

European Urban and
Regional Studies

New Media & Society

Social Media + Society

Fig. 6. Journals with a high number of relevant publications

59%
41%

Empirical

Conceptual

Fig. 7. Empirical and non-empirical
studies

The Role of Big Data in Addressing Societal Challenges 157



added this last method as we felt that some papers are more suitable to categorize as a
discussion paper. Discussion papers are also known as ‘Expert opinion’.

After deciding about the research types, we counted the numbers for each type. The
following figure shows which research types of the studies found from our mapping.
Only the papers providing empirical evidence (92 papers) were included in Fig. 8,
covering a total of 7 research methods.

Contribution Type. Every research paper has some contribution to the advancement
of research in the relevant field by providing something new. To illustrate which types
of contributions that have been made within the research area between, Fig. 9 was
made. The figure shows the contribution type of papers. All 156 primary papers
selected finally, in our mapping study are considered in this figure.
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Fig. 8. Empirical evidence (research type)
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We differ between 10 contribution types. Based on [25], we define six different
knowledge outcomes including (1) product, (2) theory, (3) tool/technique, (4) model,
(5) in-depth study and (6) critical analysis. We also adapt some more knowledge
outcomes or contribution types since some contribution types from [27] can describe
the contribution of some papers more precisely; including (1) framework, (2) lessons
learned, (3) tool/guidelines and (4) concept.

RQ3: What are the challenges or barriers to the successful implementation of big data
for societal challenges?

Studying the title and abstract of all 156 papers, it has been found that only 3 papers
explicitly mentioned challenges regarding employing big data in their studies. The
challenges we find from this study are mentioned below:

– Open data and privacy concern [28]
– Challenge around obtaining data [29]
– The prominence of marketing-driven software [30]
– The interpretation of unpredictability [30]

We expected challenges and barriers due to their importance to be mentioned in the
abstract. Thus, there is little evidence to answer this research question through a
systematic mapping study raising the need for more research in this area including
more empirical studies.

5 Discussion

RQ1: How the research about ‘big data and social innovation’ has changed over time
(in the last decade)?

From this mapping we have presented an overview of the research status on big
data and social innovation that has been done in the last decade. As we could not find
any prior systematic study on this topic, we cannot compare the results. But this
mapping will now help other researchers to understand to social potential of big data
research and applications. Our study proves that terms like big data and social inno-
vation gained the attention of academic and business communities later than in 2010. It
can be also seen that the number of researches and publications are increasing every
year since then, which proves the importance and increasing attention big data and
social innovation is getting day by day. Another study on big data [8] also stated that,
“With regard to the literature review, ‘big data’ relevant journal articles have started
appearing frequently in 2011. Prior to these years, the number of publications on the
topic was very low. Publications on ‘big data’ related topics started only in 2008 (with
1 article) and then a steady increase in the number of publications in the following
years”.

From this mapping, we can see that many fields including social science, political
science, information systems, urban management, communication, healthcare sector
adapted big data for their applications. In the results section, we have presented the
fields with major number of research studies, but there are also research fields we have
found form the mapping where big data is being used; like- education, journalism,
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tourism, etc. Here notable that all these papers with applications of big data in different
fields are directly or indirectly related to various social issues; which proves that big
data applications have a big potential to be used for the good of the society not only for
business or technology.

RQ2: How much of the research is done based on empirical studies and what type of
empirical studies?

In our systematic mapping, more than half of the papers (59%) provide empirical
evidence. As there was no previous mapping on this topic, we cannot say how much
empirical work was done before. But when 59% of the studies are empirical it proves
that the researchers of this field are contributing much. With their contributions, the
quality of research is also improving. The major contribution of the research papers
from our mapping was a critical analysis, both empirical and non-empirical. When
analyzing different topics, the authors also presented their insights, research agenda,
guidelines for future research, what lessons they learned and their opinions. The
empirical studies also presented models, frameworks and tools that can be used in
future research.

RQ3: What are the challenges or barriers to the successful implementation of big data
for societal challenges?

In article [28], the authors reflected on various case related to big data challenges,
including the challenge of maintaining data privacy and ethics when using all forms of
big data for positive social change. The authors recommended exploring new formats
for educating people about privacy/data protection risks to overcome data privacy
challenges and to use templates to evaluate open data sources. In [29] authors inves-
tigate how the challenges around obtaining data to enforce new regulations are
addressed by local councils to balance corporate interests with the public good. The
authors stated that triangulating different sources of information is not always
straightforward as the publicly available data might be partially obscured. In their case
study, the authors recommend about platform economy to overcome the challenges
regarding data collection. In [30], the authors examine the dominance of marketing-
driven commercial tools for predictive analytics of data and their effectiveness to
analyze data for completely different purposes such as law enforcement. Another
challenge that [30] mentions is, the notions of predictability and probability remain
contentious in the use of social media big data. The authors reflected upon the chal-
lenges and points to a crucial research agenda in an increasingly datafied environment.

5.1 Use of Keywords

We found some research papers relevant to our study, but they have not been included
in the mapping as they do not use the keywords we searched with. For example, [31]
use mobile call data to predict the geographic spread and timing of epidemics, and
indeed they address a social challenge and has a significant societal impact. However,
they do not use keywords regarding data analytics and societal impact, maybe because
their focus is mainly on modeling and technical aspects. Instead their keywords include
human mobility, mobile phones, epidemiology, dengue etc. Considering the impor-
tance of social implications of big data research as well as the interest of publication
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venues in contributing to societies [1], we suggest that future papers should take into
account and report such implications in their abstract and keywords. We should note
that indeed many papers discuss social implications, however they do not mention them
in their abstracts, raising the need for a systematic literature review in the area. Thus, a
more detailed analysis of the research articles can lead, among other things, to new
combinations of keywords that will be able to better capture the current status regarding
the impact of big data and analytics on societal challenges.

5.2 Limitation of the Study

Systematic mapping study approach is not without limitations [32]. For the validity of
this review, threats of retrieval of papers need to be considered. Even though a sys-
tematic approach was used during this mapping, the selection of papers dealing with
“big data” that we have included was based on our subjective judgment. Another
limitation is, we have used only titles and abstracts to extract data. So, the categorizing
and data extraction process depends on the quality of the abstracts. ICT-related research
publications often do not use structured abstract [33] which results in poor accuracy
when classifying papers based solely on abstracts. Following the standard procedure of
systematic mapping, we did not include research articles in our study that do not use
the keywords we searched with; even though some papers might be relevant to our
topic.

6 Implication for Research and Practice

This systematic mapping study extends the big data research in several ways. Our work
contributes to the social perspective that emphasizes the importance of adoption and
applications of big data. This study can guide other researchers of this field to develop
their agenda and roadmap for future research. The findings of this research show the
type of contributions big data research is making in the industry; based on that future
researchers can think what type of contributions we are lacking and make their research
agenda on that. In this research, we have also identified the challenges of big data
adoption in the social sector. Future researchers can explore more about these chal-
lenges and can investigate if there are other challenges. There is possible future
research potential to address and propose solutions for these challenges; so that
employing big data can be easier and more efficient for the stakeholders.

7 Conclusion

This paper presents findings of a systematic mapping study that researchers, social
innovators, social entrepreneurs and all other stakeholders can use to unlock the power
of big data for the benefit of the society. We have presented the current status that
shows how research into big data and social innovation has increased over the last
decade, attracting significant attention from across a wide array of disciplines. We have
identified the major research areas where big data is getting significant attention; so
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future researchers can explore more about the impact of big data in those areas. This
study also proves that the empirical ground of research in this field is strong; research is
not only limited to case studies, but also other forms of research is being done like
action research, critical analysis, designing and creating new products, etc. The key
contribution this paper has made is offering the basis for a reflection process among the
researchers in this field.
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Abstract. The interest of adopting big data (BD) in organizations has emerged
in recent years. Even though many organizations have attempted to adopt BD,
the benefits gained by this investment has been limited, and organizations
struggle to fully utilize the potential of BD. There has been done several studies
on the different challenges and benefits that may occur during the process of
adopting and using BD. One major factor that has been discussed in the liter-
ature to overcome such challenges has been organizational culture. This paper
aims to provide a systematic literature review that reports the organizational
culture’s impact on BD adoption through the lens of different cultural dimen-
sions. This paper identifies the different dimensions of organizational culture
and dives into the specific challenges and potential strategies/techniques to
combat these challenges. By reviewing these papers, we ended up with identi-
fying four dimensions of organizational culture in the context of BD. The result
of this paper aims to help practitioners and researchers to understand and combat
the specific challenges surrounding organizational culture when adopting BD.

Keywords: Big data � Organizational culture � Data-driven culture �
Systematic literature review

1 Introduction

Over the last decade, the business world has been shaken by a remarkable wave of
digital disruption that is impacting the way organizations compete [1]. This is pushing
today’s societies into a continually expanding digitalized world, where information and
knowledge gets available to more and more people. The different digital media plat-
forms, digital services and technologies is changing the way societies are organized,
and how their members interact with each other. Organizations are starting to realize
that the massive amounts of data that are being generated, can provide them with a
competitive edge [2]. Big data, however, are also challenging existing modes of
business and well-established companies [2]. Solving this so that these technologies
can be incorporated into competitive strategies has been a goal of academics and
practitioners. The focus however has been on the technical aspect of BD, and less on
the organizational changes [3]. This is causing organizations to have problems utilizing
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BD to improve their organizational performance [4], as it requires them to overcome
several challenges, one of them being the organizational culture [5].

Organizational culture in relation to BD has been studied in the literature. Many of
the papers highlight that organizational culture has a critical role in the success of BD
initiatives and is often the main reason why BD initiatives fails, rather than techno-
logical factors [6, 7]. The primary focus for most of the papers has been on how
organizations can handle the challenges and barriers that come with BD adoption, and
how to gain the most from this adoption. This is where organizational culture is
mentioned as being one of the most important factors for succeeding with BD adoption.
Management support is also mentioned as an important component in relation to
organizational culture since it requires training and new managerial skills.

BD adoption is not only technical platforms and skills but will also influence the
organizational culture [8]. Thirathon et al. [9] specifically studied different factors that
impacted big data analytics (BDA) with a focus on analytic culture and how much of an
impact it had.

Organizational culture has a strong impact on various aspects of an organization,
such as strategy, structure, and processes. Many of the obstacles in relation to BD, are
more than likely to be related to organizational culture and not to data or technology
[10]. This is also demonstrated in recent literature, where organizational culture has a
critical role in the success of BD initiatives and is often the main reason why BD
initiatives fails, rather than the technological factors [6, 7].

The literature exposed a need for knowledge surrounding organizational culture in
the field of BD. By doing a systematic literature review on the topic, it could potentially
bring a positive impact to the field of BD.

This paper is organized as follows. Firstly, it will present the research background
where the different dimensions/concepts from BD and organizational culture will be
defined. Secondly, it discusses the research method. Lastly, it presents and discusses
the research findings.

2 Background

The goal of a BD investment is to enhance the organization’s ability to make better
decisions along with better decision execution processes. Making informed decisions is
one of the building blocks of organizational success [11]. All organizations that have
put effort and investment in BD should be able to harvest results via gaining a com-
petitive advantage and improving their performance. However, to fully harness the full
potential of big data, the organization also must develop, nurture and maintain an
organizational culture that will have positive impact on BD [12]. This is important
when around 80% of businesses have failed to implement their BD strategies suc-
cessfully [11] and regardless of their efforts, many organizations have not been able to
realize the potential of BD in an effective manner [13].

The notion of organizational culture is highly complex and hard to understand and
describe. Definitions regarding organizational culture have been explained several times
by management scholars, yet there is no consensus on a single definition [14]. Even
though there are several definitions for organizational culture, it is often described in two
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different ways. Some suggest that organizational culture encompasses most of the areas
of an organization, while others look at organizational culture as a glue that keeps an
organization together [15, 16]. Yet organizational culture is often defined as: “a col-
lection of shared assumptions, values, and beliefs that is reflected in its practices and
goals and further helps its members understand the organizational functions” [17, 18].

One aspect of organizational culture in the context of BD is often referred to as
organizational learning, which is a critical aspect of BD initiatives [3, 14, 19]. Gupta
and George [14] defines organizational learning as: “a process through which firms
explore, store, share and apply knowledge”. Organizational learning opens the
opportunity for employees to exploit the existing knowledge and expand their
knowledge to adopt and compete in a continuously changing market [2]. By recon-
figuring the resources according to the changes in the external environment, the
organizations have better odds of having a sustained competitive advantage [20]. To
gain a competitive advantage, the intangible resources, such as data-driven culture and
organizational learning is just as important as the tangible resources, where the insights
extracted from data are ought to be valued and acted upon [14]. Developing a data-
driven culture requires the top management to select the strategy and design the
organization structure according to the desired values and norms [10]. Additionally,
organizations are more likely to use business analytics and big data effectively with a
data-driven culture, where the leadership and employees understand the important and
critical role of data in their organization [21, 22]. Further, Alharthi et al. [10] argues
that many barriers related to BD is cultural, rather than technological. The lack of
management’s understanding of the value of BD may result in organizational resistance
to BD, leading to the resistance to the development of a data-driven cultural and
gaining the potential competitive advantage it carries.

Previous studies argue that BD itself does not give a competitive advantage, but
rather developing capabilities that competitors struggle to match [14]. Creating BDA
capabilities, a combination of certain tangible, human and intangible resources can lead
to superior firm performance. Studies also examine technology management and
suggest that it is related with BD decision making, while technological competency is
required to facilitate the use of BD for analysis [6]. One of the defining features of BD
is the unsuitability of existing processing techniques and how to store large amount of
data to generate value from BD technology [23]. To generate value from BD and the
technology used, organizations must develop or acquire analytic capabilities, which
allows the organization to transform data to valuable information [9]. Dubey et al. [18]
argues that organizational capability development is needed to fully exploit analytic
capabilities. Furthermore, the complementary capability development highly depends
on the organizational culture. Even though the analytic and technical capabilities are
developed within an organization, executives still struggle to understand and imple-
ment BD strategies effectively [9]. One of the bigger challenges for managing BD, may
not be the technology or data itself, but rather to use the human capital and culture to
support these strategies [24].
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3 Research Method

Reviewing previous literature is a key element in any academic work. The benefits of
performing a systematic literature review is that it provides a framework/background in
order to position new research activities [25]. There are an overwhelmingly amount of
literature regarding every topic out there and reviewing all the literature concerning this
topic will be difficult, but by using a systematic approach to review the literature, the
level of quality will be higher and the process of reviewing the literature in a good
manner will be achievable. By using such approach, it makes it less likely that the
chosen literature is biased [25].

There are several ways of conducting a systematic literature review. Our literature
review is based on the guidelines presented by Webster & Watson [26]. The process
that has been used in this review is documented in the next section. The main objective
of this study is to answer the following research question:

RQ: What is the current status regarding the impact of organizational culture on big
data and analytics adoption?

When searching for relevant literature regarding our research question, we used seven
databases. The databases we used were Wiley Online Library, SAGE journals, Taylor
& Francis Online, Emeraldinsight, IEEE Xplore digital library, Sciencedirect and
Scopus. By differentiating the use of databases, we ensure to obtain the literature
required to perform a proper systematic literature review. In these databases, we used
several search strings which included synonyms and other phrasing of the constructs
used in the research question. The keywords used in the searches were not limited to
title or abstract, but rather everywhere in the article. The phrases we decided to use
were carefully selected by looking at different possibilities and synonyms that might
increase the search result. This resulted in four different search strings which is pre-
sented in Table 1.

By using the different set of search strings presented in Table 1, we ended up with a
plethora of gathered literature. The search strings we used and the total amount of
articles for each search string and the number of articles that were used in systematic
literature review.

Table 1. Search strings and results

Search strings Results Used articles

“Analytic Culture” 384 1
“Big Data” AND “Organizational Culture” 1455 10
“Data Analytics” AND “Organizational Culture” 817 1
“Data-Driven Culture” 218 7
Total results 2874 19
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3.1 Selection Process

The literature was manually reviewed to conclude the relevance to this study by
reviewing the title, abstract and full text and compare it to our research question.
Therefore, we developed some inclusion and exclusion criteria for this review to assist
us in evaluating the relevance of the articles to our research question and literature
review. The articles that met the requirements in the inclusion criteria were used in the
primary studies. The articles that included the exclusion criteria, were not used in the
study. The inclusion and exclusion criteria are shown in Table 2.

The approach for gathering the literature were based on a concept centric approach,
were we reviewed the concepts of the articles in relations to our research question. By
using this approach, we eliminated several articles that had the search strings in their
title or abstract but were not relevant to our study because of the wide range of research
regarding these topics. We did not exclude “lower quality” journals because literature
that is published in journals assumed to have less quality, may have established some
new research that might assist this research in a positive manner. Watson and Webster
[26] states that a literature review should not confined to one research methodology,
one set of journals or one geographic region. By having this approach, we manage to
look at literature that might not be published in the “top” journals but might have some
contribution to the topic of interest.

By reviewing the titles of these articles, we looked at the relevance they had to our
topic and research question. In this phase, we were open to articles that were not
directly connected to our research question and accepted them when they were
somewhat relevant. This was to ensure that we did not exclude any articles too soon.

In addition to the 19 articles we found, we rounded up the process by searching
Google Scholar to see if there were any papers that were relevant to our systematic
literature review that might not show up in the other searches. In this search process, we
managed to find two papers that had a direct connected to our topic that we decided to
include in this paper. The articles we included wereMikalef et al. [3] and Pappas et al. [2].

4 Findings

The findings of this literature review are presented in two parts. The first part is
presented quantitatively. The second part is analyzing and interpreting the data from the
selected studies to answer the research question. The main concepts discussed in the
articles are BD and organizational culture. The different dimensions of both concepts

Table 2. Inclusion and Exclusion criteria

Inclusion criteria Exclusion criteria

Conference proceedings Mentioning terms, but not related to our RQ
Focus on big data and relates to the RQ Not peer-reviewed journals/conferences
Peer-reviewed journal Books
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are being discussed in the literature, however the level of focus on each paper varies.
Most of the papers mentions organizational culture as an important factor in BD
adoption, but few of them have organizational culture as a primary focus. The
remaining papers that does, contribute more to the field of organizational culture, were
they have more focus on the cultural part, even though it’s in the context of BD. When
analyzing the literature, we discovered that there were many challenges and sometimes
solutions being presented in the articles. To make this a useful contribution, we decided
to divide this into challenges and strategies for overcoming these.

4.1 Concept Matrix

The concept matrix was developed to get a figure that illustrate the dimensions dis-
cussed in the respective concepts in the literature (Fig. 1).

Fig. 1. Concept matrix
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4.2 Organizational Culture’s Impact on Big Data Adoption

Organizational culture through its assumptions, values, norms, and symbols has a
strong impact on various aspects of an organization, such as strategy, structure, and
processes [10]. This can be related to many of the obstacles that form when an orga-
nization is trying to adopt BD. These obstacles are likely to be related to organizational
culture and not to data or technology [10]. Recent literature acknowledges this by
expressing that organizational culture has a critical role in the success of big data
initiatives and is often the main reason why big data initiatives fail, rather than tech-
nological factors [6, 7, 27]. Some go as far as saying that the main challenges for BD
management is the organizational culture [4, 6]. This means that the impact BD
investments has on an organization is usually driven by the culture and not the BD
investment itself [9, 24], requiring that business analytics must become part of the
organizational culture and all employees has to have a positive attitude towards it [28].

4.3 Challenges of Organizational Culture in Big Data Adoption

Most of the literature brings up several specific cultural challenges when adopting BD.
The different challenges are categorized within the dimensions of the concept, orga-
nizational culture.

In a continuously changing environment, the ability to adapt and reconfigure the
resources accordingly is crucial for organizations to maintain a competitive advantage
[14]. One of the aspects that influences this ability is organizational learning. Orga-
nizational learning refers to the organization’s ability to explore, store, share and apply
knowledge [29, 30]. Due to the rapidly changing market conditions and innovations of
new technologies, such as big data, the organizations are challenged to become more
agile and adapt to the ever-changing market [14]. Another challenge that is presented is
that the organizations need to adapt their organizational culture and adopt new pro-
cedures of organizational learning in order to benefit from big data.

Management challenges that may prevent companies from succeeding in BD ini-
tiatives include leadership and strategy [4]. Having top management support [7, 31, 32]
and appropriate technical and management skills [33] is also important when trying to
acquire success with big data initiatives. The behavior of top managers hat does not
value data-driven decision making, will affect the decision patterns at all levels of the
organization [11]. Obtaining full benefits from big data does also require aligning
existing organizational culture and capabilities across the whole organization [34]. This
can be a challenging task for the management. Overcoming leadership focus, har-
nessing talent, technology management and company culture [4], which are even
bigger contributing factors than the technical ones [6], does also present a challenge.
Concluding with the words of Gupta and George [14]: “the intelligence gleaned from
data will be of little use to an organization if its managers fail to foresee the potential of
newly extracted insights”.

A data-driven culture is defined as “the extent to which organizational members
(including top-level executives, middle managers, and lower-level employees) make
decisions based on the insights extracted from data” [14]. The lack of data-driven
culture is among the major reasons for the high failure rate of big data projects [35].
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The organizations face the challenges of developing a data-driven culture that manifest
a view of data-driven decision making as valuable to decrease the chance of resistance
to the development of data-driven culture in order to benefit from big data. Further,
developing a data-driven culture requires the management to base their decisions on
data, rather than instinct [17] and change their attitude towards data-driven decision
making [8]. This leads to the several challenges suggested by Ylijoki and Porras [8],
where this challenge often requires the whole organizational culture to change as well
as the decision-making process. The organizations ought to change the decision-
making process for all members of an organization, including lower-level employees,
middle-level managers and top-level executives [14].

4.4 Strategies for Overcoming Challenges of Organizational Culture
in the Context of Big Data

Several strategies, techniques, requirements and suggestions to overcome these chal-
lenges are presented in the literature and identified in this study. These strategies,
techniques, requirements and suggestions is presented within the respective dimension
of the concept, organizational culture.

Regarding organizational learning, Bhatt and Grover [30] and Teece [19] argues
that organizations need to make concerted efforts to use their existing knowledge to
explore the new knowledge that is aligned with the changing market. Based on this
knowledge, organizations can combine it with insight extracted from big data to
generate value [14]. Shamim et al. [6] also points at the importance of developing a
culture that is strongly change-oriented in order to utilize organizational learning.

First an organization needs to create and foster an organizational culture that is
supportive of fact-based decision making and big data analytics. Developing a clear
vision of how big data fits with the overall strategy of an organization should help
accelerate and solidify the acceptance of this type of organizational culture. Once the
vision is formulated, it must be translated into specific organizational processes and
initiatives that rely on big data to improve organizational performance [10]. Successful
cultural change of this nature can be achieved by documenting, implementing, and
communicating a clear organizational vision in relation to big data ensuring top
management commitment to this vision, and managing the drivers that influence
organizational culture rather than trying to manage culture itself [36]. Adopting a
design approach is also a way of enabling organizations to change their decision-
making culture and increase the collaboration between different actors and [37] points
at the influence of organizational culture in this process. Further, Côrte-real et al. [38]
argues that organizations need to align their culture with a data-driven culture with a
top-top approach, where strategy is top priority. Then it is followed by managerial and
operational factors.

A culture that embraces data- and evidence-driven approaches to business deci-
sions, and governance that delineates responsibility and accountability for data, are
both catalysts for BDA value creation [24].

Prior studies in management strategy have identified organizational culture as a
source of sustained firm performance [39–41]. Developing top management support is
one of the critical success factors of big data implementation [32]. Commitment and
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support among management can significantly mitigate the cultural and technological
barriers to BD strategies. This is done by commitment to big data projects that facil-
itates in generating a data-driven culture by sending signals to everyone in the orga-
nization [26]. Managers should also build multi skilled teams consisting of data
scientists, engineers with technical knowledge and translators who are familiar with
both technical and business languages. This can help managers interpret the generated
insights before transforming them into business decisions [42]. This practice can over
time create a rich culture of open communication that will help addressing BD chal-
lenges [11]. Further, aligning the existing organizational culture and capabilities across
the whole organization [34] is another one. Companies must not only hire scientists
who can translate big data into useful business information in order to have success.
There also need to be a change in the managerial mindset, re-orient it to having a more
digital and data-driven culture focus [34]. Managers must also “attend to the big data
era” [43], resulting in becoming skilled in its methods and analytics, and learn to
explore big data to develop the needed competitive advantage. Companies that manage
to develop leadership teams with clear big data strategies, have clear goals, and can
articulate the business case, would increase the likelihood of succeeding. Those teams
can define what success is and have the ability to ask the right questions [24].

5 Discussion

The rise of big data has made the field very interesting for society, individuals and
organizations. Organizations especially, are very interested in the potential big data can
bring them, mostly because of the ever-increasing competition in today’s marked.
Publications discussing organizational culture`s effect on big data adoption is still in its
early stage. This can be seen in this paper, where the oldest papers are from 2015. Our
findings revealed that organizational culture is still a somewhat new aspect in the field
of big data, the reason being that the majority of the papers only mentioned organi-
zational culture as an important factor in the adoption of big data, and did not have it as
one of the main focuses areas. Our findings also showed that the literature was very
supportive of the notion that organizational culture played a critical role for organi-
zations when trying to succeed with big data adoption. This demonstrated that there is a
gap in the research about exactly how much organizational culture effect the big data
adoption, and how one can strategically plan to cultivate an organizational culture that
is fully supportive of big data, which will increase the benefit an organization get from
big data.

Our findings revealed that a gap between the big data analytics investments and the
ability to effectively derive business insights and increase the performance of the
organization [43]. The impact of big data investments is predominantly driven by
culture and not the BDA investments themselves [23]. Lack of such culture could be
detrimental when trying to identify and generate the potential value big data has to offer
[24].

Further, it is argued that being change-oriented and having focus on the existing
knowledge is important in order to exploit new knowledge and organizational learning.
The literature often mentions the leadership is an important factor for organizational
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learning, where the influence of the management and leadership is crucial. The orga-
nizations should be in constant change and be positive towards changing their pro-
cedures and routines accordingly to the changing environment [34, 45].

Organizations need to develop a data-driven culture in order to benefit from data.
Duan et al. [46] also suggest that there is clear evidence that demonstrates the important
role of data-driven culture as an emergent organizational culture in the context of big
data. The literature suggested that the leadership must develop a vision for the change
and implement procedures and routines that supports the vision. Even though orga-
nizations develop a clear vision, organizations tend to have less focus on the end state
and goal, which may result in challenges regarding initiating the changes. This is often
due to the focus on resource efficiency, which organizations may not predict [17]. Even
though the cultural change must be initiated from the top leadership, the lower-level
employees and medium-level managers must have a positive attitude towards the
change.

Developing top management support was also demonstrated to be of great
importance in our findings [31]. Organizational culture was also shown to be a source
of sustained firm performance [38, 40, 41]. Aligning the existing organizational culture
and its capabilities across the whole organization [34], while also having management
educated in big data’s methods and analytics, is needed. The management also need to
change their managerial mindset, reorienting it to a more digital and data-driven culture
focused one [34].

This study has some limitations, like any other systematic literature review. To
avoid being biased in the selection process, we developed a research question, as well
as inclusion and exclusion criteria. This may result in some relevant papers were
excluded due the failure of meeting the requirements. Additionally, we limited the
literature to conference proceedings and peer-reviewed articles which may leave out
some useful research within this field.

6 Conclusion

The results showed that there is literature out there in support of the positive impact
organizational culture has on BD. However, there is not many papers measuring this
exactly, so a future study with the focus of measuring organizational culture and its
impact on big data in organizations would be a valuable contribution. Furthermore,
there are a need of research regarding changing the culture in order to align the culture
with big data solutions.

The results of this review have implications for practitioners where organizations
can identify the specific challenges that are brought with big data adoption. Addi-
tionally, there is several techniques, strategies or guidelines on how it can be combated.
This study has also academic value where It summarizes the relevant literature that is
discussing BD and organizational culture, which is a relatively new topic combined,
but very timely and critical for understanding the cultural impact on big data adoption.
Because of this topic being relatively new, some of the conclusion to draws from
today’s literature can be somewhat vague and hard for organizations to implement, this
illustrates further that there is more research needed to be done on this topic.
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Abstract. To date, data science and analytics have received much
attention from organizations seeking to explore how to use their massive
volumes of data to create value and accelerate the adoption of Circular
Economy (CE) concepts. The correct utilization of analytics with circular
strategies may enable a step change that goes beyond incremental effi-
ciency gains towards a more sustainable and circular economy. However,
the adoption of such smart circular strategies by the industry is lagging,
and few studies have detailed how to operationalize this potential at
scale. Motivated by this, this study seeks to address how organizations
can better structure their data understanding and preparation to align
with overall business and CE goals. Therefore, based on the literature
and a case study the relationship between data science and the CE is
explored, and a generic process model is proposed. The proposed pro-
cess model extends the Cross Industry Standard Process for Data Mining
(CRISP-DM) with an additional phase of data validation and integrates
the concept of analytic profiles. We demonstrate its application for the
case study of a manufacturing company seeking to implement the smart
circular strategy - predictive maintenance.

Keywords: Data science · Circular Economy ·
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1 Introduction

In recent years, the concept of Circular Economy (CE) has received significant
attention from businesses, policymakers, and researchers as a way to promote
sustainable development [25]. With the aim of decoupling value-creation from the
consumption of finite resources, CE leverages a range of restorative, efficiency,
and productivity oriented strategies to keep products, components, and materials
in use for longer [16,17]. Nevertheless, the adoption of CE by the industry so
far is modest [26,54,61]. This also holds for manufacturing companies. Although
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they play a vital role in the creation of value, little improvements are seen in
their decoupling from linear consumption of resources.

In parallel, the emergence of new technologies as the Internet of Things,
Big Data, and Artificial Intelligence - collectively known as Digital Technologies
(DTs) - have encouraged a paradigm shift for industrial production, the ‘Fourth
Industrial Revolution’. These DTs are seen as one of the key enablers for a wider
adoption and accelerated transition to CE [19,20]. Moreover, they form the oper-
ational building blocks of a more efficient and effective CE, the Smart CE.

The significance of DTs to transition to a CE however is argued to be more
than a technical challenge [64]. First, it requires a clear data and business ana-
lytics strategy, the right people to effect a data-driven cultural change, and it
demands the organization to appropriately structure their departments to align
the analytics capability with their overall business strategy. Kiron and Shockley
[36], concur and note that organizations have to develop data-oriented manage-
ment systems both to make sense of the increasing volumes of data and, more
importantly, for transforming the insights into business value and a competitive
advantage. Supporting this transformation, by the use of analytics methods, is
the data science process1 [57]. However, there seems to be a gap between the
output of these insights and the generation of business value [14,44,66]. As high-
lighted by extensive research, this is often due to the ineffective integration of
data science methods within the organization [2,14,21,38,66].

Extant data science methodologies have not yet been scoped or demonstrated
for the context of CE. For instance, the study [20] only presents the need for a
process covering data collection, data engineering, algorithm development, and
algorithm refinement within the CE without detailing how to operationalize it.
Contributions are more commonly seen on topics such as service design [45],
or the technical details of analyzing data, e.g., [11]. In this work, we recognize
the importance of aligning an organizations analytics development with overall
business and CE initiatives. The process discussed in this paper differs from pre-
vious contributions in three ways: First, it extends the Cross-Industry Standard
Process for Data Mining (CRISP-DM) with an additional phase of data vali-
dation. Second, it consolidates an organization’s analytics knowledge base by
integrating the concept of analytic profiles. Third, the process is demonstrated
for the context of CE by the case study of predictive maintenance (PdM) for an
original equipment manufacturer (OEM). We use PdM as an example here as it
is a prominent smart circular strategy (facilitating for extending the use-cycle,
increasing the utilization and looping/cascading assets), allowing for generaliza-
tion to other strategies.

The remainder of the work is detailed in following sections. Section 2 gives
background on the data science and the concept of CE, thereafter Sect. 3 presents
the research approach followed for this work. Section 4 presents the proposed
CRISP-DM process model modifications, whilst Sect. 4.1 details the case study of
PdM for CE. Finally, the paper is concluded and further work presented in Sect. 5.

1 In this paper, we use the expressions process, method, and methodology interchange-
able as a set of activities that interact to produce a result.
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2 Background

2.1 Data Science

Data science is a multidisciplinary field encompassing tools, methods, and sys-
tems from statistics and data analytics (hereby referred to as analytics) applied
to large volumes of data with the purpose of deriving insights for decision-making
support [21,38,48,57,66]. As such, data science may include the collection and
use of data to: (i) better understand the business operation and provide cur-
rent state evaluation of performance, (ii) transform the organization from being
reactive to proactive in business decision-making through use of predictive ana-
lytics, (iii) improve customer service through use of data to build a more coher-
ent knowledge base and understanding of customer needs, and (iv) increase the
efficiency, enhance the effectiveness and facilitate the implementation of CE con-
cepts at scale (e.g., by optimizing circular infrastructures, business models, and
products-service systems) [13,20,44,47,48].

Fig. 1. Phases of the CRISP-DM process model [10]

Research shows that companies embracing data science have experienced
noticeable gains in business development (i.e., productivity and profitability)
[44,66]. However, the impact of data science is not limited to commercial endeav-
ours alone. For instance, studies show improved sustainability for building energy
management [46], predictive capabilities in supply chain management [66], health
care services in the medical industry [50] and environmental impact of the man-
ufacturing and process industry [29,34]. However, the effects for the CE is still
largely unexplored.
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To support the effective integration of data science within organizations, vari-
ous methodologies have been proposed in the literature (e.g., KDD and SEMMA
[22,59]). The most commonly used is the CRISP-DM process model created by
IBM, reporting a use level of 43% followed by 28% of companies using their
own methodology [53]. CRISP-DM is described in terms of a hierarchical and
cyclic process model composed of six phases (see Fig. 1), each consisting of sev-
eral generic tasks (e.g., clean data), specialized tasks (e.g., cleaning of numerical
and categorical values) and process instances (i.e., how these tasks are opera-
tionalized through different actions, decisions and results). The methodology is
designed to be generic, complete and stable, meaning that it should cover the
whole analytics development process for all possible applications, and should be
valid for yet unforeseen developments (e.g., new analytics modeling techniques)
[10]. Despite the high reported level of use, the methodology appears to not be
in active development. We recognize that IBM have later proposed an exten-
sion to CRISP-DM called the Analytics Solutions Unified Method (ASUM-DM)
[30]. However, ASUM-DM differs only in the operational/deployment aspects
of the process and describes the same phases for development. Therefore, given
CRISP-DM’s continued widespread adoption from practitioners and inherent
generic, complete and stable design, we have chosen it as our reference model.
As a stand-alone data science process, CRISP-DM has been successful within
its bounds [67]. However, suggestions for the following shortcomings have been
made [6,55] (the issues are addressed in Sect. 4):

(i) the lack of a good management view to track and communicate knowl-
edge/insights,

(ii) the lack of assessment of analytics implementation feasibility (e.g. by lever-
aging a maturity assessment or gap analysis),

(iii) despite its widespread adoption, the process is not always understood by the
wider business community, hence it is difficult to manage actual business
value of the analyses,

(iv) the iterations do not loop back to the business level (prior to analytics
modeling) for domain specific knowledge after the first two phases,

(v) and lack of control of added value.

2.2 Circular Economy

CE emerged as an umbrella concept in the 2010s as an approach to achieve
sustainability [7], and encompass a range of strategies for narrowing, slowing
and closing material and energy flows [8,18] as a means for addressing structural
waste. Although the CE concept continues to grow and gain attention, it remains
in an early stage of development. Therefore, a detailed definition of CE is still
missing in the literature [24,31,35,41]. However, one of the most prominent
definitions has been provided by the Ellen MacArthur Foundation [15,17], where
CE is defined as a system “that provides multiple value creation mechanisms,
which are decoupled from the consumption of finite resources.”

CE strategies span from operational processes (i.e., restore, reduce, recir-
culate, and avoid) to more strategic, and business models related, strategies
(i.e., reinvent, rethink, and reconfigure). DTs is highlighted by literature as an
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important enabler of CE strategies [4,9,19,49,51]. However, the adoption by
industry is meager, and the research is still in a pre-paradigmatic stage [51].
Using DTs for the CE, Smart CE, promotes a sustainable ecosystem where assets
(products, components, materials, and so on) are given virtual, or digital coun-
terparts that allows for the sensing, communication, interaction, and exchange
of data. By embedding software and analytics intelligence within or connected to
these assets allows for easier manipulation and automation of the assets and of
the environment, or system, in which they operate - enabling an increase of the
systemic resource efficiency and productivity of the CE. This can for instance
be seen with the data-driven maintenance strategy, or smart circular strategy,
PdM [1,43,62]. PdM is a pertinent strategy for OEMs seeking to transition to
the CE. OEMs offer one of the highest potential for environmental and economic
impact of any sector [19]. In the European Union, material savings alone have
been estimated to USD 650 billion for a full CE transition [15]. A gross part of
this potential can be linked back to PdM by its three CE value drivers [19]:

Extending the life cycle: correct condition-assessment for need of and
scheduling of appropriate life cycle extending operations,
Increasing utilization: reduce unplanned downtime and increased equip-
ment effectiveness,
Looping the asset: improve insight and transparency into asset’s condition
and usage history.

Achieving a Smart CE requires companies to reconfigure and blend their
existing value creation mechanisms with new innovative digital strategies. Blend-
ing digital strategies with value offerings require companies to become data-
driven (i.e., decision-makers base their actions on data and insights generated
from analytics, rather than instinct). Supporting this, Janssen et al. [33] argue
that the quality of these evidence-based decisions depends largely on the qual-
ity of the inputs and the process that transforms these inputs into outputs -
essentially the data science process.

3 Research Approach

The proposed process was developed based on an analysis of the data understand-
ing and data preparation phases of the current CRISP-DM 1.0 step-by-step data
mining guide [10] together with insights from company engagement under the
CIRCit research project [12]. Given the exploratory nature of the research and
the pre-paradigmatic stage of the field [51], case study research was chosen as the
methodology for empirical investigation [69]. The case study research method-
ology is particularly suitable for the initial stage of investigation [31] as it help
provide insights with relatively good understanding of the complexity and nature
of the phenomenon [65]. Moreover, even a single case study can provide scientific
development through a deep understanding of the problem and the capturing of
experiences [23].

A research protocol was used in order to ensure reliability and validity of the
findings, including case study design, data collection, data analysis, and formal-
ization of results [69]. The company was selected based on a judgmental sampling
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technique [28]. First, the company should be from the manufacturing industry
and have interest in, or experience with, the CE. Second, the company need to
have sensory/operation data available for analytics and Smart CE investigation
for this paper. To this regard, a Nordic OEM company manufacturing and ser-
vicing industrial cranes, who is particular interested in PdM, was contacted and
accepted to participate in the project and case study. However, the company
identity has been concealed here to protect their business interests.

Following the research protocol, data collection was performed through sev-
eral semi-structured interviews to first gather general information about the
context of the company before the operation data were exchanged and insights
specific to analytics and PdM were collected. Following the collection of organi-
zational and operation data, analytics investigation was performed to evaluate
the potential PdM and set implementation requirements. Then, the last face of
the protocol was conducted, looking for possible procedural improvements of the
CRISP-DM model to meet the requirements from analytics.

4 An Enhanced CRISP-DM Process Model

Asset and process management research argue that data should be specifically
structured for the intended use within the work flow [27,57]. Analytics research
concur and note that insight is more obtainable when the data has been prepro-
cessed for a specific domain of analysis [32,37,42,52,68]. To this effect, and to
address the previous highlighted shortcomings, we propose an extended CRISP-
DM process model. The proposed process model adds an additional phase called
data validation (addressing issues (iv) and (v)), and argues for the integration of
analytic profiles (addressing issues (i) and (iii)) as a core element of the process.
Figure 2 illustrates the enhanced CRISP-DM process model developed.

Fig. 2. An enhanced CRISP-DM process model
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In CRISP-DM, there is no validation between the data preparation phase
and the modeling phase against the specific business domain [6,48]. Specifically,
once the data is prepared for modeling, only the criterion needed to ensure
optimal analytics model performance are considered [48,67]. Thus, a complete
understanding of whether the data which is prepared is a valid representation
of the original problem is not guaranteed. General data preparation methods
alter the original data, and there is often loss in information specific to the
domain that should be monitored [5,48]. As such, this may result in sub-optimal
solutions that miss the mark on the intended capturing of business value [55,63].
Therefore, we argue that data validation should be done by the re-involvement of
the business entity, or domain experts, to validate that a proper understanding of
the data and business problem have been reached, and include data preparation
methods tailored for the given analytic profile. The data validation phase may
result in a re-iteration of the data understanding and/or the data preparation
phase(s) (indicated by a single arrow back in the diagram).

Analytic profiles are defined as structures that standardize the collection,
application and re-use of analytics insights and models for key business entities
[60]. As such, an analytic profile is an abstract collection of knowledge, mainly
used in the business and data understanding phases, that lists the best practices
for a particular analytics use case, or problem. Analytic profiles may have differ-
ent levels of granularity depending in the use case and the organization’s level of
experience. However, information on the following elements should be included:

– Use case description defining the business goal (e.g., predict the remaining
useful life of a crane),

– Domain specific insights important for the use case (e.g., knowledge about
typical crane failures and causes),

– Data sources relevant for the use case (e.g., time-series data of crane oper-
ation and service data with failure modes),

– Key Performance Indicators (KPIs) or metrics for assessing the ana-
lytics implementation performance (e.g., crane failure rate, downtime and
maintenance costs),

– Analytics models and tools with proven conformity for the given problem
(e.g., long short-term memory networks and deep belief networks),

– Short descriptions of previous implementations with lessons learned
(e.g., deep belief networks for backlash error prediction in machining centers
[40]).

As per the CRISP-DM process level breakdown [10], analytic profiles can be
regarded as a generic task particularly relevant between the business and data
understanding phases (indicated by an analytic profile icon in the diagram).
Through such a consolidation of the analytics knowledge base, organizations can
more easily learn and reuse their own experience and the experience of others to
catalyze the analytics development process. Furthermore, Kiron and Shockley
[36] state that organizations should appropriately structure their resources to



184 E. Kristoffersen et al.

align their analytics capability with their overall business strategies. Therefore,
we argue that analytic profiles should be build for all business strategies, or use
cases, relying on insights from analytics.

4.1 Case Study: Predictive Maintenance for an Original Equipment
Manufacturer

In this section we give detail to the strategy of PdM for the context of CE
together with insights from the case study to validate the adaptations made
to CRISP-DM. However, we only detail the structuring of data from the data
understanding phase to the data validation phase. As such, we do not cover the
whole analytics development process or the full contents of the analytic profile
of PdM.

According to EN 13306:2010, predictive maintenance is defined as condition-
based maintenance carried out following a forecast from analytics or known char-
acteristics of the features of the degradation of an asset. It contrasts traditional,
or non-predictive, maintenance actions that are only based on information of the
current condition. Therefore, as PdM integrates multiple DTs (e.g. Internet of
Things and Artificial Intelligence) it enables real-time access to detailed infor-
mation about the assets’ location, condition, and availability. This allows for
augmenting human decision-making by predicting product health, wear, usage,
and energy consumption [56]. This “sense and respond” capability is crucial for
the CE as it allow for greater transparency of assets’ actual condition through-
out their life cycle, and enable triggering of appropriate life cycle extending
operations for the OEM or service provider [58].

Fig. 3. Example structuring of data for a PdM analytic profile

The main goal of the analytics exploration was to evaluate the current sta-
tus of analytics development towards the implementation of PdM within the
company. For the case of a PdM analytic profile, the occurrence of faults or
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degradation and their influence during assets’ life cycle are considered domain
specific knowledge [3,5]. Therefore, the data must contain life cycle observa-
tions in which information or knowledge pertaining to the occurrence of faults,
degradation, or process change can be inferred [39,52,62]. In general, this can
be decomposed to sensor measurements S, location L, and maintenance logs M
which describe the condition at various time steps. Figure 3 illustrates such a
structuring of an asset’s data in which its attributes are collected from multi-
ple data sources, such as time, sensory/monitoring data, location, maintenance
logs, and Enterprise Resource Planning (ERP) system data. The observation at
an arbitrary time ti describes the condition of the asset per set of attributes
ti(Si, Li,Mi). This structuring ensures the data is useful for the intended anal-
ysis, and when combined with involvement from the business entity by domain
experts makes up the data validation phase. However, the analytics exploration
performed by the researchers showed that the current collected features were not
sensitive enough to the failure categories required by PdM. This means that the
provided data lacked in quality and did not contain the necessary level of detail
of failure modes needed in order to predict impending failures. Consequently,
the business goal and targeted analyses had to be changed to less advanced
analyses. In this case, the goal was transferred to abnormality identification
and the development of a method to evaluate the severity degree of the cranes.
High severity degree means that the behaviour of the sample crane is different
from the majority, thus is more likely to have impending failures. Also, it is not
uncommon that important information, or observations, within the data might
get ‘lost’, or disregarded, in the data preparation phase (due to misunderstand-
ing of the business goal). Therefore, we argue that it is crucial for the success of
data science initiatives to include a phase of data validation prior to modeling.
In summary, the data validation phase ensures that modeling happens on the
right data for the right reasons.

Following the data preparation and data validation phases, the standard
CRISP-DM phases of modeling, evaluation, and deployment should be followed.
In these phases, analytics methods are applied to, e.g., provide predictions or
current state inferences of the manufacturing operation. This may include the
accurate identification and prediction of impending failures, degradations, or
abnormal behaviour, which can then be used for decision-making support or
directive actions for operations management. Finally, when the process of PdM
has been structured in such a way that it allows for standardized collection,
application and re-use of its analytics insights.

Interviews with the case company revealed that such a structuring of the data
and standardized use of analytic profiles had not been systematically integrated
within the organization. In the intervention after the analytics exploration the
researchers presented the results of their analyses with suggestions for how to
appropriately structure their data science process model (e.g., how to link the
abnormality identification with typical uses cases and KPIs). Feedback from the
company showed the new data science process, especially with the active use
of KPIs, could provide a better management view for easier communication of
knowledge, tracking of business value and CE impact.
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5 Conclusion and Future Work

This paper proposed an enhanced CRISP-DM process model and a case study
discussing how to structure the data of the analytic profile of PdM for the context
of CE. We addressed the issues (iv) and (v) (lack of iterations looping back to the
business level and no control of added value) by introducing an additional phase
of data validation. As such, we highlighted the importance of the re-involvement
of the business entity, or domain experts, to include domain specific knowledge
for structuring and validating the data prior to modeling. Furthermore, we partly
addressed the issues (i) and (iii) (lack of good management view and difficulty in
managing actual business value of analyses) by introducing analytic profiles as
an integrative part of the process model. Motivated by the benefits of the Smart
CE, we discussed how data science is fundamental for using DTs to increase
the efficiency, enhance the effectiveness and facilitate the implementation of CE
strategies. For future work, we aim to extend on the business analytics and
CE connection to the data science process. Essentially, detailing the business
understanding and data understanding phases with CE related business model
scoping and analytics leverage assessment. Lastly, greater detail and empirical
evaluation of the suggested CRISP-DM modification should be added.
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Abstract. The world changes and new digital solutions arise in a fast pace,
requiring organizations to adapt fast to these changes and innovations. Conse-
quently, the required skills and knowledge of employees to effectively con-
tribute to the core business of an organization, are also subject to changes.
Currently, Human Resource (HR) professionals cannot acquire a sufficient
insight into organizations’ human capital in order to align it with the current and
future core processes of the organization. To acquire the necessary insights and
knowledge, organizations see great potential in harnessing the wealth of data
about their human capital and core processes. Hence, organizations have a great
interest in HR Analytics, which is a rising field on the intersection of HR and big
data. Despite the interest, there are only few efforts that focus on HR Analytics
and its implementations. In this paper, we analyze the characteristics of the
current HR function, present a framework that systematically exploits HR data
in order to improve the HR function, and describe our implementation of parts
of the presented framework. As such, our framework and its implementations
can be regarded as a first step towards conducting HR Analytics in practice.

Keywords: HR Analytics � Framework � Big data

1 Introduction

Organizations have invested heavily in collecting and analyzing various data sets, such
as those pertaining to their customers and the usage of their resources. The knowledge
generated by these investments has resulted in different variants and architectures for
Customer Relationship Management (CRM) systems and Enterprise Resource Planning
(ERP) systems. The wealth of the data that organizations have today about their core
processes and their human capital has triggered HR professionals to exploit this data for
improving the HR function. This is partly due to the fact that organizations are subject
to a fast-changing reality in which new digital solutions drive organizations to adapt
fast to these changes. As a consequence, the required competencies of employees that
are needed for the business performance of organizations are also subject to changes.
Currently, HR professionals experience that, on the one hand, the development of the
human capital and, on the other hand, the development of the core processes in
organizations, are diverging. This induces a gap between the competencies of an
organization’s employees and what (skillset) is needed to adequately implement the
core processes of the organization. Consequently, HR professionals are increasingly
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unable to adequately match the wishes and abilities of employees to the requirements of
the core processes of organizations.

Concepts and techniques from the field of big data/data analytics may provide the
desired insights in the gap and, more importantly, may inform organizations about how
to bridge the gap. Realizing such applications, however, entails addressing a number of
technical issues and challenges such as establishing efficient integration, storage and
retrieval of large data volumes, as well as processing different types of data almost in
real-time. It is also relevant to note that often the usage of big data does not fully
coincide with the purpose for which the original data was collected. This entails a
number of so-called soft challenges for using big data in (HR) practice. Relying on data
gathered from various sources and for diverse purposes can result in, for example,
violations of fundamental human rights, such as privacy and autonomy [1–3].

This paper aims at utilizing big data for improving the HR function in organiza-
tions. Specifically, our research question can be formulated as: How can big data be
utilized to bridge the gap between the skills and knowledge that employees of an
organization have and the skills and knowledge that are needed within the organi-
zation in order to run the organization’s core processes effectively? This research
question, which is originally posed by the HR professionals from the practice, is an
emerging topic in the HR field. Our study can be classified on the intersection of HR
and big data, referred to as HR Analytics. As pointed out in [4], the realization of HR
Analytics is still in its childhood, despite many efforts made so far. We analyze the
characteristics of HR Analytics and, on the basis of this analysis, present a framework
for realizing HR Analytics. Two key findings of our analyses are: (a) typical HR needs
must be considerably elaborated further in detail before being translated into required
data analytics tasks such as classification, associations and profiling and (b) HR data is
in practice scattered over various systems and a significant amount of effort is needed to
integrate the corresponding data sets. The latter finding is in line with [5].

Although our framework consists of four main steps, the implementation part of
this paper is primarily devoted to the first two steps. The goal of these steps is to map
broad HR needs/concepts into a set of feasible data analytics tasks. For this purpose we
present a number of tools in achieving this mapping and illustrate how these tools have
been applied to two real life-cases.

We envision that in the near future HR analytics will be an integral part of the HR
function. As such, HR analytics is going to restructure the HR function by providing
HR professionals with the values of predefined and relevant indicators. These values
can help HR professionals to take appropriate decisions for bridging the aforemen-
tioned gap. By means of the two real-life cases, we illustrate how the relevant indi-
cators can be measured in practice.

The remainder of this paper is organized as follows. Section 2 reviews the con-
temporary HR function and reports our findings. Based on these findings, we propose
in Sect. 3 a comprehensive framework for HR Analytics and elaborate on the imple-
mentations of the first two steps of the framework. Section 4 concludes the paper.
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2 HR Analytics

Although there is an overwhelming number of papers related to HR Analytics, the term
HR Analytics is relatively new [4]. In this section, we describe the state of the art of HR
Analytics, discuss how HR Analytics restructures the HR function, and present some
examples to illustrate the added value of HR Analytics. Finally, we describe a number
of existing challenges involving HR data.

2.1 State of the Art

To improve their business functions, organizations take full advantage of the large
amount of data that is available within or outside their organizations. However, this
data exploitation is not the case for HR. So far, the HR field has focused mainly on
descriptive analytics [6], a bit on predictive analytics [7], and very little on prescriptive
analytics [8]. Yet, there is no widely accepted definition of HR Analytics. In [4], HR
Analytics is regarded as a practice that is enabled by IT, focusing on the analysis and
visualization of data, while [9] defines HR Analytics as a set of tools and technologies
that provides a wide range of capabilities, ranging from simple reporting to predictive
modelling.

In [10], a distinction is made between HR Analytics and HR Metrics. HR Metrics
are the measures of key HR management outcomes. These measures are classified as
efficiency, effectiveness or impact. In [10] is subsequently argued that HR Analytics is
not about the measures, but rather represents the statistical techniques and experimental
approaches that can be used to show the impact of HR activities. Despite this dis-
tinction between HR Metrics and HR Analytics in [10], definitional ambiguity still
remains. In contrast to [10], we consider HR Metrics as a part of HR Analytics.

Regardless of the fact that there is a growing interest in and an abundance amount
of literature about HR Analytics, the research and development on how to exploit
relevant data to improve the HR function are still in its infancy. A search on Google
Scholar on the terms “HR Analytics”, for example, resulted in more than 80.000 hits.
Nevertheless, very little and limited scientific evidence is found on the use and
adoption of HR Analytics as mentioned in [4]. In [4] 60 papers were reviewed and only
14 of them were classified as scientific papers. There are a number of reasons why HR
Analytics has not met the expectations so far. The main reason, as identified in [11], is
that HR professionals do not understand big data analytics and big data analytics teams
do not understand HR. In [4] an approach is proposed in which the central question that
should be asked is: How HR data can be used to create, capture, leverage and protect
value? Developing advanced concepts and techniques of big data may be helpful in
answering this question. In our view, these concepts and techniques should be tailored
to the HR domain in order to contribute to the solution of HR problems [12].

Given the current development stage of HR Analytics, we are in line with [4] about
the need for doing more scientific research.
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2.2 Restructuring the HR Function

A HR department’s goal is to help the organization to deliver its strategy and objectives
by effectively managing its human capital. To realize this goal, the HR function covers
several areas, ranging from recruitment, learning and development to vitality.

Fast-changing circumstances in society create new questions that require up to date
answers. Typical questions that must be addressed in contemporary HR departments
are: What does our staff look like within 10 years if we do nothing? What interventions
are needed to bridge the gap between the knowledge and skills of our employees and
the competencies that are required in the future? Are we diverse enough? To what
extent does our policy contribute to the sustainable employability of our employees?
Up to now, HR professionals try to answer these questions by formulation a set of
hypotheses and collecting the data needed to accept or reject these hypotheses. We note
that a hypothesis does not necessarily answer a question but provides some insights that
may help to find an answer. As it has been discussed in the literature, this traditional
statistical approach suffers from some flaws [13]. For example, the hypotheses should
be devised beforehand, which may be a time-consuming process as it requires
advanced and in-depth knowledge of the field. Searching for interesting hypotheses can
be accomplished by using contemporary (big) data analytics/data mining algorithms
applied to all relevant data sets available.

An emerging area that is becoming part of the HR function is the so-called
information provisioning [14]. In this area, the collection and analysis of employee data
and the provision of the results to the organization are the main tasks. We argue that big
data can strengthen the function of information provisioning.

There are many descriptions and definitions of big data in circulation, varying from
formal to informal definitions. A common description of big data is based on the well-
known 3 V’s [15]. A formal definition of big data, on the other hand, considers it as
inducing a model based on world observations/data stored in information systems. In
this formal definition, we can distinguish three building blocks, namely: data from
different systems, analysis techniques based on inductive reasoning, and models
derived from big data [12]. To facilitate the design and implementation of these
building blocks, a wide range of tools, concepts and algorithms are developed. Reliable
employee data which is necessary to underpin the information provisioning are orga-
nized in the first building block. In the second building block, existing analytics
algorithms are organized that must be tailored to extract those models that can answer
the HR questions and needs. In the last building block, those tools are organized that
can help interpreting the obtained models when answering the HR questions. Naturally,
HR professionals should be able to interact with the latter building block.

2.3 Illustrative Examples

In large organizations, such as ministries or municipalities, a lot of money is invested in
employees’ professional development. However, employees often follow the same
course or training in these organizations, without their job descriptions, abilities and
personal wishes being taken into account. HR professionals, who currently cannot
adequately tailor the wishes and abilities of individual employees to the needs of the
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organization, can use HR analytics to generate the profiles of employees. The resulting
employee profile can be used by HR professionals to advise the employee about a
suitable training to follow or to prepare the employee for a better fitting job.

Next, suppose the HR department of the Dutch Ministry of Justice and Security
observing that crime in society becomes more technology-driven. This HR department,
subsequently, experiences a skill gap in the organization because its staff are unable to
cope with the criminal implications of new technologies. The organization, conse-
quently, may require having employees with a law background in combination with
cyber security skills. The questions that may arise are: how can the employer improve
the skillset of its workforce? Which employees can best be chosen to follow an
expensive in-depth training about new technologies? With HR Analytics the HR
professional could obtain some indications that, for example, those employees with a
background in financial law tend to adopt ICT skills more easily. The HR department,
therefore, can focus on retraining these employees. This informed policy should help
closing the observed gap significantly.

Another example is concerned with the change of the retirement pattern in the
Dutch public sector, observing that more and more employees delay their retirement
and change their contracts to part-time work. Note that in the Netherlands, retiring
public sector employees have the option of postponing their retirement up to 5 years.
After expiring these optional extra years, employees’ retirement is obligatory. This
retirement policy is based on the fact that, often, the retiring people are in key roles,
hold key relationships, and are critical for ensuring the continuity of an organization’s
performance. However, it is also challenging to keep a potential successor waiting if
the incumbent chooses not to retire at the time expected. Currently HR professionals
use two indicators of age to estimate the collective retirement behaviors of their
employees. To this end, HR Analytics can improve this estimation of the collective
retirement behaviors by taking into account many additional indicators, such as recent
changes in role, pay level, rates of the changes in pay, and incentive eligibility. This
improved estimation allows HR professionals to be more effective in managing the
retirement cycle and ensures that key roles have a successor ready just in time.

2.4 HR Data

Several processes may be distinguished in the HR function. For each of these pro-
cesses, there are a number of data items that are collected in several HR Information
Systems (HRIS). Examples of the collected HR data items are competence assessment,
date of birth, disciplinary date and email traffic between employees. Often, these data
items are scattered among different legacy HRIS. As has been pointed out by several
scholars, legacy data sets are hard to integrate since they are noisy and incomplete; and
their semantics are uncertain, see [16] for an overview. In addition, the silo mentality in
organizations prevents HR-related data being combined [11].

Based on a prescriptive framework, Pape [5] prioritizes the data items that are
important for HR analytics. Pape has selected a total of 298 descriptive and predictive
HR analyses from the academic and professional literature (202); and interviewed HR
analysts (96). From these analyses, Pape derives 126 data items and identifies top 30
data items influential in the identified HR processes. For identifying these top 30 data
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items, Pape uses a framework based on interviewing 24 HR professionals from 15
organizations. Six top data items in the derived top 30 list are location, role, function,
manager ID, performance score and total other benefits. In [5] a further argument is
made that collecting those data items is challenging for many HR departments.

For HR Analytics, the quality, accessibility and availability of data are crucial. As
argued in [4, 5], an enormous effort is required to obtain the data that meets these
aspects. Therefore, despite having many interesting HR questions (as raised in the
previous sections) with a potential solution based on HR Analytics, it makes sense to
choose a data set that is feasible to integrate and to exploit this data set to gain some of
the insights needed by HR professionals. Thus, in a sense, HR Analytics is constrained
by the efforts needed to build such an integrated data set.

2.5 Problem Statement

So far we have seen that there is a need by HR professionals to gain insight in tackling
the main question of this contribution, namely: How to utilize big data to bridge the gap
between the current and the desired skills and knowledge of employees within an
organization? Actually, this is a very broad question as it includes many of the
questions asked today by contemporary HR departments (see Sects. 2.2 and 2.3).

There are several issues in answering these questions raised. Firstly, the HR
questions are open for various interpretations. Secondly, the HR questions are insuf-
ficiently elaborated upon for being translated to a set of data analytics solutions (such as
association, clustering, profiling, or classification problems) [17]. Thirdly, it is unclear
beforehand which efforts will be required to collect and integrate the proper data.
Therefore, a systematic and specific approach is required to deal with such HR ques-
tions. In the next section, we present the main building blocks of such a systematic
approach.

3 A Framework for HR Analytics

In this section we present a framework to realize HR Analytics in practice, as shown in
Fig. 1. As concluded in [11], unfortunately HR professionals and big data analytics
professionals do not understand each other well. This lack of understanding, as a
consequence, may cause HR Analytics applications to fail and result in disappoint-
ments. Therefore, an essential part of our framework is to create a common under-
standing between these professionals. By means of the two real-life cases, we illustrate
how to identify broad HR needs and make them into a set of feasible data analytics
tasks and how the values of relevant indicators may be collected in practice. Although
our framework consists of four steps, this paper primarily focuses on the implemen-
tation aspects of the first two steps of the framework. Due to page limitation, we
excluded any implementations of the latter two steps. Issues related to these steps are
common over many domains. For more discussion about this see, e.g., [16].
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In the following subsections, we discuss each of the steps of the framework. In
Sect. 3.1, we discuss how we use a multi-disciplinary approach [18] based on the
method of design thinking to create consensus about the insights that are needed to
contribute to the solution of our main question. In Sect. 3.2, we describe a route for
mapping a broad HR notion/concept to concrete measurable indicators. Section 3.3
sketches the data collection and integration measures needed to acquire a clean and
integrated data set for further analysis. Finally, Sect. 3.4 sketches the big data tech-
niques to analyze the integrated data set and to interpret the analysis outcomes, i.e., the
models.

3.1 Question Elucidation

In HR Analytics situations may arise where there is no consensus on what the main HR
need (or problem) is, nor a common understanding of how (partial) problems should be
tackled. A way to address these problems is to create either more consensus between
the viewpoints of the stakeholders about the problem at hand and/or to create a shared
understanding and acceptance of the cause-effect relations. Design Thinking [19] can
contribute to resolving these uncertainties. It is rooted in product and service design,
has been successfully applied to cases where people and organizations interact with
technological processes. Particularly, in those cases where user needs are insufficiently
documented and are hidden in tacit knowledge among poorly communicating stake-
holders, Design Thinking is proven to be fruitful [20].

Design Thinking is a multi-disciplinary and participatory approach that encourages
successive meetings in which various stakeholders (e.g., system developers and end-
users) discuss their viewpoints and insights to answer the issue at hand. These meetings
continue until a consensus is reached, i.e., a fitting solution arises from the viewpoints
of the stakeholders involved [21].

As case studies, we have involved the HR professionals from the HR department of
the Dutch Ministry of Justice and Security (case 1) and the HR department of the
municipality of Rotterdam (case 2). By means of a number of lectures on HR Analytics
provided by us to HR professionals, workshops and bilateral discussions between
professionals of data analytics and HR, we elaborated our data analytics perspective in
regard to the main research question of Sect. 2.5. In both cases the participants agreed
that gaining insights in the development of the HR concepts of sustainable employa-
bility, diversity and job performance are important for the envisioned developments of

Fig. 1. Framework for HR-Analytics.
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the (core) processes of these organizations. Although these processes can be different
for each HR department, one can distinguish a number of sub-processes that have
similarities, for example, sub-processes that are needed for job applications.

Once an agreement about the relevant HR concepts is reached, it is worthwhile to
work on these concepts and how to operationalize them based on the available and
accessible data. In the next section, we describe and illustrate how the concepts of
sustainable employability, diversity and job performance have been made operational.

3.2 Concepts, Phenomena and Indicator Definition

The second step of the framework involves the operationalization of the identified HR
concepts. Based on a desktop research, some representative indicators that cover these
concepts are searched for. In addition, the usefulness of these indicators must be
determined by the HR professionals and big data analytics professionals involved. The
first group indicates whether the indicator is representative enough and the latter group
determines the quality of the attributes. For operationalization purposes, metrics for
these representative indicators will be determined. The values of the indicators must be
measured from the collected data.

Suppose, for diversity we have two indicators age and ethnicity. The age indicator
can be expressed in years and measured reliably. Subsequently, a distribution function
of the number of people in different age classes can be calculated. The ethnicity
indicator is more difficult to measure because ethnicity must first be defined. Suppose
we limit ourselves to the distinction between immigrants and non-immigrants, and we
use a definition as proposed by Statistics Netherlands (abbreviated as CBS in Dutch).
According to the definition of CBS, an immigrant is a person one of whose parents was
not born in the Netherlands. The values for the indicator ethnicity are difficult to
measure because organizations do not register the origin of their employees’ parents.

The operationalization step of the sustainable employability concept was picked up
in case 1 by two student groups of the Rotterdam University of Applied Sciences. The
students got an assignment to develop a tool that gives HR professionals an insight into
sustainable employability of employees, due to its importance for the HR department of
the Dutch Ministry of Justice and Security. Based on desktop research, the students
quickly discovered that sustainable employability is a broad notion. HR organizations
tend to have different views about which topics are relevant to sustainable employa-
bility. Literature showed that the sustainable employability concept encompasses
several HR topics such as (1) engagement and vitality, (2) work organization,
(3) health, and (4) learning and development.

To limit the amount of work needed to define all indicators of these 4 HR topics of
sustainable employability in the time given for the project, the students, in consultation
with the HR professionals of the ministry, chose to further operationalize the topic of
learning and development. This topic focuses on employees being more productive if
they are working at the right level and if they are experiencing appropriate challenges.
Involved and interested employees keep a close eye on developments in their field, gain
new knowledge, and follow additional training courses. Involved employers offer room
for this, because it pays off to invest in sustainable employability. Relevant indicators
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can show how many employees are at the right level and which employees should
further develop themselves so that the organization can operate in a most optimal way.

Figure 2 shows the operationalization of the learning and development concept.
Some of the indicators in Fig. 2 measure organizational aspects (e.g., the amount of
offered facilities) and others measure personnel aspects (e.g. motivation and personal
development). Due to space limits, Fig. 2 shows only some of the values to be mea-
sured for the indicators. Next, the data collection and integration steps are needed to
determine which data is available and useful per indicator.

3.3 Data Collection and Integration

The data about employees’, for example, function, salary scale, performance appraisals,
non-attendances, conducted training courses, is currently distributed among different
legacy systems (i.e. database management systems). In the HR domain there exist
many different Human Resource Information Systems (HRIS) for different HR pur-
poses. The data varies from structured data, like salary information, to unstructured
data, like paragraphs of natural language text about the performance appraisals of
employees. Bringing this data together is a necessary step to measure the value of the
indicators. To this end, employee data needs to be extracted from these legacy systems.
Before the data is used as input for big data analytics, it is subjected to Ethical Impact
Assessment (EIA) and Data Privacy Impact Assessment (DPIA) to determine, partic-
ularly, whether (or how) the secondary use of data is ethical and legal. Hereby one can
revise the predefined indicators or to further anonymize the data.

Figure 3 depicts a schematic overview of the process for collecting and integrating
data from multiple HR sources. The HR department of the Dutch Ministry of Justice &
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Security uses multiple different HRISs. For example, P-direkt is the HR service pro-
vider for the Dutch national government, Leonardo is the ERP system for financial-
logistics information, Coach Pool is an employee coaching system, Goodhabitz reg-
isters followed online training courses, Learning Management System (LMS) gives an
insight into the skills/talents of employees, and MO contains data about employee
surveys.

The relation management module in Fig. 3 is used to clean (i.e., to remove those
records with known wrong registrations from) the source files and combine the data
(i.e., relate all available data to a unique event or class of employees). For example, to
integrate the subjective MO survey data with the data from LMS (e.g., to find out
whether satisfied employees have developed their talents and skills), it is required to
exploit common attributes of employees. The module can also be used to deal with
missing data. If the value of an attribute is (temporarily) unavailable, for example due
to technological problems, it may be replaced with the value of a similar attribute that is
measured at a slightly earlier or later point in time, while it, more or less, covers the
same notion. This replacement is referred to as imputation.

To obtain the data set for analysis, it is usually required to have a unique identifying
key that is present in all database systems. If such a key is not available or not desired
because of, for example, privacy-regulations, then combining the datasets can be
performed using a set of common attributes [1]. Based on this key or the attribute set,
the data items of an employee from different sources are combined. The first step of the
data integration process is to extract the same conceptual data from different database
systems. In general, this is the so-called “micro data” on the person level.

3.4 Big Data Analytics and Output Interpretation

Over the years a wide range of techniques has been developed, resulting in many
algorithms to analyze data. These algorithms are focused on performing a task such as
classifying, associating, clustering and searching. For a certain task, various variants of

Fig. 3. Schematics of an approach to integrate data from different sources
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techniques are usually available. For example, for a classification task, you may apply
discriminant analysis, decision trees, regression, support vector machines or neural
networks. Depending on the task and the given preconditions, an algorithm will be
chosen and, if necessary, tailored. If, for example, it is very clear what characteristics
should be classified, then discriminant analysis can be applied. If it is not clear which
attributes need to be classified and there is a lot of data available, a neural network can
be used to learn the classification task and generate a classification model. The chal-
lenge of using big data is to determine which tasks need to be performed in order to
achieve meaningful results. Next, choosing an algorithm to perform the task is also a
challenge. In the literature there are best practices and guidelines [12].

The interpretation of the results of big data is a challenging task. A reason for this is
that it concerns statistical truths that apply to groups (e.g., a set of persons) and the fact
that they are not always applicable to individuals. A statistical truth implies a distri-
bution function of possible outcomes that only occurs with a very large group of
observations (almost with an infinitive size). In addition, the dataset used contains only
a limited number of variables that can partially describe the individual variation. Based
on this, no conclusion can be drawn or no prediction can be made about individual
cases. Such incorrect interpretations can lead to unjust decisions about individuals. In
practice, however, this is often done to make (policy) decisions. In the end, each
specific application domain has its own challenges in interpreting big data results.
In HR data, which usually concerns personal data, privacy and security issues play an
important role [. Guidelines and strategies for applying big data results in practice,
while taking into account the mentioned challenges, are in their infancy.

4 Conclusion

Currently HR professionals face challenges when searching for an adequate answer to
the question of how to match the wishes and abilities of individual employees to the
requirements of the organization. To acquire the necessary insights and knowledge that
can help HR professionals to minimize the gap or to anticipate an even greater gap,
organizations see a great potential in harnessing the wealth of the data about their
human capital and core processes. We argued that big data may provide new insights
based on that data, referred to as HR Analytics in this contribution.

In this paper we analyzed the specific characteristics of HR Analytics and, on the
basis of this analysis, presented a framework to realize HR Analytics in practice. Two
key findings of our analyses are: (a) typical HR needs should be considerably further
elaborated upon before being translated into data analytics tasks such as classification,
associations and profiling and (b) HR data is scattered across various systems in
practice and a significant amount of effort is needed to integrate the corresponding data.

This paper is primarily devoted to the first two steps in the presented framework.
The goal of these steps is to operationalize broad HR needs into a set of feasible data
analytics tasks. We presented a number of tools in achieving this goal and illustrated
how these tools have been applied in practice. We envision that HR analytics will be an
integral part of the HR function. As such, HR Analytics will restructure the HR
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function by informing HR professionals via relevant indicators. These indicators can
help HR professionals to make appropriate decisions for bridging the mentioned gap.
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Abstract. The public expects government institutions to open their data to
enable society to reap the benefits of these data. However, governments are
often reluctant to disclose their data due to possible disadvantages. These dis-
advantages, at the same time, can be circumstances by processing the data
before disclosing. Investments are needed to be able to pre-process a dataset.
Hence, a trade-off between the benefits and cost of opening data needs to be
made. Decisions to disclose are often made based on binary options like “open”
or “closed” the data, whereas also parts of a dataset can be opened or only pre-
processed data. The objective of this study is to develop a decision tree analysis
in open data (DTOD) to estimate the costs and benefits of disclosing data using a
DTA approach. Experts’ judgment is used to quantify the pay-offs of possible
consequences of the costs and benefits and to estimate the chance of occurrence.
The result shows that for non-trivial decisions the DTOD helps, as it allows the
creation of decision structures to show alternatives ways of opening data and the
benefits and disadvantages of each alternative.

Keywords: Decision tree analysis � Estimation � Costs � Benefits � Open data �
Open government � Investments

1 Introduction

During the past decade, government institutions in many countries have been started to
disclose their data to the public. The society expects that governments become open
and that their becomes easy to re-use [1, 2]. The opening of the data by the govern-
ments can provide various opportunities including increased transparency, account-
ability but also to improve decision-making and innovation [3, 4]. However, opening of
data is more cumbersome and many datasets remain closed as they many contain
personal or sensitive data. Decisions to disclose are often made based on binary options
like “open” or “closed” the data, whereas also parts of a dataset can be opened or
datasets can be pre-processed in such a way that they can be opened data. A Decision
tree analysis (DTA) can help decision-makers in estimating the investments needed to
process data before releasing.
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The objective of this paper is to develop a decision tree analysis for open data
(DTAOD) to estimate the costs and benefits of disclosing data. This will help us to gain
insight into the potential of using DTA for supporting the opening of data. A decision
tree is a decision support tool that uses a tree-like model of decisions and their possible
consequences of conditional control statements [5, 6]. DTA is chosen as it can serve a
number of purposes when complex problems in the decision-making process of dis-
closing data are encountered. Many complex problems in decision-making might be
represented in the payoff table form [7]. Nevertheless, for the complicated problem
related to investment decisions, decision tree analysis is very useful to show the routes
and alternatives of the possible outcomes [6].

The developed DTA consists of the following four steps [8, 9], as follows: First,
define a clear decision problem to narrow down the scope of the objective. Factors
relevant to alternative solutions should be determined. Second, structure the decision
variables into a decision-tree model. Third, assign payoffs for each possible combi-
nation alternatives and states. In this step, payoffs estimation is required to represent a
specific currency of amount based on the experts’ judgment. Fourth, provide a rec-
ommendation of decisions for the decision-makers.

This research can support decision-makers and other related stakeholders like
business enablers and researchers, to create a better understanding of the problem
structure and variants of opening data. Furthermore, this study contributes to the
limited literature about decision support for disclosing data and it is the first work using
DTA. This paper is consists of five sections. In Sect. 1 the rationale behind this
research is described, Sect. 2 contains the related work of decision-making approaches
to open data domain. In Sect. 3, the DTA approach is presented, including research
method, related theories, and proposed steps in constructing DTA. Section 4 provides
systematically the development of DTA. Finally, the paper will be concluded in
Sect. 5.

2 Related Work

2.1 Overview of Methods for Deciding to Open Data

In the literature, there are various methods in analyzing to open data. Four types of
approaches for decision-making of opening data were identified. First, an iterative
decision-making process in open data using Bayesian-belief networks approach. Sec-
ond, proposed guidance to trade-off the chances of value and risk effects in opening
data. Third, a framework to weight the risks and benefits based on the open data
ecosystem elements. Fourth, a fuzzy multi-criteria decision making (FMCDM) method
to analyze the potential risks and benefits of opening data. The several related methods
in analyzing to disclose data can be seen in Table 1.
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Table 1. The overview in the literature

Method Overview and limitations

1 Iterative model of decision
support for opening data [10, 11]

The use of Bayesian-belief networks approach is to
construct the relational model of decision support in
opening data. The outcomes of this model can be
used to prevent the risks and still gain benefits of
opening data

2 Trade-offs model [10, 12] This method provides guidance for weighing the
potential values and risks of opening data.
Interview sections are based on some certain groups
of government employees like civil servants and
archivists. There is no specific methods nor
algorithm found to develop the trade-off model

3 A framework of decision support
in open data [13, 14]

A developed prototype is based on the following
concept of open data ecosystems. The proposed
model is exclusively for business and private
organizations. There is no evaluation and
assessment model introduced in this framework

4 A fuzzy multi-criteria decision
making (FMCDM) [15, 16]

Fuzzy AHP has been implemented to a broader
domain of studies. Fuzzy analytical hierarchy
process (FAHP) is utilized by collecting input from
experts’ knowledge and expertise

However, none of these related existing approaches uses a method to analyze and
estimate the possible costs-benefits of opening data for a specific problem. DTA can
play a role in providing different steps and expectations of the decision-making process.

2.2 Theory of Decision Tree Analysis

DTA is introduced for the first time in the nineteen sixties and primarily used in the
data mining domain. The main role of using this method is to establish classification
systems based on multiple covariates in developing a prediction of alternative variables
[7, 8]. This theory allows an individual or organizations to trade-off possible actions
against another action based on the probabilities of risks, benefits, and costs of a
decision-making process [8, 17]. In the case of opening data, DTA is used to identify
and calculate the value of possible decision alternatives by taking into account the
potential cost-adverse effects.

The existing literature provides insight into the advantages of using DTA the
decision-making process. First, DTA can generate understandable the estimation pro-
cess and is easy to interpret [8, 18]. Second, DTA is able to take into account both
continuous and categorical decision variables [6, 8]. Third, DTA provides a clear
indication of which variable is becoming the most important in predicting the outcome
of the alternative decisions [9]. Fourth, a decision tree can perform a classification
without requiring in-depth knowledge in computational [7, 8].

The use of DTA in this study can manage a number of variables of the costs and
benefits in opening data. In this situation, DTA can support the decision-makers in
deciding how to select the most applicable decision. Besides, this method is able to
subdivide heavily skewed variable into a specific amount of ranges. Figure 1 shows the
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example of decision tree notation with alternatives of choices in the case of open data
decision.

The objective of this decision tree illustrated in Fig. 1 is that the decision-makers
are trying to find the expected monetary value (EMV) of probability decisions, namely
open dataset and limited access to the dataset. The EMV is the probability-weighted
average of the outcomes [6, 8]. The use of EMV in DTA can be defined in two main
benefits. First, EMV helps decision-makers to understand the possible investments of
alternative actions. Second, DTA supports selecting the most appropriate alternatives
by weighing the costs of two alternative decisions.

In order to get the probability of an outcome in opening data case shows in Fig. 1,
the probabilities along the branches of the tree need to be multiplied. Beforehand, we
first should define that there are two alternative decisions in this case, namely: open the
dataset or provide limited access to the dataset. Heavily skewed variable need to be
subdivided into a specific amount of ranges. In this example, the ranges of the possible
costs are between 0 to 10000 Euros. To obtain the expected monetary value from the
example in Fig. 1, the probability-weighted average of the four outcomes is calculated
by summing the data maintenance activity with the probability of each outcome. This,
give the outcome 0.7 � 7000 + 0.3 � 2000 = 5500 Euro. In a similar vein, the costs
of the limited access alternative can be calculated 0.8 � 5000 + 0.2 � 0.2 � 1000
= 4200 Euro. In this example, the DTA shows that the investment needed to open a
dataset is higher than the limited access to alternative decisions.

3 Research Approach

In this study, we use experts’ judgment to assign payoffs possible consequences of the
costs and benefits in opening data including the changes. The expert judgment is used
because of their capability to interpret and integrate the existing complex problems in a
domain of knowledge [19, 20]. To do so, we interviewed four experts from three post-
graduate researchers and one professional with open government data and costs-benefits
investment experiences consideration. There are some considerations in selecting the
experts for this study. First, we select the experts based on their knowledge in the open

Fig. 1. An example of DTA
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data field. Second, best practices in estimating the costs and benefits investment in open
data domain should take into account.

The selected experts use their understanding and reasoning processes as they refer
to their experiences to make judgments [21, 22]. However, understanding the current
issues and having logical reasons behind predicting costs and benefits in open data
domain is not trivial. The costs and benefits estimation requires sufficient knowledge
and complex experiences in a specific field [23]. There are some barriers and limita-
tions of the expert judgments elicitation. First, during the elicitation process, the experts
might possibly quantify the answers inconsistently because of the unclear set of
questions from the interviewer. To cover this issue, we design a list of questions
protocol as structured as possible and easy to comprehend by the experts. The use of
specific terminologies in the field of open data, for instance, should be clearly defined.
Second, the use of experts’ judgment is potentially time-consuming and experts are
often overconfidence that can lead to uncertainty estimation [19, 24]. To tackle this
issue, we use aggregate quantitative review by subdividing heavily skewed variable
into a specific amount of ranges.

3.1 Steps in Developing the DTA

In order to effectively manage and construct a decision tree based analysis, and to
represent a schematic and structured way, in this paper we use four main steps in
developing DTA [6, 8, 18], as follows: First, define a clear problem to narrow down the
scope of the DTA. Relevant factors resulting in alternative solutions should be deter-
mined as well. This step could involve both internal and external stakeholders to seek
the possible options for a better decision-making process.

Second, define the structure the decision variables and alternatives. The structure of
the problems and influence diagram require to be interpreted into formal hierarchical
modeling. In this step, organizations need to construct decision problems into tree-like
diagrams and identify several possible paths of action and alternatives.

Third, assign payoffs and possible consequences. In this step, the EMV formula is
required to help to quantify and compare the costs and benefits. EMV is a quantitative
approach to rely on the specific numbers and quantities to perform the estimation and
calculations instead of using high-level approximation methods like agree, somewhat
agree, and disagree options. For this, experts’ judgment is used to estimate the pay-off of
possible consequences of the costs and benefits and to estimate the chance of occurrence.

Fourth, provide alternative decisions and recommendations. After successfully
assigning payoffs the possible consequences and considering adjustments for both costs
and benefits, decision-makers can select the most appropriate decision that meets the
success criteria and fit with their budget. These steps will be followed when developed
the DTAOD.

4 Developing the DTAOD: Step-by-Step

4.1 Step 1: Define the Problems

The problem of opening data consists of three main aspects. First, decision-makers
have a lack of knowledge and understanding in estimating the costs and benefits of
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open data domain and its consequences. Second, decision-makers might consider how
to decide on the opening of data. Too much data might remain closed due to a lack of
knowledge of alternatives. Third, decision-makers have no means to estimate the
potential costs and benefits of opening data.

4.2 Step 2: Structure the Decision Alternatives

The decision-making process in opening data can be time-consuming and might require
many resources. To understand better the consequences of each possible outcome,
decision-makers require simplifying the complex and strategic challenges. Therefore,
the DTA presented in this paper can construct a model and structure the decision
alternatives whether the data should be released or closed.

Figure 2 illustrates the decision alternatives and various types of possible paths in
deciding the complex problems of opening data. We define three main decision nodes,
namely “open”, “limited access”, and “closed”. The first decision refers to the govern-
ments allow releasing their data to the public with less or without restrictions. Second, the
limited access indicates that the level of openness is restricted to a specific group of user.
Third, closed decision refers to the government should keep the data exclusively.

4.3 Step 3: Assign Payoffs and Possible Consequences

In this step, the assign numerical values to the probabilities including the action-taking
place, and the investment value expected as the outcome will be carried out. In this

Fig. 2. Decision alternatives and possible paths
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paper, the assign payoffs represent the outcome for each combination in a table namely
table of payoffs and possible consequences. This table uses costs terminology that
represents the negative impact of a decision like value for the expense and potential lost
revenue [8, 9]. While benefits-averse, indicate the positive influence to a decision like a
net revenue stream, potential income, and other profit elements [7, 9]. The result of the
assign payoffs and the possible consequences from the selected experts as presented in
Table 2.

Table 2 presents the result of the assign payoffs between three alternative decisions,
namely: “open”, “limited access”, and “closed”. This table includes the expert judg-
ment in estimating the probabilities of the costs and benefits, and the numerical values
given to predict the investment of money in the euro currency. When the entire process

Table 2. Assign payoffs and possible consequences of the costs and benefits in opening data

Alternative
decisions

Expert judgment
(probability in
percentage)

Expert judgment (invesment in Euro)

1 2 3 4 Mean 1 2 3 4 Mean Total Outcome

1. Open

- Costs factors

a. Data collection 65 67 58 62 63 15.500 16.200 16.500 16.600 16.200 30.238 46.438

b. Data
visualization

35 33 42 38 37 14.250 15.500 12.100 14.300 14.038 44.276

- Benefits factors

c. New knowledge 58 62 54 63 59 12.300 14.450 14.000 13.000 13.438 26.796 40.234

d. Community
engagement

42 38 46 37 41 15.235 11.600 13.800 12.800 13.539 40.335

2. Limited access

- Costs factors

e. Data supression 66 58 54 55 58 16.000 16.500 17.000 14.500 16.000 32.725 48.275

f. Data
maintenance

34 42 46 45 42 16.000 17.000 16.800 17.100 16.725 49.450

- Benefits factors

g. Confidential
data

55 65 44 45 52 18.000 17.600 17.700 18.200 17.875 35.000 52.875

h. Authentication
data

45 35 56 55 48 18.500 17.500 16.850 16.500 17.338 52.338

3. Closed

- Costs factors

i. Data
preservation

72 68 62 70 68 13.000 14.500 13.500 14.200 13.200 27.588 40.788

j. Storage space 28 32 38 30 32 16.000 15.850 12.200 13.500 14.388 41.976

- Benefits factors

k. Risks-averse 52 56 57 60 56 9.300 10.500 12.000 10.000 10.450 22.513 32.963

l. Privacy
protection

48 44 43 40 44 11.000 13.000 11.750 12.500 12.063 34.576
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of assign payoffs has completed, we can calculate the average numerical values of the
costs and benefits percentages possibilities. For example, data collection factor might
probability invests 63% of the revenue stream instead of a data visualization program
(37%). This means, that the most significant money investment from this opening
decision is data collection.

Data collection refers to a mechanism of gathering the dataset on the variables of
interest from the holders or owners by using specific manners and techniques [25]. Data
visualization, furthermore, refers to the action in presenting the dataset into an inter-
active and user-friendly interface and the ability to effectively capture the essence of the
data [26]. Regarding the issue of the potential investment of money between data
collection and data visualization, it is noticeable that deriving data from data providers
can potentially cost expense higher than the visualizing the data. In addition, according
to experts, data collection requires more than 16 K Euros on average of investments,
which is higher than data visualization about (14 K). Therefore, the total costs for
opening data decision from data collection and data visualization equal to approximate
30 K Euros. Figure 3 is the complete decision tree showing all alternatives.

The process shown in the decision tree Fig. 3 results in the payoff result depicted in
Table 2. From the constructed data, we are able to compare the costs and benefits of the
three decision nodes. The number values stated on each sub-element indicate the
prediction of money expenses. For example, to obtain the expected monetary value

Fig. 3. Decision tree analysis to estimate the costs and benefits in open data domain
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from an open decision, we have to do some structured ways. First, we need to know
about the average costs of data collection and data visualization by calculating the
probability and estimation of the amount. Here, we calculate (0,63 � 16.200
Euro) + (0,37 � 14.038 Euro) = 15.400,06 Euro. Second, we need to estimate the
costs of the open data decision by adding up the value of data collection and data
visualization whereby (16.200 Euro + 14.038 Euro) = 30.238 Euro. Third, we require
estimating the outcome for each sub-costs factor. To do so, the amount of data col-
lection and data visualization should be added to the potential total costs whereby
(16.200 Euro + 30.238 Euro) = 46.438 Euro (outcome 1). Whereas, the outcome 2 is
obtained from (14.038 Euro + 30.238 Euro) = 44.276 Euro. Finally, after we do the
same way to the benefits of factors, we require estimating the total investment of the
open decision. Before we calculate the process, it is important to compare the highest
potential investment between the costs and benefits factors. The reason is to determine
the highest priority of the potential investment between costs and benefits considera-
tion. In this case, the highest probability is the costs factors (30.238 Euro) instead of its
benefits (26.796 Euros). Therefore, the total average of expected monetary value
(EMV) for “open” decision is equal to the EMV of the costs adding up to the total
value of the costs whereby 15.400,06 Euro + 30.238 Euro = 45.638,06 Euro.

4.4 Step 4: Provide Decision and Recommendations

Based on the constructed decision tree analysis (in Fig. 3), the final step in developing
decision tree analysis is making a decision and providing some recommendations
presented in decision action plans. To provide the most suitable decision between the
three alternatives (open, limited access, and closed) to the decision-makers, we take
into consideration the weighting process of the costs and benefits affect in open data.
Next, from the EMV results, the DTA can recommend a decision as to the highest
priority that might influence the investment of institutional revenue streams. We
classify the findings of the study into two parts, namely:

1. Possible Paths and with Total Payoffs
The first finding from the decision tree analysis is the possibility of the nodes and paths
and its chances, as can be seen in Table 3. Every decision alternatives provide the
estimation of payoffs in the euro currency. Based on these results, it can be concluded
that the highest investment for the costs factor in open data domain is data maintenance
where the cost almost 50 K euros. Data maintenance, in this case, is the sub-nodes of
the limited access decision. Meanwhile, it is noticeable that the highest potential benefit
by implementing the decision is confidentiality of the data where about 52 K Euros that
would be a new benefit for the government institutions. In this case, the limited access
decision one the hand can potentially have high costs and on the other hand, can result
in high new revenues.
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2. Expected Monetary Value (EMV)
The expected monetary value (EMV) resulted from the decision tree analysis shows
that the limited access decision could gain the highest monetary value of about 52 K
Euro. It is following the open decision in approximately 45 K Euro, and the decision to
keep closed the data can contribute around 41 K Euro. The EMV of each decision is
derived from the probability-weighted average of the expected outcome. Figure 4
presents the detailed of EMV result and ranges of the possible investment. This EMV
result can recommend the decision-makers in estimating and quantifying the amount of
money required includes the investment strategies.

Table 3. Possible nodes, paths, and estimation payoffs

Terminal Total
payoff

Decision ! Open ! Decision 1 ! Costs ! Chance 1 ! Data collection 46.438
Euro

Decision ! Open ! Decision 1 ! Costs ! Chance 1 ! Data visualization 44.276
Euro

Decision ! Open ! Decision 1 ! Benefits ! Chance 2 ! New knowledge 40.234
Euro

Decision ! Open ! Decision 1 ! Benefits ! Chance 2 ! Community
engagement

40.335
Euro

Decision ! Limited access ! Decision 2 ! Costs ! Chance 3 ! Data
suppression

48.725
Euro

Decision ! Limited access ! Decision 2 ! Costs ! Chance 3 ! Data
maintenance

49.450
Euro

Decision ! Limited access ! Decision 2 ! Benefits ! Chance 4 !
Confidential data

52.875
Euro

Decision ! Limited access ! Decision 2 ! Benefits ! Chance 4 !
Authentication data

52.338
Euro

Decision ! Closed ! Decision 3 ! Costs ! Chance 5 ! Data preservation 40.788
Euro

Decision ! Closed ! Decision 3 ! Costs ! Chance 5 ! Storage space 41.976
Euro

Decision ! Closed ! Decision 3 ! Benefits ! Chance 6 ! Risks-averse 32.963
Euro

Decision ! Closed ! Decision 3 ! Benefits ! Chance 6 ! Privacy
protection

34.576
Euro

214 A. Luthfi et al.



5 Conclusion

Many government organizations are reluctant to disclose their data, because they have
limited insight into the potential costs and possible adverse effects. Processing data or
opening datasets partly can overcome this problem. However, this requires invest-
ments. In this study, we presented the DTAOD method to estimate the potential
investments and merits of opening a dataset. This method was found to be useable by
decision-makers to decide to disclose data. There are several advantages found in using
DTAOD in this study. First, the decision tree can provide a better understanding of the
possible outcomes of a decision alternative. Second, the proposed decision tree pro-
vides insight into selecting an informed decision. However, this is highly dependent on
the alternatives that are formulated and included in the decision tree. Third, the decision
tree is able to allocate the values in estimating the costs and benefits in open data
domain based on expert judgments. This provides insight into the activities needed for
opening data and the associated costs and benefits.

At the same time, using DTAOD might not be easy. First, during the assign payoff
process, a small change in the quantification of numerical values can lead to a large
chance in the entire structure of the decision tree. Second, the calculations are based on
information from experts, but these might not be correct or biased towards openness or
closeness. This result shows that the high and low of expected monetary values
(EMV) of a decision will influence the decision made.

This study contributes to a better understanding of the problem structure and comes
up with new insight in estimating the costs and benefits of releasing data for the policy-
makers. In the future research, we recommend using a different method like paired

Fig. 4. The expected monetary value and investment ranges
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comparison, multi-voting, and net present value (NPV) methods to quantify the assign
payoffs as this study using a single expert judgment.
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Abstract. This paper focuses on demand forecasts for parking facilities. Our
work utilizes open parking data for predictions. Several cities in Europe already
publish this data continuously in the standardized DATEX II format. Traffic
related information will become more ubiquitous in the future as all EU-member
states must implement real-time traffic information services including parking
status data since July 2017 implementing the EU directives 2010/40 and
2015/962. We demonstrate how to extract reliable and easily comprehensible
forecast models for future-parking demand based on open data. These models
find multiple use cases not only on a business planning level and for financial
revenue forecasting but also to make traffic information systems more resilient
to outages and to improve routing of drivers directing them to parking facilities
with availability upon predicted arrival. Our approach takes into consideration
that the data constitutes irregular time series and incorporates contextual
information into the predictive models to obtain higher precision forecasts.

Keywords: Parking prediction �Machine learning � Data mining � Smart cities

1 Introduction

Congestion of transport systems is a major and increasing pain point in large cities. In
the vision of smart cities this issue is tackled with “computerized systems comprised of
databases, tracking, and decision-making algorithms” [1] instead of brick-and-mortar
extensions of infrastructure. [2] cites multiple studies claiming that up to 30% of inner-
city traffic can come from drivers searching for a free parking space.

To reduce this type of traffic bigger cities typically provide stationary car-park
routing systems that indicate to drivers where spaces are currently available. A more
modern approach is additional online publication of this data. While some cities, such
as San Francisco, already provide app-based mobile information that can travel with the
driver. This approach also incorporates current availability information directly into
routing. For longer distance journeys a forecast of future availability is required, which
can be determined using predictive models trained on historical parking demand
information. Such predictive models are also useful in case of system outages pro-
viding a second means to assess the current status.

Predictive models for demand have also a great value for parking operators and can
be used to develop forecasts of revenue [3] or to improve prices through performance
pricing [4]. Recommendations for variable pricing of parking are around for a long
time [5]. Understanding the demand of competitors is also beneficial to improve
parking policies [6].
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With improved traffic management in mind, the European Commission has
required member countries to contribute to the co-ordination of traffic management and
development of seamless pan European services through the ITS directive 2010/40/EU.
Among many other things this directive also mandates the publishing of traffic-related
open data including parking status information for important cities and parking areas
along highways.

This paper focuses on demand forecasts for parking facilities based on a continuous
recording of the parking status updates of 42 parking facilities in Düsseldorf between
March and August 2015. Working towards a benchmark of predictive model algo-
rithms for parking demand predictions, we show that reliable and easy to understand
forecast models for future parking demand can be mined from this open data using
classical statistical learning approaches. Our approach takes into consideration that the
data constitutes irregular time series and incorporates contextual information into the
predictive models to obtain higher precision forecasts.

The paper is organized as follows: Sect. 2 describes the data set and its charac-
teristics. Section 3 details our objectives and common assumptions for predicting
parking. Section 4 reports on our results using linear regression as a technique that
forms a baseline for comparison. Section 5 discusses our experiment with decision
trees. Section 6 summarizes our findings and provides citywide results. We conclude in
Sect. 7 with discussion of related work and our next steps.

2 The Data Set

2.1 Data Format, Source and Content

The European Commission has sponsored the development of the XML-based DATEX
format to enable traffic-related information exchange. DATEX II version 2.3 published
in December 2014 now also provides a standard data model for parking information1.
This parking information is published in two separate files, one of which provides static
information (metadata) such as name, typical capacity and location of a parking facility
as well as categorization into city areas. The other file provides dynamic information
that contains current status, capacity and demand, absolute number of parkers, as well
relative occupancy and trend information both for single parking facilities and aggre-
gates for city areas.

While individual parking facilities could publish their status using this format, it is
more common for cities to aggregate the data from several parking facilities within its
city limits to provide drivers with an overview of current availabilities. For example,
Tampere (Finland) publishes the current parking status since February 2015 directly on
the Web2. However, the EU delegated regulation mandates every member state to
maintain national access points to such data that aggregates the data from various data
providers in each country.

1 http://www.datex2.eu/news/2014/12/01/datex-ii-version-23-available-now.
2 http://wiki.itsfactory.fi/index.php/Tampere_Parking_DATEX2.
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In Germany this national access point is provided by the “Mobilitätsdatenmarkt-
platz” (MDM portal)3 and operated by the Bundesamt für Strassenbau (BaSt) on behalf
of the ministry of transport. Figure 1 shows how traffic information flows from pro-
viders to subscribers and end users through this portal. Data sets of data providers are
published on a secured URL endpoint by the MDM portal. Currently 64 German cities
are providing parking demand information for their most important parking facilities.
While data access may be restricted - and the MDM portal provides mechanisms for
data providers to register data subscribers and provides access control - some cities
such as Düsseldorf provide open5 data. Each data provider of the MDM portal can
individually choose a frequency in which the data is updated. For example, Düsseldorf
updates its dynamic parking information every minute. Each update typically only
contains the changes of parking demand since the last update, and some parking
facilities might not have changes in that period. Hence, subscribers must maintain
memory of the parking status across individual updates to get a complete up-to-date
perspective since parking facilities might provide updates at a smaller frequency than
the city and may not be providing any updates for longer periods of time during closing
times or because of technical difficulties. The updates received therefore constitute
highly irregular multivariate time series both at the level of single parking facilities and
city aggregates. Our data set is based on minutely parking data that has provided by the
city of Düsseldorf for 42 parking facilities on the MDM portal in the six months
between March and August 2015.

2.2 Data Processing Implementation

We receive the dynamic parking information using a scheduled job (cron job) that polls
the MDM portal URL endpoint(s) on a minutely basis. The DATEX message is then
parsed and its content is appended to individual CSV files to create time series for each
parking facility, parking area as well as one large CSV file that includes all updates
received.

These CSV files are then read by data analysis scripts executed by the statistical
software R [7]. In particular we use functions packages rpart [8] for decision tree fitting
and zoo [9] to aggregate and plot the irregular time series that are found in the data.

Fig. 1. A data flow of parking information through the MDM portal (Legend: ⃟ aggregation)

3 http://www.mdm-portal.de.
4 As of September 2015: Aachen (only charging stations), Düsseldorf, Frankfurt am Main, Kassel,
Magdeburg, and Wuppertal.

5 Parties interested in accessing the data still need to register with the MDM portal and setup security
certificates to receive data.
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2.3 Data Characteristics

In total we have received 264.376 updates in 331 MB of XML data containing 2,6
million single changes in parking status across the 42 parking facilities in our data set.
7 of these parking facilities provide incorrect data, such as negative occupancies, or
only a small number of data updates, for example updates that are several days apart,
and are therefore excluded from further analysis.

The number updates provided by the remaining 35 parking facilities in scope varies
greatly between 21.387 and 145.104 with a median of 75.499 observations per parking
facility. Hence, the average parking facility provides a status update every 3½ minutes
to the city of Düsseldorf.

The box plot6 Fig. 2 shows that the variance of occupancy is very high and also
that the demand characteristics vary greatly between the different parking facilities.
Hence, a robust predictive model is easier to obtain per parking facility than for the city
level and the city level predictive model should be computed by aggregating the
predictions made for individual parking facilities.

The data of individual parking facilities shows clear periodic patterns of demand,
such as illustrated by Fig. 3 for two parking facilities side by side. The periodic pattern
of Kunsthalle Düsseldorf is similar every day (with an increased demand on Saturdays)
and demand is high in late evening hours, possibly due to the fact that parking is possible
for 24 h and a reduced price is offered in the night. The parking facility is generally
among the cheapest in the city and never really empty. Kö Gallerie, a prominent luxury
store in the main shopping district located at Königsallee 60, shows a clear demand
pattern centered around the afternoon and almost double demand on Saturdays. Demand
is neglectable when the department store is closed in the night or on Sundays.

Fig. 2. Boxplot of parking facility occupancies (in %) in the data set

6 A.k.a. box and whisker diagram showing from left to right: minimum, first quartile, median (thick
line), third quartile and maximum as well as outliers (circles).
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3 Predicting Parking Demand

3.1 Objectives of Our Approach

Since our dataset is novel and the data has become publicly available just recently we
want to establish a baseline with linear regression, a classical statistical supervised
learning technique, and successively benchmark our results with other more recent
machine learning and data mining approaches. In scope of this paper we will compare
our linear regression baseline with decision trees, another well-known and broadly
implemented regression technique.

The two main reasons for choosing those approaches is that both predictive models
are very easy to comprehend for decision makers and can be implemented with few
effort and computational demand either by a linear equation (linear regression) or
nested if-else conditions (decision tree) in consumer apps or car information systems.

3.2 Decomposing Date and Time

As we have seen in Fig. 3 parking demand is typically periodic but exposes complex
seasonality. The periodicity of different parking facilities is highly individual due to
differences in opening and closing times and different intervals between data updates.
System outages that can occur at any party involved in the data chain (see Fig. 1) create
an additional source of irregularities in the data. Additionally, the timestamps of
parking status have millisecond precision.

We therefore decompose the date and time information provided by the timestamp
of each parking status update into variables for each component of time. Additionally,
we determine the corresponding weekday for each date. Hour and Weekday are then
used as input to the statistical learning algorithms, while all other components of time
are ignored. We do not aggregate the data by hour to avoid biases.

Fig. 3. Periodicity of parking demand with facility-specific temporal patterns (above #3
Kunsthalle (black) and below #39 Kö Gallerie (red)) (Color figure online)
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3.3 Adding Contextual Information

[10] show that weather conditions influence parking demand. We therefore add hourly
rainfall (in mm) and temperature (in degrees C°) data as recorded by the German
national weather service (DWD) in its downtown Düsseldorf weather station. Hourly
weather data is freely available7 as part of the public mandate of DWD throughout
Germany and world-wide from various data providers.

[11] discuss that public holidays influence electricity demand significantly. We
therefore add binary information to the data set whether a given day is a public holiday,
school holiday or a Brueckentag8. 35% of the observations in our data set are recorded
on either one of these special days.

Both contextual data sets are available ahead of making predictions as 24 h weather
forecasts and averaged historical weather observations as well as holiday calendars that
are planned many years ahead (school holidays) or regulated by legislature (public
holidays). We will compare how our predictive models perform with and without this
contextual data.

3.4 Identifying the Dependent Variable

Parking facilities provide information on their status by transmitting both relative
occupancy and absolute occupied spaces as well as vacant (available) spaces and their
current capacity that fluctuates, for example due to ongoing renovations or by sys-
tematically opening and closing levels based on demand. Obviously, this information is
redundant9 and highly correlated.

Since the capacities of the parking facilities vary greatly, we choose to predict the
absolute number of occupied spaces. capacity and the number of long-term parkers,
that some garages report, are also independent variables in the predictive models.

3.5 Splitting Training and Test Data

We subset all 2.6 million observations into separate smaller data sets that single out
observations per parking facility. Splitting the data sets into training and test data sets
by months as often found in related work will lead to biases due to the different number
of weekdays, length of months and occurrence of holidays. We therefore split the
facility-specific data sets into 75% training and 25% test data in an algorithmic fash-
ion10 that preserves the relative ratios of the dependent variable in both data sets. The
same training and test data sets are used to benchmark our approaches.

7 http://www.dwd.de/WESTE (free registration of user account required).
8 A Brueckentag is a single working day that fall between a public holiday and a weekend where
many Germans take a day off from work.

9 Occupancy = occupied/capacity and vacant = capacity – occupied.
10 Using sample.split function offered by caTools (Tuszynski 2014).
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3.6 Assessing Predictive Model Quality and Comparing Models

We assess the coefficient of determination R2 for each predictive model on the training
and test data. We indicate how well the models fit to the training data, and observe
whether this fit deteriorates when making predictions on the unknown test data
(indicated by a lower R2).

To assess the overall quality of the model and compare model quality between
experiments as well as between parking facilities we define the relative root mean-
square deviation (rRMSD), which normalizes the well known RMSD by capacity. The
rRMSDi is calculated for each parking facility i based on the predicted values byt for
times t of the dependent variable y (occupied) for all n different predictions as the
square root of the mean of the squares of the deviations and normalized by the capacity
of the parking facility ki (1).

rRMSDi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
t¼1

byt�ytð Þ2
n

r

ki
ð1Þ

The rRMSD allows comparing parking facilities with different capacities and
denotes the relative prediction error of a predictive model (in % of capacity). rRMSD is
an unbiased estimator like RMSD.

4 Linear Regression Models

We build similar linear regression models with (by þ ) and without (by�) contextual data
for every parking facility. The regression model without context predicts the number of
occupied parking spaces by� based on the independent variables occurring in the linear
equation v, where factor variables hour~h, weekday ~w, and numeric variables of current
capacity k and number of long-term parkers l are used as inputs, adjusted by the
intercept c�.

by� ¼ vþ c�
v ¼~ch~hþ~cw~wþ ckkþ cll

ð2Þ

The model with context predicts occupied parking spaces by þ in a similar fashion
and adds numeric variables for temperature t, rainfall r as well as binary variables for
Brueckentage b, school holidays s, and public holidays f , adjusted by the intercept cþ .

by þ ¼ vþ aþ cþ
a ¼ cttþ crrþ cbbþ cssþ cf f

ð3Þ

All coefficients ci in Eqs. (2) and (3) are determined by the supervised learning task
based on the training data, where factorial coefficients~cj will take different values for
every factor. The coefficients will be different for every predictive model and adjust to
the specific parking facility data.
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For example, Table 1 shows the coefficients learned for parking facility Kö-Gall-
erie (#39) to occupied spaces by þ with the contextual information. The basic estimate
cþ of occupied parking spaces at 2 pm is 121. Thus, we expect 121 more cars to be
present, while at 11 pm only a total of 121� 28 ¼ 93 cars are expected.

Similarly, on Saturdays11 we generally expect 134 more cars. Both higher tem-
peratures ct and rainfall cr increase occupancy by one car for every 2 °C and 3 cars for
every 2 mm of rain. 63 cars less can be expected on a public holiday and 10 cars less
on school vacations while 120 more cars are parking on Brueckentage. The predictive
model for Kö-Gallerie is robust and has a R2 of 0.68 (without context) and 0.71 (with
context) on the training data and 0.69/0.71 on the test data with a rRMSD of 6.9%
(without context) and 6.4% (context). Adding context provides a 4% improvement in
prediction.

Table 2 reveals that R2 the predictive models are generally robust on the test data.
By comparing contextual and context-free predictions and excluding both best and
worst models, it displays large deviations between 22% and 6.2% prediction error
(rRMSD) for models without context that only slightly improve when context is added
to 21% and 5.6%. In particular, context does not make bad models much better nor
good models any worse. Overall adding contextual data provides 5.2% improvement in
predictive quality on the capacity-weighted average of all linear regression models.

Table 1. Excerpt of the linear regression model with context predicting occupied spaces by þ for
parking facility Kö-Gallerie (#39)

(Factorial)
coefficient

Estimate Std. Error t value

cþ 121.06 4.10 29.55
~ch hour3 16.92 24.91 0.68

…

hour14 121.12 3.10 39.12
…

hour23 −28.13 8.79 −3.20
~cw weekday1 56.45 0.90 62.71

…

weekday6 134.28 0.88 152.03
ck −0.21 0.00 −60.13
ct 0.49 0.03 15.81
cr 0.63 0.39 1.62
cf −63.42 1.77 −35.87
cs −10.17 0.36 −28.40
cb 120.63 2.21 54.70

11 Saturday is day 6 counting from 0 as Sunday, etc.

Predicting Parking Demand with Open Data 225



5 Decision Trees

The decision tree models [12] are trained with the same data set and input as the linear
regression models, in particular we train two variants without (2) and with (3) con-
textual information. Whether input variables are used in the model depends on the
results of the tree-fitting algorithm for the particular parking facility. Across all parking
facilities, we obtain fits with the same parameters. To avoid overfitting to the data a
minimum number of 30 observations must be in any terminal leaf node of the decision
tree. We additionally avoid additional tree splits when the overall R2 does not increase
by at least 1

1000.
The decision trees fitted from the training data for each parking facility are easy to

understand but cumbersome to read and best-fitted for automated decision support.
This is due to the fact that an average of 67 (maximum of 120) decision criteria are
involved for trees trained on data with context. Figure 4 therefore only shows a sample
tree that demonstrates important characteristics that are shared among the actual trees
fitted to the training data. Top-level distinctions are typically made based on hour ~ch
and weekday~cw variables. Without considering any input variables, evaluating the tree
would predict 107 occupied parking spaces. The first binary distinction is made based
on whether the hour~ch is either before 10 am after 6 pm. If so, we should assume only
61 occupied spaces. If not, we can assume 137 occupied spaces.

These decisions are recursively refined while walking towards the leaves of the tree
turning left when a condition is met and right if not until a leaf node is reached. For
example, we assume 293 occupants between 1 pm and 4 pm on Saturdays, if our
capacity is below 888 parking spaces.

Table 3 shows that the R2 of the decision trees are also generally robust on the test
data. We again exclude the best and worst models and observe smaller deviations
between 14.6% and 5.7% prediction error (rRMSD) for models without context.
Adding context generally improves the models and can observe between 12.8% and
4.3% prediction error. Adding contextual data provides a 15.6% improvement in
predictive quality on the capacity-weighted average of all decision tree models.

Table 2. Overall quality of linear regression models across 35 parking facilities

by� (without context) by þ (with context)

Training R2 Test R2 rRMSD Training R2 Test R2 rRMSD

2nd Worst by�/by þ 0.53 0.53 14.6% 0.70 0.69 12.8%
Median by� 0.8 0.8 10.4% 0.87 0.87 8.3%
Median by þ 0.42 0.41 11.2% 0.58 0.57 9.64%
2nd Best by�/ by þ 0.79 0.79 5.7% 0.88 0.88 4.3%
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6 City-Wide Predictions and Overall Results

We define the citywide prediction error rRMSDcity as a capacity-adjusted aggregate that
normalizes the aggregated rRMSDi by the total capacity ki across all n parking
facilities:

rRMSDcity ¼
Pn

i¼1 ki � rRMSDi
Pn

i¼1 ki
ð4Þ

Table 4 compares the overall prediction error rRMSDcity across all 21.381 parking
spaces in the data set. We can observe that contextual data generally improves pre-
diction models in both approaches and provide a greater improvement to decision trees.
Likewise, we can observe that decision tree models outperform linear regression
models by 27.6% on the citywide level.

Fig. 4. Sample binary decision tree for Kö Gallerie parking facility (#39)

Table 3. Overall quality of decision tree models across 35 parking facilities

by� (without context) by þ (with context)

Training R2 Test R2 rRMSD Training R2 Test R2 rRMSD

2nd Worst by�/by þ 0.53 0.53 14.6% 0.70 0.69 12.8%
Median by� 0.8 0.8 10.4% 0.87 0.87 8.3%
Median by þ 0.42 0.41 11.2% 0.58 0.57 9.64%
2nd Best by�/by þ 0.79 0.79 5.7% 0.88 0.88 4.3%
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We can generally confirm these improvements for every single predictive model
although the improvements vary significantly across the individual parking facilities.
Since rRMSDcity is smaller than the median prediction error we can conclude that our
predictive models generally perform better for large parking facilities.

7 Conclusion

We have shown that robust predictive models for demand of parking facilities can be
obtained from open parking status data and that classic regression techniques readily
generate predictions with acceptable error rates while providing easy to understand
models for decision makers and easy to implement equations and rules to implement
decision-making algorithms. We have seen that contextual data related to (public and
school) holidays and weather data can decrease prediction errors significantly and also
show higher coefficients of determination R2.

We are currently pursuing several directions to expand our results. First, we intend
assessing the stability of the models with more data. This does include (a) stabilization
with data of other cities with published DATEX II parking status and (b) addressing the
challenges of irregularities by compensating failures in data provision with similar data
providers.

We are currently benchmarking our results with other algorithms for multivariate
time series with complex seasonality from the statistical community such as multi-
variate volatility models [13] as well as other supervised algorithms from the machine
learning community that have been proposed for parking predictions such as wavelet
neural networks [14].

Another direction for future research will be to develop an approach for short-term
demand forecasts that considers the last known status as well as expected progressions
from this status into the next couple of hours.

We will publish the data set after the anonymous review of this paper in an open
data repository to provide a benchmark for parking prediction models since prior work
on parking demand forecasts is based on proprietary data sets and our data set is the
largest generally available dataset encompassing data from several parking facilities.

Acknowledgements. We thank the city of Düsseldorf to provide the data set openly and an
anonymous company for providing technical assistance with the DATEX II format and providing
us with access to the MDM portal.

Table 4. Citywide prediction error rRMSDcity

Linear regression Decision tree Improvement

by� (without context) 8.9% 7.2% 18.7%
by þ (with context) 8.4% 6.1% 27.6%

Improvement 5.2% 15.6% 31.4%
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Abstract. The release of a growing amount of open procurement data
led to various initiatives for harmonising the data being provided. Among
others, the Open Contracting Data Standard (OCDS) is highly relevant
due to its high practical value and increasing traction. OCDS defines
a common data model for publishing structured data throughout most
of the stages of a contracting process. OCDS is document-oriented and
focuses on packaging and delivering relevant data in an iterative and
event-driven manner through a series of releases. Ontologies, beyond pro-
viding uniform access to heterogeneous procurement data, could enable
integration with related data sets such as with supplier data for advanced
analytics and insight extraction. Therefore, we developed an ontology,
the “OCDS ontology”, by using OCDS’ main domain perspective and
vocabulary, since it is an essential source of domain knowledge. In this
paper, we provide an overview of the developed ontology.

Keywords: Procurement · OCDS · Ontology

1 Introduction

Public entities worldwide are increasingly required to publish information about
their procurement processes (e.g., in Europe, with EU directives 2003/98/EC
and 2014/24/EU8) in order to improve effectiveness, efficiency, transparency, and
accountability of public services [8]. As a result, the release of a growing amount
of open procurement data led to various initiatives (e.g., OpenPEPPOL1, CEN
BII2, TED eSenders3, CODICE4, Open Contracting Data Standard (OCDS)5)
1 https://peppol.eu.
2 http://cenbii.eu.
3 https://simap.ted.europa.eu/web/simap/sending-electronic-notices.
4 https://contrataciondelestado.es/wps/portal/codice.
5 http://standard.open-contracting.org.
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for harmonising the data being provided. XML formats and file templates are
defined within these standards to make it possible to structure the messages
exchanged by the various agents involved in electronic procurement. These stan-
dards are mostly oriented to achieve interoperability, addressing communication
between systems, and hence they usually focus on the type of information that
is transmitted between the various organizations involved in the process. The
structure of the information is commonly provided by the content of the docu-
ments that are exchanged. Furthermore, there are no generalised standardised
practices to refer to third parties, companies participating in the process, or even
the main object of contracts. In sum, this still generates a lot of heterogeneity.
Ontologies have been proposed to alleviate this problem [1,10]. Several ontolo-
gies (e.g., PPROC [5], LOTED2 [3], MOLDEAS [7], PCO [6]) have recently
emerged, with different levels of detail and focus (e.g., legal, process-oriented,
pragmatic). However, none of them has had a wide adoption so far.

In this context, OCDS is highly relevant due to its high practical value and
increasing traction. It defines a common data model for publishing structured
data throughout all the stages of a contracting process. It is document-oriented
and focuses on packaging and delivering relevant data in an iterative and event-
driven manner through a series of releases. However, in its current form, OCDS
is a mere data structure. An ontology, beyond providing uniform access to het-
erogeneous procurement data, could enable integration with related data sets for
advanced analytics and insight extraction. For instance, in the context of the EU
project TheyBuyForYou6 [8,10], we aim to integrate procurement and supplier
data for improving effectiveness, efficiency, transparency, and accountability of
public procurement through analytics and integrated data access.

To this end, in this paper, we report on the design and development of an
ontology—the “OCDS ontology”—that uses the main perspective and vocab-
ulary of OCDS, since it is an essential source of domain knowledge with high
adoption.

2 Ontology-Based Approach

An ontology is a formal and shared specification of a domain of interest in a
machine-readable format. One could consider the reasons behind choosing an
ontology-based approach from knowledge representation and logical program-
ming perspectives [2]. For the former, firstly, ontologies provide a commonly
agreed terminology, that is a vocabulary and the semantic interpretation of the
terms provided. Using a well-specified and unambiguous terminology enables the
sharing and integration of data between disparate systems. Secondly, one could
use a network of ontologies in a modular way to integrate different but related
data sets without implementing yet another information model. For the latter,
due to logical foundations of ontologies, one could infer new facts (i.e., implied
information) through logical reasoning from the existing data (i.e., explicit infor-
mation) and check the consistency of data.
6 https://theybuyforyou.eu.

https://theybuyforyou.eu
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The adoption of ontology-based approaches is gaining momentum due to
raising paradigms such as knowledge graphs (KG) [11] and ontology-based data
access (OBDA) [4]. A KG represents real-world entities and their interrelations.
Semantic KGs created by using ontologies and related technologies such as RDF
and OWL benefit from high expressive and logical capabilities of ontologies for
representing, exchanging, and querying data. OBDA approach is complementary
in this respect, where an ontology defines a high-level global schema for existing
data sources. For example, it could enable virtualising multiple heterogeneous
data sources to a semantic KG without needing to alter original data sources
through mappings between the underlying data sources and an ontology [9].

Our main interest and challenge in this context is to provide an ontology to
allow uniform access to procurement data through a common terminology, which
is based on a well-established standard, and to allow integrating procurement
data with other related data sets. An example could be linking procurement
data with company data for fraud analysis by detecting abnormal patterns in
data.

3 OCDS Ontology

OCDS’ data model is organised around a contracting process by gathering all the
relevant information associated with a single initiation process in a structured
form. Phases in this process include mainly planning, tender, award, contract
and implementation information. An OCDS document may be one of two kinds:
a release or a record. A release is basically associated to an event in the lifetime of
a contracting process and presents related information, while a record compiles
all the known information about a contracting process. A contracting process
may have many releases associated but should have only one record.

Each release provides new information and may also repeat the previous
information which still holds. A release document is composed of a number
of sections. These are mainly: parties, planning, tender, awards, contract, and
implementation. OCDS defines data fields for each section, and for some of those
fields, it uses “open” or “closed” code lists, providing fixed and recommended
lists of values respectively. There are also extensions defined by the OCDS or
third parties for enabling publishing external data. We refer interested readers
to the full OCDS specification for more details.

3.1 Development Process

We went through the reference specification of OCDS release and interpreted
each of the sections and extensions including structured and unstructured infor-
mation. The result is the first set of classes and properties forming an ontology
for OCDS as depicted briefly in Fig. 1. Each ontology element is annotated with
rdfs:comment and rdfs:isDefinedBy in order to provide a mapping to the
corresponding OCDS fragment.
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Fig. 1. OCDS ontology visualised with Protege OntoGraph plugin.

Though release reference seems to have a process-oriented perspective in
some parts of the text, we avoided including process classes (except for the core
class ContractingProcess), since the amount of information describing different
processes is rather limited. We also avoided describing the release events for
simplicity and assume that the ontology reflects the latest data available.

In line with Linked Data principles, we reused terms from external vocab-
ularies and ontologies when appropriate. These include Dublin Core7, FOAF8,
Schema.org9, SKOS10, and the W3C Organization ontology11. At this point,
we have not used any cardinality restrictions, although OCDS provides some
information on this. Finally, we used OWL annotation properties for specifying
domain and ranges for generic properties in order to avoid any over restriction
(i.e., ocds:usesDataProperty).

This edition of the OCDS ontology is available online in GitHub in two
versions12: one version only with core OCDS terms and a second version with
extensions (e.g., enquiries, lots, etc.).

3.2 Ontology Topology

In total, there are currently 24 classes, 62 object properties, and 80 datatype
properties created from the four main OCDS sections and 11 extensions. In
what follows, we zoom into each core class (i.e., directly mapping one of the
OCDS sections) and discuss related classes and properties. The core classes are

7 http://dublincore.org.
8 http://xmlns.com/foaf/spec.
9 https://schema.org.

10 https://www.w3.org/2004/02/skos.
11 https://www.w3.org/TR/vocab-org.
12 https://github.com/TBFY/ocds-ontology/tree/master/model.
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Fig. 2. ContractingProcess class and its neighbourhood.

ContractingProcess, Plan, Tender, Award, and Contract. Classes emerging
from extensions are marked with “e” in the figures.

In Fig. 2, the neighbourhood of the ContractingProcess class is shown. A
contracting process may have one planning and tender stage and multiple awards
and contracts. The object property hasRelatedProcess has some subproperties
originating from related process code list (e.g., hasRelatedFrameworkProcess,
hasRelatedParentProcess, etc.). Process level title and description extension
is used in the ContractingProcess class.
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Fig. 3. Tender class and its neighbourhood.

The neighbourhood of the Tender class is shown in Fig. 3. Each ten-
der may have multiple awards issued. The classes emerging from the tender
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Fig. 4. Award class and its neighbourhood.

section and connected to the Tender class are Value, Period, Award, Item,
and Organization. Several extensions are implemented, such as enquiries,
lots, requirements, and bids, which map to the following classes: Lot, Bid,
Discussion, Enquiry, Requirement, and Person.

In Fig. 4, the neighbourhood of the Award class is shown. There may be
only one contract issued for each award. Other classes emerging from the award
section and connected to Award class are Value and Organization. Lot exten-
sion also involves the Award class through the isRelatedToLot property. Item
classifications (such as CPV – common procurement vocabulary) are realised
through the use of SKOS Concept.
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Fig. 5. Contract class and its neighbourhood.

Finally, the neighbourhood of the Contract class is shown in Fig. 5. It
includes Value, Item, Period, and Organization. Multiple buyers extension is
applied through extending the range of isBuyerFor property to the Contract.
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Not all the classes and extensions implemented in the ontology are mentioned
here. We refer readers to the OCDS specification and to the ontology documen-
tation for more information regarding each class, OCDS mappings, datatype
properties, extensions, and external vocabularies and ontologies used.

4 Conclusions

We developed an ontology derived from OCDS’ schema and its extensions. We
expect this to have a practical value and will be an important contribution
for ongoing ontology development efforts, such as the upcoming eProcurement
ontology13. Regarding future work, possible directions include the use of the
Shapes Constraint Language (SHACL)14 for validating RDF graphs based on
the OCDS ontology (including cardinalities), development of a process ontol-
ogy for procurement in combination with the OCDS ontology from a modular
perspective, and extending the OCDS ontology to capture history (i.e., release
events).

Acknowledgements. The work was partly funded by the EU H2020 projects They-
BuyForYou (780247) and euBusinessGraph (732003).
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Abstract. Recently, the topic of research data management (RDM) has
emerged at the forefront of Open Science. Funders and publishers posit new
expectations on data management planning and transparent reporting of
research. At the same time, laboratories rely upon undocumented files to record
data, process results and submit manuscripts which hinders repeatable and
replicable management of experimental resources. In this study, we design a
forensic process to reconstruct and evaluate data management practices in sci-
entific laboratories. The process we design is named Laboratory Forensics
(LF) as it combines digital forensic techniques and the systematic study of
experimental data. We evaluate the effectiveness and usefulness of Laboratory
Forensics with laboratory members and data managers. Our preliminary eval-
uation indicates that LF is a useful approach for assessing data management
practices. However, LF needs further developments to be integrated into the
information systems of scientific laboratories.

Keywords: Laboratory forensics � Reproducibility � Design science �
Open science

1 Introduction

Research data management (RDM) is a pillar of sound data preservation and dis-
semination practices as encouraged by Open Science [1]. However, RDM has not
(yet) reached the maturity of data management in the industry in terms of research,
governance, and technology [2]. These ad-hoc RDM practices result in digital
resources being inconsistently preserved in laboratories, thereby increasing the com-
plexity of finding and accessing research data by laboratory members and external
parties (e.g., reader, reviewer, another laboratory). Therefore, the consistent docu-
mentation of research processes, preservation, and dissemination of the artifacts created
is still a complex challenge [3].

It can be argued that finding experimental data on storage systems in a laboratory is
similar to finding any evidence on any computer. As the original author of the files, a
quick scan of the file hierarchy is enough to recover most of the files mostly needed for
a given purpose. For instance, finding a file to send with an e-mail does not require an
advanced process to locate, verify, and validate the files to send to a correspondent.

In contrast, when laboratory members are responsible for storing research data, it
may be difficult for a third party to interpret the file hierarchy and identify relevant files
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[4]. In a scientific laboratory, it is not uncommon that files created by a laboratory
member need to be retrieved by others, for instance in the case a corresponding author
has to respond to a request from another laboratory to access data [5]. At this point, the
convenience of a simple file system becomes a significant limitation; the reason is that
the understandability of the file structure largely depends on the efforts of the original
authors to organize their folders and files.

Once experimental results have been published by a laboratory, the scientific
community also benefits from available computational work. As noted by Peng [6], any
attempt to reproduce published results require the availability of the original artifacts
produced by the authors. In an era where computer technology has invaded scientific
laboratories, few experimental works can avoid analytics software to study natural
phenomena [7]. Still, the resulting publications often refer to a limited number of the
original digital resources, if any [4]. Consequently, the reusability and replicability of
published experiments remain challenging due to the lack of available original com-
putational resources [8].

In this paper, we present the outcomes of a design science research (DSR) study
focused on the design of a forensic approach which evaluates the functional repeata-
bility and replicability of publications based on digital resources preserved on storage
systems in a laboratory. The name of the approach is “Laboratory Forensics” as it
combines digital forensic techniques on digital evidence. As further explained in
Sect. 4, we aim at providing a set of artifacts that data managers and laboratory
members can use to optimize the maximal availability of experimental evidence
associated with scientific publications.

The main contribution of this work is a set of forensic techniques applicable to the
extraction of experimental data from laboratories. Moreover, the outcomes of several
forensic cases are evaluated with laboratory members and data managers in one uni-
versity. By this, we show the feasibility and utility of laboratory forensics. The research
question guiding this work is “How can digital forensics techniques be used to assess
the reproducibility of scientific experiments?”

The paper is structured according to Hevner’ s DSR model [9]. More information
about DSR is given in Sect. 2. Briefly, the structure of the paper revolves around DSR
rigor, relevance, and design cycles. In the literature review section (Sect. 3); we present
digital forensics and experimental systems, both of interest for the rigor cycle [9]. Then,
in the Design section, we describe the outcomes of the evaluation of the laboratory
forensics approach on four cases (i.e., publications). Finally, we discuss future research
and conclude in Sect. 7.

2 Design Science Research

Design science research (DSR) addresses organizational problems by designing useful
IT artifacts such as software, methods, models, or design theories [10]. Hevner [9]
describes a design process which consists of three cycles named the relevance, design,
and, rigor cycles. The three-cycle DSR aims to ground artifact design in rigorous
construction and evaluation methods. Figure 1 shows a typical three-cycle model
adapted to the study presented in this paper.
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In DSR, the rigor cycle draws upon a body of knowledge named “knowledge base.”
There, design scientists describe the theories, processes, and evidence used to justify
and evaluate a designed artifact. We explain further the domain and methods which are
included in the rigor cycle in the next section. Similarly, we elaborate on the relevance
cycle in the domain relevance section, where we give more details about the context of
data management in scientific laboratories and the evaluation criteria adopted in this
study.

3 Literature Review: The Rigor Cycle

In this section, we elaborate on two key aspects which drive our DSR study. First, we
introduce digital forensics. Next, we briefly present a general view on the process and
system of scientific experimentation.

3.1 Digital Forensics

Digital forensic science (DFS) has been defined as: “the use of scientifically derived and
proven methods toward the preservation, collection, validation, identification, analysis,
interpretation, documentation, and presentation of digital evidence derived from digital
sources for the purpose of facilitating or furthering the reconstruction of events found to
be criminal or helping to anticipate unauthorized actions shown to be disruptive to
planned operations”, p. 16 [11]. In other words, DFS employs an ensemble of tech-
niques to transform digital resources into evidence usable by third parties in a con-
vincing way. DFS often relates to (cyber) criminal activities. Hence the outcomes of
DFS investigations serve judiciary systems by reporting on digital evidence found on
computers involved in criminal activities [12]. As we will explain in the design section,
the constraints of reliability and rigorous reporting found in DF investigations form a
strong basis of rigor to transfer DF techniques to scientific laboratories. The reason to
investigate laboratories with DF techniques is twofold: one is reactive (i.e., something
happened) and another proactive. The former refers to the investigation of the preserved
evidence underlying scientific publications to reconstruct past experiments. The latter
refers to digital forensics readiness, a field of DF which prepare information systems to
deal with external threats [13]. In the context of Open Science, this translates to eval-
uating the readiness of data management to comply with the production, proper
preservation, and, dissemination of high-quality scientific data [14].

Fig. 1. The three cycles of a design science project, based on Hevner (2007)
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Table 1. Forensic processes all converge towards a stable set of activities

Step Årnes ENSFI Casey Candidate techniques
[11]

1 Identification Identify Preparation and
preservation

Audit analysis, case
management

2 Collection Acquire Extraction and storage Sampling, data
reduction

3 Examination – Examination and reporting Filtering, pattern
matching

4 Analysis Analysis – Statistical, timeline
5 Presentation Report Sharing, correlating and

distributing
Documentation, impact
statement

What can be seen from Table 1 is that the DFS process described by Årnes [15] is
more refined than the two others. The reason is that Årnes makes a distinction between
the examination and analysis phases. This distinction is facilitating the decomposition
of the forensic process into clearly defined steps. Also, this distinction refines the
categorization of candidate techniques that are used at each stage of the process sug-
gested by Palmer. Candidate techniques are methods from other disciplines that belong
to an analysis step in digital forensics [11].

According to Årnes, a DF investigation starts with the identification of the data
sources. The next step, i.e., collection, is the actual extraction of the evidence from
existing storage systems. Collection requires an image of the disk of interest to the
investigators as it would be impractical and even hazardous (e.g., unexpected modi-
fications of files) to investigate the laboratory storage in use. Once the evidence is
isolated from a computer device, the examination phase locates potential evidence.
After the investigators have recovered potential evidence, the analysis phase takes
place. The last step, presentation, is the translation of the findings into a format that can
be understandable by the practitioners.

3.2 Laboratories and Experimental Artifacts

Scientific laboratories are standard organizational settings encountered in natural sci-
ences such as Physics, Chemistry, and Biology [16, 17]. At their core, laboratories are
organizations producing scientific knowledge by designing and operating experimental
systems. Experimental systems are closed systems that enable the observation of nat-
ural phenomena with an ensemble of equipment, theory, and human intervention [18].

Moreover, experimental systems produce intermediate products from experimental
events that are not part of the (communicated) output. These products are, for instance,
exports from data analysis software, manuscript’s drafts, quality controls, interactions
between technicians and researchers (i.e., experimenters) and, computer scripts. The
association for computing machinery (ACM) has highlighted the need for a better
assessment of the quality and availability of digital artifacts underlying publications
[19]. The ACM classifies artifacts in two categories: functional and reusable [19].
Functional are artifacts that are consistent, documented, complete, and exercisable (i.e.,
runnable on a system).
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4 Domain Relevance

4.1 Application Environment and Case Selection

In laboratories, scientists and technicians transform an object of study into data and
data into scientific facts [20]. In science, facts are mainly communicated through
scientific articles in journals which are presenting a curated version of experimental
events [21]. Recently, journals developed new guidelines for more transparent
reporting and enriched supplemental information [4]. Concurrently, public funding
agencies encourage proper research data planning and management to foster high-
quality data dissemination to mitigate the risks of poor RDM in laboratories. This trend
presents several challenges for laboratories.

First, data management is not a priority, as it is often not rewarded by the academic
system [22]. Second, as explained earlier, laboratories manipulate quite complex
experimental processes to obtain results. As experimental processes rely on novel tech-
nology and people pushing forward the boundaries of a discipline, it is challenging to
keep a record of the experimental evidence and activities produced during several years.

The case laboratory is a proteomics laboratory in the Netherlands that has produced
over 400 publications in the last ten years. It makes this laboratory an ideal environ-
ment to design and evaluate our approach due to the complexity of the analyses done in
the laboratory and a large number of authors (over 100) that worked or is currently
working in the laboratory.

4.2 Evaluation Criteria

The criteria used to evaluate the outcomes of our LF approach are effectiveness and
usefulness. First, we discussed the forensic results with two laboratory members, one
experienced post-doc, acting as a data manager in the laboratory, and one a Ph.D.
student who is the authors of one of the investigated publications. In addition, the
outcomes of one forensic case were presented to 20 participants present at an RDM
community event in February 2019. The participants were data managers, senior
members of a data governance board, and members of RDM services at the University.
Hence, both researchers and data managers could comment on the preliminary out-
comes of the laboratory forensics approach presented in this paper.

The forensic cases are all publications originating from the investigated laboratory.
The cases, i.e., publications, are selected primarily on the locality of the resources and
their year of publication. For this study, we did not include any publication with
multiple affiliations to limit the spreading of the files in separate laboratories. The
publications are recent: CASE A and CASE C are from 2017, CASE B from 2018 and,
CASE D from 2019. The reason is that the storage systems have been adapted recently,
making the retrieval of older files an extra challenge due to their relocation which
influenced critical meta-data such as date of creation to a large extent.
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5 Design Iterations

The LF process, see Fig. 2, is designed by integrating digital forensic activities shown
in Table 1 with evidence typically found in experimental science. The general idea is to
merge meta-data collected from a file system in a laboratory (e.g., file names, date of
creation, and date of modification) to software, methods and external sources found in
the corresponding scientific article.

To design our laboratory forensics approach, we first started with one publication,
hereunder CASE A. The first design iteration was focused on adapting digital forensic
techniques to the material available in on storage systems and their specific nature. The
fact that (experimental) resources might be domain-specific made it necessary to
redefine digital forensic activities which are increasing the likelihood of locating rel-
evant material. Figure 2 shows the current iteration of the laboratory forensic process.

5.1 Laboratory Forensics in Action

A major challenge encountered during the investigation of CASE A was the low
confidence that the files retrieved were related to the publication as much more (digital)
material was generated by the instruments in the laboratory than necessary for the
publication. This fact made the Annotated Experimental Resource Table (AERT)
useful to guarantee that the files retrieved remain consistent with the resources reported
in the investigated publication. The AERT is a spreadsheet containing all the methods
described in the corresponding articles, the software and laboratory instruments used,
and external resources such as an online database used by the experimenters.
The AERT is helpful for systematic mapping of files and reported resources and
excludes irrelevant material. We note that this mapping requires that LF investigators
possess in-depth knowledge of storage systems and domain-specific knowledge (here
in proteomics) (Table 2).

Fig. 2. An overview of the laboratory forensics process
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Table 2. The main activities of the laboratory forensics process

Activity Sub-activity Example outcomes of CASE A

Identification Screen experimental
report

Identify laboratory
employees

There are two authors in the
author list and three laboratory
members listed in the
acknowledgment section

Collect information
about the editorial
process and deposited
data

The paper was published in June
2017. It was received by the
journal three months earlier, in
March 2017. One repository is
used to deposit raw data

Screen laboratory Collect administrative
data about current and
former employees

One author is a principal
investigator; two are postdocs.
One member is a technician.
One member with unknown
status

Determine storage
systems architecture

There are several shared
volumes used by the laboratory
members. The data is shared
between raw, users, and projects
volumes

Collection Extract resources Extract experimental
methods

There are two types of analyses
reported in the paper, each with
their own software and
instrumentation. In CASE A,
those are HDX-MS analysis and
MS-MS analysis

Extract experimental
resources

In the publication of CASE A,
we extracted: Waters nano-
Acquity UPLC system, […],
Swiss-Model, Phyre2 server,
[…] as a list of instruments and
software

Extract external
repositories and
supplemental
information

In CASE A, files have been
deposited on PRIDE a digital
repository, and an access
number is present in the
additional information

Make snapshots Perform (targeted)
snapshots of disk
volumes

Select the user and project
folders belonging to the
laboratory members involved in
the publication. Make a
snapshot. For instance, in
PowerShell (Windows) with the
commands Get-ChildItem and
Export-CSV

(continued)
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Table 2. (continued)

Activity Sub-activity Example outcomes of CASE A

Examination Process snapshots Consolidate snapshots Merge user and project folders
in one (tabular) data sets

Reduce noise Duplicates and system files are
deleted from the consolidated
snapshot

Construct
Annotated
Experimental
Resources
Table (AERT)

Extract experimental
methods

Determining what qualifies as an
experimental method depends
on the context of the analysis

Link experimental
resources to methods

The software is extracted for
each method mentioning the use
of the software

Link laboratory
instruments to
methods

For a method, each instrument
used can generate output with
specific extensions (such as.
RAW files in proteomics)

Analysis Map file paths Map files to AERT
elements

File system meta-data might be
inaccurate. Hence, cross-
checking with elements in the
AERT table is crucial not to
include irrelevant files

Filter file paths Filter file paths
referring to a
publication

Not all files in a folder might
belong to the analyzed
publication; additional filtering
is needed to exclude
unnecessary files

Estimate functional
repeatability and
replicability

Estimate Method
coverage

An estimation of the number of
methods reported in the
publication that are covered by
evidence left on the storage

Estimate Software
coverage

An indication of the number of
software resources that are
successfully identified from
reading the file paths

Estimate Instrument
coverage

An indication of the number of
laboratory instruments that are
identified by the investigator

(continued)
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The goal of the LF approach is to present to research a report on the state of the
storage in terms of reproducibility. To evaluate the functional repeatability and repli-
cability, the following classification indicating the degree to which the preserved
evidence corresponds to the requirements of completeness and consistency of the
artifacts as described by the Association for Computing Machinery (ACM) [19]. The
classification shown in Table 3, i.e., low, medium, high repeatability/replicability is
diverging from the ACM is two ways. First, functional artifacts are divided in terms of
locality: repeatable is used for resources preserved in the laboratory, and replicable is
used for resources disseminated in supplemental information and digital repositories.
Second, in terms of degree (low, medium, high) to account for varying scenarios.

Table 2. (continued)

Activity Sub-activity Example outcomes of CASE A

Presentation Report findings Report file mappings
and their confidence

We included the folders of the
first and last author in our
analysis and reported the folders
used during the analysis

Report functional
repeatability

The extent to which preserved
files are consistent, complete,
and not fragmented

Report functional
replicability

The extent to which
disseminated files are consistent,
complete, and not fragmented

Evaluate report with
laboratory member(s)

We evaluated the report with
one domain expert (laboratory
member)

Table 3. Findings from the first iteration on one publication (CASE A)

Outcomes CASE A Comment

Identification Number of
laboratory
members

5 Each user folder of laboratory member has
to be mapped and investigated

Number of
external authors

2 Several authors from external research
groups are listed. External authors do not
have user folders. On the laboratory
storage, authors are mentioned by name,
identifier, or affiliations

Editorial
process duration

From
29/03/2017
until
28/06/2017

Filter project folders that were updated (i.e.,
modified date) at the time of submission

(continued)
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6 Evaluation of Laboratory Forensics Outcomes

We evaluated the usefulness of LF results with a member of the laboratory responsible
for the storage infrastructure. We collected the impressions of our contact person after a
short presentation of the forensic process and report of CASE A (see Table 3). The
impressions formulated by the laboratory member indicate that our approach appears to

Table 3. (continued)

Outcomes CASE A Comment

Collection
and
examination

Number of
methods*

4 Four method subsections are referring to
computational work or laboratory
instruments manipulated with software

The number of
software
resources

10 There are ten software resources used (e.g.,
to preprocess and visualize data)

Number of
Instruments

5 Five laboratory instruments were used to
generate raw data

Number of files
(local/deposited)

3011/15 In total, the consolidated mappings contain
3011 files on the storage and 15 files in the
external repository

Total file size 49.5 GB The “weight” of digital evidence of the
investigated publication is around 50 GB

Time delta ** 1486 days The first file included as experimental data
was modified more than four years before
the last file included

Analysis Corresponding
software

5 Files corresponding to 5 software resources
are located, which means five other
software resources have no (explicit) traces
left on the storage or online

Corresponding
instruments

4 One instrument could not be mapped to the
digital evidence found

Presentation Functional
repeatability

MEDIUM The evidence is complete and entirely
consistent with the corresponding
experimental report. However, files have
not been aggregated in a project folder,
which requires to investigate several folders
across different folders to obtain the
complete (computational) input

Functional
replicability

LOW Only the necessary raw files of one method
have been deposited. Direct replicability is
therefore hindered by the absence of other
artifacts which are necessary to replicate the
results

* Computational methods, ** based on file system meta-data, not the exact duration of
experiments
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be rigorous and convincing. The systematic classification of resources into instrument,
methods, and software sheds new lights on the resources underlying a publication.

Next, the extent of the fragmentation of the files was not expected by our inter-
viewee, which shows that the ability of an LF approach to gathering evidence beyond
expected locations by users. Also, the communication of issues with a set of mea-
surable indicators gives an overview of the strengths and weaknesses of data man-
agement for specific publications. A critical note was that the indicators and scoring
method need further refinements and more transparency. For instance, the indicator of
functional replicability should incorporate mandatory openness and non-mandatory
openness. This distinction would help to distinguish scientific data dissemination
imposed by publishers (mandatory) and self-motivated by researchers in the laboratory
(non-mandatory).

Besides, we presented the outcomes of CASE A to the data management com-
munity meeting of our University in February 2019, attended by 20 participants. This
presentation was meant to collect the impressions of people involved in data man-
agement services. There the main impressions of the participants are that although the
approach is time-consuming, it seems worth to conduct such analyses to explain to
researchers the importance of good data management practices. Even the fact that LF is
challenging to accomplish is, by itself, a powerful example of problematic data man-
agement practices which data managers can use to engage with researchers about RDM
practices. Further, to collect additional feedback about the effectiveness of the LF
approach, we investigated three new cases to obtain better insights into alternative data
management practices adopted by other laboratory members. The three additional cases
are labeled case B, C, and D (see Table 4).

The second evaluation was driven by the question of whether a forensic analysis of
a storage system in a laboratory retrieves more relevant evidence than laboratory
members when they are asked for searching underlying evidence publications. To
achieve that, we asked two laboratory members to collect data underlying a publication
used in one of the four investigated cases. More, we asked the laboratory members,
hereafter participants, to elaborate on their search strategy and judge the extent,
according to them, of the repeatability and replicability of the article they received.

The participants reported located files in a word document or during a live
demonstration. Their outcomes are consistent with LF assessment, which showed that

Table 4. Summary of the outcomes of additional cases

Outcome CASE B CASE C CASE D

Size 1.2 GB 2.6 GB 136.9 GB
Number of preserved/deposited files 689/0 137/123 939/179
Corresponding software 2/8 1/5 2/6
Corresponding instruments 3/4 3/4 1/2
Functional repeatability MEDIUM MEDIUM MEDIUM
Functional replicability LOW HIGH MEDIUM
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relevant files are all preserved but fragmented on the storage (hence medium
repeatability). Also, the participants expressed their difficulties in locating legacy data
or data created by another laboratory member in the past. In that case, we found that the
presence of a reference list of files created by the forensic investigation is essential to
evaluate whether the participants retrieved the complete list of files or evidence was still
not located.

7 Discussion and Conclusion

Throughout this study, we answered the following question: “How can digital forensics
techniques be used to assess the reproducibility of scientific experiments?” A design
science approach has delivered preliminary artifacts and evidence that laboratory
forensics (LF) is a useful approach for evaluating storage systems in laboratories.
Despite this, LF suffers from significant limitations in its current state. One limitation is
that the LF process is yet to be further evaluated on a number of forensic cases in
different environments to increase the rigor and reliability of LF investigations. These
limitations are mainly due to the nature of reconstructing events from digital data [23]
and the complicated extraction of experimental resources from publications. Moreover,
access to storage systems in laboratories is needed, which might posit some additional
challenges related to the privacy of the users. Despite the limitations of the current LF
approach, LF has unique strengths compared to approaches for RDM such as post-
publication curation of research data [3].

First, LF attempts to locate data despite reporting gaps and unavailable resources,
unlike other studies relying on published material exclusively [4]. Collecting evidence
from storage systems allows going beyond the written account of the events that
occurred in a laboratory.

Second, an LF investigation actively seeks to reconstruct experiments to accurately
report on which experimental resources are used, by whom and locate the underlying
materials. This can serve as input for reproducibility studies, were retracing the full life
cycle of scientific discoveries is a prerequisite for understanding all steps taken in an
experiment to guarantee its reproducibility [24].

Last, the extraction of structured data about experimental methods, resources, and
data together with evidence on storage systems might be of high value for designing
ontologies representing a particular field of study [25] with a higher ability to manage
the artifacts in use in laboratories and guarantee reproducible storage patterns.

To conclude, Laboratory Forensics demands further development, evaluation,
automation, and tooling to become readily available for scientists and data managers.
Hitherto, we have been able to show that in daily practices (digital) experimental
resources are not preserved in a functionally repeatable and replicable way in the
investigated laboratory. In short, laboratory forensics support the development of
rigorous assessment of data management issues related to laboratory work. In
upcoming research, we will further investigate the synergy of laboratory forensics with
research data management practices.
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Abstract. Artificial intelligence (AI) is a growing research topic in national
security due to the growing need for peaceful and inclusive societies, as well as
for the maintenance of strong institutions of justice. As e-societies continue to
evolve due to the advancements made in information and communication
technologies (ICT), AI has proven crucial to guarantee the development of
security measures, especially against growing cyberthreats and cyberattacks.
This relevance has been translated into an explosive growth of AI applications
for the improvement of decision support systems, expert systems, robotics,
surveillance, and military operations that aim at ensuring national security.
However, there is no bibliometric research on AI in national security, especially
one that highlights current debates on the topic. This paper presents an overview
of research on AI and national security, with emphasis on the research focus
areas and debates central to research on the topic. We analyzed 94 references
collected from the Web of Science (WoS) Core Collection and used VOS viewer
software to analyze them. Based on these analyses, we identified 7 focus areas
and 8 debates on AI in national security. We also identified the state and
evolution of research on the topic in terms of main journals, authors, institutions,
and countries. Our findings help researchers and practitioners better understand
the state of the art of AI research on national security, and guides future research
and development projects on the topic.

Keywords: Artificial intelligence � National security � Military � Defense �
Bibliometrics

1 Introduction

Artificial intelligence (AI) is a growing research topic in national security (NS) due to
the rising need for peaceful and inclusive societies, as well as for the maintenance of
strong institutions of justice. National security refers to a State’s ability to protect and
defend its citizens by preserving the principles, standards, institutions and values of its
society [1]. This implies conscious and purposeful actions taken to defend citizens from
both military and non-military threats, both in the physical and digital world. To this

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
I. O. Pappas et al. (Eds.): I3E 2019, LNCS 11701, pp. 255–266, 2019.
https://doi.org/10.1007/978-3-030-29374-1_21

http://orcid.org/0000-0002-5441-604X
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_21&amp;domain=pdf
https://doi.org/10.1007/978-3-030-29374-1_21


end, nations are investing huge amounts in AI research to achieve military, informa-
tion, and economic superiority, as well as technological leadership [2].

For over 40 years, military power has been the main instrument used to enforce NS
[1]. This power is often demonstrated by the ability to develop and use technologies in
security actions. This has been the case with nuclear technology, aerospace, biotech-
nology, internet and cyber technology. Today, research efforts on technology for NS
are turned towards AI, which refers to computational techniques that give technology
artefacts the ability to act like intelligent beings [3].

AI’s significant potential for NS is mostly due to advancements in machine
learning. It promises unique opportunities for autonomy, speed, scaling, predictability,
and explicability, all of which are essential for actions towards NS. This far, it has
revolutionized intelligence, surveillance, reconnaissance, logistics, cybersecurity,
command and control, autonomous vehicles, and lethal autonomous weapon systems
(LAWS) [4]. However, there are several debates central to the use and consequences of
using AI to ensure NS.

Ethical dilemmas on the framework within which AI should be used to enforce NS
[5, 6] as well as in modern warfare [7, 8] are some of the most serious issues on using
AI for IS. Also, it is becoming impossible for a State to ensure NS without considering
the impact and implications this could have on other States [9]. This is due to the
symbiotic relationship between national and global security, the latter evolving from
the effects of globalization. This blurs the lines of territoriality in today’s society,
making NS a global concern.

AI researchers on NS in both the private sector and academia have made significant
technical progress in the last five years at unprecedented speeds [4]. However, very
little is known about the extent of this research in academic literature and the current
debates they focus on that could help solve some of the issues on the topic at hand.
Thus, we present an overview of academic research on AI in NS, with emphasis on the
debates central to research on the topic. To this end, we use bibliometrics, which is an
established method used to analyze specific research areas and draw meaningful
insights that could guide future research and practice [10, 11].

There are recent studies that use bibliometrics to understand academic literature on
global AI research [12], AI in health [13], and on sustainable AI [14]. To the best of our
knowledge, there is no research that seeks to analyze current literature on AI in the
context of NS especially using bibliometrics. Therefore, one of the main contributions
we make for researchers and practitioners is to provide an overview of the structure and
development of academic literature on AI in NS. Secondly, we reveal the trends and
themes that lead the discussions and research on the topic. Thirdly, we identify current
research gaps that could guide future research plans and inform practitioners or poli-
cymakers on current debates that could influence related policies.

Our work reveals the complexities of debates related to AI in NS especially given
the implications and relative importance for global security in the physical and digital
world. Thus, it helps both research and NS institutions manage and evaluate their
research projects by setting the appropriate research priorities and allocating resources
to match the current needs of the topic. In Sect. 2, we present our research method-
ology, followed by our results in Sect. 3, and then discussion and implications in
Sect. 4.
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2 Methodology

This study is based on a bibliometric analysis of AI research in the context of NS.
Bibliometrics focuses on obtaining quantitative facts on written documents such as
output, impact, and collaboration [15]. This approach has proven to be effective for
capturing the temporal content of research topics and to identify research trends [12] like
what we seek to do in this study. It has been used in information systems (IS) research and
is found to be a complete and efficient assessment method of academic literature [16]. It
has also been used to analyze and interpret existing IS literature in several contexts [8, 17].

The steps we used in our bibliometric analysis were adapted from the six steps
proposed by Cuellar et al. [18]. This adaptation led to the following four steps:
(i) define the academic field and the context of the study, (ii) identify and collect
literature on the topic, (iii) conduct bibliometric analysis, and (iv) present and comment
the results. Step four (4) is the results and discussion section of this paper.

2.1 Define the Academic Field and the Context of Study

The academic field concerned in this study is that of AI, and the context is that of NS.
IS being a field that studies the link between people, processes and technology in
relation to organizations and society, IS research can make significant contributions to
discussions on the use of AI-based IS for NS.

2.2 Identify and Collect Literature on the Topic

We collected bibliometric data from the Web of Science (WoS) database. This database
is one of the most commonly used databases for bibliometric analysis due to its huge
journal coverage and reliability of references [19, 20]. Table 1 presents our search
string and the results we obtained from the WoS core collection. The asterisk used next
to the keywords enables the search query located and add any available literature with
related keywords in the database. This search was conducted on May 6, 2019, at 9 pm.
Thus, our analysis is based on the 100 publications obtained from the WoS search. We
downloaded the complete bibliometric data in the WoS format for analysis.

Table 1. Web of Science search results

Search string Time
span

Results (from web of
science core collection)

1. (TS = (“Artificial Intelligence*” AND “National
Defense*”)) AND LANGUAGE: (English)
AND DOCUMENT TYPES: (Article)

All years 1

2. (TS = (“Artificial Intelligence*” AND “National
Security*”)) AND LANGUAGE: (English)
AND DOCUMENT TYPES: (Article)

All years 4

3. (TS = (“Artificial Intelligence*” AND Military*))
AND LANGUAGE: (English) AND DOCUMENT
TYPES: (Article)

All years 96

1 OR 2 OR 3 All years 100
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2.3 Conduct Bibliometric Analysis

To conduct bibliometric analysis, we used the software called VOSviewer version
1.6.10. This tool is recognized for its ability to conduct sophisticated bibliometric
analyses and provide reliable results with great visualizations to facilitate understanding
[21]. With this software, we were able to conduct co-authorship, co-occurrence, citation,
bibliographic coupling, and co-citation analyses based on the data we collected.

In the next section, we present the results of the bibliometric analysis, with
emphasis on authors, institutions, countries, publications, research themes and trends
that make up current discussions and debates.

3 Results

The results of this study are presented and discussed in two sections that answer the
following questions: (i) what is the status and evolution of academic research on AI in
the context of NS; (ii) what is the current research focus and trend driving debates on
the topic?

3.1 What Is the Status and Evolution of Academic Research on AI
in the Context of National Security?

The first papers in the WoS database related to AI in the context of NS were published
in 1991. These papers discussed the applications of AI in expert systems (ES) [22] and
decision support systems (DSS) [23]. Since then, one could barely find up to five
academic research articles published on the topic each year until 2017 when 14 pub-
lications were recorded. About 51 of the 100 articles found were published between
2013 and May 2019. This shows the rising interest by academic researchers in this
topic that has barely been researched for the past 30 years. Moreover, using the key-
words “national security” and “national defense”, we obtained only four results
whereas we obtained 96 results when we searched the WoS database using the term
“military” with AI. This confirms that indeed, the military applications of AI have been
the main focus of academic researchers as concerns NS. 35 out of the 100 articles were
published in the area of engineering, 31 in computer science, 18 in operations research
management science, 13 in business economics, 11 in international relations, 7 in social
issues, 6 in government law, and 5 in robotics, 4 in telecommunications, 3 in instru-
ments instrumentation, 2 in material science, and 2 in oceanography.

At this point when the academic research on AI in NS is still at a nascent stage, it is
important to identify the most influential authors, publications, and collaborations in
this research area. This could help researchers and practitioners decide with whom to
collaborate on such projects, and to identify key players with whom to develop
strategic partnerships related to this issue. To respond to this question, we performed
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co-authorship, citation, and co-citation analyses on the bibliometric data. The co-
authorship analysis was done by institution, and country. The citation analysis was
done by document, source, author, organization, and country. The co-citation analysis
was done by cited references, cited sources, and cited authors.

Co-authoring Research Institutions and Countries. This bibliometric analysis helps
to interpret the structure of research collaboration networks on AI in NS. Hence,
highlights the most influential countries and research institutions as well as the struc-
ture of research teams. Starting with the analysis of research institutions, the dispersion
of literature on the topic is led by the United States Naval Institute – USN (3 docu-
ments, 83 citations) and the University of Oxford (3 documents, 6 citations). Only 13
out of 134 institutions have published at least two articles on AI in the context of NS.

There are three clusters of at least two institutions collaborating in this research
area: cluster 1 consists of USN, Florida International University (2 documents, 92
citations), and the United States Army (2 documents, 12 citations). Cluster 2 consists of
RAND Corporation (2 documents, 2 citations) and Stanford University (2 documents, 1
citation). Cluster 3 consists of the Chinese Academy of Science – CAS (2 documents, 9
citations) and the University of Chinese Academy of Science – UCAS (2 documents, 9
citations). Clusters 1 and 2 consists of US-based institutions while cluster 3 consists of
Chinese institutions.

14 out of 32 countries identified in our analysis have published at least two papers
on AI in NS. The three countries leading this research area are: USA (42 documents,
547 citations), England (12 documents, 47 citations), and China (10 documents, 137
citations). While China stands alone, England, Russia (2 documents, 1 citation) and the
USA form an important research cluster, France (3 documents, 78 citations) and
Singapore (3 documents, 1 citation) form another.

Publication, Journal, Reference and Author Citation and Co-citation Analysis. To
identify the most influential publications, journals and references in this research area,
we used citation and co-citation analysis to rank them by popularity.

We assume that the most cited publications and journals are the most influential
ones. Table 2 presents the 10 most influential publications and their characteristics.
71 journals were found to have published research on AI in NS. Those that have
published at least two papers include expert systems with applications (8 documents,
183 citations), Bulletin of the atomic scientists (6 documents, 1 citation), European
journal of operational research (5 documents, 56 citations), IET Radar, Sonar &
Navigation (3 documents, 9 citations), industrial robot an international journal (3
documents, 14 citations), interfaces (3 documents, 9 citations), and artificial intelli-
gence (2 documents, 13 citations). The most cited references include are presented in
Table 3. We were also able to identify the most cited authors in this research area and
their research interests as presented in Table 4.
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Table 2. Most cited papers in research on AI in national security

Article title Authors Year # of
citations

Journal

The use of Kalman filter and neural
network methodologies in gas
turbine performance diagnostics: a
comparative study

Volponi, Allan J.,
et al.

2000 113 ASME Turbo Expo
2000: Power for
Land, Sea, and Air

Virtual reality surgery:
neurosurgery and the
contemporary landscape

Spicer, M. A., &
Apuzzo, M. L.

2003 87 Neurosurgery

Prognosis of bearing failures using
hidden Markov models and the
adaptive neuro-fuzzy inference
system

Soualhi,
Abdenour, et al.

2014 67 IEEE transactions on
industrial electronics

Intelligent lessons learned systems Weber, R., Aha,
D. W., &
Becerra-
Fernandez, I.

2001 66 Expert systems with
applications

Problem solving and knowledge
inertia

Shu-hsien Liao 2002 41 Expert systems with
applications

Probabilistic roadmap-based path
planning for an autonomous
unmanned helicopter

Pettersson, P. O.,
& Doherty, P.

2006 37 Journal of intelligent
& fuzzy systems

Artificial intelligence technologies
for robot assisted urban search and
rescue

John G. Blitch 1996 35 Expert systems with
applications

Case-based decision support
system: architecture for simulating
military command and control

Shu-hsien Liao 2000 34 European journal of
operational research

Human–robot interaction: status
and challenges

Thomas B.
Sheridan

2016 32 Human factors

Virtual reality and telepresence for
military medicine

Richard M.
Satava

1995 31 Computers in
biology and
medicine

Table 3. Most cited references by researchers on AI in national security

Article Authors Year # of
citations

Type of
publication

Superintelligence: paths, dangers,
strategies. Oxford: Oxford
University Press

Bostrom, N. 2014 4 Book

Governing lethal behavior in
autonomous robots

Arkin, Ronald. 2009 3 Book

Swarming and the future of
conflict

Arquilla, John,
and David
Ronfeldt

2000 3 Book

(continued)
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3.2 What Is the Current Research Focus and Debates on AI in National
Security?

The results in this section are based on bibliographic coupling and co-occurrence
mappings. Bibliographic coupling was analyzed by document, source, author, orga-
nization, and country. Co-occurrence analysis was done by keywords (all, author-
provided, and Keywords plus) and content analysis of the terms in the title and
abstracts.

Research Focus of AI in the Context of National Security. To identify the main
research topics on AI in the context of NS, we conducted keyword analysis through co-
occurrences by concentrating on keywords provided by authors. This technique counts
the number of co-occurrences of keywords and the greater the frequency, the greater
the relevance of the topic. VOS viewer identified 359 keywords. Figure 1 illustrates the
main keywords, the colors representing the clusters, the sizes representing the fre-
quency, and the lines representing the links between keywords. The smaller the dis-
tance between the nodes, the stronger the relationship between them (how many times
they occur together in the same paper). Figure 1 is based on a threshold of 2 occur-
rences, representing 25 keyword co-occurrences. The most common keywords leading
the main clusters are: artificial intelligence (36 occurrences, lemon green), robotics (5

Table 3. (continued)

Article Authors Year # of
citations

Type of
publication

Artificial intelligence: a modern
approach

Russell, Stuart,
and Peter Norvig

1995 3 Book

Weapons, autonomous. An open
letter from AI & robotics
researchers

Signed by 20
(Hawking, Musk,
Wozniak…)

2015 3 Open letter

Proceedings of IEEE
international conference on
neural networks

Kennedy, James,
and R. C. Eberhart

1995 Conference
proceedings

Table 4. Most cited authors by researchers on AI in national security

Author # of citations Research field

Vukobratovic M. 24 Robotics
Bostrom N. 9 Superintelligence
Good I.J. 9 Bayesian methods
McCulloch W.S. 9 Mathematical Biophysics
Kim J. 8 Theoretical AI
Laird J.E. 6 Cognitive architecture
Freedberg Jr Sydney J. 6 Art historian
Moffat J 6 Genetic interactions
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occurrences, red), autonomy (3 occurrences, purple), intelligent agents (3 occurrences,
orange), drones (2 occurrences, sky blue), decision support systems (4 occurrences,
blue), neural nets (2 occurrences, green).

These clusters represent seven research focus area on AI in NS. Cluster 1 represents
general AI research in the context of NS. Items in this cluster include artificial intel-
ligence, decision support systems, economics, expert systems, future, military, models,
simulation, and surgical simulation. Cluster 2 represents research that focuses on the
learning capabilities of AI. The items in this cluster include classification, feature
extraction, identification, learning (artificial intelligence), networks, neural nets, pattern
recognition, performance, recognition. Cluster 3 represents research that focuses on the
use of AI for decision support. Items in this cluster include decision support systems,
decision-making, information, intelligence, intelligent agents, knowledge management,
management. Cluster 4 represents the category of research that focuses on AI algo-
rithms. Items in this cluster include algorithm, genetic algorithm, neural network,
neural-networks, particle swarm optimization, and PID controller.

Cluster 5 represents research that focuses on the research and development of
intelligent systems. The items in this cluster include innovation, intelligent control,
research, robot, robotics, systems. Cluster 6 represents research that focuses on the
applications of AI algorithms, systems or technologies in NS. Items in this cluster
include algorithms, drones, robots, security, and state. Cluster 7 represents research on
the use of machine learning for system autonomy. Items in this cluster include
autonomy and machine learning.

Fig. 1. Co-occurrence network of author keywords in publications. Related to AI in national
security (Color figure online)
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Debates on AI in National Security. We identified current trends using KeyWords
Plus analysis. KeyWords Plus is the result of Thomson Reuters editorial expertise in
Science. The editors review the titles of all references and highlight additional relevant
but overlooked keywords that were not listed by the author or publisher. This technique
helps to uncover more papers that may not have appeared in the search due to changes
in scientific keywords over time, showing the evolution of the field. 14 out of the 147
keyWords occur at least twice. The most recurrent are neural networks (3), algorithms
(3) and systems (3).

KeyWords plus formed three clusters. Cluster 1 (3 items) includes Classification,
Networks, Recognition. Cluster 2 (2 items) includes Algorithm and Identification.
Cluster 3 (2 items) includes Future and Neural-networks. This depicts the growing
interest in using neural network algorithms for identification, pattern recognition and
classification of data for AI systems of the future.

Through the bibliographic coupling of documents, we were able to classify current
AI research in the context of NS into eight research themes as presented in Table 2.
The table shows how debates on AI have evolved since 1991 when the focus was on
the applications of neural networks, till now that research focuses more on AI ethics,
principles, and governance. We also notice that since 2017, world peace and conflict
resolution became a major research theme thereby affirming the need for more research
in this nascent theme.

Table 5. Research themes for AI in the context of national security.

Research theme Start
date

Description

AI ethics, principles,
and governance

2018 Focuses on the ethics and control/laws governing the use
of machines/robots/automated systems by governments
for military or surveillance actions

World peace and
conflict resolution

2017 Focuses on the challenges the military faces as technology
and AI continues to spread. It emphasizes the fact that
world peace is threatened by the democratization of
technology. As a result, nations are losing their military
control over the population. This research cluster
investigates how nations can try to manage this situation

Robotics in modern
warfare

2017 Focuses on how robotics is changing modern warfare,
with emphasis on the legal and geopolitical implications.
Advances are made on how autonomous systems and
weapons like drones are using advanced combat
techniques like swarming and hiving

Future & post-
humanity

2017 Focuses on research related to the design of algorithms the
and manufacturing of technologies for the future (post-
humanity)

Human performance
enhancement

2015 Focuses on using AI to enhance human performance and
national defense strategies

(continued)
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4 Discussion and Research Agenda

In this paper, we have investigated the state of AI research in the context of NS. We
used bibliometric analyses to identify the key players in this research area, as well as
their research focus and debates on AI research in NS. Due to the limited amount of
academic research published in this area, we found this method most suitable to help
identify key connections and relationships in the field in terms of authors, journals,
research themes, research institutions, and even countries. Our results provide an
overview of the research domain and provide information that could help researchers
and practitioners plan their limited resources and develop strategic partnerships with
the key players identified. It also informs on the key debates that influence decisions
regarding using AI to ensure NS both in the digital and physical worlds. Therefore,
from our results, we can arrive at the following conclusions.

AI in the context of NS is a very complex research area. This interdisciplinary
research area involving over 12 major disciplines need is proof of this complexity This
calls for the need to collect and integrate research on the topic in other to have a holistic
view and to draw relevant conclusions for the conceptualization of AI for NS. Although
this is a relatively young and growing research area, it is timidly rising as people get
more aware of the dangers of AI and the rising NS issues worldwide. The fact that
research on AI in NS started with applications in ES and DSS shows that the field of IS
has a major role to play in this research area. Therefore, IS researchers need to get fully
involved in this research field and contribute to how AI-enabled IS can contribute to
ensuring NS.

As concerns the state and evolution of this research area, the facts reveal that there
is still much to be done on this topic as it has not received the attention it deserves. The
most cited papers in the 1990s focus on the use of AI in urban search and rescue, and in
medicine. In this area of research was a publication in the year 2000 on neural net-
works. However, in recent years, the most cited paper was published in 2016 on the
status and challenges of human-robot interactions. This shows the evolution of this
research area from an application phase to an interaction phase. This explains the
increasing number of debates on AI ethics and principles. Only 13 institutions, 14
countries and 71 journals have published academic research on AI in the context of NS.
This is certainly not enough given how many disciplines can contribute to discussions

Table 5. (continued)

Research theme Start
date

Description

Expert systems 1996 Focuses on the use of intelligent knowledge-based expert
systems for planning and analyzing military operations
(activities and data)

Planning & control 1996 Focuses on research related to the use of AI to develop
robust planning and workflow systems

Neural networks 1991 Focuses on research related to the use of neural networks
(operational, financial, health…)
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on the topic. Thus, there is a need for more quality academic publications on the topic
in well-recognized journals so that they can be more accessible to a wider audience.
The most referenced publication is on the paths, dangers, and strategies of superin-
telligence. This is proof of the concerns people have on the use of AI technologies. The
relevance of research on AI in NS was recognized by the United Nations in the
sustainable development goals 2030 agenda where it features as part of goal 16 [24].
As 2030 approaches, academic researchers need to increase their efforts towards
making meaningful contributions to the attainment of this goal.

As concerns current research focus and debates on AI in NS, we identified 7 major
focus areas and 8 debates. The 7 focus areas are robotics, planning, governance, war,
military, conflict resolution, community, internet, power, and organization. These focus
areas cover both the physical and the digital world, showing that although much still
needs to be done, researchers have identified these areas as key important to this
research area. Table 5 describes the 8 debates in this research area from 1991 until
now. All this information is especially important for State institutions when considering
the use of AI in NS policies. They are also relevant to researchers seeking to use this
information to provide answers or solutions to existing debates or open new ones. The
literature also indicates the need for future research about the non-military-oriented use
of AI for NS. For example, using technologies like blockchain, it could be interesting
to investigate how people can connect with each other securely to ensure mutual
protection before intervention from armed forces.

This paper has some limitations, particularly associated with bibliometrics. Firstly,
some research papers might have been omitted as a result of the keywords used. To
mitigate this risk, we used asterisks to increase the search sphere to related keywords.
Secondly, our results are based on results from the WoS Core Collection database. Our
work could be extended or complemented by analyzing other databases like Scopus or
Google Scholar. Authors can also decide to evaluate published through other means or
outlets such as conference proceedings, practice-oriented magazines, or doctoral theses.
Perhaps there is more accessible research in these outlets, possibly published in other
languages as well.

References

1. Segun, O.: National security versus global security. UN Chronicle: The Magazine of the
United Nations (2014). https://unchronicle.un.org/article/national-security-versus-global-
security

2. Allen, G., Chan, T.: Artificial intelligence and national security. Belfer Center for Science
and International Affairs Cambridge, MA (2017)

3. Akgül, A.: Artificial intelligence military applications. Ankara Üniversitesi SBF Derg. 45(1),
255–271 (2015)

4. Hoadley, D.S., Lucas, N.J.: Artificial Intelligence and National Security. Congressional
Research Service (2018)

5. Cath, C., Wachter, S., Mittelstadt, B., Taddeo, M., Floridi, L.: Artificial intelligence and the
‘good society’: the US, EU, and UK approach. Sci. Eng. Ethics 24(2), 505–528 (2018)

6. Teo, Y.-L.: Regulating Artificial Intelligence: An Ethical Approach (2018)

The State of Artificial Intelligence Research 265

https://unchronicle.un.org/article/national-security-versus-global-security
https://unchronicle.un.org/article/national-security-versus-global-security


7. Garcia, D.: Lethal artificial intelligence and change: the future of international peace and
security. Int. Stud. Rev. 20(2), 334–341 (2018)

8. Johnson, J.: Artificial intelligence & future warfare: implications for international security.
Def. Secur. Anal. 35, 1–23 (2019)

9. Clopton, Z.D.: Territoriality, technology, and national security. U. Chi. L. Rev. 83, 45
(2016)

10. Hicks, D., Wouters, P., Waltman, L., De Rijcke, S., Rafols, I.: Bibliometrics: the Leiden
Manifesto for research metrics. Nat. News 520(7548), 429 (2015)

11. King, J.: A review of bibliometric and other science indicators and their role in research
evaluation. J. Inf. Sci. 13(5), 261–276 (1987)

12. Niu, J., Tang, W., Xu, F., Zhou, X., Song, Y.: Global research on artificial intelligence from
1990–2014: spatially-explicit bibliometric analysis. ISPRS Int. J. Geo-Inf. 5(5), 66 (2016)

13. Tran, B.X., et al.: Global evolution of research in artificial intelligence in health and
medicine: a bibliometric study. J. Clin. Med. 8(3), 360 (2019)

14. Larsson, S., Anneroth, M., Felländer, A., Felländer-Tsai, L., Heintz, F., Ångström, R.C.:
Sustainable AI: an inventory of the state of knowledge of ethical, social, and legal challenges
related to artificial intelligence (2019)

15. Corrall, S., Kennan, M.A., Afzal, W.: Bibliometrics and research data management services:
emerging trends in library support for research. Libr. Trends 61(3), 636–674 (2013)

16. Stewart, A., Cotton, J.L.: Does ‘evaluating journal quality and the association for
information systems senior scholars journal basket…’ support the basket with bibliometric
measures? AIS Trans. Replication Res. 4(1), 12 (2018)

17. Renaud, A., Walsh, I., Kalika, M.: Is SAM still alive? A bibliometric and interpretive
mapping of the strategic alignment research field. J. Strateg. Inf. Syst. 25(2), 75–103 (2016)

18. Cuellar, M.J., Takeda, H., Vidgen, R.T., Truex, D.: Ideational influence, connectedness, and
venue representation: making an assessment of scholarly capital. J. AIS 17(1), 3 (2016)

19. Mongeon, P., Paul-Hus, A.: The journal coverage of web of science and Scopus: a
comparative analysis. Scientometrics 106(1), 213–228 (2016)

20. Garrigos-Simon, F., Narangajavana-Kaosiri, Y., Lengua-Lengua, I.: Tourism and sustain-
ability: a bibliometric and visualization analysis. Sustainability 10(6), 1976 (2018)

21. Van Eck, N.J., Waltman, L.: VOSviewer-Visualizing scientific landscapes. [Sl: sn]. Acesso
em, vol. 12 (2017)

22. Woolsey, G.: On inexpert systems and natural intelligence in military operations research.
Interfaces (Provid.) 21(4), 2–10 (1991)

23. Dargam, F.C.C., Passos, E.P.L., Pantoja, F.D.R.: Decision support systems for military
applications. Eur. J. Oper. Res. 55(3), 403–408 (1991)

24. Keesstra, S.D., et al.: The significance of soils and soil science towards realization of the
United Nations Sustainable Development Goals. Soil 2(2), 111–128 (2016). https://doi.org/
10.5194/soil-2-111-2016. https://www.soil-journal.net/2/111/2016/

266 S. F. Wamba et al.

http://dx.doi.org/10.5194/soil-2-111-2016
http://dx.doi.org/10.5194/soil-2-111-2016
https://www.soil-journal.net/2/111/2016/


Artificial Intelligence in the Public Sector:
A Study of Challenges and Opportunities

for Norwegian Municipalities

Patrick Mikalef1,2(&), Siw Olsen Fjørtoft1, and Hans Yngvar Torvatn1

1 SINTEF Digital, S. P. Andersens Veg 5, 7031 Trondheim, Norway
{patrick.mikalef,siw.fjortoft,hans.torvatn}@sintef.no
2 Norwegian University of Science and Technology, Sem Saelands Vei 7-9,

7491 Trondheim, Norway

Abstract. The value of Artificial Intelligence (AI) in augmenting or even
replacing human decision-making in the organizational context is gaining
momentum in the last few years. A growing number of organizations are now
experimenting with different approaches to support and shape their operations.
Nevertheless, there has been a disproportionate amount of attention on the
potential and value that AI can deliver to private companies, with very limited
empirical attention focusing on the private sector. The purpose of this research is
to examine the current state of AI use in municipalities in Norway, what future
aspirations are, as well as identify the challenges that exist in realizing them. To
investigate these issues, we build on a survey study with respondents holding IT
management positions in Norwegian municipalities. The results pinpoint to
specific areas of AI applications that public bodies intend to invest in, as well as
the most important challenges they face in making this transition.

Keywords: Artificial Intelligence � Business value � Public sector � Adoption �
Empirical

1 Introduction

Artificial Intelligence (AI) can be defined as a set of technologies that simulate human
cognitive processes, including reasoning, learning, and self-correction. Recent years
have seen an increased interest in the potential uses of AI in private and public
organizations [1]. The prevailing argument in applying AI technologies in such
organizational settings is that it can enhance, and in some cases even replace, human
decision-making and action [2]. This ability provides many opportunities to utilize
human resources to more meaningful and less repetitive tasks, while at the same time
improving efficiency, reducing errors, and slicing costs [3]. In fact, there have been
several publications from academic and popular press to date regarding the potential of
AI, which much discussions regarding how it can revolutionize the way organizations
do business and interact with their customers [4]. Despite much promise however, and
a strong wave of enthusiasm regarding the potential of AI, there is still very limited
understanding regarding the status of AI adoption, the expectations of organizations, as
well as the challenges they face when adopting and deploying such solutions [5]. This
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issue is particularly apparent in the public sector, where the competitive pressure that
typically describes private companies is absent, and deployments are usually less swift
[6].

The opportunities of applying AI technologies in the public domain have been
documented extensively in several early studies [7]. These range from using chatbots to
interact with citizens about procedures and other types of queries [8], to deploying
sophisticated methods to identify fraud detection [9], and using autonomous vehicles in
traditionally human-executed tasks [10]. Such uses of AI demonstrate that the public
sector can benefit in many ways by such technologies when they are applied to key
activities that are within the realm of their responsibilities. Nevertheless, despite much
promise and a strong emphasis on AI applications from national and European bodies
[11], we still have very limited understanding about what the status is in public bodies
regarding adoption levels, what IT managers see as the most difficult hurdles to
overcomes in order to make such objectives a reality, as well as what is the anticipated
impact that AI will have on key performance indicators of public bodies [12]. Studies
have shown that when it comes to technology adoption and challenges faced, public
and private organizations have to overcome some common challenges but are also
faced with distinct differences [13].

Building on this state of knowledge, and on the great promise that AI can produce
for public organizations, this study seeks to explore the current level of adoption of AI
in different areas of application pertinent to public organization activities. This research
also seeks to highlight what are the key challenges public bodies face when routinizing
such technologies, and to understand where public organizations see the greatest
potential [14]. Exploring these aspects is crucial in order to direct investments and to
deploy such technologies without any major hindrances. To empirically explore the
research questions, we focus on Norwegian municipalities, and through a recent nation-
wide survey present the outcomes from the answers received from IT managers. We
selected municipalities as they typically have a broad range of activities that fall under
their jurisdiction. Furthermore, the case of Norway is seen as well-suited as the degree
of digitalization of public bodies is one of the highest word-wide, therefore being a
good indicator of challenges, that other public bodies may face world-wide. The results
provide us with an understanding of which are the priority areas that municipalities see
as most important to deploy AI solutions, as well as what are the main constraints the
currently face. This provides policy makers and practitioners with a clear view of what
measures need to be taken to accelerate AI diffusion in the public sector through
focused actions.

The rest of the paper is structured as follows. In Sect. 2 we overview the current
state of knowledge regarding AI applications and highlight some key areas that have
been documented in literature as being of increased significance for public bodies. We
then proceed to discuss the context of Norwegian municipalities and the link to
strategic direction set by the local and central government. Section 3 outlines the data
collection process, the measures used to capture notions, as well as the demographics of
respondents. Section 4 presents the findings from this exploratory study, illustrating the
current state of adoption based on different functional areas, the planned level of
deployments, as well as the most important challenges faced in realizing them. We
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conclude the paper with a discussion of the theoretical and practical implications of this
work as well as some suggestions for future research.

2 Background

2.1 Business Value of Artificial Intelligence

Following the emergence of big data analytics and the rapid adoption of Internet-of-
Things (IoT), Artificial Intelligence applications have seen a renewed interest building
on the massive amounts of data collected and stored. This data has enabled practi-
tioners to realize such AI applications, and grounded on advanced techniques such as
deep learning and reinforcement learning. Unlike the previous decades where such
massive data was located in the hands of research institutes, nowadays an increasing
number of public and private organizations are in place to collect, store and analyze
such data as a result of falling storage prices and increased processing capacity. This
has sparked a new wave of enthusiasm in practitioners regarding the potential appli-
cations and the business value that AI applications can deliver [15]. Much has been
written about the increased speed and accuracy that AI can deliver, and the large
workload that can be assigned to such technologies. Recent studies emphasize that the
role of AI in the contemporary economy is not to completely replace human labor, but
rather to take over repetitive and manual tasks. Only by doing so will organizations be
able to harness the skills in which humans excel in such as creative thinking and
problem solving. Furthermore, other recent articles see AI and human cooperating
harmoniously in a synergy called augmented intelligence. According to this view, AI
applications can help enhance human tasks, automating many activities and serving as
decision-making aids. Through this way organizations will be able to harness the
complementary strengths of humans and machines.

Despite these claims, research on the business potential of AI is still at a very early
stage [5, 16]. This is especially evident in relation to the public sector, which typically
lags in technological adoption in comparison the private sector. To date, most academic
literature has focused on potential applications of AI in the realm of public adminis-
tration. For instance, a prominent example is that of chatbots for interactions with
citizens, whereby human capacity to solve queries is automated. In another study, the
use of AI for autonomous vehicles is examined, in which the task of internal resource
management and delivery is assigned to unmanned vehicles or robots. Anecdotal
claims suggest that such investments can reduce time needed to supple units with
necessary resources, reduce human errors, and slice down costs. This application of AI
has significant value in public institutions such as hospitals and medical centers, where
consumables and critical equipment can be delivered on demand and without the need
of human resources to be committed for such tasks. Extending on this, there has been a
large discussion about the vast opportunities that open up with utilizing personnel in
more meaningful and important tasks. Another important area where AI has been
suggested to produce value for public administration is to automatize financial pro-
cesses and detect fraud. Advanced techniques of vision computing are able to scan
thousands of documents in a matter of seconds, register details of expenses and other
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financial information, and detect anomalies or potential fraud. In this way, AI not only
contributes to increased speed in handling such financial information but is also less
prone to human error in detecting errors or cases of potential fraud. While the academic
and practice-based literature stresses the value of AI in tasks of public administration,
to date we have little empirical evidence about if public bodies are actually deploying
such solutions, and if so where. Furthermore, there is very little research regarding the
plans of public organizations and which areas they see as the most likely to strengthen
by means of AI investments. In the following sub-section, we discuss about the context
of Norwegian municipalities and the strategic and operational decisions that guide their
actions.

2.2 The Context of Norwegian Municipalities and Digitalization

The municipality is the lowest administrative and electoral level in Norway. Currently,
there are 422 municipalities and size vary from a couple of hundred inhabitants to over
650,000 in Oslo. In terms of area, you have the same variation, the smallest munici-
pality is 6 km2 and the largest is 9700 km2. Regardless of population or area, the
municipalities must provide an equal service to the population. The municipalities have
a diverse responsibility, ranging from basic welfare benefits such as schooling,
kindergarten, social and medical assistance, child welfare, nursing home; to local roads,
water, refuse collection, fire and rescue services; furthermore, the maintenance of
churches and cemeteries, and cultural services such as operation of the cinema. Norway
is focusing on good digital infrastructure. The Government has set a goal that by the
year 2020, 90% of the households in the country will have at least 100 Mbit/s offer
based on commercial development in the market. In the long term, the goal is for all
households to have offers for high-speed broadband, also in areas where the population
is low and less profitable with development. Expansion of access to fiber is also in full
swing, in addition to mobile networks. From autumn 2019, the 5G technology is
widely available to residents of Trondheim municipality, and 5G networks have been
prepared in ten major Norwegian cities from 2020.

Internet access and bandwidth is a prerequisite for citizens and businesses to use
public digital services. In addition, signals from sensors, welfare technology, traffic
monitoring, and digital exchange of information, such as a «patient ready to leave
hospital» - message, have become an integral part of municipal service production. In
recent years, there has been an increased support for common digitization solutions for
Norwegian municipalities. An example is SvarUt, which is a solution that conveys
documents between sender and recipient via different channels. The municipalities and
county authorities have had access since 2013. By the end of 2018, more than 400
municipalities, but also all county municipalities and 77 government agencies had
adopted the solution. In 2018, approximately 7.5 million letters were sent through
SvarUt in Norwegian municipalities and county municipalities. The potential for the
number of shipments through SvarUt within one year is estimated at ten per capita, or
approx. 53 million. But this is only one of many solutions to meet demands of more
efficient municipal service production.

Three new common digitization solutions were offered to the municipalities in
autumn 2018, DigiSos - a solution for being able to apply digitally for financial social
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assistance, DigiHelse - a solution that enables citizens to see agreements and have
dialogue with the home service, and Minside- a service that provides residents access to
all matters that they have with the municipality or the county municipality. These
examples indicate that Norwegian municipalities to some extent have started a common
digitalization to better citizen services. In our study we aim to examine the digital
maturity and readiness for next level technologies, such as AI. One final thing that is
worth taking note of is the ongoing merging of Norwegian municipalities. The
Government has initiated a municipal reform in which 119 municipalities will be 47
new. This means a reduction from 422 to 356 municipalities from January 2020. More
inhabitants per municipality and larger geographical distances can increase the
demands of good digital services to the inhabitants - A factor that might promote
further innovation in municipal service production.

3 Method

3.1 Sampling and Data Collection

To explore the questions raised in this study, we built on a survey-based research
method aimed at key respondents within Norwegian municipalities. Key respondents
included heads of the IT division, IT managers, and senior data scientists. The rationale
of selecting respondents in these positions was that they are the most knowledgeable
about the current status of AI investments in their organizations and are also the best
informed about future areas of interest as well as challenged faced during implemen-
tations. To identify appropriate respondents, a search was conducted on the webpages
of municipalities in Norway. These provide contact details for employees at different
roles within the IT department, allowing us to locate those that fit the profile we were
looking for better. A list of 83 respondents was compiles including some of the largest
municipalities in Norway. Invitations were sent out to respondents via email, with a
link to an online questionnaire. The questionnaire was designed in such a way so that it
did not require more than 15 min to be filled out, and covered several areas relating to
AI investments and future plans. After the initial invitation, two reminders were sent
out within a two-week interval. The total number of complete responses received from
this sample was 46, with 9 others being incomplete, and thus not retained for further
analysis.

3.2 Sample Demographics

The final sample differed in several aspects, which provided an interesting dataset for
further analysis. As planned, respondents held positions of senior management within
the IT department, with the most frequent title being IT manager, digital transformation
director, and department leader. With regards to AI adoption, the largest proportion of
respondents indicated that their organization has not yet adopted AI, while from the
rest, 10.9% had just started deploying AI within the year and another 19.6% had been
using AI for 1–2 years. These results demonstrate that AI adoption in municipalities of
Norway is still very low, and even those that have adopted some form of AI have only
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done so fairly recently. With regards to size, the sample varied significantly, with the
largest proportion being municipalities with 500–1.000 employees, followed by a
slightly smaller size-class of 100–500 (23.9%), while there were also some responses
of the large municipalities with over 5.000 employees (13.0%). Respectively, the IT
departments were fairly small, with the largest proportion being between 1–9 people
(65.2%), followed by IT departments with 10–49 employees (26.1%), and a small
number with 50–249 people (8.7%). These demographics are in alignment with the
distribution of Norwegian municipalities, where there are primarily small municipali-
ties and IT departments, and a smaller number of large ones (e.g. Oslo and Trondheim)
(Table 1).

4 Results

To analyze data, we used descriptive statistics and paired sample t-tests that were run
through the software package IBM SPSS. The first part of the analysis involved
examining the current state of AI use within municipalities. In order to examine
potential areas of application within the context of public administration, we reviewed
the relevant literature that discusses the most promising ways in which AI can be
leveraged [17, 18]. The results depicted below illustrate the percentage of municipal-
ities within our sample that have not used AI in the specific areas of application, as well
as those that have initiated deployments. From the results depicted in the graph below
we can see that the most popular applications of AI for municipalities in Norway

Table 1. Sample demographics

Factors Sample (N) Proportion (%)

Years using AI
We do not use AI yet 31 67.4%
Less than 1 year 5 10.9%
1–2 years 9 19.6%
2–3 years 1 2.2%
How many people work in your organization?
Less than 100 3 6.5%
100–500 11 23.9%
500–1.000 14 30.4%
1.000–2.500 8 17.4%
2.500–5.000 4 8.7%
More than 5.000 6 13.0%
How many people work in the IT department
1–9 30 65.2%
10–49 12 26.1%
50–249 4 8.7%
More than 250 0 0.0%
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include intelligent interaction agents with citizens (28.9%), real-time translations for
meetings including speech-to-speech and speech-to-text (21.1%), as well as request
processing and applications handling and automatizing data entry with 15.7% each.
These results demonstrate a clear trend in using AI to interact with citizens primarily,
and in assisting in tasks where additional aid is required, such as communication. On
the other hand, there is a large proportion of municipalities that have still not adopted
any form of AI (Fig. 1).

Extending on these findings, the next series of questions asked respondents to
report the degree to which they plan to use AI in the future in the abovementioned
areas. The reason for asking responses to evaluate future plans is to try to comprehend
the types of investments they would be required to make and to propose policies and
roadmaps to achieve desired objectives. Furthermore, future investment plans also are a
good indication about where other public bodies or municipalities in other countries
plan to increase their investments. To examine this, we asked respondents to whom
these areas were applicable to assess the level to which they are planning to invest in AI
technology to support them. Responses were marked on a 7-point Likert scale, with 1
denoting a very low intention to adopt, while 7 indicates a very high intention to
implement AI for the particular task. From the results it is evident that some areas of AI
use are of increased interest for municipalities. First and foremost, the use of intelli-
gence interaction with citizens in the form of chatbots is regarded by respondents as a
top priority to invest in for the near future. It is a frequent phenomenon that employees
are overloaded with such requests and queries that can disrupt work and slow down
other critical tasks. Since a lot of information on municipality websites requires effort to

0% 20% 40% 60% 80% 100%

Intelligent interaction with citizens (e.g. chatbots)

Financial management and fraud detection

Proactively identifying infrastructure issues

Reducing paperwork burdens by automation

Intelligent supply chain management

Assisting decision-making

Request processing and application form handling (e.g. school change)

Automatizing data entry

HR management

Performance and control monitoring (internally)

Autonomous vehicles

Personalization of information towards employees

Real-time translation for meetings (e.g. speech-to-speech, speech-to-text)

Cybersecurity (ensuring human security analysis)

Health and wellbeing (e.g. elder people monitoring)

Havent adopted Have adopted Not applicable

Fig. 1. Current levels of AI adoption in Norwegian municipalities by area of use
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find, the use of chatbots to locate and provide this information in an easy way can free
up the need for human resources in this task while at the same time provide increase
citizen satisfaction with services. Similarly, request processing and application form
handling was the area with the second highest interest for future adoption, with health
and wellbeing services ranking as third. These results provide a clear view of where
municipalities see the most value from AI in relation to the tasks that is within their
realm of responsibilities. It also serves as a good roadmap to direct policy and funding
to support such actions (Fig. 2).

The final part of our examination looked at the challenge’s municipalities face
when they adopt AI, or barriers that do not allow them to implement such solutions. In
the categories presented below in Fig. 3, we asked respondents to evaluate on a 7-point
Likert scale the extent to which each of the categories mentioned bellow was a sig-
nificant barrier to adopt or implement AI technologies in their everyday operations. The
scale ranged from 1, denoting that the specific factor was not an important inhibitor of
adoption, to 7 which meant that it was an important hindering factor for implementing
AI technologies. The results highlight that the challenges that are faced from munic-
ipalities range from both technical to organizational. The most important hindering
factor is the inability to integrate systems and data, as well as to ensure that quality data
are utilized to train AI. Almost as equally important are organizational factors including
the lack of expertise with the necessary know-how, the limited financial resources, as
well as organizational inertia. These outcomes demonstrate that if Norwegian munic-
ipalities aim to adopt AI, they need both structural reforms as well as financial capital to
pursue these directions. In fact, respondents noted that the perception that AI is not
necessary for public administration is not an issue for non-adoption, indicating that low
levels of maturity to date are mostly a result of organizational or technical hindrances.
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Fig. 2. Intention to adopt AI in Norwegian municipalities by area of use
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5 Discussion

Artificial Intelligence has gained eminence over the past few years as a set of tech-
nological innovations that can potentially disrupt private and public organizations.
There is a growing number of research and popular press articles claiming that AI will
radically change the way we do business. Despite such claims about the potential of AI
there is still very little empirical research concerning the level of use within organi-
zations, and particularly for public bodies. The purpose of this study was to shed some
light about the use and intended use of AI within public administration and particularly
in Norwegian municipalities. Since the scope of activities of municipalities is to a large
extent similar world-wide, areas of using AI, as well as challenges faced during
adoption, or even barriers to adoption are likely to be the same also in other countries.
To examine these issues, we conducted a survey study with a sample of municipalities
in Norway, using senior IT managers as key respondents.

From a theoretical point of view our study contributes to literature by demon-
strating the areas which public administration organizations such as municipalities are
currently investing in or are planning to do so in the near future. It is important to
understand in which areas AI will be central in in order to propose optimal methods for
deploying such solutions and streaming adoption processes. As with any technological
adoption, inertial forces and challenges are likely to delay implementation or reduce
potential business value if appropriate measures are not taken at early stages of projects
[19]. Therefore, such cases may serve as lessons learnt for future ventures where
organizational know-how can be transferred and best-practices adopted. Furthermore,
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Fig. 3. Challenges in implementing and adopting AI technologies in Norwegian municipalities
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from a citizen’s perspective, knowing what services would be best automated through
AI can help create interfaces and AI-supported services that best fulfil citizen needs. It
is critical to get feedback from users of these services in order not only to train AI
applications but to design the provided services in a way that optimize satisfaction and
ease-of-use. Furthermore, by knowing what the main challenges are it is possible to
develop governance plans and strategies to facilitate adoption, use, and routinization of
AI within the public administration sphere. While such governance practices are quite
common for other types of information systems, in AI they are still non-existent.

From a practice-based perspective the outcomes of this study can help practitioners
identify what the common challenges that they face are and form a knowledge
exchange group [20]. Transferring such knowledge to other municipalities, and par-
ticularly those that are of a smaller size and with less resources can be particularly
beneficial if they want to keep up with new emerging technologies. Furthermore, the
outcomes can be used by policy makers in order to direct funding and assist munici-
palities with their deployments. With AI becoming an increasingly integral part of
public administration, it is important that financial resources and policies are put into
the right directions. Using such outcomes can help policy makers devise future
frameworks and develop assistance plans for public bodies.

While this study used a small sample of Norwegian municipalities it does provide
some insight of trends. We intend to expand the sample of municipalities and also
survey other public bodies to examine the level of adoption and challenged faced.
Furthermore, in extended reach the plan is to examine the readiness level of Norwegian
municipalities in greater detail so that more concrete action plans can be formulated,
and specific recommendations can be provided. We also encourage future researchers
to examine how AI can be used to transform operations of public administration, and
how deployments can be optimized in order to maximize derived value. It is important
to understand how such novel technologies can shape and complement existing
strategies [21].
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Abstract. Internet of Things (IoT) encompasses a wide range of devices and
technologies which cumulatively shape a new environment with unprecedented
business prospects. This paper aims to investigate the business potential of IoT,
focusing on mobile IoT and IoT as a service. In this direction, it presents the
case of RAWFIE, a H2020 project on a research and experimentation federated
platform of mobile IoT testbeds and devices. The paper describes RAWFIE
potential business models, analyzing them into their characteristics, based on the
business model canvas, examining the possibilities as well as the challenges
these entail, using a SWOT analysis, and testing them in a preliminary evalu-
ation. The study offers research and practical insights as a starting point for
business models of IoT as a service, focusing in the context of mobile IoT
experimentation.

Keywords: Internet of Things �Mobile IoT � Business model � IoT as a service

1 Introduction

IoT is a very promising technology and is predicted to flourish within the next years. It
is expected that 14.2 billion IoT devices will be in use in 2019 and they will reach 25
billion by 2021 [1]. Investments on IoT are predicted to reach $1.2 trillion in 2022 with
a CAGR of 13.6% [2]. The IoT market is still in its infancy, with its potential yet to be
revealed. IoT technologies offer vast opportunities for business models in almost every
application domain. The introduction of mobile smart nodes further enhances the IoT
potential for applications and business models. Mobile IoT involves moving devices
equipped with processing and communication capabilities, which cover larger areas
than ‘typical’ static IoT nodes. The movement of the devices intensively incorporates
the spatial aspect in data gathering and processing. Mobile IoT applications are char-
acterized by short and recurrent contact between IoT devices to perform assigned tasks
[3]. Modern devices are equipped with wireless technologies facilitating the creation of
a vast communication infrastructure, where mobile devices are connected, allowing for
the creation of numerous applications. However, despite the extant literature on IoT
business models, research on mobile IoT and related business models is scarce.

In this paper, we aim to explore the business potential of IoT, focusing on mobile
IoT and its provision as a service. We examine mobile IoT business models based on
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the case of the RAWFIE (Road-, Air- and Water-based Future Internet Experimenta-
tion) EU H2020 project that provides research and experimentation facilities with a
federation of unmanned mobile IoT devices (UAVs, USVs, UGVs) and testbeds.
RAWFIE is examined from a business model perspective covering different variations
of IoT as a service. RAWFIE business model is described using the Business Model
Canvas and is further analyzed with a SWOT analysis, followed by a preliminary
qualitative evaluation. The paper provides initial insights on mobile IoT business
models and IoT as a service that can be of use to both researchers and practitioners.

The structure of the paper is as follows. Section 2 reviews related work while
Sect. 3 presents the case of RAWFIE project. Section 4 describes the proposed busi-
ness models, along their dimensions and characteristics, which are further analysed
with a SWOT analysis presented in Sect. 5. Section 6 describes a preliminary evalu-
ation of the proposed RAWFIE business models and Sect. 7 concludes the paper.

2 Background

A number of business models have been proposed in the IoT [4]. [5] build on top of the
analysis of 55 IoT business model patterns in [6], focusing on the value creation steps
that ensure the success of business models. The results indicate that business model
patterns could be depicted by six components while defining two independent business
model patterns, digitally charged products and sensors as a service. [7] present a
business model framework for IoT applications. Based on the Business Model Canvas,
they identify the building blocks that are relevant in an IoT business model, types of
options that can be focused on within these building blocks and the relative importance
of these building blocks and types. [8] has also proposed the use of Business Model
Canvas for business models in the context of industrial IoT. The author presents the
phases of the industrial Internet evolution and discusses the key elements in such a
setting. [9] aim to develop a generic business model framework for IoT businesses
through literature analysis and interviews. A set of case studies are adopted for testing
purposes in IoT companies. The findings suggest that the capability for data analytics is
an essential element for IoT service and open ecosystems help companies provide new
integrated services and offer greater value for consumers. [10] study IoT business
models discussing design challenges, i.e. diversity of objects, immaturity of innovation
and unstructured ecosystems, and suggesting a design tool.

[11] propose a framework for designing business models for IoT in a structured and
actionable way, based on 34 case studies. [12] propose a traditional value based
business model applied for IoT applications, targeting how value is created and
exchanged between actors. [13] propose an e3-value methodology applied to traditional
business models for IoT applications, focusing on value proposition and target cus-
tomers. [14] adopt a value net analysis for proposing a business model in IoT through a
case study related to real-world traffic data generated by IoT services. [15] describe the
use of a value based approach to business modeling of new solutions based on IoT and
apply an e3-value methodology to demonstrate how a sustainable business model can
be built for the IoT.
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[16] studies existing business models and proposes a strategy for using business
models in the development of IoT for China mobiles. The strategy includes four
aspects, the improvement of high-quality network for IoT, the value proposition, the
key partnerships and the key activities for launching the IoT product. [17] propose
business models for the value and revenue creation in the IoT. Finally, [18] categorize
business models for IoT in the manufacturing industries. The authors describe chal-
lenges like unprofitable environment, exploded market and need to extract more value
in the existing business models for IoT and establish a framework for identifying
different IoT business models.

3 RAWFIE Project

3.1 RAWFIE Aim and Scope

RAWFIE (Road-, Air-, and Water- based Future Internet Experimentation) (http://
www.rawfie.eu) is a project funded by the European Commission (Horizon H2020
programme) under the Future Internet Research Experimentation (FIRE+) initiative.
RAWFIE provides a platform for interconnecting multiple testbeds aiming at providing
research facilities for mobile IoT devices, specifically unmanned vehicles UxVs, e.g.,
Unmanned Aerial Vehicles (UAVs), Unmanned Surface Vehicles (USVs), Unmanned
Ground Vehicles (UGVs), for research experimentation in vehicular, aerial and mar-
itime environments. The platform supports experimenters with smart tools for con-
ducting and monitoring experiments in various domains of IoT.

RAWFIE project aims at delivering a federated infrastructure synthesized of
heterogeneous testbeds and unmanned vehicles, operating in air, sea and ground.
RAWFIE offers experimentation facilities that can accommodate diverse and complex
experiments of various scales for testing and fine tuning mobile IoT technologies.
RAWFIE operates as an Experimentation-as-a-Service model, providing a platform of
testbeds, devices and specialized software tools for conducting experiments in mobile
IoT. It enables experiments across three main axes; testing of hardware components,
testing of software implementation of algorithms and network communication, and
testing of dynamic re-routing of unmanned devices. RAWFIE includes testbeds in
Greece, Spain, Germany and France. It also offers several types of UAVs, USVs and
UGVs, which are either part of its testbeds or standalone. In addition, RAWFIE
platform includes its own experiment toolset for designing and managing experiments.

There have been several research initiatives in the Future Internet Research &
Experimentation (FIRE) open research environment, focusing on heterogeneous test-
beds federations, such as Fed4FIRE, OneLab or WISEBED. While RAWFIE shares
many similarities with some of these projects, it differs in the integrated use of UxV
nodes in the testbeds. Federated testbeds mainly provide common access to several
testbeds in the federation, which reduces the effort to conduct a test in another testbed.
RAWFIE transfers this benefit to UxVs testbeds. It allows multidisciplinary experi-
ments with potentially unlimited types of technologies, and offers a common platform
for the management of a federation of testbeds, by providing a single point of access
and a common software infrastructure, for the management, execution and analysis of
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experiments carried out using UxV resources which can be available at the different
testbed facilities with minimal adaptations, as the platform can easily support the
addition of new data formats for data exchange with UxV nodes.

3.2 RAWFIE Architecture

RAWFIE adopts a multi-tier architecture where each tier contains various components
for the support of the mobile IoT vision. RAWFIE enables the implementation of a
highly and easily extensible remote experimentation platform. The functionalities for
the presentation of information to the experimenters, the implementation of the core
parts of the business logic and the software interfaces for the integration of the different
modules along with the data persistence are separated in different tiers. More specifi-
cally, the Testbed Tier undertakes the responsibility of providing functionalities for the
actual control of the testbed resources (e.g. mobile IoT nodes) and the communication
with the upper layers. It includes the software and hardware components that are
needed to run the testbeds and UxVs. Testbeds comprise various software components
related to the communication with the upper layers (i.e. Middle and Front-End Tier),
the management of the infrastructure and the control of the UxVs.

Each testbed available through the RAWFIE federation is comprised of nodes of
the same ‘x’ type (i.e. ground, air or water surface) that use the same communication
protocols for the ease of their integration in a unified and fully controllable environ-
ment (i.e. testbed). A Web based Front-End Tier allows experimenters to have remote
access to the platform, authorization and visualization of the information, and inter-
action with testbeds’ resources. The front-end tier includes the services and tools that
RAWFIE provides to the experimenters to define and perform the experimentation
scenarios. The Middle Tier implements most of the business logic and, particularly, the
communication between the Front-End and the Test-bed tiers. The Middle tier offers a
set of components that ‘transform’ the ‘commands’ defined in the interface in the
appropriate format to be consumed by the end devices and testbed components. It
provides the software interfaces needed and includes useful software components
related to security, trust, control and visualization aspects. This tier provides the
infrastructure which enables the creation and integration of applications in the
RAWFIE platform. RAWFIE middleware is a virtualized infrastructure, i.e., Infras-
tructure as a Service (IaaS), indicating the maturity and versatility of the developed
RAWFIE layered architecture. The Data Tier is in charge of ensuring data persistence.
It is a collection of repositories that store the different data types generated and col-
lected by RAWFIE components. All the integrated testbeds and resources accessible
from the federated facilities are listed in a central service. The Data tier manages
information relevant to the testbeds and resources (i.e., location, facilities) as well
information on the capabilities of a particular resource and its requirements for exe-
cuting experiments e.g., in terms of interconnectivity or dependencies. The provided
data repositories are accessed whenever an experimenter wants to retrieve information
related to available testbeds and resources using the respective Front End tool. Data
Tier provides a large, secure, cloud-based central repository in which collected data can
be anonymized and made available to users.
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RAWFIE follows the Service Oriented Architecture (SOA) paradigm: all compo-
nents provide clearly defined interfaces, so that they can be easily accessed by other
components or replaced by components with the same interface. The services are
described in languages such as WSDL. Interaction with them is made possible by the
use of remote service control protocols such as SOAP or the REST resource invocation
style. Additionally, a message-based middleware (via a Message Bus) is used, pro-
viding a coherent communication model with distribution, replication, reliability,
availability, redundancy, backup, consistency, and services across distributed hetero-
geneous systems. The message bus interconnects all components and all tiers. It is used
for asynchronous notifications and method calls/response handling. As such, it can be
used for transmitting measurements from producers (e.g., UxVs) to consumers per-
taining to the Middle/Data tier (e.g., experiment monitoring or data repositories).

4 RAWFIE Business Model

In this section we proceed to further examine RAWFIE from a business model per-
spective. The description has been based on the Business Model Canvas, introduced by
[19], a business model design template which provides a visual chart for documenting
business models. The business model canvas contains nine building blocks for con-
ceptualizing and describing a business model, in terms of value proposition, infras-
tructure, customers, and finances. Infrastructure is analysed into three building blocks,
key activities, key resources and key partners. Customers are defined by three building
blocks, customer segments, channels, customer relationships. Finances comprise two
building blocks, cost structure and revenue streams. These nine business model
building blocks, including value proposition, have been used as a tool for presenting
the RAWFIE business model conceptualization.

RAWFIE platform provides a set of smart software tools to enable experimenters to
remotely conduct and monitor experiments in the domains of IoT, including net-
working and sensing. RAWFIE federation allows for multiple types of experimenta-
tion, including testing with and among multiple and different mobile IoT devices.
Experiments can involve different UxVs (e.g. UAVs) or different UxV types (e.g.
UAVs with UGVs). Devices used in experimentations can be from different manu-
facturers and can be tested among different testbeds. The stakeholders can be the
testbed providers, the unmanned vehicles/devices (UxVs) manufacturers and suppliers
and the experimenters.

Another type of business model can emanate from the RAWFIE platform serving
as a consolidator of testbeds and UxVs, an intermediary business entity which testbed
providers and UxVs suppliers can join under various payment schemes.
Intended RAWFIE customers-members can participate by paying a subscription or a
commission based on their own revenue resulting from their use through the platform
by RAWFIE customers. In this approach, testbed and device providers, who were
previous RAWFIE stakeholders, become customers, extending RAWFIE business
partnerships by adding new collaborations and new revenue channels. In this way,
RAWFIE can be a mediator between infrastructure (testbed) and equipment (UxVs)
providers and end user entities interested in using RAWFIE facilities. With such a
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business model, RAWFIE allows for a full implementation of Platform-as-a-Service,
Infrastructure-as-a-Service and Experimentation-as-a-service. RAWFIE Business
model canvas is depicted in Table 1 and is analysed in the following paragraphs.

4.1 Value Proposition

RAWFIE business models can be created providing a range of offerings for IoT
experimentation across various domains to interested parties. The offerings can extend
along three axes of providing (a) testbeds (b) IoT devices (i.e. UAVs, USVs and
UGVs) and (c) software tools for experiments. These three RAWFIE assets can be
offered either separately or in combination. For example, a device, or a set of devices,
can be available for experimentation separately or jointly with the use of a particular
testbed or with a set of specific testbeds. Therefore, RAWFIE has the potential to
provide various value propositions to respective prospects. Regarding testbeds,
RAWFIE can be an intermediary connecting testbed providers with research or other
entities that seek to use such testbeds for experimentation purposes. The value
proposition can be stronger by offering the option to find testbeds or additionally use
the RAWFIE software platform for conducting experiments in the selected testbeds. In
a similar vein, RAWFIE can serve as a mediator among device manufacturers and
suppliers and entities that seek to use such devices for experimentation purposes. This
business model can allow for the combination of different types of devices that can be
requested or made available for rent or sale, for example, combining different UAVs, or
combining UAVs and USVs. The value proposition can be strengthened by providing a
marketplace in which participants have the possibility to buy and sell or rent unmanned
vehicles or additionally use the RAWFIE software platform for conducting experiments
with the selected devices. Furthermore, the value proposition can also include the
matching of IoT devices with respective operators, such as UAV pilots, UGV drivers
and USV captains. As an IoT device intermediary, RAWFIE can also offer its available
UxVs in combination with providing the option for a selection of available testbeds to
use for experimentation with these UxVs. Finally, in a full and more complex version,
RAWFIE can operate as a hub for testbed providers, device manufacturers, device
suppliers, unmanned vehicles operators and experimenters.

4.2 Customer Segments

RAWFIE is addressed to any entity that is interested in conducting experimentations
with mobile IoT. Potential customers of RAWFIE business models can be universities
or research institutions that can use RAWFIE to conduct experiments for academic
purposes. Public organizations such as the police, the army, the fire brigade, local
authorities and border control can also benefit from RAWFIE by using its devices or
testbeds in order to test possible solutions for creating new services or improving the
services they already offer. RAWFIE platform could also be a valuable tool for eco-
logical and environment bodies and organisations in the pursuit of testing the efficiency
and effectiveness of their ecology and environment protection plans.

Industrial customers, such as UAV, UGV and USV manufacturers and sensor
manufacturers are undoubtedly one of the most important RAWFIE customer
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segments. RAWFIE would be of great value to them in several ways. On the one hand
RAWFIE could be used for either testing their products as part of the design and
manufacturing of new products or of the updating of existing ones. On the other hand,
UxV and sensor manufacturers could be suppliers of RAWFIE infrastructure, by
renting or selling their products for experimentation or for the platform itself.

Software developers specializing in IoT are also significant customers of RAWFIE,
offering their products to the platform or using it for developing new software or
upgrading existing one. Industrial customers also include electricity/water supply
companies that would be interested in using RAWFIE for their planning and testing
their mobile IoT-based operations, including energy saving processes.

4.3 Customer Relationships

Relationships have already been established with testbed providers, software devel-
opers and UAV, USV and UGV manufacturers and experimenters as part of the project
scope. There partners are third parties that have been selected for receiving financial
support through three open calls. Additional customer relationships can be established
with testbed providers, device manufacturers and vendors, software developers and
experimenters that seek to use RAWFIE for their activities.

Customer relationships can vary depending on the type of the exchange taking
place between customers and RAWFIE. They can range from transactional relation-
ships, for a single use of the RAWFIE infrastructure, in case of one experiment. to
long-term relationships, for use of the RAWFIE facilities on a regular, recurring basis
for a series of experiments. Customer relationships can also involve relationships that
can be established among RAWFIE customers. This is the case of RAWFIE serving as
an intermediary connecting RAWFIE customers, enabling them to establish relation-
ships with other RAWFIE customers. Such relationships can be either transactional or
long-term in case of partnerships that are formed within the platform for joint service
provision.

4.4 Key Activities

RAWFIE key activities are largely horizontal across business model types. RAWFIE
core activity can be considered to be the experimentation provision. This includes the
activities of experiment planning, with the options of testbed booking, device booking
and device operator booking if needed. Experiment design and execution services are
also part of the core activity, including software testing. Platform management is also a
RAWFIE key activity supporting its operation.

4.5 Key Partners

RAWFIE includes all actors from technology to facility provision and management.
RAWFIE key partners are software developers, testbed owners and operators, device
manufacturers and device operators. Specialized personnel for device service and
maintenance as well as device insurance agencies can also be deemed as key partners.
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4.6 Key Resources

RAWFIE key resources are needed for. Physical resources include the testbeds, the
UAVs, USVs, UGVs available for experimentation, which can be part of the testbed
infrastructure. Physical resources also comprise the software and hardware components
needed to run the testbeds and the UxVs as well as for designing and executing the
experiments. In addition, the facilities for the storage and maintenance of UxVs are part
of the key resources required for RAWFIE being operational.

4.7 Channels

RAWFIE customers can be reached through online and offline channels. In the online
setting, a main channel can be RAWFIE website and social media or presence in other
relevant websites and social media. RAWFIE can seek communication and raise
awareness through sharing mobile IoT expert interviews or publishing newsletters or
other promotional material such as advertisements, articles and videos in related
websites that are visited by potential customers in mobile IoT experimentation.
Potential customers could also be attracted through organizing or participating in
conferences, exhibitions and events on topics related to mobile IoT.

4.8 Revenue Streams

RAWFIE business models can induce revenue through various streams. Revenue
models can be subscriptions or license, paid for using RAWFIE infrastructure or parts
of it for a predefined time period. Another revenue model would be a transactional,
pay-per-use scheme, with several versions. Under this scheme, customers can be
charged per different basis depending on their intended use. A set of charge options
could be available to select from, such as charge per experiment or charge per testbed.
A charge per device could also be available, based on the number and the type of
devices used. Charge per device can be applied either separately or in combination with
charge per experiment or charge per testbed, depending on the use scenario.

Revenue can also come from RAWFIE partners participating in the platform as
suppliers of testbeds, devices, or software, renting or even selling their products to
other intended customers. Such RAWFIE partnerships can be another stream of rev-
enue for RAWFIE business model, by partners paying a commission based on their
own revenue resulting from their use of the platform for transacting with RAWFIE
customers. These RAWFIE customers could also possibly be a source of revenue if
they are charged a service fee for using RAWFIE platform for their transaction with
RAWFIE partners.

4.9 Cost Structure

RAWFIE business models entail several costs. These can include the insurance cost for
the devices and equipment, the license and training cost for the UxVs operators and the
maintenance cost for the testbeds, the UxVs and the software platform. Customer
acquisition costs should also be taken into account.
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5 RAWFIE SWOT Analysis

Our study continues to a deeper understanding and assessment of the RAWFIE busi-
ness potential through conducting a SWOT analysis, examining the strengths, weak-
nesses, opportunities and threats of RAWFIE business model, towards a complete view
of our case.

5.1 Strengths

RAWFIE’s main strength is its pioneering characteristics, as it is an innovative, unique
platform for experiments with mobile unmanned IoT vehicles. Its innovation can be
discerned into three intertwined pillars; a federation of testbeds for conducting
experiments, a set of mobile unmanned devices and an experiment toolset. These are
combined into an integrated experimentation environment, offering a collection of
testbeds and devices and enabling users to design and conduct their own custom
experiments with this equipment through easy-to-use tools. It provides interoperability
of testbeds and devices, comprised of UAVs, UGVs and USVs, allowing for scalability
and security and at the same time offering flexibility in experiment and device man-
agement with EDL based tools. It enables testing in the field, in real world conditions,
including the weather, and in conjunction with the space and weight limitations of
UxVs for mounting equipment such as sensors, cameras or batteries.

5.2 Weaknesses

RAWFIE is a new federation, with lack of experience. It may have to be enhanced in
terms of functionality and equipment to reach maturity. In addition, because of its
specialized nature, customer or user awareness of RAWFIE is limited and hard to raise.
It can mainly be of interest to a niche market of academic or industrial entities active in
mobile IoT and interested in relevant research and experimentation. There is also a
difficulty of adaptability of the available IoT devices to the specific requirements of
experiments. Energy requirements of mobile devices, and, in particular, the idle time
needed between experiments for device charging and maintenance are weaknesses that
could also hinder the successful implementation of RAWFIE business models. Another
point of weakness is limitations associated with the specific availability of testbeds and
devices and their management.

5.3 Opportunities

RAWFIE federation comes in a fruitful environment characterized by an increasing use
of IoT in various domains. Mobile IoT, in particular, is still in its infancy, and receives
a growing interest globally, creating a favorable setting for RAWFIE platform and
services. The need for research and experimentation for IoT, especially mobile IoT, is
strong, in both academia and industry. At the same time, there is a scarcity of IoT
platforms offering similar functionality, combining testbeds, devices and tools for
custom experiment design, execution and analysis. Mobile IoT as a service can
facilitate experiments by supporting experimentation as a service, platform as a service,
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infrastructure as a service and software as a service. In this context, RAWFIE can be a
powerful enabler of such service provision.

5.4 Threats

There are several threats that can potentially hinder RAWFIE business model success.
First of all, the development of other competitive mobile IoT nodes platforms can
shape a difficult setting for strategic differentiation. RAWFIE can also be threatened by
the inadequacy of data storage and processing on autonomous IoT devices. Devices
cannot yet accommodate powerful processing units, particularly in the case of UAVs
that due to their nature have additional weight limitations. Similarly, storage capabil-
ities are also limited, imposing the need for data transfer to cloud which is not always
feasible in real time. The heterogeneity of devices as well as the technological
immaturity of data exchange protocols can also be a problem in the expansion of the
platform. Another setback can be the lack of an appropriate legal or regulatory
framework that can prescribe the efficient use of unmanned mobile IoT nodes, par-
ticularly UAVs. This could also involve issues related to security and ethics, with
respect to experiment and data management.

6 Evaluation

A preliminary study was carried out as a starting point for evaluating the proposed
business models. We interviewed representatives of four testbeds that participated in
RAWFIE as third parties receiving financial support from Open Call 1. The participants
were asked if they would be interested in participating in the following business
models: (1) a testbed agent, an intermediary for finding testbeds for conducting
experiments; (2) an intermediary for finding testbeds for conducting experiments,
(same as #1), with the additional option to also use the RAWFIE software tools for the
experiments in the selected testbeds; (3) an intermediary for finding testbeds for con-
ducting experiments, (same as #1), with the additional option to also find UxVs to use
for the experiments in the selected testbeds; (4) as an intermediary for finding testbeds
for conducting experiments, (same as #1), with the additional options (a) to use the
RAWFIE software tools for the experiments in the selected testbeds and (b) to find
UxVs to use for the experiments in the selected testbeds (combination of #2 and #3)
and (5) a hub for testbed providers, UxV suppliers, UxV operators and experimenters,
that could be used by anyone for finding testbeds, UxVs, UxV operators or experi-
menters, either separately or in any combination, for conducting experiments. Apart
from experimenters finding testbeds and UxVs, this can include any participant col-
laboration, for example testbeds finding UxV suppliers.

The interviewees expressed a strong interest in participating in all proposed busi-
ness models, with the first option being the most preferred one followed by the third
and then options 2, 4 and 5. Although responses were all in favor of RAWFIE as a
business model, they also included concerns about issues that should be taken into
account. These referred to RAWFIE tools and the need to improve reliability in order to
be able to deploy any experiment in a more stable and easy way. The need for full
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documentation and maintenance programs jointly with UxV manufacturers was also
pointed out as a necessary part of an agreement. The concerns expressed against
participating in a RAWFIE business model also involve the cost to hire personnel to
run these tasks, the testbed organization position in the industry and facing possible
legal barriers.

7 Conclusion

This paper approaches IoT from a business viewpoint through the case of RAWFIE
project, analysing its business prospect through the business model canvas, describing
the dimensions and characteristics of potential business models. The latter are further
analyzed with a SWOT analysis and preliminarily evaluated through a limited scale
qualitative study. RAWFIE comes in a promising setting with vast business possibil-
ities thanks to the growth in IoT technologies and applications and the increasing
interest in mobile IoT in diverse domains. Our preliminary findings are by no means
complete or generalizable, yet they can be deemed as indicative of the potential of IoT
business models and IoT as a service, with an emphasis in mobile IoT and experi-
mentation. In that sense, our paper can serve as a starting point for studying IoT
business models and mobile IoT as a service, for either academic or industrial purposes.
Further research with more and refined IoT business models and empirical testing with
input from all involved actors, such as IoT device manufacturers, is necessary to
provide more insights towards this direction. In addition, future studies should include
an in-depth analysis of mobile IoT as a service paradigm and the enabling of experi-
mentation as a service based on providing IoT software, IoT infrastructure and IoT
platform as a service.
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Abstract. Due to rapid urbanization, city populations are rapidly increasing all
over the world creating new problems and challenges. Solving some of these
problems requires innovative approaches; one increasingly popular approach is
to transform cities to Smart Cities. Smart Cities implement innovative approaches
based on IoT technologies and convert many services to digital services. These
services are implemented within the different components of a Smart City,
helping city administrators to improve the life of the citizens, addressing different
service, security and administrative challenges. The objective of this paper is to
explore and determine how three well-known cities - Nice, Palo Alto and
Stockholm - implemented the Smart City concept. The study indicates that a
successful implementation of a Smart City model requires addressing a number
of critical challenges: citizen involvement, business collaboration and strong
leadership prove to be key success factors in the Smart City development process.

Keywords: Smart City � Smart City Strategy � Internet of Things � IoT �
IoT infrastructure � E-government

1 Introduction

According to the United Nations [1], 55% of the world population lives in urban areas
today, and this percentage is expected to increase to 68% by 2018. As a result, cities
already are facing tremendous challenges related to issues like housing, mobility,
logistics, energy consumption, air quality, quality of life, social inclusion, safety, public
services and governance [2]. Cities are forced to search for and find solutions for these
challenges in innovative and even groundbreaking ways. A strategy that is widely
popular yet challenging in many ways, is to become a Smart City [3]. According to Yin
et al. [4] a Smart City is a “systematic assimilation of technological infrastructures
which builds on progressive data processing, with the objectives of making city gov-
ernance more efficient, offer a higher quality of life for civilians, help businesses
flourishing and protect the environment.” Even though there is still not a city, that is
universally recognized as a full-fledge Smart City, some cities are leading the way
towards such a goal and provide examples of progress in this domain. It can be said that
city attempts to become a real Smart City are made on a worldwide scale.
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The technologies often described as Internet of Things (IoT) could be seen as one
of the key drivers behind the development of a Smart City. According to Giusto et al.
[5], the IoT is a “communication paradigm which visualizes a near future, in which
physical objects are equipped with microcontrollers, transceivers for digital commu-
nication and fitting protocol stacks that will make these objects able to communicate
with each other and with the users”. This technology develops fast with an estimated
number of 20 to 50 billion devices connected in 2020 [6].

Smart Cities are seen as the future solution to urbanization problems. IoT-based
infrastructures will allow cities to devise solutions addressing the earlier mentioned
issues in an efficient and environmentally responsible way.

Since every city has its own unique problems and prioritizes its own city compo-
nents, every city transforms into a Smart City in its own way. Research is mainly
focused on implementation of IoT as a way for cities to become smart, but less
attention is paid on differences of IoT implementation between cities and comparison
of such strategies after implementation. The objective of this study is to contribute to
better understanding of similarities and differences between cities during the Smart City
implementation process using IoT. Therefore, the research question is: how do three
globally leading Smart Cities implement the Internet of Things within different com-
ponents of their city, in order to become a smarter city?

The study was carried out by conducting case studies in three cities, that are
globally recognized as leading Smart Cities. By investigating how these cities suc-
cessfully implement the IoT within their Smart City components, more insights will be
gained on common success factors and common problems facing cities in the process
of becoming smart.

2 Theoretical Framework

2.1 Smart Cities

Over the last few decades, the concept of a Smart City attracted wide interest and
debate around the world. Part of the debate is about the extent to which technology and
ICT should have a dominant role in the city to become smarter. According to Batty
et al. [7], a Smart City is defined as “a city where Information and Communication
Technologies (ICT) are blended with traditional infrastructures, organized and unified
by using advanced digital technologies”. Technology appears to be a common thread in
most definitions within literature, but not the only aspect of importance. According to
Hollands [8], a Smart City must be based on more than the use of ICT alone. This
opinion seems to be supported by many different authors over the years, since most of
the definitions found, are more integral than the one that Batty et al. [7] gave.
According to Nam and Pardo [9], a Smart City consists of three core components:
technology factors, human factors and institutional factors. Their vision states that
“smart” can be identified as innovative and revolutionary developments, leaded by new
technologies. However, it is the social aspect, rather than smart technologies that stands
fundamental within a Smart City according to Nam and Pardo [9]. Even though these
authors state that smart developments are leaded by new technologies, they do not
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designate technology as the core component within a Smart City. According to Car-
agliu, Del Bo and Nijkamp [10], a city is smart when “continuous economic growth
and a high quality of life, with thoughtful handling of natural resources through par-
ticipatory management, is inflamed by investments in human capital, social capital,
traditional (transportation) and current (ICT) communication infrastructure”. While the
meaning of the word “smart” is interpreted differently within this definition, the
underlying core components of a Smart City are highly similar to the ones given in the
previous definition. Some researchers accept an even broader definition of a Smart
City. According to Neirotti et al. [11], a Smart City should be capable of optimizing the
practice and exploitation of tangible assets (e.g. transportation infrastructures, natural
resources), as well as intangible assets (e.g. human capital, academic capital of firms).
Zanella et al. [12] argue that “the final objective of a Smart City is to make better use of
the public resources, in order to raise the quality of the services which are presented to
the citizens, while lowering the operational expenditures of the civic administrations”.
While the concept of Smart City became broader over the years, including more
integral approaches, researchers acknowledge the importance of using internet tech-
nology, and in particular IoT, as one of building blocks for a smart city. The most
common of the components of smart cities we have identified are displayed in Table 1.

Table 1. Smart city components

Author(s)/
smart city
domain

Environment Mobility Governance Smart
citizens

Energy Buildings
homes

Healthcare Economy Security

Al Nuaimi
et al. [13]

x x x x x x x

Arasteh et al.
[14]

x x x x x x x

Arroub et al.
[2]

x x x x x

Habibzadeh
et al. [15]

x x x x

Khan et al.
[16]

x x x x x

Lombardi
et al. [17]

x x x x x

Nam & Pardo
[9]

x x x x x x x

Neirotti et al.
[11]

x x x x x x x

Silva et al.
[16]

x x x x

Talari et al.
[18]

x x x x x

Venkat
Reddy et al.
[19]

x x x x

Yin et al. [4] x x x x

Total of
mentions

10 10 8 8 7 6 6 5 4
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2.2 The Internet of Things

The concept of IoT is an increasingly popular concept in the literature; there are many
different opinions, views and definitions on it. Giusto et al. [5] describe the IoT as a
communication paradigm which visualizes a near future, in which physical objects are
equipped with microcontrollers, transceivers for digital communication and fitting
protocol stacks that will make these objects able to communicate with each other and
with the users. Zanella et al. [12] state that “the intention of the IoT is to make the
Internet even more engaging and omnipresent, by allowing easy entrance and com-
munication with a large variety of devices so that it can support the development of a
number of applications which make use of the possibly gigantic bulk and diversity of
data produced by objects to present new services to citizens, companies and public
administrations”. According to Miorandi et al. [20], the IoT can be seen as an appli-
cation whereby the Internet is used “for connecting physical items, that interact with
each other and/or with humans in order to present a service that embraces the need to
rethink about a new some of the traditional pathways commonly used in networking,
computing and service management”. As stated by Atzori et al. [21] the IoT should
indeed be considered as part of the Internet of the future, which is expected to be
dramatically different from the Internet we use today. According to these authors, the
objective of the IoT is to enable communications with and among smart objects. The
IoT interconnects a large variety of physical objects, enabling these objects to com-
municate with each other, as well as with users, without any human engagement.

Effective IoT implementation in cities requires a specific IoT infrastructure, sup-
porting the complexity of different sensors set up in urban environments. Sensor-
enabled smart objects demonstrate to be the essential feature for the interconnected
infrastructures of the future [22]. According to Jin et al. [23], the IoT can be seen as the
key technological enabler for the infrastructure of a Smart City. Sicari et al. [24] stated
that, a flexible infrastructure is necessary within a Smart City, because of the large
number of interconnected devices. Corici et al. [25] mention that an infrastructure
where end device connectivity is monitored and IoT communication reliability is
assured, is key for a Smart City. According to Joseph et al. [26], an IoT-infrastructure
should ensure that the sub-systems of a Smart City are intelligent enough to commu-
nicate and work interconnected with each other. According to Rathore et al. [27], an
IoT-based infrastructure is necessary to fulfill the needs of a Smart City and Gope et al.
[28] argue that in future Smart Cities, devices should be connected to IoT-based
infrastructure. According to Cheng et al. [29], to enable the IoT services, deployed
within a Smart City, infrastructure should form a large scale IoT system with widely
deployed IoT devices. IoT in Smart City development remained a central issue in the
literature over the last decade and especially in recent years; in order to implement the
IoT within Smart City components, an IoT-based infrastructure is indispensable.
Therefore, it can be seen as the backbone for building a Smart City.

Many authors are modeling a Smart City infrastructure in layers that start with data
generation [23, 30–33]. This data generation is used by an application and results into a
service or processed data that serves an end-user. Sensors and devices collecting data
and a using a dispersed network for transmission is another key part of the infras-
tructure [23, 30–34]. Data flows allow the formation of a layered and generic IoT-based
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infrastructure for Smart Cities. Berkel et al. [35] note that the baseline infrastructure for
Smart Cities consists of four layers (Fig. 1). However, in practice, the entire system
architecture is often more complex than shown in this layered infrastructure.

3 Methodology

We conducted an exploratory case study since we aim to discover underlying moti-
vations, experiences and lessons from a few leading smart cities; professionals directly
involved in prominent Smart City transformations were interviewed. We included the
cases of Palo Alto, Nice and Stockholm. In the heart of Silicon Valley (US), Palo Alto
is pioneering the concept of a Smart City for many people [36]. According to United
Smart Cities (2017), Nice, at the Cote D’Azur in France, is recognized as a world
pioneer and well-known Smart City. Stockholm is also seen as one of the top Smart
Cities in the world [37–39], ranked 5th in The Top 10 Smartest Cities in the World
[40]. The semi-structured interviews consisted of a total of 33 open-ended questions.
The analysis included Axial coding.

4 Results

4.1 Palo Alto

“I cannot think of a single project that the city of Palo Alto is doing today, where
technology is not on the table.” [41] According to Palo Alto’s CIO, technology is going
to be one of the largest components of how to enable positive change in the future. Palo
Alto stated to have over 300 distinctive systems and therefore, a whole array of services
and technologies, that run everything within the city. From their record management
system, to software that helps with medical information in their ambulances. “In order

Fig. 1. Layers of an IoT based infrastructure
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to have the IoT, which seems to be one of the major trends in the Smart City space, you
got to have a solid, fast, high-quality core backbone infrastructure” [41]. The IoT-based
infrastructure of Palo Alto was stated to be built of several critical elements. Data flows
securely across this network. This includes everything from open-data, to analytics,
visualizations and data-driven decision-making. This way, the data is opened-up and an
ecosystem of participants exists. According to Palo Alto, a city cannot be smart without
a data strategy. On top of that, sensors are embedded in physical pieces within the
city’s architecture. This architecture was not necessarily formalized into specific layers.

Palo Alto focuses on mobility, energy and sustainability as primary Smart City
components. Mobility is a major challenge; “In many ways, probably that is the biggest
Smart City area for the city of Palo Alto right now. It is everything from initiatives, to
encourage people to not drive their car” [41]. They promote electric cars, bikes and
scooters and try to make different forms of non-car transport available. Palo Alto also
values the support of the emergences of autonomous vehicles. The second component
was stated to be energy. “One of the things that makes Palo Alto unique in the United
States, is that we are one of the few cities that provides all the utilities services. Electric,
gas, water, waste-water. We even provide fiber internet. So, we have a lot of control
over our utility’s infrastructure” [41]. The city moved away from fossils and coals years
ago and is therefore entirely carbon-free on the residential front. By having a smart
energy grid rolled-out, Palo Alto connects every house, to gain rich information for
optimizing their energy distribution. This information is also used for operations and
repairs. The third component was stated to be sustainability in the environment. “In
some ways, all the things I have already shared with you, are subscenes of that. Energy,
transportation and digitization are all parts of the sustainability movement” [41]. Next
to that, it also means water-management technology by using sensors in the water.
Also, it includes distribution of electric vehicle chargers all over the community. Other
examples were, gaining a better understanding of emissions and managing city
buildings more energy-efficient.

A broad area of digital transformation was identified as key component. The city
has deployed over 60 different digital experiences. “All our signatures are now done
digitally. We do not have a lot of paperwork anymore; we digitize all our papers. We
do not print as much as we used to. So, a big push on digital transformation and just
better services. More efficient, more streamlined, more accurate and more managed
services” [41]. In Palo Alto there were priorities set in city governance, talent man-
agement, budget allocation and leadership in order to realize smart city goals. “Even
through your best tempts to get grants and loans and all the other kinds of mechanisms,
there is just not enough money to do everything you want to do” [41]. Palo Alto stated
several critical requirements for an IoT-based infrastructure. “Then, you have to have
the mindset, the vision, the strategy and the governance. Those will be the additional
layers on top of it” [41]. Next to those factors, human capital was also mentioned as an
important factor for supporting the build of a Smart City, next to the IoT. According to
Palo Alto, every city must decide whether becoming a Smart City is a mission they
want to take on. “The best practice is to make sure that there is a strong supportable
vision for it and then execute on it” [41].
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4.2 Nice

“If we come back to how the Smart City of Nice was born, this is from political
intentions to use digital innovation for developing the local economy of Nice” [42].
According to Nice, their IoT-based infrastructure consists of specific layers. It was also
mentioned that public and private partnerships exist within the IoT-based infrastructure
of Nice. The city of Nice is using the IoT to digitize existing services and to create new
ones. “An IoT-based infrastructure is important for a Smart City, because it is a way to
improve the performance of public services. Today we are living in a digital world. It is
really important for cities to use an IoT-infrastructure to develop its services” [42]. On
top of that, Nice agreed that an IoT-based infrastructure can be seen as the backbone for
building a Smart City.

According to Nice, their primary Smart City components are: mobility, energy and
environment. Next to that, the city plans developing the healthcare component as well.
“Nice aims to be a good Smart City in all these components. So, I would say that Nice
wants to be an innovative Smart City in developing these components” [42]. An
example of how they already used the IoT to become a smarter city, is a high-tech
tramway, that makes use of IoT-services within their mobility component. By means of
an IoT-based mobile application, users can organize their trip. Also, drivers of the
tramway can anticipate on technical problems and resolve them, because of real-time
data presented by IoT-services. An example for their energy and environment com-
ponents, are sensors that collect data about the environment by measuring the air
quality. “In order to help business companies to use this data for developing new
innovative services, enabling consumers to transform their energy habits” [42].

“One strength of Nice is, that they build their Smart City concept on the open-data
perspective” [42]. However, in practice, not all data was always accessible. This was
stated to be a real problem for the development of IoT-services. Next to this problem,
the privacy and acceptance of citizens regarding IoT-services were experienced as
important problems. A more general problem was experienced to be the public
administration services in Nice. “It is a really bad problem we have in France, the
public administration. If IoT-services could improve the process of public adminis-
tration services, it would be good” [42]. According to Nice, the first requirement for an
IoT-based infrastructure is technology-based. “You need it, to develop the infrastruc-
ture in order to implement the IoT” [42]. Next to that, the right digital capabilities need
to be developed and enough storage space should be available. Other factors that are
important for building a Smart City, next to the IoT, were stated to be: management and
intention, funding and collaboration. “I think for developing innovations, build on IoT-
technologies, we really need to improve the management of ecosystems of these
technologies and how we can implement them” [42]. Therefore, the right intentions and
management of local public actors are needed to build a Smart City. Within all of the
focused components of Nice, private and public partnerships services were included.
Nice does not only collaborate with big companies, but also with local startups.
Together with these companies, the city of Nice creates smart solution services. “I think
we also have to give chance to startups” [42]. Nice recommended other cities to assess
citizen needs and to include citizens as co-actors within city projects, before developing
these projects and corresponding technologies. Next to that, Nice recommended cities
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to care about citizen’s privacy and their acceptance of the use and potential use of IoT-
services. “When you use IoT-technologies, you collect a lot of personal and impersonal
data and this data is sensitive” [42]. “The building of a Smart City depends on the main
characteristics of its own territories and its managers. I do not think there is a universal
model to build a Smart City” [42].

4.3 Stockholm

For Stockholm, an IoT-based infrastructure is extremely important for Smart Cities
nowadays. “The reason though we are establishing this, is because we have a lot of
challenges. We know that using the smart technologies can help us to be a better city,
for the people that live there, work there and even the people that are visiting us” [43].
Stockholm did agree on the question whether an IoT-based infrastructure can be seen as
the backbone for building a Smart City but were a bit hesitant to disclose details on
how it was exactly layered. “There is no other part of our infrastructure that we can use
to build a Smart City” [43]. Stockholm’s main domains are: sustainability (green
policies), smart locks, smart traffic and smart lighting. It was also stated that their
environmental department is being active with smart technologies as well and that they
are engaging in air pollution. “We need to be a fossil-free city within 2040” [43].
Several examples of how the IoT is used within Stockholm, in order to become a
smarter city were given. “We have a lot of locks today that are electronic and used all
over the world… a lock that you can open with an iPhone or a code for instance” [43].
For the smart traffic component, roads were equipped with sensors. Stockholm is
actively using cameras in traffic, to obtain real-time data from cars, bicycles, pedes-
trians and public transportation and optimize the traffic lights operations. In a pilot
project, next the use of LED-lighting in lampposts, these were equipped with sensors as
well. These sensors are used among others for changing the light, measuring air pol-
lution and measuring the wind temperature.

The data, generated from all the different projects described above, is shared and
private companies are encouraged to establish new services using this data. “The city of
Stockholm should establish the data that we can publish. The next step is to make the
smart services. I hope that should be done by private companies and not by the city of
Stockholm. By using the data from the sensors, we can establish new services” [43].
A new business model is a challenge: who is going to pay for it. A more important
obstacle was stated to be the citizen security. “People are of course a little bit afraid
when we use IoT-solutions” [43]. The development of an IoT-based infrastructure was
seen as a continuous process. Stockholm stated that adaptability to a city’s needs is the
most important requirement for an IoT-based infrastructure. Also, technologies must
meet security requirements. Apart from the IoT, citizens have a fundamental role within
the Smart City development of Stockholm. It was stated that everything the city does, is
for them. “When we work on the strategy, we asked a lot of citizens…, we also asked
academia and the businesses” [43]. Stockholm views the Smart City development
process as a democratic issue as well.
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5 Discussion

Our findings show that there is not a single best approach for implementing IoT for
creating a smart city. The approach is contingent on the specific characteristics of the
city. IoT is the key enabling tool for smart cities; it can truly enrich the existing
landscape of information technology in a city and deliver new open data and con-
nections to the current information systems. Mobility and energy are the core chal-
lenges driving the smart city movement. These were shown as key fields of attention in
both our literature findings and empirical results. IoT investments raise the need for
additional security measures. A city can become vulnerable for hackers and terrorists as
a result of connected sensors and devices that deliver a critical infrastructure. Without
an underlying and fitting infrastructure, a city’s desired Smart City vision is difficult to
realize. Therefore, the IoT infrastructure is the backbone for a Smart City. Our cases
have all reserved a major role for the IoT infrastructure. They all showed some form of
layering. First, there is the use of sensors to obtain data (Physical Layer). Second,
enough storage space is needed for storing and sharing data (Technology Layer). Third,
in order to create new services, the data must be transformed (Application Layer).
Finally, all cities spoke about the actual creation of new services, which confirms the
Business Layer.

Even though the cases show how IoT can be implemented within various Smart
City components, this paper emphasizes that a Smart City cannot be realized by using
the IoT alone [8]. The social aspect of a city also matters [9]. Citizens and governance
play a fundamental role within the Smart City development of each city. The needs,
privacy, security and acceptance of citizens are seen as major challenges for every
Smart City. This is because, all the Smart City objectives that are set by cities, are
eventually aimed at the people that live and work there. Therefore, a strategy should be
developed that includes citizens, businesses and universities and that is adaptable to
their needs and those of the city. In order to create new and innovative services,
collaboration with businesses is of great importance. During the Smart City develop-
ment process, leadership must ensure that the needs of citizens are continuously strived
for and collaborations are established. This should be done by setting the right prior-
ities, maintaining the right intentions and aligning all parties involved.

There are some limitations that have to be taken into account for our study. During
this research, semi-structured qualitative interviews were conducted. Interviews were
conducted with a relatively small number of cities. There are many cities that are trying
to become a Smart City worldwide. Therefore, the finding cannot easily be generalized
for other smart cities (e.g. non-Western Cities). The underlying aim of our study was to
describe three leading examples instead of trying to generalize findings. Smart Cities
and the IoT are complex fields of expertise. Even though interest and objectivity has
been demonstrated regarding these concepts, there is a lack of specific skills, knowl-
edge, experiences and expertise compared to experts within these fields. Therefore, the
quality and interpretation of the gathered data, might vary from the standpoint of
specific fields (domains) of expertise. In the end, the future of a city is not dependent on
IoT alone, but IoT is definitely playing a big part in innovation of the city.
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Abstract. Recent technological advances have contributed to the development
of smart homes, embedded with artificial intelligence, which aim to provide
tailored services to residents. Smart home technologies benefit people daily and
improve the environment in the long-term perspective. Despite the great interest
of the research community in smart homes, the adoption rate is still low. The
purpose of this study is to develop the research model, which can explain the
acceptance of smart homes by users. Along with the relationship of technology
acceptance factors with use behaviour, this study analyses the importance of
individuals’ belief and values. Structural equational modelling has been
employed to test the proposed hypotheses using a sample of 422 smart home
users. The analysis revealed the significance of the relationships between values
and perceived technology-fit, while the technology acceptance factors had a
strong correlation with use behaviour leading to satisfaction.

Keywords: Technology acceptance model � Smart home technology �
Smart technology � Use behaviour

1 Introduction

A smart home is defined as a “residence equipped with computing and information
technology, which anticipates and responds to the needs of the occupants, working to
promote their comfort, convenience, security and entertainment through the manage-
ment of technology within the home and connections to the world beyond” [1]. The
current research focuses mostly on the examination of benefits that smart homes make
possible [2, 3]. However, compared to other technologies, the pervasive nature of smart
homes undermines users’ trust and raises concerns related to privacy. Technologies
utilised in a private context have largely been overlooked in technology acceptance
studies. Moreover, the examination of psychological factors of users, perceived out-
comes of use and beliefs is of paramount importance as they may underpin the utili-
sation of such technologies [4]. Similarly, the use of technology in homes is heavily
contingent on potential risks that users perceive in relation to personal data misuse and
financial losses [1, 3, 5]. Therefore, studying technology acceptance from the per-
spective of potential risks and benefits perceived by users is more important when it
comes to private spaces compared to public or mixed settings. This study will address
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the gap in the literature on the acceptance of technologies in private settings by pur-
suing two objectives. First, the study will examine the acceptance of technologies with
the focus on users of smart homes. Second, the study will empirically investigate
underlying attitudes towards technology utilisation, such as perceived benefits and
risks.

2 Literature Review and Hypothesis Development

This study adopts the Task-Technology Fit (TTF) model as a baseline theoretical
framework. The TTF model examines the dependence of users’ behaviour on the
perceived fit between technology functionality and task requirements of residents. The
model assumes that a higher degree of fit indicates higher technology performance.
Although the “fit” factor has been proved to be crucial in technology acceptance, the
prior research has mostly studied it implicitly [6]. In this study, we combine TTF with
perceived usefulness and perceived ease of use from the Technology Acceptance
Model (TAM), which refer to the users’ perception of technology performance [7].

2.1 Antecedents of Task-Technology Fit

TTF is defined as “the degree to which technology assists an individual in performing
his or her portfolio of tasks” [6]. The theory that underlines task-technology fit suggests
that individuals determine the fit between technology and task requirements based on
their utilitarian and hedonic needs [6, 8]. The perception of the technology is dependent
on the degree to which perceived values of the technology use satisfy individuals’
needs [8, 9]. The essence of the hedonic value is the achievement of self-fulfilment.
When it comes to the information systems context, hedonic value is defined as an
individual’s subjective perception of the extent to which a product or service brings fun
and enjoyment [8, 10]. In contrast, utilitarian value implies an instrumental utility of
technology use, such as enhanced task performance or efficiency [8]. Based on the
above, we propose that there is a correlation between behavioural beliefs and users’
perception of task-technology fit. Based on the literature on the smart home domain,
smart home technology makes it possible to save on utility bills and improve the
operational efficiency of daily tasks, thus satisfying users’ utilitarian values [3, 5], as
well as helping improve hedonic experiences by bringing fun and enjoyment [5].
Therefore, the first hypothesis states that:

H1: Utilitarian and Hedonic beliefs are positively correlated with consumers’ per-
ception of task technology fit.

There is a stream in the literature heavily focused on the perceived risks of using
technology [11, 12]. Those risks can refer to two main categories: privacy and financial
risks [11, 12]. Individuals perceive high risk when they are uncertain on the outcome of
the technology use [13]. Following the definition, task-technology fit results from the
consistency between the technology characteristics and an individual’s belief that it is
able to satisfy their requirements and assist in fulfilling particular tasks [8, 14]. Con-
sequently, the perception that technology fits individuals’ requirements can be inhibited
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by high perceived risks. In line with the research on the smart home domain, indi-
viduals have raised concerns that the use of technology may result in privacy intrusion,
security breaches and the inability to reduce financial spending on energy consumption
[1, 3, 5]. Therefore we hypothesise that:

H2: Financial and privacy risks are negatively correlated with an individual’s per-
ception of task technology fit.

2.2 The Effects of Task-Technology Fit

TTF has been used in combination with other technology acceptance models aiming to
examine individuals’ attitudes underlying technology adoption, the perception of
performance and intention to continuously use technology [15–17]. The perception of
fit between task and technology is an underlying factor of innovation adoption [15, 16].
The TTF model found implications in various contexts, including online learning
systems, mobile insurance and mobile banking [16, 18]. When examining the adoption
of online learning courses, users stressed the importance of task-technology fit in
evaluating the usefulness and ease of use of online systems [16]. However, previous
research found variance in the significance of TTF dimensions (i.e. data quality,
authorisation, locatability, timeliness, training, compatibility, relationship with users
and system reliability) for users. For example, Lee, Cheng [18] argued that data quality
was the main factor underpinning the adoption of mobile insurance services. Another
study found that the relationship between TTF and the impact of mobile banking
performance varies across different age groups. Particularly, the effect was significant
only for older respondents, but not for the younger generation [17]. Conflicting results
in prior research can be explained by the difference in the purpose of online systems’
use and users’ IT skills. For example, TTF can play a more important role in the
context of online learning, as online systems can be the only solution to achieve the
task. When it comes to mobile banking, users are usually provided with other alter-
natives that aim to increase the convenience of the use of banking services. Secondly,
TTF can be insignificant for younger users because they are more knowledgeable about
the technology and more efficient in use. In addition, some studies focused on the
outcomes of technology use in the form of satisfaction. The literature provides evidence
of both an indirect and a direct effect of task-technology fit on satisfaction [19, 20]. The
studies examining a direct relationship between TTF and satisfaction concluded that
satisfaction is strongly and positively affected by perceived fit, and leads to continuous
use intention [20, 21]. Based on the above, we hypothesise that:

H3: The perceived task technology fit is positively correlated with use behaviour and
satisfaction.

There has been evidence in the literature about the correlation between TTF and
PEOU [15]. The study compared the strength of the effect of constructs in two scenarios:
(1) when TTF was examined as a stand-alone model and (2) when TTF was combined
with TAM. The results demonstrated that TTF has a stronger effect when it was inte-
grated with TAM constructs [15]. A similar finding was provided by another recent
study that integrated TAM and TTF and concluded that an extended model has a better
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explanatory power [16]. Also, a higher effect of TTF was observed when the model was
integrated with UTAUT constructs, such as effort expectancy and performance expec-
tancy [22, 23]. Performance expectancy and perceived usefulness have a great deal of
similarity. Similarly, both effort expectancy and perceived ease of use measure users’
belief that using information systems is effortless [24]. By confirming a strong corre-
lation between TTF constructs, effort expectancy and performance expectancy, the
findings conclude that the combination of TTF with behavioural beliefs gives a better
explanation of the utilisation and adoption of IT systems. Also, technology character-
istics had an influence on effort expectancy, while performance expectancy was directly
affected by TTF [23]. Based on the aforementioned, the next hypothesis states:

H4: The perceived task technology fit has a significant direct and indirect effect on
(a) perceived usefulness and a direct effect on (b) perceived ease of use.

2.3 Perceived Usefulness and Perceived Ease of Use

Perceived usefulness is defined “as the degree to which an individual believes that
using the system will help him or her attain gains in job performance” [24, 25]. Due to
technology acceptance theories, such as TAM and UTAUT, perceived usefulness and
perceived ease of use constructs have received wide attention in information systems
research [7, 26]. The theories propose that the degree to which technology performance
is perceived positively is dependent on the perception of the usefulness of the tech-
nology for users. Therefore, high perceived usefulness leads to use behaviour and
influences the perception of the technology performance outcome [27]. Further
research tested the construct in different cultural and geographical contexts and pro-
vided consistent results supporting the original findings [28, 29]. This means that
perceived usefulness has an invariant effect on use behaviour. Based on the prior
research, our next hypothesis is:

H5: Perceived usefulness is positively correlated with use behaviour.

Perceived ease of use can be defined “as the degree of ease associated with the use
of the system” [24, 25]. Perceived ease of use refers to the key psychological belief
underlying technology acceptance [25, 30]. Numerous studies have confirmed a sig-
nificant relationship between perceived ease of use and behavioural intention in vol-
untary as well as mandatory settings [7, 26]. It was found that the construct has both an
indirect and a direct relationship with the use behaviour. For example, it was found that
perceived ease of use serves as one of the main motivational factors predicting the
perceived relevance of information systems and technology satisfaction. Drawing upon
the above, the next hypothesises of the paper is the following:

H6: Perceived ease of use is positively correlated with perceived usefulness.

2.4 Outcomes of Use Behaviour

A lot of attention has been paid to studying the relationship between technology use
and satisfaction [31–33]. It was found that satisfaction plays a crucial role in tech-
nology adoption by consumers. Particularly, satisfaction acted as a mediator between
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the adoption of online platforms and actual use behaviour [34]. In the context of mobile
internet services, satisfaction was used to examine the effect of user experience using a
multidimensional construct. Experience represented the composite scale measuring
hedonic, functional and overall performance expectations. The results of the study
provided evidence that the strongest predictor of satisfaction was confirmed expecta-
tions, whereas the outcome of satisfaction is an intention to use services continuously
[35]. A few studies tried to explain the antecedents of the individual’s satisfaction by
developing conceptual models [33]. However, there is inconsistency in the findings of
research that examined the effect of technology use on stress and satisfaction [31].
While the general technology use construct was found to have a significant influence on
satisfaction, there are contradictory findings when it comes testing the effect of the
frequency of use [32]. Moreover, there was a variance in the level of satisfaction across
respondents. For example, the literature provides evidence that the use of technology
positively correlates with satisfaction levels [31]. Another stream of research argued
that technology use positively correlates with the arousal of stress [36, 37]. For
instance, a study focusing on technology acceptance in higher education found that
technology use had a significant effect on anxiety, which led to dissatisfaction [38].
Drawing on the smart home literature, we propose that given the ability of smart homes
to provide health-related, environmental and financial benefits, the technology use will
more likely result in positive outcomes. Hence, we hypothesise the following:

H7: Smart home use is positively related to satisfaction.

3 Methodology

3.1 Data Collection and Sampling

The proposed model was examined using a quantitative approach. Before embarking
on the collection of data, a pilot study was carried out with the purpose of testing the
adequacy and feasibility of the data collection tools, the design of the questionnaire and
the survey approach. The questionnaire comprised three parts. The first one contained
screening questions which aimed to filter out respondents who had never used smart
home technology. In the second part, individuals provided answers to general questions
in order to build a descriptive profile of the survey respondents (i.e. socio-demographic
data). In the third part of the questionnaire, respondents were provided with model-
specific questions. The questionnaires were distributed online to consumers in the
United States. The analysis was based on 422 responses. The sample was balanced in
terms of gender with 53.6% of females and 46.4% of males. Out of those, 59.3% of the
participants were married. The majority of the respondents were full-time employed
(43.3%), had an annual income ranging from 25,000 to 74,999 US dollars (53.6%), had
a college degree or were at least attending some college courses (50%) and living in
urban or urbanized areas (71.3%). When it comes to age, the largest group, which
constituted over 40%, were individuals from 60 to 69.
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3.2 Measurement Items

For examining the research model, nine multi-item scales were adopted. To ensure
content validity all scales derived from the prior literature and were validated. For the
accuracy and precision of the measurement of latent variables, seven-point Likert scales
were used [39]. Antecedents of task-technology fit were measured by privacy risk,
financial risk, hedonic value and utilitarian value. Privacy and financial risks were
adapted from the study by Featherman and Pavlou [11]. To measure privacy risk
respondents were asked questions such as “What are the chances that using smart home
technology will cause you to lose control over the privacy of your payment informa-
tion?”. Financial risk measurement included questions, like “What are the chances that
you stand to lose money if you use smart home technologies?”. The answers ranged
from 1 = very low to 7 = very high. Hedonic value and utilitarian value items were
adapted from the study by Babin et al. [9] and used the scale range from 1 = strongly
disagree to 7 = strongly agree. The items, like “Using smart home technologies truly
felt like an escape” measured hedonic value, and the statements like “I accomplished
just what I wanted to during the use of smart home technologies” measured utilitarian
value. Task-technology fit items were adopted from the study by Lin and Huang [40]
(e.g. “Smart home technologies fit my requirements in daily life”), with answers
ranging from 1 = strongly disagree to 7 = strongly agree. To examine the outcomes of
task-technology fit, this study used (1) the use behaviour scale adapted from the study
by Taylor and Todd [41] with the scale points from 1 = strongly disagree to
7 = strongly agree (e.g. “I believe I could communicate to others the consequence of
using smart home technologies”), and (2) the satisfaction scale derived from the study
by Spreng and Mackoy [42] measuring the overall experience of using smart home
technologies by four scales (1 = very dissatisfied to 7 = very satisfied, 1 = very dis-
pleased to 7 = very pleased, 1 = very frustrated to 7 = very contented, 1 = terrible to
7 = very delighted). Perceived usefulness and perceived ease of use were measured
using the adapted version of the scales developed by Venkatesh and Morris [43]. For
measuring perceived usefulness respondents were asked to indicate the degree to which
they agree with statements like “I would find smart home technologies useful in my
daily life”. Perceived ease of use was measured by statements such as “My interaction
with smart home technologies is clear and understandable” using a scale ranging from
1 = strongly disagree to 7 = strongly agree.

3.3 Data Analysis

The analysis of data was in line with the strategy proposed by Hair Jr and Lukas [44].
SPSS v.24 and SPSS AMOS v.24 were employed to examine the relationships between
variables. To ensure that the measured constructs meet construct validity and reliability
requirements, confirmatory factor analysis was run. The CFA analysis showed a sat-
isfactory model fit (X(288) = 605.198 CMIN/DF = 2.101, CFI = .980, RMSEA =
.0.51). As the results of the reliability test all indices were satisfactory, including the
factor loading (> 0.8), construct reliability (C.R. > 0.8), average variance expected
(AVE > 0.7) and Cronbach’s a (>0.8) [44]. Also, a convergent validity test showed no
validity concerns (Table 1).
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4 Results and Discussion

4.1 Path Analysis

The proposed model aimed to examine the factors underpinning the use of smart home
technology and subsequent outcomes. The results of structural equation modelling
showed that all model fit criteria were satisfactory and the model explained sufficient
variance, as presented by R2 coefficients in Table 2. All the hypotheses except 2a and
2b were supported.

Table 1. Convergent validity

1 2 3 4 5 6 7 8 9

1 UB 0.891
2 PR −0.095 0.928
3 FR −0.086 0.821 0.877
4 HV 0.764 −0.208 −0.173 0.942
5 UV 0.792 −0.179 −0.162 0.903 0.929
6 TTF 0.770 −0.244 −0.224 0.852 0.874 0.959
7 EoU 0.787 −0.147 −0.171 0.797 0.787 0.745 0.932
8 PU 0.736 −0.213 −0.178 0.864 0.845 0.869 0.815 0.936
9 Sat 0.724 −0.264 −0.241 0.79 0.808 0.834 0.714 0.747 0.930

Note: Figure in the diagonal represents the square root of the average variance
extracted (AVE); those below the diagonal represent the correlations between
the constructs.

Table 2. The results of hypothesis testing

Hypotheses R2 Standardised path
coefficient

t-values

H1a: Hedonic value ! Task technology fit 0.821 0.347 5.402(***)

H1b: Utilitarian value ! Task technology fit 0.562 8.525(***)

H2a: Privacy risk ! Task technology fit −0.038 −0.794(ns)

H2b: Financial risk ! Task technology fit −0.042 −0.866(ns)

H3a: Task technology fit ! Use behaviour 0.615 0.569 7.134(***)

H3b: Task technology fit ! Satisfaction 0.723 0.732 13.752(***)

H4a: Task technology fit ! Perceived usefulness 0.824 0.618 15.267(***)

H4b: Task technology fit ! Perceived ease of use 0.590 0.768 20.397(***)

H5: Perceived usefulness ! Use behaviour 0.235 2.968 (**)

H6: Perceived ease of use ! Perceived usefulness 0.343 8.759(***)

H7: Use behaviour ! Satisfaction 0.146 2.827 (**)

Note: SEM (H1–7): Model Fit X2(307)= 850.025 CMIN/DF = 2.769, CFI = 0.966,
RMSEA = 0.065
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4.2 Discussion

Antecedents of Task-Technology Fit: The current study examined antecedents of
task-technology fit in the form of hedonic and utilitarian values, and inhibiting factors,
such as privacy risk and financial risk. As a result of testing relationships, the first
hypothesis suggesting a significant effect of values on task-technology fit was sup-
ported. This means that prior beliefs about utilitarian and hedonic outcomes directly
affect the perception of the match between users’ household tasks and technology
characteristics, and indirectly affect use behaviour. However, utilitarian value was
found to have a stronger effect. A possible explanation could be that individuals are
mostly concerned with the ability of smart home technology to reduce costs on energy,
deliver operational convenience and reduce waste production [45]. Remarkably fewer
studies confirmed that users tried to satisfy hedonic needs, such as fun and enjoyment
when using smart homes [8, 9, 46]. This finding contributes to the current literature by
shedding light on the relative importance of utilitarian and hedonic values in perceiving
task-technology fit and their indirect influence on behaviour. Prior studies did not
examine the relationship between values and task-technology fit [16, 23] and an
indirect effect of values on use behaviour [8, 9, 46]. The second hypothesis suggesting
the negative affect of perceived privacy and financial risks on task-technology fit was
not supported. This contradicts the findings in the prior literature that showed evidence
of the inhibiting role of perceived risks in technology acceptance and adoption [47].

The Effects of Task-Technology Fit: By supporting proposed hypotheses 3 and 4, the
findings of the study confirm a significant correlation between task-technology fit,
perceived usefulness, PEOU, use behaviour and satisfaction. First, the study provides
evidence of a significant influence of task-technology fit on use behaviour, which is in
line with the previous literature [15, 23]. This means that in order to use smart home
technology, users must perceive the high relevance of technology characteristics and its
capability to implement specific tasks in hand. Second, the study found a significant
and strong effect of task-technology fit on perceived usefulness, which is consistent
with previous research [22, 23]. Third, in line with the study conducted by Dishaw and
Strong [15], PEOU is conditioned by the perception of high task-technology fit.
Compared to the relationship between fit and perceived usefulness, the influence on
PEOU is stronger. The potential interpretation is that users’ requirement of smart home
technology is to achieve higher efficiency of technology performance by simplifying
daily routines [1, 5]. Fourth, the result of path analysis shows that perceived task-
technology fit predicts satisfaction, which corresponds to the findings of the study by
Lin [21] and contradicts the paper by Lu and Yang [48].

Perceived Usefulness, Perceived Ease of Use and Outcomes of Use Behaviour: The
study supported hypotheses 5 and 6, confirming the direct effect of perceived useful-
ness on use behaviour, as well as an indirect effect of PEOU on use behaviour through
perceived usefulness. Results of path analysis support the findings of prior literature
[28, 29, 47]. The effect of perceived usefulness is weaker, which can be explained by
the focus of the study on smart home technology. Smart home users try to make the
performance of technology more efficient by decreasing the input of effort to implement
household tasks [1, 5]. In addition, the results of path analysis make it possible to
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accept the seventh hypothesis, proposing a positive correlation between use behaviour
and satisfaction. This is in contrast to other findings on the smart home domain that
proved that the use of technology leads to dissatisfaction and stress [36, 37]. Contra-
dictory findings can be explained by the difference in the conditions underpinning the
technology use and settings. For example, the studies confirming that technology use
caused dissatisfaction and stress focused on organisational settings, where the use of
technology was not voluntary and was not aimed at satisfying individuals’ needs [31].
In contrast, smart homes are used voluntarily, and the use is driven by hedonic or
utilitarian needs. Hence, satisfaction is a more likely outcome.

5 Conclusion

The paper has examined the acceptance of smart home technologies by exploring the
effect of behavioural belief factors and task-technology fit on use behaviour and sat-
isfaction. This study addressed the gap in the literature on the acceptance of tech-
nologies in private settings by focusing on smart home users. The paper theorised and
empirically investigated the relationship between underlying attitudes towards tech-
nology utilisation, such as perceived benefits and risks, the beliefs about technology
performance and technology compatibility with users’ requirements. The model pro-
duced robust results, supporting the relationships between the majority of the proposed
constructs. The findings of the study add value to the current literature by providing
insight into the acceptance of smart home technology. Secondly, the study contributes
to the literature examining the acceptance of pervasive technology in private residential
spaces from the perspective of users.

This paper is not without limitations. Research focusing on smart home technology
is still scarce and to have a more comprehensive insight future research studies need to
extend the model with additional constructs. For example, further research could
examine the direct and indirect effect of normative beliefs on use behaviour. Also, this
study has not tested the moderating role of psychological traits, which can potentially
cause a variance in the strength of model relationships. Finally, future research could
test the model in other geographical locations, which would help generalise the findings
of the present study.
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Abstract. Gamified persuasive system design refers to design solutions at the
intersection of gamification and persuasive technology aiming at influencing
attitude and behavior change. Although both concepts have been successfully
applied in many domains to increase end-user engagement and satisfaction,
results are often mixed and highly context specific. Consequently, there is a
dearth of knowledge on how to design those solutions and how they are per-
ceived by different types of users within certain application contexts. Thus, this
paper investigates the relationship between the HEXAD gamification user types
and persuasive principles within the context of energy saving. First results reveal
(n = 206) that, three out of six persuasive principles (Reciprocity, Consistency
& Commitment, Liking) have been perceived as persuasive by identified
HEXAD user types, which highlights the importance of such user types models.
Finally, this paper contributes to the present body of gamification literature by
providing a human computer interaction (HCI) perspective which highlights
guidelines for designing gamified persuasive systems to incentivize energy-
saving.

Keywords: Gamification � Persuasive technology � User-types �
Persuasive principles � User-centered design

1 Introduction

In recent years, the use of information technology to foster the end-user engagement to
enhance the individual level of energy conservation is becoming increasingly important
[18, 32, 33]. Best practices for designing such solutions are being discussed within two
research streams in the current body of persuasive literature:

Firstly, persuasive technology (PT), which aims to change human attitudes and
behavior [16] where “computers function as persuasive tools (e.g., leading people
through a process), social actors (e.g., rewarding people with positive feedback) and as
a medium (e.g., providing people with experiences that motivate)” [10, p. 25]. Sec-
ondly, the research stream of gamification is focusing on the creation of playful
experiences in order to increase overall engagement through the use of game design
elements in non-game contexts [6]. This track has received great attention from
researchers and practitioners and is being applied in many domains such as education
[11], health [29], and crowdsourcing [24]. Gamification is still in its infancy, compared
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to the more established research stream of persuasive technology (PT), although both
concepts share common aspects of aiming at influencing attitude and behavior through
technology, as discussed in [14].

We believe that design solutions at the intersection of gamification and persuasive
technology reveal promising potential. Solutions such as the consideration of different
types of persuasive messages within gamified environments, particularly in combina-
tion with the gamification feedback mechanic, have often been neglected. Although,
several game-design elements have been successfully applied to improve the overall
end-user engagement, their effectiveness is often mixed, highly context specific and
varies among different types of users [2]. This highlights the pitfalls of a “one size fits
all” approach and the need for much more personalization in order to increase the end-
user engagement of a broad range of individuals [3].

Though existing research refers to promising concepts of using personality traits for
persuasive system design, there is a dearth of design knowledge which highlights best
practices for the application of gamification user-types in specific application context,
which also includes energy saving. Therefore, this paper aims to investigate the rela-
tionship between the HEXAD gamification user types [21] (Philanthropist, Disruptor,
Socializer, Free Spirit, Achiever and Player) and the six persuasive principles of
Cialdini [5] in order to highlight solutions, which aim to incentivize energy saving.
This paper contributes to the present knowledge of human-computer interaction by
answering the following research question:

RQ: To which extent do the different HEXAD user-types respond to different persuasive
principles when these are applied to the design of a persuasive system for energy saving?

Our results cover design solutions and supports researchers and practitioners in the
creation of gamified persuasive system design in order to incentivize energy-saving. To
the best of our knowledge, this is the first study which investigates the intersection and
relationship between the HEXAD gamification user types and the six persuasive
principles of Cialdini [5].

2 Research Background

2.1 Persuasive Technology and Principles

The research stream of persuasive technology was primarily introduced by the work of
[9, 10] who proposed the term persuasive system design (PSD) and presented twenty-
eight persuasive strategies, which have gained widespread acceptance and are based on
the principles of Fogg [10]. Within this paper we focus on the six persuasive principles
proposed by [5], which have gained considerable attention but have not been tested
within the energy domain so far. Existing research has already paid attention to the
relationship of game design elements and user types [8, 11]. This also includes articles
on persuasive strategies and user type models [27], however the investigation of the
relationship between the HEXAD gamification user types and the persuasive principles
by Cialdini (2001) is currently missing and reveals promising potential for persuasive
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system design of energy-saving applications. The six persuasive principles will be
explained in more detail:

• Liking refers to the phenomenon of “we say yes to people we generally like” [5].
According to [4], research has shown that people are more willing to purchase
insurance policies from a salesperson with similarities in age, religion, politics or
smoking habits.

• Reciprocity describes the norm that obligates people to repay in kind, a favor which
they have received [5]. This principle is specifically strong and is also described as
“give what you want to receive” [4, p. 75].

• Scarcity refers to the fact that “items and opportunities become more desirable to us
if they become less available” [5, p. 80] and is described as people want more of
what is less available [4].

• Authority highlights that axiom that “people defer to experts” [4, p. 77] meaning
that if a request or statement is made by a legitimate authority, there is a propensity
for people to accept the request or definitions of action “irrespective of the content
of the act and without limitations of conscience” [23, p. 24].

• Consistency and Commitment reveals, that “people do as they said they would” [19,
p. 1174]. This principle shows that the likelihood of people actively making choices
is higher when the choices are “spoken out loud or written down actively” [4, p. 76]
the choices become more powerful when they are made public.

• Consensus describes the principle of “people do as other people do” [19, p. 1174]
and highlights that people “follow the lead of similar others” [4, p. 75]. The
principle is also termed social validation [5] or social proof [4], meaning that if a
group of individuals decide to go in a specific direction, others are more likely to
follow because they perceive this direction to be more correct and valid [5].

2.2 Player Typologies

Generally, player types represent a useful concept for the definition of boundaries [22]
in order to ensure the efficiency and effectiveness of the overall game design. Research
shows that personality types play an important role and have an effect on player
typologies, (e.g., BrainHex archetypes by [25]; or the HEXAD user types by [21]) as
well as preferences and game design elements. The most frequently used player types,
are the ones by Bartle [1], namely “Killer, Achiever, Socializer and Explorer”, however
these should not be generalized to gameful design as mentioned in [30], because their
relation towards actual video games. Therefore, within this paper, we selected the
HEXAD gamification user types framework, which has been developed to ensure
gameful design with a high degree of personalization for mapping user types and game
design elements. Within this paper we applied the HEXAD gamification user types
framework consisting of the following six user types, described in Table 1:
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Existing research presents the validation of player types (achievers, explorers,
philanthropists, socializers) and their relationship to gamification mechanics inside an
e-learning environment [11] with mixed results. Similarly, the work of [26] shows the
connections between the big-five factor model ([12] FFM - openness, conscientious-
ness, extraversion, agreeableness, neuroticism) and the perceived persuasiveness
towards selected persuasive principles to provoke behavior change of unhealthy
drinking.

The study of [27] emphasizes the persuasiveness between the BrainHex typologies
and persuasive strategies and includes the novel development of persuasive profiles.
The authors suggest the following steps to the personalization of persuasive games
towards their gamer types: “(1) Determine the gamer groups; (2) Decide on the design
approach; (3) Map strategies to game mechanics” [27, p. 458]. The last step of “Map
strategies to game mechanics” is actually covered by this paper and we highlight the
importance of this mapping process.

3 Research Design

For the investigation of the relationship between the HEXAD gamification user types
and the persuasive principles for energy saving, a survey with storyboards, which
covers each of the persuasive principles within a predefined energy saving context, was
designed. We came up with persuasive messages, which were then defined and inte-
grated in the feedback mechanic of a mobile energy-saving application.

Two example storyboards are described in Fig. (1): On the left-hand side, the
persuasive message for Reciprocity (S1) is designed as a reminder to invite more people
to the energy-saving application after receiving a badge for the overall positive energy
consumption. The user’s willingness to act is expected to be higher after receiving an
award from the system, which covers the principle of Reciprocity. The second example
represents Liking (S6) where geographically close friends reduced their consumption
by 30kWh. This is expected to persuade the friends to follow them and adopt a similar
energy-consumption behavior. The following Table describes the persuasive message
within the gamification feedback mechanic (Table 2):

Table 1. Gamification user types HEXAD [30, p. 231]

Philanthropists are motivated by purpose and meaning. This type of user is willing to give
without expecting a reward
Socializers are motivated by relatedness. Their main goal is to interact with others and create
social connections
Free spirits are motivated by autonomy and self-expression. Their aim is to create and explore
Achievers are motivated by competence. They are looking for challenges and are willing to
improve themselves and learn new things
Players are motivated by extrinsic rewards. Independent of the type of activity, this user type
does everything in order to obtain the rewards within the system
Disruptors are motivated by change. Generally, they tend to disrupt the system directly or
through others to force negative and positive changes and test the system boundaries
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In order to obtain feedback for each storyboard, the scale [7] for measuring the
perceived persuasiveness has been added to the survey questions. The perceived per-
suasiveness is assessed on a seven-point Likert scale: (1 – strongly disagree; 7 –

strongly agree) through the following questions: (1) This system would influence me;
(2) This system would be convincing; (3) This system would be personally relevant for
me; (4) This system would make me reconsider my energy consumption habits.
The HEXAD gamification user types provide a questionnaire for the identification of
those types, described in [30].

To answer our research question, we applied partial least square structural equation
modeling (PLS-SEM), which provides approaches and techniques to investigate the
relationship between the HEXAD gamification user types and the persuasive principles
of [4], visualized in Fig. (2). Furthermore, to perform structural equation modeling

Fig. 1. Sample story-board (Reciprocity – left; Liking – right)

Table 2. Persuasive messages within the storyboards

Reciprocity (S1): You just received the “Loyal Energy Saver Badge” for being a frequent
system user. Please invite more users to the energy application through the e-mail form
Commitment and Consistency (S2): You defined your personal energy-saving goal up to +20%
this month. You miss 5% to reach your goal. Try to reduce your energy consumption in the next
days
Scarcity (S3): This is the last chance to receive the “Energy Saving Enthusiast Badge” this
month. Score at least 50 points more this week in order to receive it
Authority (S4): According to the global energy authority, your current consumption is over
average and very high. Follow their guidelines and try to reduce your current consumption by
30%
Consensus (S5): Four energy users from your neighborhood decreased their consumption by
25 kWh this month. Follow their profiles and consumption patterns in order to reduce your
current consumption
Liking (S6): Four of your friends decreased their consumption by 30 kWh this month. Follow
their profiles and consumption patterns in order to reduce your current consumption
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(SEM), we used SmartPLS, which provides solutions for path modeling [31]. The PLS-
SEM model has been defined as following: As visualized in Fig. (2), each HEXAD
user type on the left-hand side and persuasive principle on the right represents a latent
variable. The values for the user types were collected through the HEXAD survey. On
the right-hand side, the perceived persuasiveness for each principle has been listed. In
order to investigate the relationship between user types and principles, each player type
has been connected with each persuasive principle.

4 Results

Generally, to ensure model reliability in PLS-SEM we considered the following criteria
for our collected data: Firstly, the Cronbach’s a represents a standard indicator for
reliability within PLS-SEM and revealed a value above 0.8 and therefore passes the
threshold of 0.7. Secondly, the heterotrait–monotrait ratio (HTMT) represents an index
for discriminant validity [15], which was below the threshold value of 0.85 for all the
relationships. Thirdly, the average variance extracted (AVE) was above the recom-
mended threshold of 0.5 for all the items we used. Results have been acquired through
the micro-task platform Mechanical Turk (MTurk). Using this platform as a method for
obtaining reliable results of end-user’s responses is widely accepted [28] and has been
used within a variety of studies with a human-computer-interaction (HCI) focus [27] as
well as gamification research [17]. In order to provide high quality results, we followed
best practices recommended by [13, 20] by setting a high approval rate (97% and
above), combined with an approved number of HITs (5000 and above).

Fig. 2. PLS-SEM model
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4.1 Demographic Information

We received 205 valid responses through Mechanical Turk from a diverse group of
end-users. Results on demography highlight that 56% of end-users were male. The
majority (53%) has an age between 26 and 35, whereas 52% had obtained a bachelor’s
degree. Furthermore, most of the end-users were from the USA (60%) and India (37%)
(Table 3).

4.2 Persuasive Principles

After defining the model, we applied the PLS algorithm, in order to reveal the path
coefficient b, which explains the effect of one variable on another [31]. Furthermore,
we bootstrapped the results and derived t-statistics, which provide the p-value for each
of the calculated paths in order to understand the significance of this relationship,
highlighted in Table (4):

Reciprocity: Results show that the gamified persuasive principle Reciprocity only
motivates end-users with a high tendency towards the Player (b = 0.17, p < 0.05) and
Disruptor (b = 0.15, p < 0.05) user type. These results confirm that the Player type is
motivated by extrinsic rewards like rewards, suggested and supported in [30], since S1
(storyboard) includes a badge within the gameful design. While the Player user type

Table 3. Demographic information

Total responses (n = 205)

Gender Female (44%), Male (56%), Trans (0), Others (0)
Age 15–25 (18%), 26–35 (53%), 36–45 (11%), Over 45 (18%)
Education Less than high school (2%), High school (14%), Graduate (11%), College

diploma (8%), Bachelor’s degree (52%), Master’s degree (10%), Doctoral
degree (1%), Other (2%)

Country USA (60%), India (37%), Netherlands (0.5%), Germany (2%), Canada (0.5%)

Table 4. Path coefficients b (significant relationships - bold)

Persuasive principle PHI SOC FRE ACH PLA DIS

Reciprocity −0.04 0.07 −0.09 −0.06 0.17* 0.15*
Commitment and consistency 0.12 0.09 −0.24* 0.17* −0.00 0.13*
Scarcity −0.04 0.06 −0.00 0.106 0.01 0.08
Authority 0.01 0.12 0.08 0.04 −0.03 0.04
Consensus −0.00 0.10 −0.01 0.02 −0.05 0.16
Liking −0.12 0.07 −0.13 −0.07 0.12 0.20*

Path coefficient beta (b) and the level of significance (p) between player types
and persuasive strategies (*coefficient p < .05), PHI – Philanthropist, SOC –

Socializer, FRE – Free Spirit, ACH – Achiever, PLA – Player, DIS - Disruptor
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has a strong relationship towards rewards, Disruptors are motivated by change [30] and
disrupt the system in a positive or negative way and try to push further [30]. Finally,
end-users with a high tendency towards Disruptors (b = 0.15, p < 0.05) are motivated
by the Reciprocity principle, which shows that the Disruptor user type is motivated by
gamified reciprocity approaches and pushes towards change. The small preference by
the user-type Philanthropist, Socializer and Free Spirit could have several reasons.
Socializers tend to prefer social interactions and are motivated by relatedness, which
has been less covered by the first storyboard (S1), representing Reciprocity. Further-
more, Free Spirits like to act by themselves [30], without external control, meaning that
a feedback mechanic suggesting a call to action may not persuade this type of users,
who are motivated by autonomy. Similarly, the Philanthropist user type is willing to
give without expecting a reward, with a focus on purpose, and this is not addressed by
the first storyboard.

Commitment and Consistency: Results of the Commitment and Consistency reveal
that people with a high tendency towards the Achiever (b = 0.17, p < 0.05) and
Disruptor (b = 0.13, p < 0.05) user type are motivated by this principle. According to
[30], Achievers seek to progress within a system. This supports our results by referring
to the goal-setting functionality within the defined gamification approach of S2. In
addition, the Disruptor user type is motivated by this principle, which shows that goal-
setting functionalities could enable end-users towards change. Finally, people with a
high tendency towards Free Spirit are demotivated by this principle as the user-type is
motivated by autonomy. Generally, this user-type prefers creativity tools, unlockable
content or non-linear gameplay, which shows that persuasive principles could also have
negative effects for a certain group of end-users. The principle has not been considered
as motivating by the user-type Philanthropist, Socializer and Player. As the second
storyboard (S2) does not include any social components, nor badges or scores, the
results reflect the aim and design of the player types.

Scarcity, Authority and Consensus: Unfortunately, we could not identify any sig-
nificant motivator between the persuasive principle Scarcity and the HEXAD user
types. The Scarcity principle is based on the weakness for shortcuts of people. In the
case of S3 the availability of certain badges should be equal to the quality and from a
psychological perspective, the limited choice should increase the feeling to own the
“Energy Saving Enthusiast”. The reason for the low motivational effects by any of the
HEXAD user types could be related to the setting of the storyboard, as the Scarcity
effect may work better when end-users already own certain badges and scores and are
aware of the value and impact of these game design elements, especially for the Player
user type, who is motivated by extrinsic rewards. For the Authority principle, the user-
type Disruptor, who is triggered by change could have shown a higher tendency
towards this principle. Generally, the overall design of the Authority does not com-
pletely fit in with the rest of the user types and may only work in specific use cases
(e.g., education), where people might listen to reminders from a higher instance (e.g.,
teacher). The Consensus principle is showing similar results, presented as a leaderboard
with a list of geographically close neighbors and their improved energy-conservation
profile. The system provided a feedback message that neighbors decreased their con-
sumption by 30kWh and included a call to action titled “Start Following”. Although,
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there were no tendencies from any of the HEXAD user types towards the Consensus
principle, Liking follows a similar design, but uses friends instead of neighbors within
the defined storyboard (S6) and reveals a significant relationship with the Disruptor
user-type. This supports our assumption that motivational effects are higher when they
are used within an environment where the end-users know each other, as demonstrated
by the result of the Liking principle. This also includes the awareness of already
collected rewards, scores including their impact and value after an intense usage of the
application.

Liking: Results show that the Liking principle motivates people with a high tendency
towards the Disruptor user type (b = 0.2, p < 0.05), which confirms that end-users
prefer environments with people they know compared to the Consensus principle
where we did not identify any significant results. Although, Liking has been preferred
by people with a high tendency towards the Disruptor user type which shows that
people with those characteristics prefer positive change and to push further, the
Socializer user type did not show any preferences for S6. This could be due to several
reasons: Firstly, the usage of the design element Leaderboard is more preferred by the
Player user type, described in [30] and people with a high tendency towards Socializers
prefer the interaction itself [30].

5 Discussion and Limitations

For the identified persuasive principles (Reciprocity, Commitment & Consistency,
Liking), which reveal a significant relationship with the HEXAD user types, we came
up with the following design guidelines (Table 5) to offer the opportunity to person-
alize and design for certain groups of users. The design guidelines consist of well-
known game design elements and text messages, provided by the system within the
feedback mechanic, which are used in combination with a call to action button:

Generally, we identified four HEXAD user types (Disruptor, Player, Achiever,
Free Spirit), which reveal a high tendency of perceived persuasiveness towards three
principles (Reciprocity, Commitment & Consistency, Liking) and came up with design
guidelines for gamified energy saving applications.

In addition, we confirm and highlight the importance of user-type models within the
design of gamified persuasive system for energy-saving. Although our approach
reveals promising results, there are few limitations to consider. First, we used static
storyboards which represent the six persuasive principles by [4] and asked end-users
about the perceived persuasiveness. Although, storyboards represent a valid method to
investigate preferences for certain types of users, persuasive principles may be more
effective if they are used in a real-world application, especially when gamification
elements are used. Especially, the everyday usage would probably reveal the strength
and weaknesses of each strategy in a more meaningful way. For instance, the Achiever
user type prefers levels or progression. Persuasive principles may show it’s potential to
the full extent if the end-users find themselves in a certain context, which can’t be
represented by storyboards in general (e.g., already collected certain amount of score,
badges or situations where end-users find themselves in situations like crossing the next
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level or stage within the application). Certain contexts and the efficiency of persuasive
principles within these contexts are not only difficult to measure, but also the collection
of results through MTurk may reveal cultural aspects, which cannot be considered, for
example energy-saving behaviors may differ remarkable between different countries or
cultures. Finally, future research should pay attention to existing energy-consumption
behaviors and how these can be incorporated into the design to provide more con-
textual guidelines by considering different cultures, gender and age groups.

6 Conclusion

This paper explores design possibilities at the intersection of gamification and per-
suasive technology (PT) within the energy-saving domain by investigating the rela-
tionship between the HEXAD gamification user types and the six persuasive principles,

Table 5. Design guidelines

Reciprocity (Player, Disruptor)

DG1: After receiving several extra badges or rewards by the application, the system provides
access to new functionalities (e.g., advanced usage analytics) and asks the end-users to apply
(call to action) those within their daily usage
Reciprocity (Player, Disruptor)
DG2: The system offers extra points and asks end-users to set (call to action) their personal
consumption goals for their current month
DG3: The system offers extra badges and asks end-users to use a certain device (e.g., light) in a
more efficient way (call to action) in order to change their present energy consumption behavior
Commitment and Consistency (Achiever, Disruptor)
DG4: The application offers goal-setting functionalities in combination with levels and status
(“e.g., energy-saving starter – energy-saving enthusiast etc.) and reminds end-users about their
consumption goals, status, progression and suggest incentives in order to reach the next level
(call to action - e.g., apply this well-known energy-saving tip and receive additional 50 points)
DG5: The system reminds end-users about their past energy-saving behavior and comes up with
new challenges in order to tackle them and improve their current consumption
DG6: The system provides several options for end-users to set their level of importance for
reaching defined consumption goals and sends reminders and incentives in case of any negative
deviations (e.g., reducing power for the fridge has been set as very important by you; reduce it
now). Energy-saving goals are connected to certificates and status within the application
Liking (Disruptor)
DG7: The system reminds end-users that friends also apply the following best practice energy
saving tip (e.g., use different light bulbs – update them now and receive extra points)
DG8: The application lists energy-saving profiles based on consumption metrics of friends and
asks the user to adapt to similar behavior patterns and recommends actions and incentives
(“e.g., follow your friends and reduce consumption by installing a smart thermostat). This
functionality also includes a voting system for nominating friends who perform best
DG9: The system offers group functionalities like closed groups, chats and visualizations where
consumption behaviors and tips can be shared with other friends. Energy-saving tips include
voting functionalities
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proposed by Cialdini [4]. The main contribution is therefore twofold: Firstly, we
identified which user types show a high tendency towards the designed storyboard of
the six persuasive principles in order to inform researchers and practitioners for
designing more personalized gamified applications with persuasive elements in text
format. Furthermore, we derived design guidelines which reveal best practices for
designing consumption-focused environments in order to provide a more general
perspective. Secondly, we validated the usage of persuasive principles of Cialdini [4]
within gamified environments, which has not been investigated so far and thus con-
tribute towards the present body of human-computer interaction (HCI) knowledge.
Furthermore, we identified several design solutions where HEXAD user-types show
significant values for the perceived persuasiveness of the gamified persuasive system
designs. Although only three out of six persuasive principles show significant results
towards certain HEXAD gamification user types, we think that designing at the
intersection of gamification and persuasive technology offers manifold opportunities,
which has been researched very little. Consequently, this paper has a high explorative
character and represents a showcase that demonstrates how to combine persuasive text
messages within game design elements to incentivize energy-saving.
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Abstract. Smart city innovations can enhance the quality of citizens’ life
through different smart technology management solutions, including resource
management, data management, and software management. Nowadays, there are
two primary proposals for smart technology management architectures in smart
city environments, centralized, and distributed-to-centralized. The distributed-
to-centralized schema architecture has several advantages. These advantages
emerge from the contribution of distributed (e.g., Fog and cloudlet), and cen-
tralized (e.g., Cloud) technologies. For instance, decreasing network commu-
nication traffic and its latencies, improving data quality, and upgrading the
security and privacy levels. In this paper, we develop our proposed Distributed-
to-Centralized Data Management (D2C-DM) architecture and suggest novel
contributions. First, we describe a new fully hierarchical software management
architecture for smart cities based on Fog, cloudlet, and Cloud technologies.
This Distributed-to-Centralized Software Management (D2C-SM) architecture
can provide different software and services layers (including local, historical,
and combined) through using distinct data types gathered from physical (e.g.,
sensors and smartphones) and non-physical (e.g., simulated data, and external
databases) data sources in the smart city. Second, we envisage that our proposed
D2C-SM can fit the software requirements of the Zero Emission Neighborhoods
(ZEN) center. Thereafter, we use three different use cases of the ZEN center to
depict the easy adaptation of our proposed ICT architecture, including D2C-SM
and D2C-DM architectures.
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1 Introduction and Motivation

Smart city concepts have been proposed by multiple researchers in recent decades to
enhance the citizens’ quality of life by various smart technology management solutions
(such as management of resource, data, and software) between end-users, city planners,
and technological devices (e.g., sensors) [1, 2]. By those solutions, data are such
primary feeds for smart cities and play a vital role for the smart cities developments.
The data provide a massive opportunity for a city to be smart and agile through the
different types of services for a city. Moreover, the services use data to build their
service scenarios for the smart city stakeholders’ requirements by the appropriate
information according to the contextual state, or some high-level knowledge discovered
from different data analysis techniques. Therefore, we highlight that data and software
management is one of the most significant and challenging issues ICT use in smart
cities.

From the beginning, many smart technology management solutions in smart cities
have been discussed by centralized facilities based on Cloud technologies [1, 2].
Various benefits that can be gained by using Cloud technologies. For instance, Cloud
technologies provide (almost) unlimited resources capacity for a set of data processing
and data storage, etc. [1–3]. However, there are several disadvantages with forwarding
all data and services to Cloud technologies, including appraising the level of data
quality, security, and privacy, and undesirable network communication latencies, etc.
[4, 5]. Hence, the advent of edge computing has been added novel issues to the smart
technology management solutions in smart cities [4–6]. For edge-dominant systems,
the old smart technology management solutions and development will not work for
software development life cycles, data life cycles, etc. [6–8]. Thereafter smart tech-
nology management solutions go beyond to ideas of distributed-to-centralized facilities
to manage data, software, resources and so on. The core idea of distributed-to-
centralized is to make contributions between the edge of networks (as a place which is
nearest to the data sources) and centralized schemas (as a place which is furthest to the
data sources, but possibly closer to data consumers and processing) through a unified
strategy [9–12].

In this paper, we extend our proposed ICT architecture based on D2C-DM archi-
tecture for smart cities [9, 10, 13]. Several contributions have suggested in the paper to
expand the ICT architecture through more detailed use cases in cities and focus on
applicability to scenarios of software management. First, we draw a novel fully hier-
archical software management architecture for smart cities based on Fog, cloudlet, and
Cloud technologies. This new Distributed-to-Centralized Software Management (D2C-
SM) architecture can generate different services layers (including local, historical, and
combined) through using distinct data types gathered from physical (e.g., sensors) and
non-physical (e.g., simulated data, and external databases) data sources in the smart
city. Second, as our first discussion, we envisage that our proposed D2C-SM can fit the
software’s requirements of the Zero Emission Neighbourhoods (ZEN) center [14].
Thereafter we use three different use cases of the ZEN center to depict the efficiency of
our proposed ICT architecture, including D2C-SM and D2C-DM architectures.
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The rest of the paper is structured as follows. Section 2 introduces the related work
of different smart technology management (such as resource management, data man-
agement, and software management) with a focus on software management strategies
in the smart city. Section 3 describes a particular smart city project in Norway (ZEN
center), and its pilots. Section 4 explains the main insight of the Information and
Communication Technology (ICT) architecture for ZEN center, including D2C-DM
and D2C-SM. In addition, we propose a novel D2C-SM architecture for ZEN center
(based on Fog, cloudlet, and Cloud technologies) as well as the smart city. Section 5
discusses three different use cases of ZEN pilots to illustrate easy adaption of the D2C-
DM and D2C-SM architecture. Finally, Sect. 6 concludes the paper.

2 Related Work

Several smart technology management solutions suggest managing the resources,
software, and data in the smart city. Those solutions make the interconnection between
end-users to city planners, and technological devices in smart cities to develop the
citizens’ quality of life [1–5, 9–13, 15] and can also be understood as a collaboration of
citizens and technology [16].

There are two main views to design the smart technology management solutions in
smart cities as shown below, centralized and distributed-to-centralized.

• The centralized schema architectures are developed so that data is produced from
many different data sources spread across the city but data is stored and reached
from a centralized platform, mostly using Cloud technologies [1, 2]. This approach
also exists in a partially decentralized or federated systems, often focused on
database structures and replication, or separation of responsibility across systems
[17, 18].

• The distributed-to-centralized schema architectures use both potentials of central-
ized and distributed schema for processing and storage at the same time. For
instance, this combined architecture highlights that the distributed technologies
(such as Fog [5, 19], cloudlet [20], etc.) can contribute to centralized technologies
(e.g., Cloud) at the same time to provide user requirements (e.g., data and software)
from the smallest scale of the city to largest scale of the city.

With a focus on software management architectures in the smart city, a majority of
the proposed architectures go beyond the Centralized Software Management
(CSM) architectures which also centralizes the data management schemes [1, 2]. For
instance, in [1, 2], the author designed an information framework for the smart city.
This information framework used centralized schema architecture to organize data and
software from city to cloud environments. This means that all applications and services
obtain the data from a centralized cloud-computing platform through Centralized Data
Management (CDM) architecture. Although the data is collected from different sources
spread among the city, the data is accessible from a centralized platform, usually in the
cloud. Alternatively, few proposals mentioned that a distributed schema for resource
(few examples in [5, 19]) and data management (few examples in [9–13]) in smart
cities by using distributed technologies such as Fog [5, 19], and cloudlet [20]; In
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addition, none of them have an explicit focus on software management architecture.
One exception is found in [21] where the author explicitly address some initial issues
related to a new health service model by using the potential of Fog (only sensors data
considered in this example), and cloud technologies.

To sum up, we can highlight that almost all the available software management
architectures for smart cities have the following limitations:

• Almost all the software management architectures have been designed through or
for centralized technologies (few examples in [1, 2]);

• There are new schools of thought to propose a distributed-to-centralized software
architecture by the contribution of Fog (sensors data) and cloud technologies (e.g.,
[21]) but they are not mature enough;

• There is no proposed architecture to fit D2C-DM with D2C-SM architecture con-
cerning using all data types and formats (including physical, and non-physical data
sources) from distributed (the smallest scale of a city) to centralized (largest scale of
a city) schema in smart cities.

For all discussed reasons, first, we suggest a novel hierarchical D2C-SM architecture
by using Fog, cloudlet, and Cloud technologies for the smart city. In addition, this D2C-
SM architecture can be matched with our proposed D2C-DM architecture [9, 10, 13].
Second, we envisage that this architecture can cover many of the above limitations.
Finally, this architecture can be fitted to the idea of the ZEN center and its pilots [14].

3 Our Scenario Description: The ZEN Center

The ZEN Center is an example of smart cities projects in Norway. The ZEN center has a
plan to develop the idea of the Zero Emission Building (ZEB) further towards neigh-
borhoods [22]. The ZEN objectives have been to scale from buildings to neighborhood
to reach the “zero energy” ambition. In addition, the European Union made a plan for
buildings to reach the “nearly zero energy” level approximately in 2020 [14, 23]. In [13,
24], as shown in Fig. 1, the ZEN conceptual levels are depicted by three levels from the
smallest scale of the city to the largest scale of the city, micro-, meso-, and macro.
Furthermore, the ZEN center concentrates on meso-level of a city (neighborhoods) [14],
constituting of varieties of city elements within buildings, streets, etc. The ZEN center
has eight different pilot projects in distinct cities in Norway [14].

Six different work packages are defined by the ZEN center to fulfil its objectives
[14]. The main tasks of this paper are in the work package on “ZEN Data Management
and Monitoring: Requirements and Architecture” [14]. In [24], the authors mentioned
that an efficient data management and monitoring is required for the ZEN center and its
pilot projects. Two main roles are defined [24]. The first role is concerned with
monitoring and evaluation and includes tracking the progress and success of ZEN
along a set of important dimensions, identified through key performance indicators
(KPIs). The next role is operational to support the work packages and pilots in the
implementation of the project.

Our main responsibility for the ZEN center is to design a comprehensive ICT
architecture for ZEN center and its related pilots. The ICT architecture includes different
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architectures (including data management, software management, etc.) to organize the
ICT requirements for the ZEN center and its pilots concerning the ZEN business
requirements and future requirements of the citizens in a smart city. In our previous
work [9, 10, 13], we proposed a D2C-DM architecture to manage all produced data of
the ZEN center and its pilots, from physical data sources (e.g., sensors) to non-physical
data sources (e.g., simulated data). Then, in this paper, we start to draw a novel
architecture for software management in the smart city, from distributed to centralized
schema. Plus, we add this D2C-SM architecture to our ZEN ICT architecture.

4 The ICT Architecture for the ZEN Center

The conceptual background of the ICT architecture is structured into two main axes,
“Time” and “Location,” as depicted in Fig. 1. In addition, the current proposal of our
ICT architecture constitutes different inline architectures, including “data management
architecture” and “software management architecture.” Also, in [9, 10, 13], we pre-
sented the different data types (consisting of the ZEN center and smart city) and
technology layers (including Fog, cloudlet, and Cloud technologies) are required for
the ZEN ICT architecture.

The bottom-up ICT architecture is designed to range from the very small scale to
very large scale of the city. In addition, the proposed ICT architecture illustrates that the
bottom layer (Fog-Layer) across the city has the lowest latency of the network com-
munications and the limited resources capacities in terms of the processing and storage
capabilities. Moving upwards from bottom to top makes the undesired level of the
network latencies, while the capabilities of processing and storage will be improved.

This section is organized into two main subsections. First, we describe our previous
works to design the D2C data management architecture for the ZEN center based on
Fog, cloudlet, and Cloud technologies [13]. Second, we propose a novel software
management architecture for the ZEN center based on the same technologies.

4.1 The D2C-DM Architecture for ZEN Center

In our previous work [13], we drew a fully hierarchical distributed (from sensors and
IoT devices) to centralized (Cloud computing technologies) data management archi-
tecture for smart cities to organize smart city data types (including “real-time”, “last-
recent”, and “historical”) as well as ZEN center data types (consisting of “context”,
“research”, and “KPIs”) through the bottom-up ICT architecture.

As shown in Fig. 1, the F2c2C-DM architecture proposed data according to its age,
ranging from real-time to historical data; and the data location and scope. The F2c2C-
DM architecture [13] proposes the following three layers of architecture from Fog-
Layer, to cloudlet-Layer, and Cloud layer. Those layers are covered by different data
management strategies (including distributed and centralized):

• Distributed data management: is the nearest neighbor to the end-users and IoT
devices in the smart city and ZEN center pilots. Two different distributed tech-
nologies (including Fog and cloudlet) are used to handle the distributed data
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management for our proposed architecture. The core idea of the Fog and cloudlet
are quite similar. This core idea is that the Cloud services could run closer to the
users and data sources. Although, the main difference between Fog and cloudlet
technologies is that the Fog uses the potential of available physical devices (such as
traffic lights) in a city [5, 19], but the cloudlet installs new physical device(s),
namely “data center in a box”, at the edge of the network [20].
The distributed data management can provide facilities to do a set of processing and
storage at the edge of networks. In [7], a data lifecycle model is proposed for the
smart city (namely is SCC-DLC). This model offers three main blocks and their
related phases as described below concisely.
– Data Acquisition Block: The main responsibility of this block for the distributed

data management is to collect all the available data (from physical and non-
physical data sources) across the city. In addition, this block aims to prepare the
collected data for the Processing and/or Preservation block concerning the
capacity of the Fog and cloudlet resources in a city. This block has different
phases as shown below:

1. “Data Collection” phase aims to collect different data types and formats
across to the city by the available physical (such as sensors and IoT devices)
and non-physical data (such as simulated data) sources. To apply this in our
F2c2C-DM architecture, the Fog technology is responsible to handle phys-
ical data sources and cloudlet technology is active to add non-physical data
sources in a city.

2. “Data Filtering” phase provides different types of facilities to perform dif-
ferent levels of optimizations (e.g., data aggregation, and cleaning) for the
collected data in a city. In our architecture, a set of different algorithms can
be defined within Fog and cloudlet technologies in each/all the local-domains
to make optimization for the collected data concerning their resource
capacities in each layer of Fog and cloudlet.

3. “Data Quality” phase has the intention to appraise the quality level of col-
lected data. Plus, this phase can provide the facility to control the levels of
security and privacy. To implement it in our architecture, a set of several
different algorithms can be applied in each/all the local-domains by Fog
and/or cloudlet technology.

4. “Data Description” phase has potential to do tagging data with some additional
information and description of data (metadata), including data production time,
data expiry time, data ownership, and so on. The Fog and cloudlet can handle
this data description for physical and non-physical data sources locally.

– Data Preservation Block: The main task of this block for the distributed data
management is to store the collected data in local storage media for short-term
(e.g., public data) and/or long-term (e.g., private data) usage purposes regarding
the storage capacities of the data sources across the city. This block consists of
four main phases as shown below:

1. “Data Classification” phase able to organize data (e.g., sorting and/or clus-
tering data) for efficient storage at Fog and/or cloudlet layer.
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2. “Data Archive” phase uses the capabilities of the local storage media at Fog
and/or cloudlet layer to store the collected data for short and long terms
consumption.

3. “Data Dissemination” phase brings a facility at Fog and/or cloudlet layer to
publish data for public or private access through user interfaces.

– Data Processing Block: The main objective of this block for the distributed data
management is to establish a set of processing somewhere close to the data
sources at Fog and/or cloudlet layer. This block includes two main phases:

1. “Data Process” phase prepares a set of processes to transform raw data into
more sophisticated data/information at Fog and/or cloudlet layer.

2. “Data Analysis” phase offers analysis or analytic approaches for extracting
further value and knowledge at Fog and/or cloudlet layer.

• CDM: Normally, Cloud computing technologies are responsible for CDM tasks.
The Cloud layer is located at the top level of the F2c2C-DM architecture. The
Cloud technology offers the highest level of resources for the computing and
storage that is positioned far away from the data sources and end-users. Further-
more, the Cloud can organize a variety of complex tasks (for instance, data pro-
cessing) that sometimes cannot be organized in the lower layers (Fog and cloudlet)
across the city.

4.2 The D2C-SM Architecture for ZEN Center

The ZEN center aims to provide several ICT applications/services/tools for the
researchers, and partners regarding their requirements in the early future [14, 24]. By
December 2018, there was a total of 18 tools available at ZEN center and their related
pilots as described in [25]. Hence, the ZEN applications/services/tools must utilize a
variety of data sources with different data types and formats from distributed to cen-
tralized through our proposed F2c2C-DM architecture.

As explained in Sect. 4.1, the F2c2C-DM architecture provided data according to
its age, ranging from real-time to historical data; and the data location and scope. It
means data can be available from the smallest scale of the city (e.g., room/building of
pilots) to the largest scale of the city (e.g., the city through Cloud technologies).
Thereafter, we envisage that we can design a new architecture for software manage-
ment from distributed to centralized schema at cross-layers of our ZEN ICT
architecture.

As shown in Fig. 1, we propose a D2C-SM on the right side of the ICT archi-
tecture. The D2C-SM architecture has been fitted to the D2C-DM architecture that
highlights all that data (form real-time, to last-recent, and historical data) is available
from the bottom (smallest scale of the pilot city location) to top (largest scale) of the
cross layers of our ICT architecture. Our proposed D2C-SM architecture has three main
layers to generate varieties of applications/services/tools as described below.

• “Local Services” layer: Developers can use the locally stored data (the smallest data
scale of the pilot city location) across the Fog, and cloudlet layers to create different
types of services (including critical and private) in this layer as shown below.
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– Critical Services: The developers can build critical services (e.g., healthcare, fire,
and accident) in a city at this layer. It means the service can be launched in this
layer through the lowest network communication latencies.

– Private Services: The developers can generate exclusive and privacy-aware
services by using the private/locally stored data in this layer that is physically
very close to the data sources and end-users. Thereafter, we can enhance data
privacy levels through this kind of private services.

• “Historical Services” layer: This layer uses the largest scale of stored data (cloud
data storages) from all data sources (including physical and non-physical) in all city
pilots. In addition, this layer can also contribute to other data sources that are out of
the scope of the ZEN center. For instance, data sources from other Cloud service
providers, etc.

• “Combined Services” layer: This layer provides the facility for developers to use all
data from distributed to centralized schema. For instance, in [21], the authors
explained a particular medical application that needs to get data from medical
sensors (real-time, local, and private data) as well as Cloud data (historical, large
scale, and public data). Normally, this kind of services uses the history and back-
ground of particular data types in Cloud and then this data can be mixed with the
local/real-time data to provide efficient services for the end-users.

5 The ZEN Center Use Cases

This section is organized into three primary subsections along with three different ZEN
pilots in a micro-, meso-, and macro-level (from building, to neighborhood, and city) to
illustrate the easy adaptation of the D2C-SM and D2C-DM architectures through ICT
architecture as shown in Fig. 1.
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5.1 The Micro-level (Use Case: The Living Lab)

The Living Lab is one building as a test facility located at NTNU in Trondheim,
Norway [14]. The Living Laboratory is occupied by real persons using the building as
their home and their consumption of novel building technologies, including smart
control of installations and equipment, the interaction of end-users with the energy
systems, and other aspects.

In the first example, we will use the living lab pilot (micro-level) as a case to
illustrate the potential of our proposed D2C-DM and D2C-SM architectures:

• With focus on our proposed data management architecture (D2C-DM), as shown in
Fig. 2, the living lab is at the micro level (only building level). The data in the living
lab pilot is currently produced by different numbers of sensors (IoT-Sources) at the
micro level. At the micro level, Fig. 2 shows that the researchers can deal with
context data (as real-time data) to build their research data concerning KPIs data and
their requirements. Finally, for any future usage, the researchers can store the newly
generated data (their research data) in the cloudlet technology. Also, the researchers
have the possibility to store this in the local storage media (for instance their
available storage at micro or/and meso level).

• With focus on software management architecture (D2C-SM), the developers can
reach to the locally stored data (including real-time and last-recent data) through
Fog and cloudlet technologies. Thereafter, the developers can create local services
(including critical and private) concerning the business and users’ requirements and
data privacy issues.

5.2 The Meso-level (Use Case: Campus Evenstad)

The campus Evenstad pilot is located in a rural area of Stor-Elvdal municipality [14].
The campus consists of seventeen buildings on 61,000 m2 of land. The campus pro-
vides a facility for administration, education, and sport, student housing and building
operation. This campus aims to optimize energy production.

Fig. 2. ZEN ICT architecture through the living lab scenario (one building case study)
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In the second example, we will use the campus Evenstad pilot (meso-level) as a
case to illustrate the ICT architecture adaptation as described below.

• With a focus on data management architecture (D2C-DM), as depicted in Fig. 3, the
campus scope is in the meso level (including building and their neighborhoods
level). Figure 3 illustrates that the huge number of data is generated by the different
IoT-Sources of seventeen buildings and their related neighborhoods. The
researchers can then use the context data (real-time data) to build their research data
concerning KPIs and can store this data in their local storage media and their related
cloudlet storages. Note that all data types (including context, research, and KPIs) of
the Evenstad pilot are supposed to be for online access interface by different
researchers through cloudlet technologies.

• With a focus on software management architecture (D2C-SM), the developers can
have access to the locally stored data through Fog and cloudlet technologies to build
their local services through the open data platform.

5.3 The Macro-level (Use Case: Smart City)

In the macro level, the ZEN partners might request to collect all data from each/all
pilots of the ZEN centers by a single request. Therefore, we can use the potential of the
Cloud technologies to keep all context, research, and KPIs data in their repositories for
any future process and requirement. Consequently, all partners or other data stake-
holders of the ZEN center can get access to the interface to use all obtained data from
the pilots. In addition, many software and services can be launched by all obtained data
(including historical, real-time, and last-recent data) at this level as depicted in Fig. 4.

Fig. 3. ZEN ICT architecture through the Campus Evenstad scenario (neighborhood case study)

338 A. Sinaeepourfard et al.



Fig. 4. ZEN ICT architecture through the smart city case study

6 Conclusion

In this paper, we further developed our proposed ICT architecture (including data
management and software management architecture) for the ZEN center based on a
distributed hierarchical schema by using Fog-to-cloudlet-to-Cloud technologies. The
main points of this development are as following:

• We illustrated that the potential of D2C-DM architecture could make data acces-
sible from the smallest scale of a city to the largest scale;

• The availability of data in all levels of a city provides desirable advantages to
generate varieties of applications/services/tools across different layers of distributed
to centralized schema;

• We proposed a novel software management architecture to make different service
layers (including local, historical, and combined) in each/all cross layers of dis-
tributed to centralized schema;

• We envisage that D2C-DM and D2C-SM can adapt to ZEN center as well as other
smart city environments.

As a part of our future work, we will discover more options related to developing
our ZEN ICT architecture and its related inline architecture (including D2C-DM, and
D2C-SM).
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Abstract. Social media plays an important role in the digital transformation of
businesses. This research provides a comprehensive analysis of the use of social
media by b2b companies. The current study focuses on a number of aspects of
social media such as: the effect of social media; social media tools; social media
use; adoption of social media use and its barriers; social media strategies; and
measuring the effectiveness of the use of social media. This research provides a
valuable synthesis of the relevant literature on social media in the b2b context by
analysing and discussing the key findings from existing research on social
media. The findings of this study can be used as an informative framework on
social media for both academics and practitioners.

Keywords: Social media � B2B � Literature review

1 Introduction

The Internet has changed social communications and social behaviour, in turn leading
to the development of new forms of communication channels and platforms [1]. Social
media plays an important role in the digital transformation of businesses. Whereas, in
the past, social networks were used to provide information about a company or brand,
nowadays businesses use social media to support their marketing aims and strategies to
improve consumer’s involvement, relationship with customers and to get useful con-
sumers’ insights [2]. Business to consumer (b2c) companies widely use social media
and enjoy its benefits such as an increase in sales, brand awareness, and customer
engagement to name a few [3].

More recently, business to business (b2b) companies started using social media as
part of their marketing strategy. Even though b2b companies are benefitting from social
media used by marketers, it is argued that research on that area is still in the embryonic
stage and future research is needed [4–6].
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The topic of Social media in the context of b2b companies has started to attract
attention from both academics and practitioners. This is evidenced by the growing
number of research output within academic journals and conference proceedings. Some
studies provided a comprehensive literature review on social media use by b2b com-
panies [4, 7], but focused only on the adoption of social media by b2b or social media
influence, without providing the whole picture of the use of social media by b2b
companies. Thus, this study aims to close this gap in the literature by conducting a
comprehensive analysis of the use of social media by b2b companies. The findings of
this study can provide an informative framework for research on social media in the
context of b2b companies for academics and practitioners.

The remaining sections of the study are organised as follows. Section 2 offers a
brief overview of the methods used to identify relevant studies to be included in this
review. Section 3 synthesises the studies identified in the previous section and provides
their detailed overview. Section 4 presents limitations of current studies on social
media use by b2b companies and outlines directions for future research. Finally, Sect. 5
discusses the key aspects of the research, outlining limitations of the current research
and proposing direction for future research.

2 Literature Search Method

This study used a keyword search based approach for identifying relevant articles [8,
9]. Keywords such as “Advertising” OR “Marketing” OR “Sales” AND TITLE
(“Social Media” OR “Web 2.0” OR “Facebook” OR “LinkedIn” OR “Instagram” OR
“Twitter” OR “Snapchat” OR “Pinterest” OR “WhatsApp” OR “Social Networking
Sites”) AND TITLE-ABS-KEY (“B2B” OR “B to B” OR “Business to Business” OR
“Business 2 Business”) were searched via the Scopus database. Only results in English
language were included. All studies were processed by the authors in order to ensure
relevance and that the research offered a contribution to the social media in the context
b2b discussion. The search and review resulted in 70 articles and conference papers
that formed the literature review for this study. The selected studies appeared in 33
separate journals and conference proceedings, including Industrial Marketing Man-
agement Journal, Journal of Business and Industrial Marketing and Journal of Business
research.

3 Literature Synthesis

The studies on the use of social media by b2b companies were divided into the
following themes: effect of social media, social media tools, social media use, adoption
and barriers of social media use, social media strategies, and measuring the effec-
tiveness of the use of social media (see Table 1). The following subsections provide an
overview of each theme.
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3.1 Effect of Social Media

Some studies focus on the effect of social media for b2b companies which include
customer satisfaction, value creation, post sales service behavior, sales, building rela-
tionships with customers, brand awareness, intention to purchase, knowledge creation,
perceived corporate credibility, acquiring of new customers, salesperson performance
and employee brand engagement. For example, Agnihotri et al. [10] investigated how
the implementation of social media by b2b salesperson affects consumer satisfaction.
Salesperson social media use is defined as a “salesperson’s utilization and integration
of social media technology to perform his or her job” [10]. The study used data of 111
sales professionals involved in b2b industrial selling to test the proposed hypotheses. It
was found that a salesperson’s use of social media will have a positive effect on
information communication, which will, in turn, lead to improved customer satisfaction
with the salesperson. Also, it was investigated that information communication will be
positively related to responsiveness, which impacts customer satisfaction.

Another study by Kho [32] states the advantages of using social media by B2B
companies, which include faster and more personalised communications between
customer and vendor, which can improve corporate credibility and strengthen the
relationships. Thanks to social media companies can provide more detailed information
about their products and services. Kho [32] also mentions that customer forums and
blog comments in b2b environment should be carefully monitored in order to make
sure that inappropriate discussions are taken offline and negative eWOM communi-
cations should be addressed in a timely manner.

Another group of studies investigated the effect of social media on the level of
sales. For example, Itani et al. [13] use theory of reasoned actions to develop a model
that tests the factors affecting the use of social media by a sales person and its impact.
By collecting data from 120 salespersons from different industries and using SmartPLS
to analyse the data, it was found that attitude towards social media usefulness did not
affect the use of social media. It was found that social media use positively affects
competitive intelligence collection, adaptive selling behaviour which in turn influenced
sales performance. The study conducted by Rodriguez et al. [15] examines the effect of
social media on b2b sales performance by using social capital theory and collecting
data from 1699 b2b salespeople from over 25 different industries. By employing SEM

Table 1. Themes in social media research (b2b context)*

Theme Studies

Effect of social media [10–15]
Social media tools [16–18]
Social media use [19–22]
Adoption of social media use [5, 23–26]
Social media strategies [27–30]
Measuring effectiveness of use of SM [5, 31]

* Note: just some studies out of 70 were included in
this review due to the page limit. The full list of
studies can be requested from authors.
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Amos the study found that social media usage has a positive significant relationship
with selling companies’ ability to create opportunities and manage relationships. The
study also found that social media usage has a positive and significant relationship with
sales performance (based on relational measurers of sales that focus on behaviours that
strengthen the relationship between buyers and sellers), but not with outcome-based
sales performance (reflected by quota achievement, growth in average billing size, and
overall revenue gain).

Some researchers argued that social media can influence brand awareness. For
instance, Hsiao et al. [12] investigated the effect of social media in fashion industry. By
collecting 1395 posts from lookbook.nu and employing regression analysis it was
found that inclusion national brand and private fashion brands in the post increased the
level of popularity which lead to purchase interest and brand awareness.

Meire et al. [14] investigated the impact of social media on acquiring B2B cus-
tomers. By using commercially purchased prospecting data, website data and Facebook
data from beverage companies the study conducted an experiment and found that social
media us an effective tool in acquiring B2B customers.

Agnihotri et al. [11] proposed theoretical framework to explain the mechanisms
through which salespeople’s use of social media operates to create value, and propose a
strategic approach to social media use to achieve competitive goals. The proposed
framework describes how social media tools can help salespeople perform service
behaviours leading to value creation.

3.2 Adoption of Social Media

Some scholars investigated factors affecting the adoption of social media by b2b
companies. For instance, Lacka and Chong [23] investigated factors affecting the
adoption of social media by b2b companies from different industries in China. The
study collected the data from 181 respondents and used the Technology Acceptance
Model with Nielsen’s Model of Attributes of System Acceptability as a theoretical
framework. By using SEM Amos for analysis the study found that perceived usability,
perceived usefulness, and perceived utility positively affect the adoption and use of
social media by b2b marketing professionals. The usefulness is subject to the assess-
ment of whether social media sites are suitable means through which marketing
activities can be conducted. The ability to use social media sites for B2B marketing
purposes, in turn, is due to those sites learnability and memorability attributes.

Lashgari et al. [24] studied the adoption and use of social media by using face-to-
face interviews with key managers of four multinational corporations and observations
from companies’ websites and social media platforms. It was found that the elements
essential in forming the B2B firm’s social media adoption strategies are content (depth
and diversity), corresponding social media platform, structure of social media channels,
the role of moderators, information accessibility approaches (public vs. gated-content),
and online communities. These elements are customised to the goals and target group
the firm sets to pursue. Similarly, integration of social media into other promotional
channels can fall under an ad-hoc or continuous approach depending on the scope and
the breadth of the communication plan, derived from the goal.
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Another study by Müller et al. [25] investigated factors affecting the usage of social
media. By using survey data from 100 polish and 39 German sensor suppliers, it was
found that buying frequency, the function of a buyer, the industry sector and the
country does not affect the usage of social media in the context of sensor technology
from Poland and Germany. The study used correlation analysis and ANOVA.

Shaltoni [26] applied technology organisational environmental framework and
diffusion of innovations to investigate factors affecting the adoption of social media by
b2b companies. By using data from marketing managers or business owners of 480
SMEs, the study found that perceived relative advance, perceive compatibility, orga-
nizational innovativeness competitor pressure and customer pressure influence the
adoption of social media by b2b companies. The findings also suggest that many
decision makers in b2b companies think that internet marketing is not beneficial, as it is
not compatible with the nature of b2b markets.

While most of the studies focused on the antecedents of social media adoption by
b2b companies, Michaelidou et al. [5] investigated its perceived barriers. By using data
from 92 SMEs the study found that over a quarter of B2B SMEs in the UK are
currently using SNS to achieve brand objectives, the most popular of which is to attract
new customers. The barriers that prevent SMEs from using social media to support
their brands were lack of staff familiarity and technical skills. Innovativeness of a
company determined the adoption of social media.

3.3 Social Media Strategies

Another group of studies investigated types of strategies b2b companies apply. For
example, Cawsey and Rowley [27] focused on social media strategies of b2b com-
panies. By conducting semi-structured interviews with marketing professional from
France, Ireland, UK and USA it was found that enhancing brand image, extending
brand awareness and facilitating customer engagement were considered the most
common social media objective. The study proposed b2b social media strategy
framework which includes six components of a social media strategy: (1) monitoring
and listening (2) empowering and engaging employees (3) creating compelling content
(4) stimulating eWOM (5) evaluating and selecting channels (6) enhancing brand
presence through integrating social media.

Kasper et al. [28] proposed the Social Media Matrix which helps companies to
decide which social media activities to execute based on their corporate and commu-
nication goals. The matrix includes three parts. The first part is focusing on social
media goals and task areas, which were identified and matched. The second part
consists of five types of social media activities (content, interaction/dialog, listening
and analysing, application and networking). The third part provides a structure to assess
the suitability of each activity type on each social media platform for each goal. The
matrix was successfully tested by assessing the German b2b sector by using expert
interviews with practitioners.

McShane et al. [33] proposed social media strategies to influence online users’
engagement with b2b companies. Taking into consideration fluency lens the study
analysed Twitter feeds of top 50 social b2b brands to examine the influence of hash-
tags, text difficulty embedded media and message timing on user engagement, which
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was evaluated in terms of likes and retweets. It was found that hashtags and text
difficulty are connected to lower levels of engagement while embedded media such as
images and video improve the level of engagement.

Another study by Swani et al. [30] aimed to investigate message strategies which
can help in promoting eWOM activity for b2b companies. By applying content analysis
and Hierarchical Linear Modeling the study analysed 1143 wall post messages from
193 fortune 500 Facebook accounts. The study found that b2b account posts will be
more effective if they include corporate brand names and avoid hard sell or explicitly
commercial statement. Also, companies should use emotional sentiment in Facebook
posts.

Most of the studies investigated the strategies and content of social media com-
munications of b2b companies. However, the limited number of studies investigated
the importance of CEO engagement on social media in companies strategies. Mudambi
et al. [29] emphasise the importance of CEO of b2b companies to be present and active
on social media. The study discusses the advantages of social media presence for CEO
and how it will benefit the company. For example one of the benefits for CEO can be
perceived as being more trustworthy and effective and non-social CEOs, which will
benefit the company in increased customer trust. Mudambi et al. [29] also discussed the
platforms CEO should use and posting frequencies depending on the content of the
post.

3.4 Social Media Use

Most of the studies employed context analysis and surveys to investigate how b2b
companies use social media. For example, Vasudevan and Kumar [22] investigated
how b2b companies use social media by analysing 325 brand posts of Canon India,
Epson India, and HP India on Linkedin, Facebook and Twitter. By employing content
analysis the study found that most of the post has a combination of text and message.
More than 50% of the posts were about product or brand centric. The study argued that
likes proved to be an unreliable measure of engagement, while shares were considered
more reliable metric. The reason was that likes had high spikes when brand posts were
boosted during promotional activities.

Müller et al. [21] investigated social media use in the German automotive market.
By suing online analysis of 10 most popular car manufacturers online social networks
and surveys of 6 manufacturers, 42 car dealers, 199 buyers the study found that Social
Media communication relations are widely established between manufacturers and
(prospective) buyers and only partially established between car dealers and prospective
buyers. In contrast to that, on the business-to-business (b2b) side, Social Media
communication is rarely used. Social Online Networks (SONs) are the most popular
Social Media channels employed by businesses. Manufacturers and car dealers focus
their Social Media engagement, especially on Facebook. From the perspective of
prospective buyers, however, forums are the most important source of information.

Moore et al. [20] investigated the use of social media between b2b and b2c
salespeople. By using survey data from 395 sales professional from different industries
they found that B2B sales managers use social selling tools significantly more fre-
quently than B2C managers and B2C sales representatives while conducting sales
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presentations. Also, it was found that B2B managers used social selling tools signifi-
cantly more frequently than all sales representatives while closing sales.

Katona and Sarvary [19] presented a case of using social media by Maersk-the
largest container shipping company in the world. The case provided details on the
programme launch and the integration strategy which focused on integrating the largely
independent social media operation into the company’s broader marketing efforts.

Keinänen and Kuivalainen [16] investigated factors affecting the use of social
media by b2b customers by conducting an online survey among 82 key customer
accounts of an information technology service company. Partial least squares path
modeling was used to analysed the proposed hypotheses. It was found that social media
private use, colleague support for using SM, age, job position affected the use of social
media by b2b customers. The study also found that corporate culture, gender, easiness
to use and perception of usability did not affect the use of social media by b2b
customers.

3.5 Measuring Effectiveness of Social Media

It is important for a business to be able to measure the effectiveness of social media by
calculating return on investment (ROI). ROI is the relationship between profit and the
investment that generate that profit. Some studies focused on the ways companies can
measure ROI and the challenges they face. For example, Gazal et al. [31] investigated
the adoption and measuring of the effectiveness of social media in the context of US
forest industry by using organizational-level adoption framework and TAM. By using
data from 166 companies it was found that 94% of respondents do not measure the ROI
from social media use. The reason is that the use of social media in marketing is
relatively new and companies do not possess the knowledge of measuring ROI from
the use of social media. Companies mostly use quantitative metrics (number of site
visits, number of social network friends, number of comments and profile views) and
qualitative metrics (growth of relationships with the key audience, audience partici-
pation, moving from monologue to dialogue with consumers.

Another study by Michaelidou et al. [5] found that most of the companies do not
evaluate the effectiveness of their SNS in supporting their brand. The most popular
measures were the number of users joining the groups/discussion and the number of
comments made.

3.6 Social Media Tools

Some studies proposed tools, which could be employed by companies to advance their
use of social media. For example, Mehmet and Clarke [17] proposed Social Semiotic
Multimodal (SSMM) framework that improved analysis of social media communica-
tions. This framework employs multimodal extensions to systemic functional linguis-
tics enabling it to be applying to analysing non-language as well as language
constituents of social media messages. Furthermore, the framework also utilises
expansion theory to identify, categorise and analyse various marketing communication
resources associated with marketing messages and also to reveal how conversations are
chained together to form extended online marketing conversations. This semantic
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approach is exemplified using a Fairtrade Australia B2B case study demonstrating how
marketing conversations can be mapped and analysed. The framework emphasises the
importance of acknowledging the impact of all stakeholders, particularly messages that
may distract or confuse the original purpose of the conversation.

Yang et al. [18] proposed the temporal analysis technique to identify user rela-
tionships on social media platforms. The experiment was conducted by using data from
Digg.com. The results showed that the proposed techniques achieved substantially
higher recall but not very good at precision. This technique will help companies to
identify their future consumers based on their user relationships.

4 Limitations and Future Research Directions

Studies on social media in the context of b2b companies have the following limitations.
First, studies investigated the positive effect of social media such as consumer satis-
faction, consumer engagement, and brand awareness. However, it will be interesting to
consider the dark side of social media use such as an excessive number of request on
social media to salespeople, which can result in the reduction of the responsiveness.
Second, a limited number of studies discussed the way b2b companies can measure
ROI. Future research should investigate how companies can measure intangible ROI,
such as eWOM, brand awareness, and customer engagement [34]. Also, future research
should investigate the reasons why most of the users do not assess the effectiveness of
their SNS. Furthermore, most of the studies focused on likes, shares, and comments to
evaluate social media engagement. Future research should focus on other types of
measures. Third, studies were performed in China [23, 35], USA [36–38], India [21,
22, 39], UK [5, 37, 40]. It is strongly advised that future studies conduct research in
other countries as findings can be different due to the culture and social media adoption
rates. Future studies should pay particular attention to other emerging markets (such as
Russia, Brazil, and South Africa) as they suffer from the slow adoption rate of social
media marketing. Some companies in these countries still rely more on traditional
media for advertising of their products and services, as they are more trusted in
comparison with social media channels [41, 42]. Lastly, most of the studies on social
media in the context of b2b companies use a cross-sectional approach to collect the
data. Future research can use longitudinal approach to advance understanding of social
media use and its impact over time.

5 Conclusion

The aim of this research was to provide a systematic review of the literature on the use
of social media by b2b companies. It was found that b2b companies use social media,
but not all companies consider it as part of their marketing strategies. The studies on
social media in b2b context focused on the effect of social media, antecedents and
barriers of adoption of social media, social media strategies, social media use, and
measuring the effectiveness of social media.
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The summary of the key observations provided from this literature review is the
following:

• Facebook, Twitter and LinkedIn are the most famous social media platforms used
by b2b companies.

• Social media has a positive effect on customer satisfaction.
• In systematically reviewing 70 publications on social media in the context of b2b

companies it was observed that most of the studies use online surveys and online
content analysis.

• Companies still look for ways to evaluate the effectiveness of social media.
• Innovativeness has a significant positive effect on companies’ adoption to use social

media.
• Lack of staff familiarity and technical skills are the main barriers affect adoption of

social media by b2b.

This research has a number of limitations. First, only publications from the Scopus
database were included in literature analysis and synthesis. Second, this research did
not use a meta-analysis. To provide a broader picture of the research on social media in
b2b context and reconcile conflicting findings of the existing studies future research
should conduct a meta-analysis. It will advance the knowledge of the social media
domain.

References

1. Ismagilova, E., Dwivedi, Y.K., Slade, E., Williams, M.D.: Electronic word of mouth
(eWOM) in the marketing context: A state of the art analysis and future directions. Springer
(2017)

2. Alalwan, A.A., Rana, N.P., Dwivedi, Y.K., Algharabat, R.: Social media in marketing: a
review and analysis of the existing literature. Telematics Inform. 34, 1177–1190 (2017)

3. Barreda, A.A., Bilgihan, A., Nusair, K., Okumus, F.: Generating brand awareness in online
social networks. Comput. Hum. Behav. 50, 600–609 (2015)

4. Salo, J.: Social media research in the industrial marketing field: review of literature and
future research directions. Ind. Mark. Manag. 66, 115–129 (2017)

5. Michaelidou, N., Siamagka, N.T., Christodoulides, G.: Usage, barriers and measurement of
social media marketing: an exploratory investigation of small and medium B2B brands. Ind.
Mark. Manag. 40, 1153–1159 (2011)

6. Juntunen, M., Ismagilova, E., Oikarinen, E.-L.: B2B brands on Twitter: engaging users with
a varying combination of social media content objectives, strategies, and tactics. Ind. Mark.
Manag. (2019)

7. Pascucci, F., Ancillai, C., Cardinali, S.: Exploring antecedents of social media usage in B2B:
a systematic review. Manag. Res. Rev. 41, 629–656 (2018)

8. Ismagilova, E., Hughes, L., Dwivedi, Y.K., Raman, K.R.: Smart cities: advances in research
—an information systems perspective. Int. J. Inf. Manag. 47, 88–100 (2019)

9. Williams, M.D., Rana, N.P., Dwivedi, Y.K.: The unified theory of acceptance and use of
technology (UTAUT): a literature review. J. Enterp. Inf. Manag. 28, 443–488 (2015)

10. Agnihotri, R., Dingus, R., Hu, M.Y., Krush, M.T.: Social media: influencing customer
satisfaction in B2B sales. Ind. Mark. Manag. 53, 172–180 (2016)

Use of Social Media by b2b Companies: Systematic Literature Review 353



11. Agnihotri, R., Kothandaraman, P., Kashyap, R., Singh, R.: Bringing “social” into sales: the
impact of salespeople’s social media use on service behaviors and value creation. J. Pers.
Selling Sales Manag. 32, 333–348 (2012)

12. Hsiao, S.-H., Wang, Y.-Y., Wang, T., Kao, T.-W.: How social media shapes the fashion
industry: the spillover effects between private labels and national brands. Ind. Mark. Manag.
(2019)

13. Itani, O.S., Agnihotri, R., Dingus, R.: Social media use in B2b sales and its impact on
competitive intelligence collection and adaptive selling: examining the role of learning
orientation as an enabler. Ind. Mark. Manag. 66, 64–79 (2017)

14. Meire, M., Ballings, M., Van den Poel, D.: The added value of social media data in B2B
customer acquisition systems: a real-life experiment. Decis. Support Syst. 104, 26–37 (2017)

15. Rodriguez, M., Peterson, R.M., Krishnan, V.: Social media’s influence on business-to-
business sales performance. J. Pers. Selling Sales Manag. 32, 365–378 (2012)

16. Keinänen, H., Kuivalainen, O.: Antecedents of social media B2B use in industrial marketing
context: customers’ view. J. Bus. Ind. Mark. 30, 711–722 (2015)

17. Mehmet, M.I., Clarke, R.J.: B2B social media semantics: analysing multimodal online
meanings in marketing conversations. Ind. Mark. Manag. 54, 92–106 (2016)

18. Yang, C.C., Yang, H., Tang, X., Jiang, L.: Identifying implicit relationships between social
media users to support social commerce. In: Proceedings of the 14th Annual International
Conference on Electronic Commerce, pp. 41–47. ACM (2012)

19. Katona, Z., Sarvary, M.: Maersk line: B2B social media—“it’s communication, not
Marketing”. Calif. Manag. Rev. 56, 142–156 (2014)

20. Moore, J.N., Raymond, M.A., Hopkins, C.D.: Social selling: a comparison of social media
usage across process stage, markets, and sales job functions. J. Mark. Theory Pract. 23, 1–20
(2015)

21. Müller, L., Griesbaum, J., Mandl, T.: Social media relations in the german automotive
market. In: IADIS International Conference ICT, Society and Human Beings, pp. 19–26.
IADIS Press (2013)

22. Vasudevan, S., Kumar, F.J.P.: Social media and B2B brands: An indian perspective. Int.
J. Mech. Eng. Technol. 9, 767–775 (2018)

23. Lacka, E., Chong, A.: Usability perspective on social media sites’ adoption in the B2B
context. Ind. Mark. Manag. 54, 80–91 (2016)

24. Lashgari, M., Sutton-Brady, C., Solberg Søilen, K., Ulfvengren, P.: Adoption strategies of
social media in B2B firms: a multiple case study approach. J. Bus. Ind. Mark. 33, 730–743
(2018)

25. Müller, J.M., Pommeranz, B., Weisser, J., Voigt, K.-I.: Digital, social media, and mobile
marketing in industrial buying: still in need of customer segmentation? empirical evidence
from Poland and Germany. Ind. Mark. Manag. 73, 70–83 (2018)

26. Shaltoni, A.M.: From websites to social media: exploring the adoption of Internet marketing
in emerging industrial markets. J. Bus. Ind. Mark. 32, 1009–1019 (2017)

27. Cawsey, T., Rowley, J.: Social media brand building strategies in B2B companies. Mark.
Intell. Planning 34, 754–776 (2016)

28. Kasper, H., Koleva, I., Kett, H.: Social media matrix matching corporate goals with external
social media activities. In: Simperl, E., et al. (eds.) ESWC 2012. LNCS, vol. 7540, pp. 233–
244. Springer, Heidelberg (2015). https://doi.org/10.1007/978-3-662-46641-4_17

29. Mudambi, S.M., Sinha, J.I., Taylor, D.S.: Why B-to-B CEOs should be more social on social
media. J. Bus. Bus. Mark. 26, 103–105 (2019)

30. Swani, K., Milne, G., Brown, P.B.: Spreading the word through likes on Facebook:
evaluating the message strategy effectiveness of Fortune 500 companies. J. Res. Interact.
Mark. 7, 269–294 (2013)

354 Y. K. Dwivedi et al.

http://dx.doi.org/10.1007/978-3-662-46641-4_17


31. Gazal, K., Montague, I., Poudel, R., Wiedenbeck, J.: Forest products industry in a digital
age: factors affecting social media adoption. Forest Prod. J. 66, 343–353 (2016)

32. Kho, N.D.: B2B gets social media. EContent 31, 26–30 (2008)
33. McShane, L., Pancer, E., Poole, M.: The influence of B to B social media message features

on brand engagement: a fluency perspective. J. Bus. Bus. Mark. 26, 1–18 (2019)
34. Kumar, V., Mirchandani, R.: Increasing the ROI of social media marketing. MIT sloan

Manag. Rev. 54, 55 (2012)
35. Niedermeier, K.E., Wang, E., Zhang, X.: The use of social media among business-to-

business sales professionals in China: how social media helps create and solidify guanxi
relationships between sales professionals and customers. J. Res. Interact. Mark. 10, 33–49
(2016)

36. Guesalaga, R.: The use of social media in sales: individual and organizational antecedents,
and the role of customer engagement in social media. Ind. Mark. Manag. 54, 71–79 (2016)

37. Iankova, S., Davies, I., Archer-Brown, C., Marder, B., Yau, A.: A comparison of social
media marketing between B2B, B2C and mixed business models. Ind. Mark. Manag. (2018)

38. Ogilvie, J., Agnihotri, R., Rapp, A., Trainor, K.: Social media technology use and
salesperson performance: a two study examination of the role of salesperson behaviors,
characteristics, and training. Ind. Mark. Manag. 75, 55–65 (2018)

39. Agnihotri, R., Trainor, K.J., Itani, O.S., Rodriguez, M.: Examining the role of sales-based
CRM technology and social media use on post-sale service behaviors in India. J. Bus. Res.
81, 144–154 (2017)

40. Bolat, E., Kooli, K., Wright, L.T.: Businesses and mobile social media capability. J. Bus.
Ind. Mark. 31, 971–981 (2016)

41. Ali, Z., Shabbir, M.A., Rauf, M., Hussain, A.: To assess the impact of social media
marketing on consumer perception. Int. J. Acad. Res. Account. Financ. Manag. Sci. 6, 69–77
(2016)

42. Olotewo, J.: Social media marketing in emerging markets. Int. J. Online Mark. Res. 2, 10
(2016)

Use of Social Media by b2b Companies: Systematic Literature Review 355



Social Media Reporting and Firm Value

Abdalmuttaleb Musleh Al-Sartawi(&) and Allam Hamdan

Ahlia University, Manama, Bahrain
amasartawi@hotmail.com, ahamdan@ahlia.edu.bh

Abstract. Technologies are changing how stakeholders, and investors access
and capture data. Social Media has had a dramatic impact on how firms com-
municate with investors and stakeholders about their financial and sustainability
reporting, giving them an edge over their competitors. The aim of this paper is to
investigate the relationship between social media reporting and firm value of the
GCC listed firms. To answer to research questions, the researchers collected
cross-sectional data from a sample of 241 firms listed in the financial stock
markets of the GCC for the year 2017. Additionally, an Index was used to
calculate the total level of social media disclosure. The findings show that the
84% of firms in the GCC countries use social media, while 70% of these firms
use SM for reporting. The results indicate that enhanced reporting levels through
various social media channels significantly influence value of firms. These
results have implications for GCC listed firms as it is important to examine how
they can utilize social media to enhance their reporting process.

Keywords: Social media reporting � Tobin’s Q � Sustainability reporting �
GCC countries

1 Introduction

Technologies are changing how stakeholders, and mainly, investors access and capture
a firm’s data. Firms are recognizing the importance of the data they own and that the
way it is used can provide them with an edge over their competitors. Social Media
(SM), in particular, has had a dramatic impact on how firms engage in dialogue with
investors as it allows in producing immediate and large quantities of data in many
forms including videos, images, and audios. SM is based on the technological and
ideological foundations of Web 2.0 which allows the creation and exchange of user
generated content [18], unlike the Web 1.0 which is a set of static websites that do not
provide interactive content.

While many firms are still using paper-based means and static websites (Web 1.0)
to disclose information to stakeholder, others are jumping on the trending social media
bandwagon (Web 2.0). Offering a variation in the way information reach investors will
ensure that firms are being heard. In April 2013, the Securities and Exchange Com-
mission issued a report stating that firms can use SM tools such as Facebook and
Twitter to announce key information in compliance with Regulation Fair Disclosure
[29]. Based on the Canadian Investor Relations Institute [11], the role of social media
in financial and sustainability reporting is increasing as firms that may have primarily

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
I. O. Pappas et al. (Eds.): I3E 2019, LNCS 11701, pp. 356–366, 2019.
https://doi.org/10.1007/978-3-030-29374-1_29

http://orcid.org/0000-0001-9755-5106
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_29&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_29&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_29&amp;domain=pdf
https://doi.org/10.1007/978-3-030-29374-1_29


used social media for marketing purposes are now expanding their scope to include
investors. Similarly, [22] claim that the use of internet-based communications by firms,
mainly social media, is growing rapidly. Whereas, firms ignoring SM will be disad-
vantaged within the investment community [3].

These developments have considerable implications for accounting practices due to
the demand of stakeholders for instant access to wide-ranging information related to a
firm’s governance, performance, finances, operations, and practices [22]. Therefore,
amidst these significant developments the incentive for this paper is imminent, as it is
important to examine how social media can be utilized to enhance the reporting pro-
cess. [1] believes that the disclosure process should encompass the formal as well as the
informal communications and interactions with the various stakeholders, and not
simply sharing a single and static annual report on the firm’s website. [7] found that
institutional investors analyze firms and make recommendations based on information
they find on social media searches.

Consequently, by improving the quality of communication and reducing infor-
mation costs, firms may reduce the cost of their capital [5]. According to [23], that
firms which aim to increase their value might choose a disclosure position which will
allow their higher position to be disclosed, as opposed to firms with lower performance,
which will choose a disclosure position to legitimize their performance. It enhances
transparency by disclosing symmetrical information and reducing the costs associated
with the agency problem, thus adhering to the principles of corporate governance [6].
This paper, henceforth, defines social media reporting as the public reporting of
financial, operating and sustainability information by firms through social media.

Despite the importance of such a research paper, there are negligible studies that
provide evidence on the relationship between social media reporting and firm value,
certainly none related to the GCC countries. Therefore, this explanatory paper attempts
to develop a better understanding of the effects of social media reporting on the firms
listed in the GCC stock markets, whereby the main purpose is to determine whether
information transparency has an impact on firm value, with a particular emphasis on
Tobin’s Q. This paper extends on previous research which focused on website-based
disclosure through Web 1.0 and delves into social media reporting through Web 2.0.

From a theoretical perspective, this paper contributes to the literature by addressing
a new and important topic within the context of the study. Moreover, from a practical
perspective, the paper offers implications for firms to utilize social media to improve
transparency and enhance their reporting process. This paper offers another contribu-
tion by proposing a Social Media Reporting Index (SMRI), based on the framework of
prior studies relevant to web-based disclosure such as [4, 23]. As such, this paper’s
research questions are: What is the level of SM reporting in the GCC countries? And,
what is the relationship between SM reporting and firm value.

The GCC is selected as a context to study due to its unique environment in relation
to the advancements in technology. They have recently introduced their own corporate
governance codes to enhance the social and regulatory environments, hence attracting
more investors by encouraging voluntary disclosure. According to its geographical
location, the GCC is at the heart of the Middle East, providing quick and efficient
access to every market in the region. It has, therefore, become an intended destination
for many foreign investors. These investors ask for financial information and carry on
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with certain decisions whether to continue with a certain company or not, and this is
provided through social media.

The GCC countries such as Saudi Arabia and UAE are among the world’s leading
nations in terms of social-media growth and use, driven by smartphone ownership, high
levels of internet penetration and a large, digitally savvy youth population [17].
Another study, [8], states that in the GCC, consumers and investors believe that social
media encourages consumer-centric and transparent approaches, and is an instant
platform to get news and information. Moreover, they believe that it offers for a cheap
means of communication despite that SM poses a threat to traditional media by taking a
piece of their market shares. This willingness to accept SM in business provides an
interesting perspective for investigating the level of SM usage by firms and its relation
to firm value.

2 Literature Review

Social media has boomed as a platform that people use to create content, share, net-
work, and interact at a phenomenal rate. SM such as Facebook, Twitter, YouTube refer
to technology-facilitated dialogue conducted through platforms including blogs, wikis,
content sharing, social networking, and social bookmarking. According to [27], many
firms are using social media as another outlet for their external and internal corporate
communication about sustainability.

The value of SM is engagement. Corporate social media facilitates firm-directed,
one-to-many communications that bypass traditional media and allow a firm to
broadcast its intended message to a large network of stakeholders which is instantly
made visible to all [20]. [24] found out that Chief Financial Officers believe that their
decisions which are related to disclosures have high implications. Therefore, [19],
claim that the recent changes in technology, capital markets and the media affect and
are affected by firms’ disclosure policies, whereby regulators as well as companies are
starting to embrace social media as a viable disclosure channel for important infor-
mation such as sustainable development activities. [12] claim that most large global
corporations report at least some sustainability performance data annually through
social media. Social media can, hence, be leveraged as to convey the firm policy and
assist in their mission to support the United Nation’s sustainable development goals.

[22] argue that social media provide investors, who have no direct channel of
communication with the management, a voice to question decisions that give man-
agement incentives to take action. The use of SM for disclosure enables interaction
between the stakeholders, and not merely between the stakeholders and the firms. This
adds a new dimension to corporate reporting, as what had been previously found
regarding investors’ reactions to corporate reporting cannot be applied to their reactions
in today’s dynamic environment [19]. [27] argue that the level of commitment to
sustainability reported through social media may yield important insights regarding the
firm’s business strategy. For example, a firm’s mission statement may directly refer-
ence sustainability-related values. [10] argues that as investors and other stakeholders
depend on SM for firm news and investment advice, firms that fail to take part in the
conversation will be singled out for remaining silent. Hence, the previous researches
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which focused more on Web 1.0 need to be extended methodically to include more
relevant issues such as SM disclosure on sustainable development activities.

SM channels are more widely available to investors and allow for interaction
between users via postings and comments [14]. Firms usually choose SM as a part of
their overall strategy to for online disclosure which aims to create a positive reputation
and increase their value [25]. Firms also use SM as part of their strategy to reduce
information asymmetry, increase transparency, and reduce agency-related costs [8].
Agency losses normally arise when there is a conflict between the desires or goals of
the principal (shareholder) and the agent (manager), and it is difficult or expensive for
the shareholder to determine what the manager is actually doing [14]. The agency
theory hence attempts to reduce agency losses by specifying mechanisms such as tying
their compensation with shareholder returns.

Increased transparency is often achieved through voluntary disclosure. Therefore,
to let the shareholders know what they are doing, managers need to reach stakeholders
through different medium. [13] claim that managers know that shareholders aim to
control their behavior through monitoring activities. Consequently, managers have
incentives to disclose more information to show shareholders that they are acting
optimally. Managers might opt to disclose information through SM due to the wide-
range of benefits it offers such as low cost, timely information, and a wide-reach two-
way communication platform. More transparency and better disclosure are associated
with equality among investors, less insider trading and lowers uncertainty in investment
decisions [25]. For example, when the CEO of Netflix posted on Facebook that Net-
flix’s monthly online viewing is more than one billion hours, the stock price increased
in one day by 6.2% [30]. This indicates that SM disclosure has a direct influence on
stock price, and by extension firm value.

[8] argued that social media channels, mainly Twitter, reduces information asym-
metry, as other researchers [9] found that by increasing the dissemination of the same
information leads to a reduction in information asymmetry. According to [4] enhancing
voluntary disclosure can motivate top managers to improve firm value because of
increased pressure from the intensive monitoring of outside shareholders. As market
values depend on investor confidence presumably through increased and transparent
disclosure, market evaluation could be measured using Tobin’s Q. Tobin’s Q is
computed as the ratio of the market value of the firm’s outstanding debt and equity
divided by the book value of assets [16]. A prior study by [21] used Tobin’s Q to
examine the relationship between corporate disclosure and performance, and they
reported a positive and significant association between the two variables.

Several researches have attempted to explore social media reporting; however, as
this is a new trend, these studies mainly focus on the literature, SM adoption, and the
determinants of social media reporting [10, 19, 25, 30]. From these studies, we can
assume that the topic of SM as a disclosure platform is gaining momentum, and this
paper offers a contribution by taking part in the conversation. However, what differ-
entiated this paper from previous studies is that this study empirically investigates the
relationship between SM disclosure and firm value. This paper, therefore, hypothesizes
that: There is a relationship between social media reporting and firm value measured
through Tobin’s Q.
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3 Research Methodology

The empirical study of the current research depended on a sample which consisted of
all the listed firms in the GCC stock exchange markets for the year 2017. The required
data were gathered from 241 companies out of 289 companies listed under financial
sector. The financial sector was chosen for the study due to the large size of the banking
industry in the GCC countries. The GCC countries are gradually undergoing a shift in
their economies, from oil-dependent economies to more diversified economies,
focusing mainly on the financial sector as the largest non-oil contributor to their GDPs.
Table 1 shows the sample distribution according to country and industry type (Banks,
Insurance and Investment).

Consequently, the study applies a two-stage process to measure (1) the level of
usage of Social Media (SM) in UAE firms as well as (2) the level of Social Media
Reporting of those firms. Therefore, some firms might use social media, but not for
reporting financial and sustainability information. These were excluded from the study.

The first stage involved measuring the social media usage by GCC listed firms. In
order to measure the percentage of usage of SM, the study use the binary data method,
i.e., if a firm uses any type of social media platform (Facebook, Twitter, Instagram,
Snapchat, YouTube, LinkedIn, others) it received a score of 1. However, if the firm did
not use any form of SM platform it received a score of 0. Similarly, the second stage
involved measuring the level of SMR for firms using SM in stage 1. So, if a firm used
SM to report financial/sustainability information it received a score of 1, and if a firm
did not use its SM to report financial/sustainability information it received a score of 0.
Accordingly, the Index for each firm was calculated by dividing the total earned scores
of the firm by the total maximum possible scours appropriate for the firm. To secure the
data on the social media applications and channels from any updates or changes during
the time of the study, all information, hyperlinks and images were downloaded and
saved as HTML files beforehand. Below formula shows the way of calculating the
SMR index.

SMR ¼
X

i¼1

di
n

Table 1. Sample distribution according to country and industry

Industry KSA UAE QAT BAH KUW Per industry

Banks 11 33 8 7 8 67 28%
Insurance 32 31 4 5 7 79 32%
Investment 7 19 4 10 55 95 40%
Per country 50 83 16 22 70 241 100%
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Where:

di: disclosed item equals One if the bank meets the checklist item and zero
otherwise.
n: equals maximum score each bank can obtain.

To test the hypothesis, the following regression model was developed using SMR
as an independent variable, and Tobin’s Q as the criterion variable. Additionally, the
study used firm age, firm size and financial leverage as control variables (Table 2).

Model

TQ ¼ b0 þ b1SMDi þ b2LFSZi þ b3LVGi þ b4AGEi þ ei

4 Data Analysis

4.1 Descriptive Statistics

Table 3 reports the descriptive analysis of the independent, dependent and control
variables. The overall mean of Tobin’s Q was 1.07 by GCC firms with a minimum of
0.68 and maximum of 2.55 indicating that the majority of the firms are overvalued as
their stocks are higher than the replacement costs of their assets. This proxy exposes the
potential of added value of the firm as viewed by the market as a reflection of its
performance. Therefore, if Tobin’s Q is greater than 1, it indicates that the firm has a
market value exceeding the price of the replacement of its assets. With regards social
media usage, show the show that the overall level of firms in the GCC countries that
use social media was 84%, which is considered as a moderate level of usage of SM.
Additionally, the results show that of the 84% of firms that use SM, 70% use SM for
financial and sustainability disclosure, which again indicates a moderate level of dis-
closure through SM.

In addition to the dependent and independent variables, the descriptive statistics for
control variables show that the mean of firm size was 84, 43,579, with a minimum of 4,

Table 2. Study variables

Code Variable name Operationalization

Dependent variable
TQ Market value add Total Market Value/Total Assets Value
Independent variables –:
SMR Social media

reporting %
Total scored items by the company/Total maximum scores

Control variables:
LFSZ Firm size Natural logarithm of Total Assets
LVG Leverage Total liabilities/Total Assets
AGE Firm age The difference between the establishing date of the firm and

the report date
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06,832 and a maximum 3,412,461.54, implying large firms. As according to Table 5
firm size was not normally distributed due to the significance of the Kolmogorov-
Smirnov test being less than 5%, so natural logarithm was used in the regression
analysis to reduce skewness and bring the distribution of the variables nearer to nor-
mality. Moreover, the mean leverage of the firms was approximately 42%, with a
minimum of 4% and a maximum of 87%, indicating that most GCC firms have a
medium level of debts. Finally, firm age ranges from 2 to 64 with a mean of 33.45.

4.2 Testing Regression Assumptions

A Variance Inflation Factor (VIF) test was used to check the data for multicollinearity.
The VIF scores for each variable, both independent and dependent, are reported in
Table 4. The results indicate that since no VIF score exceeded 10 for any variable in
the model, while no Tolerance score was below 0.2. So, it was concluded that there is
no threat of multicollinearity.

In addition to test for homoscedasticity and linearity, an analysis of residuals, plots
of the residuals against predicted values as well as the Q-Q and scatter plots were
conducted. Therefore, wherever there was a problem of heteroskedasticity the data
were transformed. Autocorrelation test was not conducted in this research as the data
used are cross-sectional.

Table 3. Descriptive Statistics for continues variables

Variables N Minimum Maximum Mean Std. Deviation

TQ 241 0.68 2.55 1.07 0.09025
Firm size 241 406832.3 3412461.54 8443579 220268.40264
LVG 241 0.04 0.87 0.4254 0.26508
AGE 241 2 64 33.45 13.004
Descriptive Statistics for non-continuous variables
Variables Achieved Not achieved

Number Percentage Number Percentage
SMR 89 70% 38 30%
SML 96 84% 18 16%

Table 4. Collinearity statistics test

Model Tolerance VIF

SMR .717 1.107
Firm size .805 1.206
LVG .733 1.080
AGE .826 1.098
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Finally, the Kolmogorov-Smirnov test used to assess the normality of the collected
data for the variables. As Table 5 illustrates, a significance level of more than 5% for
all the variables except for firm size indicates that the data are normally distributed.
With regards to firm size however, the variable was adjusted using natural logarithm.

4.3 Testing the Hypotheses

Table 6 reports the findings of the regression analysis. The findings indicate that the
model was reflecting the relationship between the variables in a statistically appropriate
way. According to the table, the model has an adjusted R2 of 0.303 which shows that
the model explains approximately 30% of the variation in the Tobin’s Q amongst the
GCC listed firms. Additionally, the probability of the F-statistic with a significance
0.026 means that the independent variables are significant in interpreting the dependent
variable, Tobin’s Q.

The main hypothesis of the study states that there is a relationship between the level
of social media reporting and firm value (Tobin’s Q) by firms listed in the GCC stock
exchange markets. The result indicates that there is a significant and positive rela-
tionship between the level of SMR and firm value, that is, the higher the level of
disclosure, the higher the Tobin’s Q. This is in line with the studies conducted by [5]
who suggest that the level and quality of disclosure affect firm value. Another study
conducted in the MENA region [2] found a positive relationship between disclosure
and firm value. This indicates that investors and other stakeholders react positively to
information about the sustainable development activities that firms undertake towards

Table 5. Kolmogorov-Smirnov test

Statistics Sig.

Tobin’s Q 2.137 0.165
SMR 2.009 0.381
Firm size 2.044 0.003
LVG 2.095 0.540
AGE 2.113 0.347

Table 6. Regression analysis

Variables Beta T. test Sig.

SMR .432 8.678 .008***
Firm size .277 2.683 .187
LVG −.056 −.938 .207
AGE −.184 −1.546 .000***
R2 .303
F 16.283
Prob. (F) .026

*Prob. < 10%, **Prob. < 5%, ***Prob. < 1%
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achieving their sustainable goals. However, an earlier study conducted by [15] in the
Middle East found no relationship between disclosure and firm value, which could be
due to the lack of control for the endogeneity of the disclosure variable in relation to
Tobin’s Q. One reason for this could be the potential of SM as a two-way commu-
nication platform that allows timely dissemination of information to investors, share-
holders and other stakeholders. This way all parties involved transmit information
instantaneously, which helps them in making well-informed decisions. Furthermore,
firms are able to receive instant feedback from their stakeholders which helps managers
in making improvements, accordingly, thus satisfying all parties involved and reducing
costs related to agency.

With regards to the control variables, the study found a significant and positive
relationship between firm value and age. Based on [28] who also found a positive
association between age and firm value, investors have a higher level of confidence and
trust in older firms due to their experience and maturity. On the other hand, this
contradicts the study by [26] who claim that firm value declines as investors learn about
the firm’s profitability or as their uncertainty resolves over time. Finally, the results
show no relationship between firm value and the other control variables, firm size and
leverage.

5 Conclusion and Recommendations

The paper aimed to address several research questions: (1) the level of social media
usage by GCC listed firms, (2) the level of social media reporting (SMR) by GCC listed
firms and (3) the relationship between social media reporting and firm value of the
GCC listed firms. To answer to research questions, the researchers collected data from
a sample of 241 firms listed in the financial stock markets of the GCC for the year
2017. Due to the nature of the data collected which is cross-sectional only one year was
chosen to gauge the data at a specific point in time.

The findings show that the 84% of firms in the GCC countries use social media,
while 70% of these firms use SM for financial and sustainability disclosure. The results
also confirm the hypothesis that enhanced disclosure levels through various social
media channels of GCC listed firms significantly influence the firm value of these firms.
This indicates that investors react positively to firms which engage in sustainable
development activities, and communicate this clearly to stakeholders. In the days of
Web 1.0, firms used to simply publish their annual reports as PDFs online, thus failing
to capture the opportunities of two-way communication. However, when firms follow a
similar approach to their utilization of social media, it is considered as a wasted
potential. This paper recommends that firms give their information disclosure a face,
whereby they listen to stakeholders more than they talk. Firms can, therefore, get
insights, new ideas, complaints as well as warning signs to change.

From a theoretical standpoint, these results have implications for both social media
reporting literatures and value relevance literatures in the GCC countries. From a
practical perspective, this study provides contributions to GCC’s government, poli-
cymakers and regulators with regards to a trending issue such as the modern disclosure
tools that could be used by firms to increase transparency and reduce the agency
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problem. Policy makers and regulators in the GCC can make use of information from
this research in setting new policies on social media disclosure in line with the
Securities and Exchange Commission which recognized the potential of SM as a
platform for reporting.

This paper suggests having a study that further investigates the relationship
between social media reporting and other types of performance such as financial and
sustainability performance. Future studies could also investigate the level of corporate
social responsibility disclosure or intellectual capital of firms on social media.
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Abstract. In times of increasing importance of social media services, we have
to rethink information literacy. One of the key assumptions of existing infor-
mation literacy constructs is “static” information, meaning that information does
not change. But compared to traditional and mostly unidirectional media ser-
vices such as printed newspapers or television, this does not reflect the reality of
a social media context. Here, information can be characterized as “dynamic”,
meaning that, for example, every user can easily modify information before
sharing it (again). A measurement construct covering these novel aspects of
information literacy is missing, so far. Thus, the main objective of this paper is
to develop a rigor and updated construct to measure and quantify social media
information literacy of an individual social media user. We selected a com-
prehensive construct development framework that guided us through the
investigation, and which includes qualitative as well as quantitative analyses.
The outcome is a theoretically grounded and empirically derived social media
information literacy (SMIL) construct. The paper ends with a discussion of
potential future research directions.

Keywords: Construct development � Information literacy � Social media �
Social media information literacy (SMIL)

1 Introduction

In an increasingly digital environment, social media services have become a key
channel for individuals to share information and news [1], but are understood and used
heterogeneously [2]. Compared to traditional and mostly unidirectional media services
(such as printed newspapers or television), these services change the characteristic of
distributed information towards being dynamic. Particularly the concept of user-
generated content (UGC) implies that users can easily modify information, thus
allowing them to add their own opinions or even change the meaning dynamically
[e.g., 3, 4].

But besides social media advantages such as high transportation velocity and
network effects that help spread important information among large user groups, also
disadvantages can be observed. One major disadvantage of social media services and
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the related UGC is that no trusted authority exists which verifies the quality of
information distributed through the services’ networks. For example, it is relatively
easy to produce misleading or false information, which is often referred to as fake news
[5]. Fake news are omnipresent in today’s world and have the potential to cause
massive social and monetary damage on every level, i.e., from an individual to a
political or societal level [6]. In this context, the recent announcement of the French
president Macron to introduce a law to ban fake news on the internet during French
election campaigns [7] and a similar law that came into effect in Germany at the
beginning of 2018 [8] emphasize the relevance of this topic. Another trend with
increasing importance regarding UGC is electronic word-of-mouth (eWOM), meaning
that (potential) consumers exchange information regarding products or brands in social
media environments [9, 10].

Obviously, from the perspective of an individual social media user, these devel-
opments require certain competencies on how to deal with information [11]. The
established term for this is information literacy which contains, among others, the
ability to assess the credibility of information and the reliability of sources [12].
Although a relatively large body of knowledge on information literacy exists, two gaps
related to this topic can be identified. First, most definitions and conceptual works of
information literacy still consider information as “static”, thereby ignoring its “dy-
namic” character which is one key feature of information in the social media context.
Second, there is a lack of rigor measurement construct development. This statement
counts for both general information literacy constructs as well as more specific con-
structs, i.e., those that consider a certain context such as social media. For instance,
metaliteracy [13, 14] as an enhanced information literacy concept that aims at covering
the dynamic aspects of information in a social media context is based on conceptual
work but does not provide any rigor measurement items. Both gaps hinder accurate
academic progress (e.g., in terms of empirical studies) as this would require a precise
definition and valid measurement items. Thus, the research question of this paper is
what comprises information literacy in the social media context and how can we
measure it?

Our main objective is to answer this question by developing a rigor measurement
construct of what we call social media information literacy (SMIL). We have selected
the established construct development guideline of MacKenzie et al. [15], which serves
as the methodological framework of our study. Starting with developing a conceptual
definition of SMIL and the identification of respective items, several stages are pro-
ceeded to ensure content validity and general scale validity, thereby conducting both
qualitative as well as quantitative methods. Our main contribution is a rigor construct to
measure information literacy of an individual social media service user. In other words,
we develop a way to quantify social media information literacy.

The structure of this paper is as follows. First, the concept of information literacy
and its current state of research are briefly outlined. After that, the development of the
SMIL construct according to the step-by-step guideline of MacKenzie et al. [15] is
presented. The paper ends with a discussion of future research opportunities and
applications of the SMIL construct.
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2 Information Literacy and Social Media

Since the rapid increase and the abundance of published information online, research
regarding information literacy (IL) is becoming increasingly important. The term has
gained momentum but also reveals limitations in new application areas, such as social
media, where UGC is changing dynamically. Research endeavors have shown that
similar literacy concepts exist with blurring borders between the definitions of terms and
their goals. For example, Pinto et al. [16, p. 464] define IL as “the skills, competencies,
knowledge and values to access, use and communicate information”. Godwin
[17, p. 267] suggests that IL refers to “recognizing appropriate information, collabo-
rating, synthesizing and adapting it wisely and ethically”. These definitions also rep-
resent that current attempts of defining IL are diverse and aligned to a specific context
such as education [18] or work [12]. The term information literacy is often used in
combination with media [19, 20], online [21, 22] or computer [23, 24], as well as using
the term of IL skills [25] and IL competencies [26]. Existing IL models are usually
described with corresponding tasks (e.g., search information, use information, etc.). This
‘task perspective’ is the predominant approach in studies about information literacy and
can be linked to the life cycle model of information management of Krcmar [27]. This
model contains five views: managing (1) demand for information, (2) information
sources, (3) information resources, (4) supply of information, and (5) application of
information and is often used as the structural basis for related research.

Traditional models on IL mainly ignore specific features and characteristics of
social media. One of the few conceptual works of IL in the context of social media is
the 7i framework [28, 29] that consists of seven sub-competencies: (1) Information
needs; (2) Information sources; (3) Information access and seeking strategy;
(4) Information evaluation; (5) Information use; (6) Information presentation;
(7) Information process & finding reflection [29]. Although numbered, Stanoevska-
Slabeva et al. [29, p. 9] emphasize that there is no strict sequence: “teachers and pupils
[…] also frequently switched in an interactive manner back and forth among the sub-
competences before moving to the next sub-competence in the sequence. For example,
if the evaluation of the found information (sub-competence 4) reveals that more
information is needed, than the process was rather started from the beginning in order
to refine the information needs (sub-competence 1) or went back to refine the infor-
mation access and retrieval strategy (sub-competence 3).” Although the 7i framework
seems to be a comprehensive approach at first glance, one limitation is that it is “only”
derived from literature but not developed according to rigor construct development
procedures.

Another more holistic approach is the concept of metalitaracy. According to
Jacobson and Mackey [13], metaliteracy is envisioned as a “comprehensive model for
information literacy to advance critical thinking and reflection in social media, open
learning setting and online communities” [13, p. 84] and expands the standard literacy
concept. This new term unifies related literacy concepts (e.g., media literacy, visual
literacy etc.) and provides a so-called meta-perspective because current environments
are much more social, open, multimodal and enriched with media combined with
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collaborative functionalities. Jacobson and Mackey [13] apply their model to teaching
including the following elements: (1) Understand Format Type and Delivery Mode,
(2) Evaluate User Feedback as Active Researcher, (3) Create a Context for User
generated Information, (4) Evaluate Dynamic Content Critically, (5) Produce Original
Content in Multiple Media Formats, (6) Understand Personal Privacy, Information
Ethics and Intellectual Property Issues, and (7) Share Information in Participatory
Environments [13, p. 87], which is again in line with the general structure of infor-
mation management suggested by Krcmar [27]. However, similar to the case of the 7i
framework, a rigor measurement construct for metaliteracy is not suggested, which
constitutes a barrier of empirical investigations in this regard.

3 Construct Development

Based on the roots of construct development [30], the most recent guideline with a
focus on IS is the paper of MacKenzie et al. [15]. Compared to other approaches which
have been applied recently [31, 32], one of the key benefits of the guideline of
MacKenzie et al. [15] is a comprehensive description of how to develop an appropriate
conceptual definition of the focal construct (before starting with content validity checks
that is often the first step in other guidelines). This is very important for our project as
we find that current definitions of information literacy do not reflect the dynamic
character of information. Thus, the development of a clear and concise updated defi-
nition of information literacy is the basis of our study. Furthermore, MacKenzie et al.
[15] discuss often underutilized but useful techniques for providing evidence, e.g.,
regarding content validity. Therefore, we have selected the guidelines of MacKenzie
et al. [15] as our core paper and their suggested steps serve as the basis for our study.

3.1 Conceptualization (Step 1)

Step 1 refers to a summary of factors authors should consider in the conceptualization
phase, based on a literature review of previous theoretical and empirical research as
well as a review of literature with a focus on related constructs. To get an overview of
current measurements of social media skills and competencies in the fast growing body
of social media literature, we conducted such a literature review and applied the
guidelines proposed by Webster and Watson [33]. To define the scope at the beginning
of the review, an initial explorative search using Google Scholar and other scientific
databases (i.e., Scopus, ScienceDirect, ACM, Proquest, JSTOR and EBSCO) was
conducted to find out about current approaches of how to measure social media skills or
competencies and to identify them through the appropriate search query. After reading
and analyzing initial search results and testing several combinations of keyword on
Scopus, we conducted a search query with the following string:

information literacy AND social media OR construct* OR
measure*
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To include the full range of publications, we applied the truncation (asterisk
character) at the keywords construct and measure and considered all variation of these
terms such as plural or verb forms. A portfolio of 88 core articles were retrieved to
reach the ultimate goal of the process which is to develop a conceptual definition of the
construct. The retrieved papers are part of a very heterogenous academic field ranging
from educational and bibliographic studies to articles dealing with work. We did not
narrow down the scope of literacy initially, but considered articles that refer to aspects
such as metaliteracy, transliteracy [34], or reading literacy [35]. An individual analysis
of all articles followed for the purpose of identifying literacy definitions used by the
various authors. We could identify information literacy definitions made by authors or
references to such definitions given in other papers for 59 publications. We proceeded
with an iterative word-by-word analysis of the definitions to extract 23 major keywords
in the first iteration and 18 in the second iteration that were repetitively used. We
ultimately condensed these keywords to certain clusters that describe the treatment of
information in general or with special regard to social media, characterize the treat-
ment, or address influencing factors. Based on the clustered keywords, we finalize the
first step (conceptualization) of the agenda of MacKenzie et al. [15] by giving the
definition displayed in Fig. 1.

We followed the objective of a concise definition and, hence, aggregated common
terms to clusters, i.e., we combined related terms like select information and retrieve
information to the topic of obtaining information. Communication of information in the
context of SMIL is understood as a unidirectional, but also a bidirectional exchange of
information with the help of social media services. Signature examples would be a
tweet and response on Twitter, or comment and reply below a YouTube video. The
literature review suggests that re-evaluation should be perceived as a self-contained
cluster that can be differentiated from evaluation by adding additional interactive
exchange between users and integration of their feedback.

Recognize an 
information 
need

Understand 
information

Create 
information

Re-evaluate 
information

Evaluate 
information

Social media information literacy (SMIL) is
the set of abilities of an individual social media user to

Communicate 
information

Search 
information

Obtain 
information

Fig. 1. Definition of social media information literacy (SMIL)
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3.2 Development of Measures (Steps 2 and 3)

The first set of items stems from two sources. First, we screened the literature we had
selected for the literature review (see 3.1) for measurement items. Second, we derived
further items from our own SMIL definition which is in line with the recommendations
of MacKenzie et al. [15]. In total, we generated 40 items.

According to the procedure described in the core paper, we then aimed at analyzing
content validity of the items. Most content validity checks are of qualitative nature,
e.g., interviews. However, a limitation lies in the very subjective answers of such
approaches. We therefore applied the more quantitative approach of Hinkin and Tracey
[36] in which a rater has to assess the ‘fit’ of each item to the components of a
construct; in our case the eight SMIL components. Given the 40 items, this is a very
inconvenient approach for the raters, as it results in 320 decisions (40 items times 8
SMIL components) to be made by one respondent. Similar to Hinkin and Tracey [36],
we conducted the survey as part of official lectures in master’s programmes at our
affiliation (a business school located in Germany) to ensure enough time for
responding. By this, we were able to collect 79 completed surveys which is above the
recommended benchmark of n = 50 [36] for this type of content validity check.

We then applied one-way repeated measures ANOVA calculations to assess
whether the eight steps are significantly different from each other for each item. We
found for 14 out of the 40 items that there were steps not significantly different from
another step. These cases were discussed among the authors of this paper, and with
further department members during a research seminar. Based on this, we decided to
rephrase some of the items to improve clarity as suggested by Wieland et al. [37], and,
in turn, improve the content validity of our set of items. Table 1 lists the resulting set of
40 items.

Table 1. Overview of 40 SMIL items

Code Phrase

REC_1 I am able to recognise the information I need
REC_2 I am able to realize my need for information
REC_3 I am able to recognize the information I do not need
SEA_1 I am able to decide where and how to find the information I need
SEA_2 I am able to technically access information
SEA_3 I am able to apply appropriate search strategies (e.g., use of meaningful

keywords)
SEA_4 I am able to limit search strategies (e.g., date, hashtag, user)
SEA_5 I am able to choose appropriate sources when searching for information
OBT_1 I am able to collect information
OBT_2 I am able to retrieve information
OBT_3 I am able to choose appropriate information
UND_1 I am able to interpret information
UND_2 I am able to find consensus among sources

(continued)
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According to MacKenzie et al. [15], the next, fourth step would be specifying the
research model. Because of the limited space of a research-in-progress paper, we
decided to integrate the illustration of the model specification (step 4) with the data
collection (step 5) and scale evaluation and refinement (step 6). We thus present the
final model in the end of Sect. 3.3 highlighting the initial model of step 4 and the
changes made during the scale evaluation.

3.3 Scale Evaluation and Refinement, and Model Specification (Step 5
and 6)

Decisions about the investigated sample are especially crucial for testing a newly
specified model [15]. For consistency, we decided to address a larger number of

Table 1. (continued)

Code Phrase

UND_3 I am able to understand the intention of information
UND_4 I am able to identify points of agreement and disagreement among information

sources
UND_5 I am able to understand type and delivery mode of information
EVAL_1 I am able to evaluate the relevance of information
EVAL_2 I am able to evaluate the credibility of information
EVAL_3 I am able to evaluate the accuracy of information
EVAL_4 I am able to evaluate the quality of information
EVAL_5 I am able to identify if information is a fake
EVAL_6 I am able to identify if information is a rumour
CREAT_1 I am able to rephrase information to clarify its meaning
CREAT_2 I am able to create context for information
CREAT_3 I am able to modify identified information
CREAT_4 I am able to merge information
CREAT_5 I am able to change the scope by reducing information
CREAT_6 I am able to enrich identified information
CREAT_7 I am able to design information
COMM_1 I am able to display information for a given audience
COMM_2 I am able to share information with others
COMM_3 I am able to provide feedback
COMM_4 I am able to communicate information safely and securely
COMM_5 I am able to exchange information
COMM_6 I am able to provide constructive criticism to other users
REVAL_1 I am able to use reflective practices in order to re-evaluate information
REVAL_2 I am able to evaluate users’ reaction on my content
REVAL_3 I am able to evaluate information from interaction with other users
REVAL_4 I am able to reconsider my existing evaluation of information
REVAL_5 I am able to identify the benefits of re-evaluating information
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participants with similar characteristics compared to the initial target group of master
students we asked during the item generation step. But we expanded the target area to a
second UK-based business school to gather a data set of students with even more
heterogeneous backgrounds, which allows us to control for cross-cultural differences.
This data set of 96 valid responses account for approximately one-third of the overall
sample for this stage. The remaining two-thirds (n = 186 valid responses) were col-
lected with the help of the Amazon Mechanical Turk1 (MTurk) crowdsourcing plat-
form, making our overall sample more diverse by adding answers from various
countries around the world such as the USA and India. After reliability checks, the final
sample we could use for the scale evaluation consists of 282 participants with an
average age of 34.09 years. This is a sample size large enough to perform an
exploratory factor analysis (EFA) which is suggested by MacKenzie et al. [15] as a
suitable method to evaluate an item scale. The 160 male and 114 female respondents—
8 decided not to disclose their gender—needed 8.42 min to fill in the questionnaire that
was distributed.

We again asked to rate the 40 items (see Table 1) on the same 5-Point Likert scale
and transferred the raw data to IBM SPSS for further analyses. The main focus lay on
the EFA calculation that included all 40 item ratings of all 282 responses. This method
can be used to associate a number of correlated and measured items to superordinate
factors. We initially used Eigenvalues of 1 or above as the standard threshold for factor
extraction and rotated the factors using the Varimax method. This approach revealed
some rather unprecise item-factor relations though with only some clear extracted
factors. Following our conceptualization, we could expect eight unique factors, but
based on the Eigenvalues, we received only seven factors. However, relevant indicators
such as a good KMO value of .949, a significant Bartlett test, communalities of 0.464
for the weakest items or above, and ultimately 58.22% of the variance explained
indicated a reasonable model specification. Therefore, we proceeded with the refine-
ment as referred to in step 6 of the core paper.

First, we fixed the number of factors to be extracted to eight as operationalized in
the model. The variance explained raised to 60.63% accordingly. Second, we itera-
tively eliminated items with low overall factor loadings, including two items associated
with search information, SEA1 and SEA5, COMM4 (communicate information), or
REVAL1 (re-evaluate information). Second, we further deleted items from the set that
revealed high cross loadings towards multiple factors, e.g. CREAT1 and CREAT2
linked to create information. Finally, we decided to eliminate at this point all three
items that are supposed to form obtain information due to unsolvable cross loadings
with other items that form other factors. This led to a reduced item set with 19 out of 40
initial items at this stage of our research. The figure below (Fig. 2) contains all 40
original items and their factors as our conceptual SMIL model and—highlighted in
different shapes—those eliminated during our EFA calculation.

1 Accessible at https://www.mturk.com.
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3.4 Discussion of the Developed Model

Our results allow two key interpretations based on the initially derived model. The EFA
results correspond with the forecasted factors to a certain extent as seven of eight
factors could be identified. However, the results also reveal some cross loadings
suggesting interrelations of items between factors. As a prominent example, all three
items forming obtain information show rather weak loadings overall, and they load on
three different factors. Thus, we decided to eliminate the entire factor and its associated
items for now. As one next step though, we plan to reanalyze the cross loadings to
integrate these items to potential rearranged superordinate factors.

EFA results allow additional in-factor interpretations as individual analyses per
factor items yield two sub-factors instead of one main factor. Considering the example
of evaluate information, items EVAL1 and EVAL4 form one sub-factor whereas
EVAL2, EVAL3, EVAL5 and EVAL6 form another. Content-wise, the first sub-factor
can be linked to a level of higher abstraction, i.e., general evaluation of the information
itself and its quality. In contrast, the second sub-factor refers to a more detailed level of
evaluation such as credibility, accuracy, or the specific focus on fake news. Similarly,
communicate information revealed two distinctive sub-factors instead of a single factor.
One can be summarized as communication actions referring to information handling
(COMM1 & COMM2), e.g., “display” or “share” information, and the second sub-
factor addresses the communication and interaction with a recipient (COMM3 &
COMM6), e.g., providing “feedback” or “constructive criticism”. These findings pave
the way for extending the originally postulated model with second order constructs.

Social Media 
Information Literacy

eliminated

Communicate
information

COMM_1
COMM_2
COMM_3
COMM_4
COMM_5
COMM_6

Evaluate
information

EVAL_1
EVAL_2
EVAL_3
EVAL_4
EVAL_5
EVAL_6

Create
information

CREAT_1
CREAT_2
CREAT_3
CREAT_4
CREAT_5
CREAT_6
CREAT_7

REC_1
REC_2
REC_3

Recognize an
information need

SEA_1
SEA_2
SEA_3
SEA_4
SEA_5

Search
information

OBT_1
OBT_2
OBT_3

Obtain
information

UND_1
UND_2
UND_3
UND_4
UND_5

Understand
information

REVAL_1 REVAL_2 REVAL_3 REVAL_4 REVAL_5

Re-evaluate
information

Fig. 2. SMIL model
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4 Contributions, Implications and Future Work

We provide a construct which solves the issue of a more or less dispersed topic by
providing rigor in the design and development of the measurement scale for infor-
mation literacy in social media. Existing approaches dealing with enhanced information
literacy concepts such as metaliteracy [13, 14] or the 7i framework [28, 29] do not
cover a rigor measurement construct development. Our scale is valid for every indi-
vidual social media user; both in the private and business context.

Second, we introduce new ways of mapping our construct to existing theoretical
concepts in the field of IS research. A natural link exists towards the life cycle model of
information management of Krcmar [27]. More specifically, considering the research
stream of technology acceptance, experiences are often solely linked to the time users
spend to work and familiarize with a system, e.g., in TAM2 [38], UTAUT [39] or its
successor UTAUT2 [40]. In these models, experience is measured simplistically with a
tripartite ordinal scale. Our scale, however, also contributes in a new and unexpected,
but more eligible way to the measurement of experience in the social media envi-
ronment. Information literacy of social media users can serve as a novel criterion of
experience in addition to, exclusively, time.

Initial practical implications can be derived as well from our construct develop-
ment. From the perspective of several stakeholders, our research can contribute to their
decision taking. For example, educational institutions such as universities can use it to
adjust and optimize the measurement of students’ digital competencies (SMIL) [41].
Additionally, companies in general can capitalize from the construct in a similar way as
it gives them an instrument, they can use to identify potential fields for employee
trainings.

Intended future applications of our SMIL model are primarily related to research on
fake news. There are several potential ways of applying the construct on individuals to
assess their competencies in social media services to inform about possible threats,
impacts and create the awareness of misleading information in those networks. This is
in line with the call of Lazer et al. [6] to empower individuals to deal with fake news.
Empowering requires understanding of the status quo (i.e., the individual SMIL level),
and our model paves the way for future ways of its measurement. Upcoming research
projects could likely integrate the SMIL construct into holistic models addressing,
amongst others, work-related performance categories [42]. Moreover, the developed
scale informs existing roles on different levels (e.g., social media managers) in the
business context. Related questions could ask for a minimum SMIL level for a specific
occupation or role. At the same time this includes the measurement and assessment of
success for teaching social media literacy practices to students [29], e.g., when
investigating how curricula respond to the call of Fichman et al. [43] to support
students in understanding “how social media works”.

376 M. Murawski et al.



References

1. Kaplan, A.M., Haenlein, M.: Users of the world, unite! the challenges and opportunities of
social media. Bus. Horiz. 53, 59–68 (2010)

2. Bühler, J., Bick, M.: Name it as you like it? keeping pace with social media something.
Electron. Markets 28, 509–522 (2018)

3. Baur, A.W., Lipenkova, J., Bühler, J., Bick, M.: A novel design science approach for
integrating Chinese user-generated content in non-Chinese market intelligence. In:
Proceedings of the 36th International Conference on Information Systems (ICIS), Fort
Worth (TX), USA (2015)

4. Mikalef, P., Sharma, K., Pappas, I.O., Giannakos, M.N.: Online reviews or marketer
information? an eye-tracking study on social commerce consumers. In: Kar, A.K., et al.
(eds.) I3E 2017. LNCS, vol. 10595, pp. 388–399. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-68557-1_34

5. Allcott, H., Gentzkow, M.: Social media and fake news in the 2016 election. J. Econ.
Perspect. 31, 211–236 (2017)

6. Lazer, D.M.J., et al.: The science of fake news. Science 359, 1094–1096 (2018)
7. Fouquet, H., Mawad, M.: Macron Plans to Fight Fake News With This Law. https://www.

bloomberg.com/news/articles/2018-06-06/macron-fake-news-bill-shows-challenges-of-misi
nformation-fight

8. Nicola, S.: How Merkel Is Taking on Facebook and Twitter. https://www.bloomberg.com/
news/articles/2018-01-04/how-angela-merkel-is-taking-on-facebook-twitter-quicktake-q-a

9. Hennig-Thurau, T., Gwinner, K.P., Walsh, G., Gremler, D.D.: Electronic word-of-mouth via
consumer-opinion platforms: what motivates consumers to articulate themselves on the
Internet? J. Interact. Mark. 18, 38–52 (2004)

10. Ismagilova, E., Dwivedi, Y.K., Slade, E., Williams, M.D.: Electronic Word of Mouth
(eWOM) in the Marketing Context. Springer, Cham (2017). https://doi.org/10.1007/978-3-
319-52459-7

11. Ilomäki, L., Paavola, S., Lakkala, M., Kantosalo, A.: Digital competence – an emergent
boundary concept for policy and educational research. Educ. Inf. Technol. 21, 655–679
(2016)

12. Jinadu, I., Kaur, K.: Information literacy at the workplace: a suggested model for a
developing country. Libri 64, 61–74 (2014)

13. Jacobson, T.E., Mackey, T.P.: Proposing a metaliteracy model to redefine information
literacy. Commun. Inf. Lit. 7, 84–91 (2013)

14. Mackey, T.P., Jacobson, T.E.: Reframing information literacy as a metaliteracy. Coll. Res.
Libr. 72, 62–78 (2011)

15. MacKenzie, S.B., Podsakoff, P.M., Podsakoff, N.P.: Construct measurement and validation
procedures in MIS and behavioral research: integrating new and existing techniques. MIS
Quart. 35, 293–334 (2011)

16. Pinto, M., Doucet, A.-V., Fernández-Ramos, A.: Measuring students’ information skills
through concept mapping. J. Inf. Sci. 36, 464–480 (2010)

17. Godwin, P.: Information literacy and Web 2.0. Is it just hype? Program 43, 264–274 (2009)
18. Lau, W.W.F., Yuen, A.H.K.: Developing and validating of a perceived ICT literacy scale for

junior secondary school students: pedagogical and educational contributions. Comput. Educ.
78, 1–9 (2014)

Social Media Information Literacy – What Does It Mean and How Can We Measure It? 377

http://dx.doi.org/10.1007/978-3-319-68557-1_34
http://dx.doi.org/10.1007/978-3-319-68557-1_34
https://www.bloomberg.com/news/articles/2018-06-06/macron-fake-news-bill-shows-challenges-of-misinformation-fight
https://www.bloomberg.com/news/articles/2018-06-06/macron-fake-news-bill-shows-challenges-of-misinformation-fight
https://www.bloomberg.com/news/articles/2018-06-06/macron-fake-news-bill-shows-challenges-of-misinformation-fight
https://www.bloomberg.com/news/articles/2018-01-04/how-angela-merkel-is-taking-on-facebook-twitter-quicktake-q-a
https://www.bloomberg.com/news/articles/2018-01-04/how-angela-merkel-is-taking-on-facebook-twitter-quicktake-q-a
http://dx.doi.org/10.1007/978-3-319-52459-7
http://dx.doi.org/10.1007/978-3-319-52459-7


19. Somabut, A., Chaijaroen, S., Tuamsuk, K.: Media and information literacy of the students
who learn with a digital learning environment based on constructivist theory. In: Proceedings
of the 24th International Conference on Computers, India (2016)

20. Austin, E.W., Muldrow, A., Austin, B.W.: Examining how media literacy and personality
factors predict skepticism toward alcohol advertising. J. Health Commun. 21, 600–609
(2016)

21. Allen, M.: Promoting critical thinking skills in online information literacy instruction using a
constructivist approach. Coll. Undergrad. Libr. 15, 21–38 (2008)

22. Peterson-Clark, G., Aslani, P., Williams, K.A.: Pharmacists’ online information literacy: an
assessment of their use of Internet-based medicines information. Health Inf. Libr. J. 27, 208–
216 (2010)

23. Punter, R.A., Meelissen, M.R.M., Glas, C.A.W.: Gender differences in computer and
information literacy: an exploration of the performances of girls and boys in ICILS 2013.
Eur. Educ. Res. J. 16, 762–780 (2017)

24. Scherer, R., Rohatgi, A., Hatlevik, O.E.: Students’ profiles of ICT use: identification,
determinants, and relations to achievement in a computer and information literacy test.
Comput. Hum. Behav. 70, 486–499 (2017)

25. Al-Aufi, A.S., Al-Azri, H.M., Al-Hadi, N.A.: Perceptions of information literacy skills
among undergraduate students in the social media environment. Int. Inf. Libr. Rev. 49, 163–
175 (2017)

26. Pinto, M., Fernández-Pascual, R.: Information literacy competencies among social sciences
undergraduates: a case study using structural equation model. In: Kurbanoğlu, S., Špiranec,
S., Grassian, E., Mizrachi, D., Catts, R. (eds.) ECIL 2014. CCIS, vol. 492, pp. 370–378.
Springer, Cham (2014). https://doi.org/10.1007/978-3-319-14136-7_39

27. Krcmar, H.: InformationsManagement. Springer, Heidelberg (2015). https://doi.org/10.1007/
978-3-662-45863-1

28. Müller, S., Scheffler, N., Seufert, S., Stanoevska-Slabeva, K.: The 7i framework - towards a
measurement model of information literacy. In: Proceedings of the 21st Americas
Conference on Information Systems (AMCIS), Puerto Rico (2015)

29. Stanoevska-Slabeva, K., Müller, S., Seufert, S., Scheffler, N.: Towards modeling and
measuring information literacy in secondary education. In: Proceedings of the 36th
International Conference on Information Systems (ICIS), Fort Worth (TX), USA (2015)

30. Churchill, G.A.: A paradigm for developing better measures of marketing constructs.
J. Mark. Res. 16, 64–73 (1979)

31. Lewis, B.R., Templeton, G.F., Byrd, T.A.: A methodology for construct development in
MIS research. Eur. J. Inf. Syst. 14, 388–400 (2005)

32. Schmiedel, T., Vom Brocke, J., Recker, J.: Development and validation of an instrument to
measure organizational cultures’ support of business process management. Inf. Manag. 51,
43–56 (2014)

33. Webster, J., Watson, R.T.: Analyzing the past to prepare for the future: writing a literature
review. MIS Quart. 26, xiii–xxiii (2002)

34. Brage, C., Lantz, A.: A re-conceptualisation of information literacy in accordance with new
social media contexts. In: The 7th International Multi-Conference on Society, Cybernetics
and Informatics (IMSCI), pp. 217–222. Orlando, FL, USA (2013)

35. Fahser-Herro, D., Steinkuehler, C.: Web 2.0 literacy and secondary teacher education.
J. Comput. Teach. Educ. 26, 55–62 (2010)

36. Hinkin, T.R., Tracey, J.B.: An analysis of variance approach to content validation. Organ.
Res. Methods 2, 175–186 (1999)

37. Wieland, A., Durach, C.F., Kembro, J., Treiblmaier, H.: Statistical and judgmental criteria
for scale purification. Supply Chain Manag.: Int. J. 22, 321–328 (2017)

378 M. Murawski et al.

http://dx.doi.org/10.1007/978-3-319-14136-7_39
http://dx.doi.org/10.1007/978-3-662-45863-1
http://dx.doi.org/10.1007/978-3-662-45863-1


38. Venkatesh, V., Davis, F.D.: A theoretical extension of the technology acceptance model.
Four Longitudinal Field Stud. Manag. Sci. 46, 186 (2000)

39. Venkatesh, V., Morris, M.G., Davis, G.B., Davis, F.D.: User acceptance of information
technology: toward a unified view. MIS Quart. 27, 425–478 (2003)

40. Venkatesh, V., Thong, J.Y., Xu, X.: Consumer acceptance and use of information
technology: extending the unified theory of acceptance and use of technology. MIS Quart.
36, 157–178 (2012)

41. Murawski, M., Bick, M.: Demanded and imparted big data competences: towards an
integrative analysis. In: Proceedings of the 25th European Conference on Information
Systems (ECIS), pp. 1375–1390, Guimarães, Portugal (2017)

42. Alessandri, G., Borgogni, L., Truxillo, D.M.: Tracking job performance trajectories over
time: a six-year longitudinal study. Eur. J. Work Organ. Psychol. 24, 560–577 (2015)

43. Fichman, R.G., Santos, B.L., Zheng, Z.: Digital innovation as a fundamental and powerful
concept in the information systems curriculum. MIS Quart. 38, 329–353 (2014)

Social Media Information Literacy – What Does It Mean and How Can We Measure It? 379



The Role of Tweet-Related Emotion
on the Exhaustion – Recovery

from Work Relationship

Konstantina Foti1(&), Despoina Xanthopoulou2,
Savvas Papagiannidis1, and Konstantinos Kafetsios3

1 Newcastle University Business School, Newcastle upon Tyne NE1 4SE, UK
{k.foti2,savvas.papagiannidis}@ncl.ac.uk

2 Aristotle University of Thessaloniki, 541 24 Thessaloniki, Greece
dxanthopoulou@psy.auth.gr

3 University of Crete, 741 00 Rethymnon, Greece
kafetsik@uoc.gr

Abstract. This study examined the relationship between work-related
exhaustion and the recovery experiences of psychological detachment and
relaxation during leisure, and the moderating role of emotion (positive & neg-
ative) when using Twitter during and after work. Participants were asked to rate
their emotion based on the tweets they posted each day, together with their
exhaustion at work and their recovery experiences at the end of the day. Results
from the multilevel analyses showed that experiencing positive emotion when
tweeting at work buffered the negative relationship of exhaustion and psycho-
logical detachment, but not relaxation. Negative emotion did not moderate the
relationship significantly. The results show that social media can play a sig-
nificant role in the recovery process and offer interesting insights both for
employees and organisations.

Keywords: Emotion � Exhaustion � Psychological detachment � Relaxation �
Twitter

1 Introduction

Employees deal with several demands on a daily basis at work. Research has shown
that employees need to adequately unwind and recover from job demands daily as this
prevents further energy depletion and keeps them physically and mentally healthy [1,
2]. So far, research examined how specific activity types (e.g. work-related, household,
physical, social and low effort) associate with recovery. However, due to major changes
introduced by the progress of Information and Communication Technologies (ICTs),
many of the activities that employees engage in today are digital, take place online and
relate to social media. Existing research on ICTs and recovery paid attention on the
medium, such as smartphones [3], on the Internet use [4], or on social media use in
general [5, 6], thus, neglecting the nature of the social media experience and its role on
recovery. To address this gap in the literature, we examined active social media use and
the impact the nature of the experience while using social media as a new context may
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have on the process of recovery from work. Specifically, we investigated the moder-
ating role of emotion (positive & negative) by tweets posted during and after work on
the exhaustion–recovery experiences relationship. The study adds to the literature by
integrating the role of social media in the recovery process. Importantly, we advance
our understanding of the conditions under which social media use is more likely to be
beneficial or detrimental for the daily recovery. By investigating the moderating role of
emotion elicited by the social media activity, we bring out the conditions under which
tweeting at work and during leisure may help (or impede) exhausted employees to
detach from work and relax during their off-job time.

2 Daily Exhaustion and Recovery from Work

Recovery is the process where employees unwind and refill the resources used at work
[7]. Following the effort-recovery model [8], investing effort to deal with job demands
leads to physio-psychological activation and acute responses, such as exhaustion (i.e.,
the state of energy depletion from job demands) [9]. Hence, employees recover when
demands are no longer present, which allows for their physio-psychological systems to
return to baseline. In this context, recovery can occur by taking breaks between work
tasks (i.e., internal), and at leisure time (i.e., external).

Engaging in off-job activities that enable recovery experiences, employees can
“recharge their batteries” and feel recovered [10–13]. This is because recovery expe-
riences facilitate replenishing those resources that employees invested at work and even
gain additional resources [14]. From the four recovery experiences (i.e. psychological
detachment, relaxation, control & mastery) [7], this study focuses on psychological
detachment and relaxation, that are considered the most central. Psychological
detachment refers to switching off from work, while relaxation is a state of low acti-
vation [7].

Exhaustion was found to correlate negatively to psychological detachment and
relaxation [7]. Also, exhausted employees were less likely to detach psychologically
from work [2]. When feeling exhausted, employees are unable to meet job demands
due to lack of energy and as such they fail to meet performance goals [15]. As a result,
exhausted employees are more likely to continue working during leisure [16] to
compensate for performance failures and as such, they are less likely to detach from
work and relax. Also, exhausted employees are less likely to relax during their leisure
time. Exhaustion due to prolonged exposure to work stressors exposes employees to
extended activation of their functional systems [8]. At the same time, resource
depletion due to exhaustion impedes employees from investing resources in activities
that can help them experience relaxation and recover [7, 17].

Hypothesis 1: Exhaustion is negatively associated with psychological detachment
and relaxation during leisure.
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3 Social Media and the Recovery Process

The rapid growth of social media has introduced major changes in everyday life. Social
media refer to “web-based services that allow individuals, communities, and organi-
zations to collaborate, connect, interact, and build community by enabling them to
create, co-create, modify, share, and engage with user-generated content that is easily
accessible” [18]. Today, there are approximately three billion people globally logging
onto social media, spending an average of two hours per day [19]. Research so far has
presented social media as a double-edged sword. On the one hand, using social media
actively helps individuals reduce stress, increases life satisfaction, reduces loneliness
and enhances well-being [20–22]. Interacting with co-workers on social media after
work promotes job satisfaction, as social media help employees keep their work tasks
under control and bond with their colleagues [5]. Spending personal time on the
Internet during work can help employees take a mental break and re-charge their
batteries resulting in higher work engagement in the subsequent hour [6]. Taking a
break from work using your smartphone was found to relate to higher levels of hap-
piness by the end of the working day [23]. On the other hand, digital breaks from work
were found to inhibit recovery [24], while extensive social media use at work results in
lower work engagement [6]. Using Facebook passively (e.g., content consumption,
without engagement or content creation) was related to lower life satisfaction and well-
being [25]. Nevertheless, the association between social media and recovery experi-
ences remains untangled.

Previous research has provided mixed results on the effect of social media use on
recovery. These mixed findings may be due to the fact the previous studies mainly
assessed the social media use. Hence, the present study focuses on the quality of the
social media use instead, as experienced by the users. To this end, we investigated the
role of emotion from actively engaging with the social media platform of Twitter at
work and leisure. In this study, we employed the popular social networking micro-
blogging service Twitter. Users share up to 280-character long text messages called
tweets. Twitter attracts 321 million monthly users of all age groups [26], tweeting about
various topics. The vast majority of users tweet about their lives on the go since 80% of
them access the platform via their smartphone [27]. The advantages of Twitter, in terms
of frequency of use, diversity of its population and speed of information, make it ideal
for this study.

4 The Moderating Role of Emotion from Twitter

Social media in general, and Twitter in particular, offer a broad variety of services (e.g.
networking, communication, content creation, etc.). By being active in Twitter, users
may have variant experience and may satisfy different needs online (e.g. entertainment,
information seeking, etc.). Thus, it is essential not to focus solely on social media use,
but to examine what people are actually experiencing while using social media and
how these experiences are affecting the recovery process. We argue that the emotion
experienced while posting on Twitter at work and at leisure can moderate the impact of
work exhaustion on recovery experiences. Emotion is an important component of
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everyday communication in both offline and online human interactions [28, 29].
Emotion can be described as “multi-component response tendencies that unfold over
relatively short time spans” [30]. Compared to moods – which are more diffused and
last longer – emotion is triggered by specific causes and has a limited duration [31].
Here, we adopt a two-dimensional structure composed of the orthogonal dimensions of
positive and negative emotion [32].

Negative emotion refers to negative valence, such as distress and sadness. Research
has shown that negative emotion narrows thought-action repertoires [33] and depletes
individuals’ personal resources [34] - a process detrimental to employee recovery [14].
Negative emotion also triggers reactivity. In this way, individuals’ load reactions
remain activated [8], which hampers exhausted employees from recovery experiences.
Based on these arguments, we hypothesise:

Hypothesis 2: Negative emotion from tweets moderates the negative relationship
between exhaustion and recovery experiences (i.e., psychological detachment and
relaxation), where the relationship is stronger when negative emotion is high than
when it is low.

Positive emotion refers to positive valence, such as happiness, alertness and
excitement. Experiencing positive emotion broadens thought-action repertoires and
helps employees build resources [33, 35, 36]. Positive emotion can down-regulate the
negative impact of negative emotion on well-being [34]. Thus, when employees post
tweets that elicit positive emotion, they gain resources that may help them counteract
they negative impact of exhaustion on recovery experiences. Put differently, when
exhausted employees experience higher (vs. lower) positive emotion by actively using
Twitter, they are more likely to detach from work and relax because they gain resources
that can be used for recovery purposes. Thus, we hypothesize:

Hypothesis 3: Positive emotion from tweets moderate the negative relationship
between exhaustion and recovery experiences (i.e., psychological detachment and
relaxation), where the relationship is weaker when positive emotion is high than
when it is low.

5 Method

5.1 Procedure and Sample

A convenience sample was employed, consisted of full- and part-time employees that
use Twitter. The participants completed an online questionnaire at the end of the
working day, for a maximum of 5 working days. A bespoke system was built to
retrieve the tweets employees posted. Participants reported their emotion about the
tweets they posted on that day, together with questions about exhaustion at work, and
psychological detachment and relaxation at leisure. Participation was voluntary and the
data was gathered confidentially. As a participation incentive, respondents were offered
to be included in a raffle for Amazon coupons at the end of the data collection.
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The final study sample consisted of 33 employees (N = 285 study points), of
which 16 (48.5%) were women, and posting on average 3.4 tweets per day (SD =1.5).
Participants employed full-time were 97% of the sample, with mean tenure in their
current position of 7 years (SD = 5). Their mean age was 38 years (SD = 8.4). The
sample was heterogeneous in terms of jobs: 16 participants (50%) were working in
education, 6 (18.8%) in technology and the rest were employed in sales, consulting,
entertainment and administrative sectors. Their contract hours were on average 38 h
per week (SD = 7.5), while their actual working hours were on average 46 h per week
(SD = 11). All participants held a university degree, with 15 (45.5%) holding a mas-
ter’s degree, 11 (33.3%) holding a PhD and 7 (21.2%) a bachelor’s degree.

5.2 Measures

The diary study assessed each participant’s (positive and negative) emotion for dif-
ferent tweets they posted and their daily levels of exhaustion at work and psychological
detachment and relaxation during leisure. Because of the demanding nature of diary
studies [37] and to minimise participant burden, the variables were measured with the
use of abbreviated and one-item scales [38].

Emotion from Tweets. The momentary emotional experience elicited by each tweet
was measured with items from the Positive and Negative Affect Schedule (PANAS)
[32]. Participants were presented with a list of 8 PANAS descriptors (5 positive and 3
negative) and were asked to indicate the extent to which these adjectives described how
they felt with regard to each tweet (“This tweet made me feel…”). All items were rated
on a 5-point scale, ranging from (1) “not at all” to (5) “to a great extent”. The items
measuring positive emotion were ‘happy’, ‘energetic’, ‘proud’, ‘interested’ and ‘at-
tentive’. Cronbach’s alphas ranged from .86 to .89 across the study points. The items
measuring negative emotion were ‘nervous’, ‘upset’ and ‘sad’. Mean Cronbach’s alpha
was a = .68 (ranged from .55 to .76). Reliabilities for the emotion sub-scales were
calculated on a tweet-basis (where reliability was measured for all the first tweets of the
first day, then second tweets of the first day, etc.).

Daily Work-Related Exhaustion. Two items from the Shirom-Melamed Burnout
Measure (SMBM) were used to assess exhaustion: “Today at work, I felt exhausted”
and “Today at work, I felt burned out”. Items were scored on a 5-point scale ranging
from (1) “totally disagree” to (5) “totally agree”. The inter-item correlations ranged
from .51 to .78 across the study days, suggesting high internal consistency.

Daily Recovery Experiences. Psychological detachment and relaxation were mea-
sured using items from the Recovery Experience Questionnaire [7], as adapted to
measure daily recovery experiences [39]. Two items were used to measure psycho-
logical detachment: “during leisure, I forgot about work” and “during leisure, I didn’t
think about work at all.” Inter-item correlations ranged from .66 to .96 across the study
days. Relaxation was measured with the item: “after work, I used the time to relax”.
The items used for the purposes of this study were selected based on their factorial
(Bakker et al., 2015) and face validity. Response options were based on a 5-point scale,
ranging from (1) “totally disagree” to (5) “totally agree”.
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6 Strategy of Analysis

Data were collected at the tweet-level (N = 285), the day-level (N = 5) and the person-
level (N = 33). Given that both antecedent and outcome variables were assessed at the
day-level, and since we were interested in overall emotional experiences, data related to
tweets (i.e., positive and negative emotions) were averaged to the day-level. Partici-
pants reported their emotion from tweeting for an average of 3.5 tweets per day
(min = 1; max = 6 tweets/day). We tested a two-level model, with daily measurements
(level-1) nested in employees (level-2). All relationships were modelled at the within-
person level of analysis. According to Maas and Hox’s [40] rule of thumb, there is a
need for at least 30 cases at the highest level of analysis in order to perform robust
multilevel analyses with fixed slopes, making the sample of the study sufficient. Pre-
dictor and moderating variables were centred around the person mean, to capture
within-person variations. The total sample was split into two samples based on the time
the tweets were posted: one for the tweets posted at work (N = 32 participants &
N = 95 study points), and one for the tweets posted after work (N = 21 participants &
N = 40 study points). Hypotheses were tested for each sub-sample separately. Analyses
were performed with MLwiN 3.00 [41]. For significant interaction effects, the simple
slopes test was performed with the online calculation tool by Preacher, Curran and
Bauer [42].

7 Results

7.1 Preliminary Analyses and Descriptive Statistics

First, we examined if the variance of the day-level dependent variables could be
explained by both levels of analysis, by estimating the interclass correlation coefficient.
Also, for each dependent variable a deviance difference test (Dv2) was conducted to test
whether a model that accounted for two-levels (i.e., days nested in employees) fit the
data better than a model with one level. Results indicated that the two-level model fit
the data better than the one-level model, both for the sample for tweets posted at work
and for the sample for tweets posted at leisure. For tweets posted at work, results
showed that 57% of daily psychological detachment (D−2x log = 13.48, df = 1,
p < .05) and 67% of daily relaxation (D−2x log = 8.84, df = 1, p < .05) could be
attributed to within-person changes. For tweets posted during leisure, results showed
that 22% of daily psychological detachment (D−2x log = 20.8, df = 1, p < .05) and
61% of daily relaxation (D−2x log = 4.42, df = 1, p < .05) is attributable to within-
person changes, meaning that multilevel modeling is appropriate for testing the study
hypotheses. The means, standard deviations, and correlations between the study vari-
ables for the tweets posted at work (N = 32 participants & N = 95 study points) and for
the tweets posted at leisure (N = 21 participants & N = 40 study points) are presented
in Table 1.
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Table 2 presents the results from the multilevel analyses predicting psychological
detachment, and Table 3 the multilevel analyses predicting relaxation. According to
Hypothesis 1, daily exhaustion was expected to relate negatively to both psychological
detachment and relaxation. As shown in Tables 2 and 3, this hypothesis was rejected
since no significant interaction found between exhaustion and the experiences of
psychological detachment and relaxation.

According to Hypothesis 2, negative emotion from tweets was expected to boost
the negative relationship between exhaustion and recovery experiences. Results
regarding the negative emotion related to tweets during work did not support a sig-
nificant interaction effect either on psychological detachment (b = −0.25, SE = 0.43,
t = −0.58, ns; Table 2) or on relaxation (b = −0.18, SE = 0.46, t = −0.40, ns;
Table 3). Also, results regarding negative emotion from tweets posted during leisure
did not support the moderating role of negative emotion either on the relationship
between exhaustion and psychological detachment (b = 0.20, SE = 1.09, t = 0.18, ns;
Table 2), nor on the relationship between exhaustion and relaxation (b = 0.35,
SE = 1.13, t = 0.31, ns; Table 3). Thus, Hypothesis 2 was rejected.

According to Hypothesis 3, positive emotion from tweets was expected to buffer
the negative relationship between exhaustion and recovery experiences. Results
showed that positive emotion from tweets posted during work indeed moderated the
exhaustion – psychological detachment relationship (b = 0.63, SE = 0.32, t = 1.99**,
p < .01; Table 2) significantly, but not the exhaustion – relaxation relationship
(b = 0.07, SE = 0.35, t = 0.19, ns; Table 3). Results for the tweets posted during
leisure did not support the moderating role of positive emotion from tweets either on
the relationship between exhaustion and psychological detachment (b = −0.88,
SE = 0.64, t = −1.38, ns; Table 2) or on the relationship between exhaustion and
relaxation (b = 0.49, SE = 0.76, t = 0.65, ns; Table 3).

Table 1. Means, standard deviations and within-person correlations of the study variables for
tweets at work and at leisure.

Variables M
work

SD
work

M
leisure

SD
leisure

1 2 3 4 5

1. Exhaustion 2.41 1.10 2.39 1.20 – −.23 .26 −.05 −.46**

2. Positive emotions 3.49 0.90 3.17 1.10 −.13 – −.18 −.02 .14
3. Negative emotions 1.22 0.52 1.27 0.52 −.01 −.25* – −.20 −.11
4. Psychological
detachment

2.54 1.18 2.99 1.53 −.10 .20 −.19 – .48**

5. Relaxation 3.01 1.20 3.00 1.43 −.44** .19 −.05 .47** –

Note. N = 32 participants and N = 95 study points for tweets posted at work. N = 21
participants and N = 40 study points for tweets posted at leisure. Correlations above the
diagonal concern tweets posted at leisure, and below the diagonal concern tweets posted
at work. The Mean and Standard Deviation for tweets at work and tweets at leisure are
also presented. ** p < .01, * p < .05.
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We probed the significance of the simple slopes [42], to examine the pattern of the
significant interaction effect of exhaustion and positive emotion on detachment. When
positive emotion from tweets was low, exhaustion related negatively to detachment
(estimate = −2.27, SE = 1.1, z = −2.07, p < .05; Fig. 1), but was not related when
positive emotion was high (estimate = 2.13, SE = 1.13, z = −1.88, ns; Fig. 1), par-
tially supporting Hypothesis 3.

Table 2. Multilevel analysis for day-level psychological detachment

Tweets posted during work Est. SE t

Intercept (c0) 2.60 0.17 15.49**
Exhaustion (c1) −0.07 0.14 −0.49

Positive emotions (c2) −0.28 0.22 −1.27
Exhaustion � Positive emotions (c3) 0.63 0.32 1.99**
Intercept (c0) 2.56 0.17 15.04**

Exhaustion (c1) −0.06 0.14 −0.41
Negative emotions (c2) −0.15 0.24 −0.62

Exhaustion � Negative emotions (c3) −0.25 0.43 −0.58

Tweets posted during work Est. SE t

Intercept (c0) 2.89 0.32 9.10**
Exhaustion (c1) −0.09 0.15 −0.61

Positive emotions (c2) −0.05 0.33 −0.15
Exhaustion � Positive emotions (c3) −0.88 0.64 −1.38
Intercept (c0) 2.86 0.31 9.30**

Exhaustion (c1) −0.17 0.16 −1.09
Negative emotions (c2) 0.27 0.46 0.58

Exhaustion � Negative emotions (c3) 0.20 1.09 0.18

Note. N = 32 participants & N = 95 study points for tweets posted at
work. N = 21 participants & N = 40 study points for tweets posted at
leisure. **p < .01

Fig. 1. Interaction effect of exhaustion and positive emotion from tweets on change in
psychological detachment
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8 Discussion, Implications and Future Research

In this diary study, we examined the moderating role of positive and negative emotion
elicited from tweets (during and after work) on the relationship between daily work-
related exhaustion and the recovery experiences of psychological detachment and
relaxation during leisure. In contrast to our expectations, daily exhaustion from work
was not found to associate directly to psychological detachment or relaxation. How-
ever, multilevel analyses showed that the positive emotion elicited by the social media
activity moderated the recovery process. As expected, in line with the broaden-and-
build theory [33, 43], when employees are experiencing positive emotion when posting
on Twitter, the negative impact of exhaustion on psychological detachment from work
is buffered. Contrary to expectations, positive emotion elicited from tweeting were not
found to buffer the impact of exhaustion on relaxation, while negative emotion did not
significantly strengthen the negative impact of exhaustion on recovery experiences.

The study contributes to the literature, by providing a better understanding of the
exhaustion – recovery experiences relationship when taking into consideration the
emotional experiences in the social media context. Our results contribute to the dis-
cussion on the impact of social media on recovery from work, by showing that the
quality of the social media activity and specifically the experience of positive emotion
is relevant for the recovery process. Taking into consideration that recovery is crucial
for healthy and productive employees that help organisations flourish, understanding

Table 3. Multilevel analysis for day-level relaxation

Tweets posted during work Est. SE t

Intercept (c0) 3.04 0.17 18.34**
Exhaustion (c1) −0.28 0.15 −1.82
Positive emotions (c2) −0.23 0.25 −0.92
Exhaustion � Positive emotions (c3) 0.07 0.35 0.19
Intercept (c0) 3.04 0.16 18.64**
Exhaustion (c1) −0.23 0.15 −1.50
Negative emotions (c2) −0.02 0.26 −0.08
Exhaustion � Negative emotions (c3) −0.18 0.46 −0.40

Tweets posted during work Est. SE t

Intercept (c0) 3.00 0.25 11.87**
Exhaustion (c1) −0.71 0.21 −3.43**
Positive emotions (c2) −0.38 0.45 −0.86
Exhaustion � Positive emotions (c3) 0.49 0.76 0.65
Intercept (c0) 3.02 0.26 11.69**
Exhaustion (c1) −0.68 0.20 −3.44**
Negative emotions (c2) −0.24 0.58 −0.41
Exhaustion � Negative emotions (c3) 0.35 1.13 0.31

Note. N = 32 participants & N = 95 study points for tweets
posted at work. N = 21 participants & N = 40 study points, for
tweets posted at leisure. **p < .01
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recovery when using social media has also practical implications. Organisations can
allow social media use at work, as it can buffer the negative impact of job demands on
employees. As research has shown, recovery can be supported by intervention pro-
grammes [44]. Work trainings could include the topic of social media use at work to
help employees reflect on their use and benefit from it on the level of recovery and
well-being.

Our study has some limitations. First, the study does not comprise an exhaustive
framework for all potential factors that may determine the social media-recovery
relationship. Future research could replicate the study, while introducing new factors,
to shed more light on the impact of social media on recovery. One such is examining
the effects discrete emotions may have on recovery. Next, the sample size was rela-
tively small. While the sample size was adequate for the purposes of the study [40],
future research can benefit from larger sample sizes. Finally, this study was conducted
in the Twitter setting, excluding other social media. This may place constraints to the
generalisability of the findings. However, the study did not focus on Twitter use per se,
but on the quality of experience when using Twitter. Future research could replicate our
framework by adopting other social media. To conclude, the quality of social media
experience can have an impact on the job demands-recovery relationship. Future
research is needed to focus on the quality of social media experience and its implication
on employee well-being.
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Abstract. Interactions in open source communities are often informal, and
enacted through online discussion forums. While discussion and associated
sentiment is critical to sustaining open source communities, they have not been
studied to date. To address this gap in knowledge, this study uses sentiment
analytics to illuminate the frequency of 2,364 discursive manifestations of
contradictions through the theoretical lens of Activity Theory (AT). The study
contributes to current discourse on contradictions by demonstrating the impor-
tance of dialectical contradictions as a driving force for learning, change, and
sustaining open source communities. Implications for research and practice
provide opportunities for revising current business methods and practices, which
inevitably have implications for a sustainable society in the 21st century.

Keywords: Activity Theory � Contradictions � Sentiment analytics �
Open source

1 Introduction

OSS1 development is a knowledge-intensive activity that involves software developers,
who are usually geographically dispersed, using online forums to coordinate their work
activities [1–3]. These online forums are communication channels where software
developers express their emotions concerning their degree of satisfaction [4] con-
cerning a specific piece of software code (known as a patch) that is peer reviewed. Peer
review is an important quality assurance mechanism in the OSS community but is less
well understood when compared to other aspects of OSS development [5].

As the online forums facilitate peer reviews and interactions between members of
the open source community, it offers a rich source of insights into community practices
and social norms [3]. Previous research on online forums focused on discovering
knowledge sharing practices [6], information seeking behaviours among developers

1 OSS is a type of computer software in which source code is released under a license in which
the copyright holder grants users the rights to study, change, and distribute the software to anyone
and for any purpose (Laurent, AMS, 2004).
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[7], identifying active contributors [8], and the sentiment of members within the
community [4, 9–12]. Research has shown that sentiment affect quality, productivity,
creativity, group rapport, and job satisfaction [13]. Understanding the sentiment of
software developers is important for project managers as it provides a better under-
standing of the social factors that affect the project and the corrective actions required
to improve sentiment [4, 5].

OSS development is also a highly collaborative activity [2], requiring creativity and
problem-solving skills, which are influenced by emotion [14]. Further, the sustain-
ability of open source communities requires software developers to maintain healthy
relationships with their peers in order to ensure their input and support [15]. It would
therefore seem logical that the sentiment of project members plays an important role in
the success or failure of a project, however project managers find it difficult to keep
track of their people’s feelings [1].

As OSS projects are notoriously subject to contradictions (i.e. tensions, conflict,
breakdown in communication), we use Activity Theory (AT) to examine contradictions
because AT anticipates this [16]. Contradictions are “historically accumulating struc-
tural tensions within and between activity systems” and are a fundamental concept in
AT [17, p. 137]. The identification of contradictions helps practitioners to focus their
efforts on the root causes of problems. This collaborative analysis can lead to the
creation of a shared vision for the solution of the contradictions [18]. [19] propose four
distinct types of contradictions which they associate with discursive manifestations,
namely, (i) double binds, (ii) conflicts, (iii) critical conflicts, and (iv) dilemmas. In this
manner, discursive manifestations can be associated with a type of contradiction and
with its resolution.

We argue that a greater scrutiny of discursive manifestations is necessary in the
study of open source communities for three key reasons.

First, by illuminating discursive manifestations of contradictions rich insights into
the social norms and practices of open source communities will be revealed. This is
important as organisations in the 21st century play an active role in shaping the
structure and direction of open source communities [20].

Second, there is a noticeable absence of research that progress from simply
applying sentiment analytics [1, 4, 5] to advancing the accumulative body of knowl-
edge via theoretical development. This lack of cumulative tradition [21, 22] resonates
with the issue of ‘fragmented adhocracy’, which has previously overshadowed IS
research [23–25]. By grounding the study in AT, we theorise how sentiment analytics
can be used to provide a deeper understanding contradictions.

Third, in the context of online forums that are used by open source communities,
[26] makes a call for a serious expansion of our understanding of organisations, work,
and learning. This study answers this call, by examining sentiment in the context of
collaborative work.

Using AT as the theoretical lens is pertinent in this study for three key reasons,
namely (i) understanding context in which the words are used is important as it strongly
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influences accuracy [27, 28] and AT is oriented at understanding the activity in context
[29]. AT acknowledges contradictions as a means of understanding and change [17,
30], a concept that is not explicit in other social theories [31]. Hence, we make the
claim that it is more useful to integrate sentiment analytics with the analysis of dis-
cursive manifestations. In doing so, rich insights into how emotions permeate work and
contradictions, that influence how people work on daily basis is revealed. Therefore,
through the lens of AT the overarching aim of this study is to

“Explore how sentiment analytics can illuminate discursive manifestations of contradictions in
the context of open source communities”.

The paper is structured as follows. First, a review of literature on contradictions
from the perspective of AT is presented. Next, the method used to extract and clean
data for the purpose of analysis is outlined. Then, key findings and analysis is pre-
sented. Followed by discussion and implications for practice, academia, and society.
The paper ends with conclusions, limitations and future action.

2 Activity Theory

Contemporary thinking on AT, known as third-generation AT emerged from the
seminal work of [32] who acknowledges the systemic relations between an individual
and their environment, by highlighting the influential nature and interrelatedness of the
larger social context.

A fundamental concept of AT is the notion of contradictions, which occur within an
activity and/or between multiple interrelated activities and promote dialectical trans-
formation [17, 33]. While the term ‘contradiction’ may be considered by some as a
weakness, from the perspective of AT, they are a sign of richness and an opportunity to
develop in the activity system [33, 34]. Contradictions are seen as the sources of
learning and can become the driving force for change and development in a system, if
they are addressed [16]. Essentially contradictions are ‘motors of change’ [35]. Con-
tradictions can occur either inside the key constructs (e.g. community) or between
them, or they may occur in networks of activity systems [17, 36]. Contradictions can be
identified through their manifestations, which include, disturbances, errors, problems,
rupture of communication, breakdowns, and clashes [17, 37, 38]. However, contra-
dictions may not be obvious, openly discussed, or be culturally or politically chal-
lenging to confront [35, 39]. Researchers must therefore rely on indirect methods to
make visible the contradictions and to explain the genesis of their development [40].

More recently, discursive manifestations of contradictions in organisational change
efforts have been studied [19, 40]. Table 1 lists four distinct types of contradictions that
[19] associate with discursive manifestations and its resolutions.
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Double bind is typically expressed “first by means of rhetorical questions indicating
a cul-de-sac, a pressing need to do something and, at the same time, a perceived
impossibility of action” [19]. Occurs when a person or group engages in interactions
that raise paradoxical and contradictory demands, which make it difficult to step back
from their current activities, and consequently create feelings of helplessness. A double
bind is typically a situation which cannot be resolved by an individual alone [19].
Resolution requires making practical changes that are transformative and collective
actions that go beyond words but is often accompanied with expressions such as “let us
do that”, “we will make it” [19, 40].

Critical conflict are situations ‘in which people face inner doubts that paralyse them
in front of contradictory motives unsolvable by the subject alone’ [19, p. 374]. These
critical conflicts are very emotionally and morally charged, which makes it difficult, or
even impossible, for them to be resolved solely by the subjects involved (ibid). The
discourse is also marked by vivid metaphors [40]. Resolution occurs ‘via a renegoti-
ation of meaning for the subject who was accompanied by the collective in order to
allow the former to gain critical distance from their experience and to give it new
meaning’ (ibid, p. 282).

Conflict takes the form of resistance, disagreement, argument and criticism, and
occurs “when an individual or a group feels negatively affected by another individual or
group, i.e. because of a perceived divergence of interests, or because of another’s
incompatible behaviour” [41, p. 1]. [19] observed that people engaged in a conflict tend
to argue and to criticise each other. Conflicts are resolved through compromise or
submitting to authority or the majority [40].

Table 1. Types of discursive manifestations of contradictions

Manifestation Features Linguistic cues

Double bind Facing pressing and equally
unacceptable alternatives in an
activity system:
Resolution: practical
transformation
(going beyond words)

“We”, “us”, “we must”, “we have to”
pressing rhetorical questions,
expressions of helplessness

Critical conflict Facing contradictory motives
in social interaction, feeling
violated or guilty
Resolution: finding new
personal sense and negotiating a
new meaning

Personal, emotional, moral accounts
narrative structure, vivid metaphors “I
now realise that…”

Conflict Arguing, criticising
Resolution: finding a
compromise, submitting to
authority or majority

“No”, “I disagree”, “this is not true”,
“this I can’t accept”

Dilemma Expression or exchange of
incompatible evaluations
Resolution: denial,
reformulation

“On the one hand [.. .] on the other
hand”; “yes, but” “I didn’t mean that”,
“I actually meant”
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Dilemma is an ‘expression or exchange of incompatible evaluations, either between
people or within the discourse of a single person’ and is most often expressed in the
form of hesitations, such as “yes, but” [19]. It is typically reproduced rather than
resolved, often with the help of denial or reformulation (i.e. I didn’t mean that).

3 Methodology

This section outlines the process we used to analyse sentiment and discursive mani-
festations pertaining to discussions via the DPDK2 community platform between 28th

Feb and 4th May 2018. As sentiment analysis tools require customisation for the
context of software development [42–44] we customised two popular sentiment
analysis dictionaries – ‘Opinion Lexicon’ and ‘Comparative Words’. To analyse the
sentiment in the message body content, we followed a similar approach to [9] where the
message body is split into tokens and using a rule-based algorithm in combination with
two dictionaries, assigned a positive, neutral, or negative score. The assigned sentiment
scores ranged from ‘Strong negative’ (−20), Weak negative (−10), Neutral (0), Positive
(+10), and Strong positive (+20). A token is assigned a score according to the matching
word found in the dictionaries and the overall sentiment of a message was computed as
the sum of all scores assigned to the tokens contained in that message. The research
method consists of three inter-related phases, namely, (i) data extraction, (ii) data pre-
processing, and (iii) data analysis.

Phase 1 Data Extraction: Comprised of extracting messages from the dpdk-dev
mailing list archived at http://mails.dpdk.org/archives/dev/. A total of 13,461
messages were extracted in RAR file format.

Phase 2 Data Pre-processing: Executed using Python scripts, messages were
converted from RAR file format into CSV file format and messages dated outside
the release cycle removed. This resulted in 8,585 messages being included in this
study. The message content was cleaned for analysis using regular expressions to
ensure that only the message body and natural language remained. All message
headers, code, file paths, and non-alphanumeric symbols/characters were removed.
This activity was critical to reduce any instances of misclassification [1]. The
remaining text was then converted into DataFrame format (tabular data structure in
Python) for compatibility purposes with the sentiment analysis algorithm.

Phase 3 Data Analysis: As domain-specific terms influence sentiment analysis [1],
the research team collaborated with members of the open source community to
refine the dictionaries and data in an iterative manner. The natural language dic-
tionary was augmented with domain-specific language of the open source com-
munity to include the following terms, ‘NIT’ (e.g. OK but a small problem),

2 The main features of the DPDK review process include, (i) hosting software code in a public
repository, (ii) a mailing list where registered members ‘submit’ code, (iii) code is reviewed publicly
on the mailing list, and (iv), successfully reviewed code is merged into the main repository for
scheduled releases.
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‘NACK’ (e.g. Not accepted by the community), and ‘LGTM’ (e.g. Looks good to
me). Also, as noted by [19], their categorisation of manifestations is not exhaustive.
Therefore, the linguistic cues unique to the open source community studied are
included in the analysis of discursive contradictions, namely, ‘NIT’ (e.g. Dilemma),
and ‘NACK’ (e.g. Critical conflict). These findings are presented in the next section.

4 Findings and Analysis

We investigate sentiment around ‘nack’ and analyse the underlying discursive mani-
festations of contradictions, these are generally viewed by the community as wasted
time and effort (i) of the developer who developed the patch, and (ii) of the community
members who review the patch.

Sentiment Analysis: Figure 1 illustrates the sentiment score plotted against time,
during which activities (e.g. scoping, pre-merge code, bug fix, test, and release) are
completed as part of the release cycle. The red bars are the dates that 15 ‘nacks’
occurred during the release cycle - 5 in March, 8 in April, and 2 in May.

Analysis of the sentiment reveals that the overall sentiment is minimally positive
(0.210). A number of positive and negative outliers are present at the start and end of
release cycle. The underlying reason for these is that initially a patch will have
errors/defects but following a series of reviews and revisions, the quality of the patch
improves, as does sentiment of the community. As overall sentiment is minimally
positive, these findings challenge the assumptions of the community that messages
containing ‘nack’ should have strong negative sentiment. This indicates that the ‘nack’
messages can also contain positive sentiment that can have a neutralising effect on the
overall sentiment score.

This finding is supported by the distribution of sentiment scores represented in
Fig. 2 below. The sentiment score distribution that is normally distributed and the
mode is zero. This indicates that the majority of discussions were neutral due to the
technical nature of the conversations for each review.

Bug fix, Test, ReleasePre-merge codeScoping

0.210

Fig. 1. Sentiment score plotted against time (Color figure online)
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Table 2 provides a summary of the statistics for the 18.05 release cycle. These
findings support the previous analysis such as the ‘mean’ progressing from −0.12 in
Feb to +0.21 in April.

To further investigate the underlying sentiment of ‘nack’ messages, the discursive
manifestations of contradictions are analysed.

Analysis of Contradictions: Table 3 below shows that a ‘nack’ can manifest as dif-
ferent types of contradictions – critical conflict, conflict, and dilemma – indicating that
there are subtle differences around instances of ‘nack’ that require further investigation.
For example, in the following excerpt from an email message (2nd Mar), “The proposed
patch is a workaround that doesn’t address the underlying issue, thus NACK unless
proven otherwise:)” we start to understand why sentiment around ‘nack’ are not
strongly negative. Firstly, a smiley emoji at the end of the sentence indicates that the
author is not adversarial with this comment. Secondly, the author rejects the patch, but
leaves it to the community to prove that this patch is still useful for solving the
“underlying issue”, which implies this is a conditional ‘nack’ and the author is willing
to retract it. In another excerpt (12th Apr), “So, as it is, it’s a NACK from me, but let’s
work together on something better:)” a positive sentiment is displayed by the author
who encourages the community to work towards a better solution, despite the rejection
of the patch.

Fig. 2. Frequency distribution of sentiment scores

Table 2. Summary statistics of release cycle

Feb Mar Apr May Release
cycle

Number of messages 85 2884 5224 392 8,585
Mean sentiment score −0.12 0.34 0.15 0.11 0.21
Standard deviation 2.98 2.56 2.56 2.38 2.55
% of messages with a sentiment
score within 1 standard deviation

89% 86% 87% 83% 86%
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5 Discussion and Implications

The study revealed that although ‘nack’ is considered by the community to be extre-
mely negative, 7 cases of ‘self-nack’ occurred. Rather than categorise ‘self-nack’ as a
critical conflict manifestation, in the context of this study it is categorised as a
‘dilemma’. The reasoning for this is that a person who contemplates a ‘self-nack’ is
faced with the dilemma of being ridiculed or rewarded by their peers, depending on
when and why the ‘self-nack’ is initiated. The analysis of sentiment and contradictions
collectively challenge the assumptions of the open source community, namely, that the
community is overly negative due to the online platform that is used to communicate
feedback on patch reviews, and that all instances of ‘nack’ are really negative and
considered ‘bad’. Further, from the perspective of AT, our analysis highlighted that
events that are perceived as “bad” are indeed opportunities for innovation, improved
dialogue within the community, and better collaboration between all stakeholders of the

Table 3. Discursive manifestations of contradictions

Manifestation Examples in context of this study Frequency

Double bind “We must guarantee”
“We must allocate”
“We can work around that”
“We need to know how”
“We must consider a solution”
“We must send comments”

1,380

Critical conflict “I am sorry; I have to NACK because the change is not
explained”
“I can’t agree with this statement”
“I’m very unhappy about the…”
“No, we must use…”

933

Conflict “I disagree with this final assessment”
“I bet your teacher would disagree with that statement with
one single paragraph in your book reports - taste is hard to
debate, but you have gone the extreme route with only the
bare minimum blank lines and that is not good”
“Looks like you assume that the device is always plugged in
while the DPDK application starts, this is not true”

10

Dilemma “I don’t like it. It’s a NACK from me, but let’s work
together on something better”
“Two nits I think we could add a note”
“Self-nack on this patch”
“On second thoughts, self-nack”
“Does it mean a NACK?”
“We would like 2 or 3 more days on this before we can
‘ACK’ ‘NACK’ this patch”
“Yes, but I have already…”
“NACK, I am looking into it”

41

Total 2,364
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open source ecosystem. Also, rather than view a ‘nack’ as a waste of time, resources,
and finances, it can be used as an opportunity to create events (on/offline) that can build
cohesion in the open source community and contribute to the overall health and sus-
tainability of the community.

The findings from this study have important implications for software development
research in academia, industry, and the wider society.

Implications for Industry: First, understanding the pattern of communication is
important because it provides an opportunity for management and project teams to
stabilise the flow of work and patch reviews during the various activities (i.e. scoping)
of a release cycle. Second, sentiment and contradictions provides insight into the
emotional states of software developers and holds much promise for better manage-
ment of people involved in software development projects in general. Third, it is a
strategic advantage for organisations involved in open source projects to understand the
circumstances of a ‘nack’ in order for corrective action to be taken.

Implications for Academia: First, as all data analysis tools have limitations, researchers
need to not only assess the suitability of such tools for their research project, but also
need to carefully understand the social context of the research in order to draw
meaningful and actionable insights that enable organisational change. A second
implication, which is related to the first, is that sentiment analysis, by itself, does not
provide rich contextual data to drive organisational change (i.e. at project level).
Supplementing this approach with a robust theoretical framework such as AT provides
researchers with the opportunity to analyse and conceptualise complex real‐world
situations where the interrelationship between communities of people (open source
community), mediating tools (online forum), and a cultural‐historical setting co‐evolve
(new members join or leave the open community). Third, analysing the natural lan-
guage used in the mailing list, from the perspective of discursive manifestations pro-
vides rich insights into the internal dynamics of online communities, which we know
are not well understood [c.f. 6].

Implications for a Sustainable Society: As social sustainability is a key dimension of
sustainability [45], the role of big data and analytics can have positive and negative
implications for society [46]. Remote working is recognised as a key strategy for a
sustainable society as it reduces travel, which in turn reduces carbon emissions. The
tools used in this study have a meaningful role to play in enabling sustainable work
practices as part of a larger suite of technologies that enable and support distributed
work. Combining sentiment analysis with analysis of contradictions are useful indi-
cators of the social well-being of individuals and teams, as well as maintaining the
social structure of communities [47]. For example, these indicators can provide com-
panies with opportunities to develop interventions that improve the quality of life and
well being of its employees and their families, which in turn would reduce health care
costs, as prevention is better than a cure [46].
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6 Conclusion, Limitations, and Future Action

Obtaining accurate sentiment from mailing lists remains a key challenge [2] but can be
mitigated by customising sentiment analysis tools for the context of the study [42]. The
research demonstrates that it is feasible to extract and analyse data from mailing lists
with high accuracy. We presented sentiment analysis as a mechanism for extracting
(i) sentiment expressed in mailing list patch review comments, and (ii) the four types of
discursive manifestations and their frequency during the release cycle. While a limi-
tation of the study is that one release cycle is not representative of the DPDK online
community, the study does present opportunities for future work in order to gain a
deeper understanding of the relationship between discursive manifestations of contra-
dictions and sentiment, as well as the propensity of individual reviewers over time.
Future work will indeed focus on multiple release cycles during a full year and/or
compare sentiment across multiple projects. This study highlights the importance of not
only considering sentiment as quantitative values but to take into consideration the
context of the sentiment values and how discourse can directly and indirectly have a
positive or negative impact on people within the activity system.
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Abstract. Nowadays, most of the organizations and businesses develop online
services, which add value in their business and even increase their customer
base. Social Media has changed the dynamics of digital marketing. Social media
gives power to customers to post, share, and review content. Customers can
directly interact with other customers and companies. In this paper, we will
analysis huge user-generated content which can be used by organizations for
their customer engagement strategies. The purpose of this study is to derive
insights using Twitter Analytics on Twitter data to understand how businesses
use Twitter for customer engagement strategies. Data collected from Twitter.
The present paper uses descriptive and content analysis techniques for analyzing
the tweets. The analysis will help in identifying the gaps in the priorities of the
stakeholders. With the right customer engagement strategies, companies can
make benefits.

Keywords: Twitter Analytics � Customer engagement � Sharing economy

1 Introduction

The concept of Customer engagement has gained attention in recent years by both
practitioners and academics [21]. Organizations today need to build an emotional
connection with their customers for performing better. This business communication
between the brand and its customers referred to as customer engagement [5]. The
outcome is a customer base with more brand loyalty and awareness and hence better
revenues for the company. Companies today use various methods like personalized
discounts, feedback collection, social campaigns, which could be either offline or
online. However, with the major shift towards technology, companies have now
extensively started using social media for engaging with their customers, for Example,
blogs, microblogging sites, Video sites, social sites [22].

The competition among the players and the service providers on online services are
rising. Companies always need to come up with new ideas, features, and discounts, etc.
They also need to pay special attention to their customer service, as being an online
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platform, they receive instant criticisms or gratifications. Social media platforms widely
used for expressing such emotions by users. In the long run, customer loyalty can
contribute by continuous engagement and providing differentiated service.

Twitter has gained immense popularity and is being used in all fields like political
campaigns, marketing purposes, branding, public sensitization, etc. [16]. Twitter is
being used by users and service providers extensively for discussions and opinions. So,
it very important to analyze, visualize, and summarize the Twitter conversations for
finding the new insights in respective of customer engagement [16, 23]. The reason
why marketers should concern about Twitter conversations because tweets from cus-
tomers and service providers can influence the sentiments of customers towards their
brands. Keeping this in mind, the purpose of this study is to explore the Customer
engagement behavior of Uber in India and the users of this service, in the Twitter
platform. Uber, a US-based company, is one of the leaders in sharing economy in the
global market [18]. As a business that runs from a digital platform, Uber follows many
customer engagement methods. We aim to understand the strategy that Uber applies to
ensure customer loyalty and hassle-free customer service. So, we attempt to address the
following research objectives (RO) based on Uber as a case study using Twitter data.

RO1: Using social media analytics to learn about customer engagement of
businesses.
RO2: Examine customer engagement behavior of Uber in India using Twitter data.

In this paper, Sect. 2 describes literature. Section 3 is talking about methodology
and findings. Section 4 describes managerial implications, and in the end, Sect. 5 gives
limitations and future work.

2 Literature Review

Social media users generate a massive amount of user data. Social media term means
online portals and websites where people can share information, interest, and even can
give opinions [8]. Social media and engagement connected as social media engagement
mean communication or interaction. There are several studies on social media and
engagement [9–12]. Armstrong and Hagel [13] highlighted that engagement through
social media for marketers can be beneficial. Even now, it becomes a new business
communication way where marketers and customers can get engaged in conversations
[14]. Existing literature shows many insights about engagement on social media [3–6].
It is also relieved that on social media customer engagement is easier. Boyd et al. [14]
studied retweet behavior and tried to connect with customer engagement. Harrigan
et al. [15] highlight customer engagement in respective of tourism brands based on
social media. Ibrahim et al. [16] collected data from Twitter and studied to determine
how different types of engagement with customers affect customer sentiments. Social
media conversations also affect brand value of businesses. Ahujaa and Shakeel [1] talk
about customer engagement for this purpose; they used word clouds and further did
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sentiment analysis for Jet Airways. There are few studies, which uses social media data
for customer engagement [24, 27]. Twitter has been used as a social media platform for
customer engagement [2, 7].

The sharing economy has changed the way of consuming goods and services [25].
Kumar et al. [26] give insights for service enablers, i.e., how resources and focus
between service providers and customers can be balanced. Most of the current literature
addresses, what are the motives of a consumer to participate in collaborative services
tangibly [25]. Based on the literature, we find out that there is no study in sharing
economy domain where customer engagement measured on Twitter data conversations.

3 Methodology and Findings

3.1 Data Collection

The collection of tweets from Twitter was done using R programming and using
TwitteR package. Tweets having #Uber_India, #uberindia and @mentions of Uber_-
India, UberINSupport, Uber_Support collected over three months from October 2017
to December 2017. The tweets collected were then segregated into two categories. First
is tweets by users in which the tweets collected from the same handles. The tweets
having @mentions of Uber but not posted by Uber were separated and were taken to be
tweeted by the customers. Second is Tweets by Uber. The tweets which had been
tweeted by the Uber company handles were chosen to be tweets by Uber. Post
removing duplicates, we had 46,618 tweets by Uber and 41,135 tweets by the users.

3.2 Data Preprocessing

The data preprocessing involved steps like removing URLs, @usernames, numbers and
punctuations and common English stop words like the, are, is, Uber, etc. Stemming of
the document and stripping the white spaces have done [19]. The “tm” package in R
programming was used to achieve this. The result was a set of tweets with only the
words that have relevance and can contribute to the analysis.

3.3 Data Analysis

The analysis was done separately for both types of categories of tweets, i.e., the tweets
by the users and the tweets by the Uber as the objective was to understand the customer
engagement of Uber, the activities and reactions of the users to the service provided by
Uber. For this purpose, Descriptive analytics of the tweets done in the form of the word
cloud and content analysis [20].

Tweets by Users: The purpose of analyzing the tweets by users is to understand their
essential requirements and their satisfaction from the services of Uber.
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Word Cloud: As a part of the analysis, the most common words used by the users
found out in the form of a word cloud (Fig. 1). The size of the word is proportional to
its usage. It shows that words like “driver,” “help,” “app,” “charge” dominate the
picture. Some other words which stand out are “issue,” “cancel,” “refund,” “support”
etc. which seem to portray an image of users facing issues with the service and looking
out for help. The critical topics of discussion are related to payment, security, ride,
bookings, and customer service, which tells that users generally use Twitter to post the
issues or they may have faced and looked for support and resolution from the company.

Sentiment Analysis: Sentiment analysis would help us to understand the dominating
sentiments of the users towards Uber in their tweets.

Figure 2 shows the sentiment analysis of the tweets by the users. It shows that the
highest percentage is for trust, followed by anticipation and sadness. Users were
looking for a trust factor while availing any services. About the sentiments, even
though the positive sentiment is slightly more than negative, there is still a large
percentage which falls under negative sentiment which cannot be ignored.

Topic Modeling: Topic modeling discovers abstract “topics” in a set of documents
which are in the form of a cluster of words. For this purpose, we have used the Latent
Dirichlet Allocation (LDA) model [17]. For this study, 50 such topics of 15 words each
found. From the word cloud, we could understand that the users gave priority to
customer service. However, to further understand the most common reasons for their
issues or the topics of discussion among them, these topics were manually classified
under three categories i.e. customer service, information sharing, and criticism.

Fig. 1. (a) Word Cloud for user tweets (b) Word Cloud for Uber tweets customer replies
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A. Customer Service: Customer service, we can divivde into two categories i.e.
technical and non-technical (Table 1).
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Fig. 2. (a) Sentiment analysis of user tweets (b) Sentiment analysis of Uber tweets

Table 1. Classification of customer services

Category Attribute Description

Technical Application/account
related

Tweets that talked about the Uber application and
account related issues like login, bookings, etc.

Payment Problems related to payment and payment methods like
being overcharged, Paytm associated problems, etc.

Fares and promo Issues related to the charge and promotion offers given
like Fares incorrectly charged, promo code did not
work as expected

Non-
technical

Safety About problems or threat of any kind, the passengers
must have faced during the journey

Quality of customer
service

Problems with the customer service they receive, which
includes the time duration of customer query
resolution, experience of the customer in this duration,
follow-ups due to the delay, etc.

Diversifications Issues with the different services under Uber, for
example, Uber Eats, Uber Pool, Uber Auto, etc.
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B. News/Information Sharing: Customers share the current trending information about
the organization like the change in leadership, organizational expansion, mergers or
acquisitions, etc. A loyal customer is interested to know about the brand and expects
continuous communication about the organizational strategies.

C. Criticism: Customers directly criticize the services of the company when they face
issues with the services in any form. They may sometimes not be as generous with their
complaints. Others Mostly dealing with collaborations, feedback received, etc. which
are few.

On classification, the results were obtained as shown in Table 2. It observed that a
vast majority of tweets (72%) dealt with customer service, be it for technical or non-
technical issues. This shows that users use Twitter extensively for seeking issue
solution. Among these, a significant chunk of the topics related to the quality of
customer service (20%) and issues related to payment (13%) and driver (13%). This
reinstates the importance of customer service. Customers look for quicker and a hassle-
free solution to their problems. Any issues about the duration taken for customer
service, constant reminders from the customer’s end, unsatisfactory resolution, etc.
reflect poorly on the quality of customer care. Customers are also open with their
criticisms (13%) and not as transparent about appreciations.

Tweets by Uber: These are the Tweets posted by Uber. Which, we can divide into
three major types. First is Customer Replies. These are the replies to individual cus-
tomers and looks to either provide a solution to their issue, request for further infor-
mation to solve the problem or give some information to a user query. Second is
retweets. Many of the positive comments by the users and feedbacks are retweeted by
Uber and broadcasted to their followers to increase their brand value and marketing.
Tweets by customers provide a more significant impact and help in increasing their
customer base.

In the end, third is Tweets by Uber for Customer Engagement. These were the
tweets by Uber which aims at establishing constant engagement with the customers, be
it in terms of providing promos, running a contest, talking about a social cause, etc.
Sentiment analysis of all Uber Tweets shown in Fig. 2. On analyzing the tweets, it
observed that the percentage of tweets in each of the categories mentioned above found
to be as given below in Table 3. Most of the tweets are customer replies, followed by
retweets and then tweets by Uber for establishing customer engagement. We analyzed
these three categories in detail for more insights into customer enagagement. Which
discussed in below subsequent subsections.

A. Customer Replies

Word Cloud: Among the tweets of customer replies, a word cloud was formed to
understand the most common words in use. The results have shown in Fig. 1. It saw
that words like “Please,” “Help,” “Sorry” is prominent, which shows that they are
amicable and apologetic in their response to the issues. Other words such as “email,”
“app,” “section,” “register,” etc. show the solutions given for the issues faced by users.
The customer replies as expected, mostly dealt with providing customer care services.
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Sentiment Analysis: Further, sentiment analysis was done to understand the polarity of
response by Uber. On examining Fig. 3, the fact that sentiment adopted by Uber
towards the user is highly positive. The trust factor is very high, while emotions like
disgust and fear are the least. These results show that Uber tries to build trust among its
customers, knowing that it is of utmost importance to them. The language they use for
interaction is also very positive.

Topic Modeling: A topic modeling for the tweets was done, with an output of 15 topics
containing ten words each. Each of these topics divided into four types of replies.
Viriya et al. [7] used a six type of reply model. However, in our study, we have
removed the chit-chat and the positive comment categories as they do not fit in our
data. The four types of replies can be explained as below:

i. Information: The purpose of the reply is to provide the users with useful infor-
mation he/she needs.

ii. Apology: The purpose of the response is to apologize for a mistake. Such reac-
tions are crucial when providing customer support and typically contain apolo-
getic and supportive words, such as ‘sorry,’ ‘apology,’ etc.

iii. Question & inquiry: The purpose of the reply is to ask the user a question or
request specific information.

iv. Gratitude: The purpose of the reply is to offer gratitude or thank to the user. It was
seen that the maximum types of responses were for information (47%), followed
by an apology (24%). The other two were less frequent, i.e., gratitude (18%),
inquiry and question (12%).

Table 2. Classification of user tweets

Types of tweets Percentage

Customer service Technical Application and account related 9%
Payment 13%
Promo, Fares 7%

Non-technical Safety/security 7%
Quality of customer service 20%
Driver 13%
Diversifications 4%

News/information sharing 9%
Criticism 13%
Others 7%

Table 3. Classification of Uber tweets

Categories % of tweets

Customer replies 81.8
Customer engagement 7.2
Re-tweets 11
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Since we had seen earlier that maximum tweets by users were related to issues and
customer service, the replies by Uber are in sync with that. Most of their responses
dealt with providing information to the customer, be it about their issues and how to
resolve them or proactive information. Also, a large section of the tweets was for
apologizing and empathizing with the customers for their unhappiness and inconve-
nience they may have faced.

B. Retweets: Uber retweets many positive comments and appreciations they receive
from the customers. It acts as online word-of-mouth; hence, customers get more
influenced. It acts as a recommendation by the customers and helps in increasing their
customer base and building new relationships. It is these retweets that make a tweet go
viral in the online media. Therefore this is a great strategy used by businesses to
improve their brand presence. Also, retweeting user tweets makes them feel good and
post similar compliments in the future. Retweeting again helps in building the brand
image. While Uber retweets customer comments, they also frequently request the
customers to retweet their tweets to increase their reach. This action is usually a part of
a contest or to promote it. This strategy, along with providing information to the
existing followers, also helps in generating new customers.

C. Tweets by Uber for Customer Engagement: These tweets are the contents created
by Uber for customer engagement. It may be in the form of contests that involve
interactions by customers, providing information about the organization or services,
talking about collaborations, and social issues.

Word Cloud: A word cloud created (Fig. 3) and it shows that, apart from the names of
the cities in which Uber has its operations, words like “free,” “ride,” “win,” “code,”
“contest,” “promo” show relevance. These words suggest that promotion campaigns
are widely run to ensure users embrace the service. The reason could be because the
customers in India are very price sensitive. Campaigns like “ubericecream” also seem
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Fig. 3. (a) Sentiment analysis for customer replies of Uber (b) Word Cloud for customer
engagement of Uber
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to have been well promoted. Since we wanted to understand in-depth how Uber
engaged with its customers so, further, the tweets divided into three categories, which
explained below:

Organizational Content: These directed towards the organization and shares news
about organizational growth, plans, and corporate social responsibility, etc. They help
to build an image of the brand in the minds of the customers.

Promotional Content: These deal with promotional campaigns to increase their busi-
ness and provide information related to the products and prices. The aim is that the
customers accept the product and use it.

Relational Content: These are information which is of considerable significance to the
customer and shows the sensitive side of the organization. The primary objective here
is to build a long lasting relationship with the customer by keeping them engaged.

Instead of finding the topics of discussion using topic modeling, the 4598 tweets by
Uber were categorized into these three categories manually to get a more realistic
picture. It observed that a significant portion of the tweets dedicated to promotional
content (86%) followed by relational content (13%) and organizational content (less
than 1%). It shows that Uber focuses highly on promotions. They regularly give offers
in the form of free rides, rate cuts, credit points, etc. This strategy is essential as the
users in India are price sensitive, and there are several players in the market offering
competitive prices. Such promotions become crucial for such industries. Lastly, the
organizational content, as expected, is low. They share details about the organization
and its leadership, but the number deficient. An overall picture from the analysis shown
below (Table 4), which gives a comparison of the results obtained using Social Media
Analytics of the two perspectives of customer engagement.

4 Discussion and Managerial Implications

Post studying the tweets by users and by Uber, it can be said that users give high
importance to the trust factor when availing the services of a cab aggregator. Safety is
of utmost importance. The quality of customer service provided by a company is a
major factor that determines if a customer would be loyal to them and continue using
their services. Uber should keep these in mind in their social engagement strategy.
Since customers have shown dissatisfaction for the customer care service provided,
Uber should make it their focus area. A discontented customer tends to become a
negative influencer which could pose a problem for Uber. Most of the issues arise for
payments or driver related issues. These should be made a priority if the target is to
reduce the number of problems faced by the customers over time.

The current activity by Uber in social media is mostly in line with the customer
requirement as the majority of their tweets are catering to customer service, issue
judgement, positive and polite. However, they still need to improve the quality in terms
of quicker resolution and better communication. Apart from this, Uber should also post
more information about the organization as it would make customers feel more con-
nected. They should seek more feedback from the customers. Uber has excellent
promotional and customer engagement programs.
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5 Limitations and Future Research

The study was initiated to explore the Customer Relationship Management (CRM) of
Uber. However, we faced issues with segregating the tweets into the different stages of
CRM – Customer Acquisition, Retention, and Advocacy. A large number of tweets
made it difficult to classify them manually. Using topic modeling also did not help
resolve this as the topics do not give a clear picture of the content talked. A new way of
trying to explore this could be done which would help organizations to reflect upon
their existing CRM models. The scope of this study has been limited to India and could
be expanded globally. In our study, the drivers have not been taken into consideration
enough though they form a large customer segment for Uber. A survey of the drivers
could have been done to analyze the relationship of the organization with the drivers.
This survey would increase the extent of the study to incorporate all the stakeholders.
The scope of this study can be further expanded to study the retweets in-depth, which
would help identify the influencers and the correlation between retweets and various
stages of CRM.
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Abstract. Social media platforms are an inexpensive communication
medium help to reach other users very quickly. The same benefit is
also utilized by some mischievous users to post objectionable images
and symbols to certain groups of people. This types of posts include
cyber-aggression, cyberbullying, offensive content, and hate speech. In
this work, we analyze images posted on online social media sites to hurt
online users. In this research, we designed a deep learning based sys-
tem to classify aggressive post from a non-aggressive post containing
symbolic images. To show the effectiveness of our model, we created a
dataset crawling images from Google search to query aggressive images.
The validation shows promising results.

Keywords: Cyber-aggression · Cyberbullying ·
Online Social Networks · Convolutional Neural Network ·
Augmentation

1 Introduction

With the emergence of the web-based popular Online Social Networks (OSN)
such as Instagram1, Facebook2, Vine3, these are exponentially increasing the
user-generated content, that can reach billions of people in mere of a second.
These sites make a user find people with common interests, share enormous
real-time information, and eases business. In spite of these benefits, there are
many detrimental outcomes associated with OSN such as Internet harassment,
Cyber-aggression [4], Cyberstalking [12], Cyberbullying [23], and many more.
Among them, Cyber-aggression is a growing and serious problem for online users.
Cyber-aggression is defined as aggressive or hostile behavior that uses electronic
media to cause harm to other people [8,9,13,14]. Cyber-aggression could occur
1 www.instagram.com.
2 www.facebook.com.
3 https://vine.co/.
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in various form like, written/verbal aggression (e-mails, instant messaging, chats,
verbal post, etc.), visual-based aggression (posting, sending or sharing embar-
rassing images or video).

Cyber-aggression crosses all physical borderline. The Internet has abundantly
opened up the global platform to users who access it on a wide-range of devices.
Some users use free to post or send whatever they want on an online platform
without bearing in mind how that content can inflict pain and sometimes cause
severe psychological and emotional injuries. Online users can hide their iden-
tities through the Internet too easily [7]. The social networking site such as
ask.fm4 allow the users to post with hiding their identity. As a result, the expe-
riences of a victim may be unnoticed, and the activities of a bully may remain
uncontrolled. Even if bullies are recognized, many individuals are unaware of
responding properly to these instances. Cyber-aggression can be continual phe-
nomenon because of the easily available, and access of the Internet make viral
and exposing the victims to an entire virtual world. It makes them feel sick and
worthless. Although any age-group of social networking user could be affected
by Cyber-aggression, teenagers and youngsters are the most affected people.
Cyber-aggression on teenagers and youngsters have been shown to cause both
mental and psychological issues. Most of the time, kids and teenagers use online
social sites only with curiosity irrespective of knowing the potential risks [22].
Recent studies have reported that teenagers make generous use of image and
video sharing online sites (e.g., Instagram, Vine) [18]. In particular, visual (image
and video) content now accounts for more than 70 % of all web contents5. All
together, there has been a substantial rise in using image and video content for
Cyber-aggression [25] and it has been declared that Cyber-aggression grows big-
ger and meaner with photos and video [10]. The reality is that cyberbullying is
one such issue that only becomes more severe if it is ignored. Therefore, it must
be monitored at an earlier stage. The severity of the problem needs immediate
attention from a technical point of view because manual detection is not scalable
as well as time-consuming. Automated tools need to be developed, which can be
helpful in automated monitoring [30] that can minimize the mental and physical
health issues on users.

Therefore, this motivated us to develop an automated tool to detect the cases
of Cyber-aggression so that users can feel safe and secure and get unconditional
support. Identifying the Cyber-aggression on social media is a very challenging
task due to several reasons, e.g., various form of post, multi-lingual text, the
non-standard writing style of online users, etc. Most of the existing works [2–
5,15,20,24,29] have solved Cyber-aggression issues based on text. Some recent
works [9,28] tried to solve Cyberbullying issues related to the image-based post.
Hosseinmardi et al. [9] built a model to predict Cyberbullying incidents on the
Instagram network based on initial user data such as the post of an image with
associated text caption, and the number of followers & followings. Singh et al.

4 https://ask.fm/.
5 https://www.recode.net/2015/12/7/11621218/streaming-video-now-accounts-for-

70-percent-of-broadband-usage.
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[28] built a model to identify Cyberbullying incidents on the Instagram network
with visual and text features. To the best of our knowledge, no previous work has
been proposed to detect Cyber-aggression on the image-based post, especially
on symbolic images. We analyze aggressive post of several social media such as
Facebook, Twitter, and Instagram and found that some post only the image part
of the post are aggressive that contain direct aggression or indirect aggression
in the form of symbolic aggression where bullies target the user to humiliate,
insult, and to make fun of or mock them. We mainly considered those type of
image where the post is having both types of direct or indirect aggression. The
last decade has provided considerable research on the causes and effects of text-
based aggression on social media, but there is no research has been done on a
symbolic type of aggression related to the image-based post. Due to a scarcity of
aggressive image based post, we created a dataset crawling images from Google
search to query aggressive images.

The current approach focused on the image content of the detection of Cyber-
aggression on OSN. We target to detect Cyber-aggression because it may lead
to Cyberbullying events in the near future. Our method is tested on the dataset
of 3600 images. We propose a deep Convolutional Neural Network (CNN) for
identification of Cyber-aggression on social media. The fundamental idea of CNN
is to consider features extraction and classification task as collaboratively trained
task. The idea of using deep CNN (many layers of convolutions and pooling) to
extract a hierarchical representation of the input sequentially. For generalization
purpose, we augmented the image and used a dropout layer in between the two
convolutional layers. Our main contributions can be summarized as:

– Creation and labeling of Cyber-aggressive posts containing symbolic images
from Google search to query aggressive images.

– A deep Convolutional Neural Network based system to classify images con-
taining symbolic aggression and no-aggression.

The remainder of the paper is organized as follows: Sect. 2 presents related
works in Cyber-aggression detection while Sect. 3 presents our proposed frame-
work for Cyber-aggression detection. The finding of the proposed system is pre-
sented in Sect. 4. Finally, we conclude the paper and discusses future work direc-
tions in Sect. 5.

2 Related Works

Cyber-aggression is widely recognized as a social challenge from the last few
years, especially for teenagers and youngsters [26]. Recently, a number of
researches have been proposed to address Cyber-aggression over online plat-
forms. In this section, we briefly discuss some of the potential works proposed
in this domain.

A number of works [4–6] performed Cyber-aggression classification on English
text whereas [2,3,15,20,24,29] performed Cyber-aggression classification on



418 K. Kumari et al.

multi-lingual text. The Cyber-aggression classification performed by [4] on twit-
ter. They found that when user and network-based features are combined with
text-based features gave better accuracy. They got overall precision and recall
of 0.72 and 0.73 respectively for four classes classification: Bully, Aggression,
Spam, and Normal tweets. Chavan and Shylaja [5] detected Cyber-aggression
on unknown social media. They used the Term Frequency-Inverse Document
Frequency (TF-IDF), and n-gram features, Support Vector Machine (SVM) and
logistic regression as a classifier. They reported the best Area Under Curve
(AUC) score was 0.87. Chen et al. [6] detected aggressive tweets using Convo-
lutional Neural Network (CNN) based on a sentiment analysis method. They
found the accuracy of 0.92. Raiyani et al. [20] used dense system architecture
on the multi-lingual text. Their system was suffered from false positive cases,
and they removed the words that are not found in the vocabulary. Julian and
Krestel [21] used ensemble learning and data augmentation techniques. They
augmented training dataset using machine translation of three different lan-
guages. Their system is not stable, especially for Hindi dataset for the same
domain it was performed well, but for other domain, it fails to classify the
tweets with good accuracy. Aroyehun and Gelbukh [2] used various deep learn-
ing models such as Long Short Term Memory (LSTM), CNN, and FastText as
word representation. Their system was not clearly classified covertly aggressive
comments from overtly aggressive comments with significant accuracy. Modha
and Majumder [15] used various deep learning models such as LSTM, CNN,
Bidirectional LSTM, and FastText as word representation and machine learn-
ing classifiers. They used ensemble learning based on majority voting scheme.
Samghabadi et al. [24] used ensemble learning based on various machine learning
classifiers such as logistic regression, SVM and word n-gram, character n-gram,
word embedding, sentiment, etc., as a feature set. Srivastava et al. [29] identified
online social aggression on Facebook comment and Wikipedia toxic comments
using stacked various LSTM units followed by Convolution layer and Fasttext
as word representation. They achieved 0.98 AUC for Wikipedia toxic comment
classification. For code-mixed English dataset, they achieved a weighted F1 score
of 0.63 for the Facebook domain and 0.59 for the Twitter domain.

Very few researchers [9,28] have begun using visual characteristics to iden-
tify Cyberbullying. Hosseinmardi et al. [9] anticipated the Cyberbullying event
taking into account visual characteristics and using original user data such as
picture, caption, number of followers and followings, but visual characteristics
do not help. By integrating textual and visual characteristics, Singh et al. [28]
identified Cyberbullying. Their sample of practice is very small and high adverse
words in the dataset predominated. Most of the work performed in the Cyber-
aggression domain is concentrated on the text in particular. Very few operates
with image-based post on the detection of Cyber-aggression. Best of our knowl-
edge, there is no work on symbolic aggression classification.
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3 Methodology

To automatically detect Cyber-aggression in OSN, we propose a Convolutional
Neural Network (CNN) approach. In the following subsections, we describe the
details of the dataset in Subsect. 3.1. The deep CNN based model is described
next in Subsect. 3.2.

3.1 Data Collection and Labelling

We analyze the aggressive post containing images used by Internet users of
multiple social media sites such as Facebook, Twitter, and Instagram, etc., and
discovered that users of these sites usually use aggressive symbolic images to
insult, harass, and humiliate other Internet users. We gathered some images
from these social media (Facebook, Twitter, and Instagram). Because of the
scarcity of marked information to make machine learning classifiers to identify
the post contains aggression, we use Google Search to query aggressive images;
specifically, we used some keywords such as aggressive images, Cyber-aggressive
images, bullying pictures, etc. These images are manually filtered based on the
clarity of decidable for a level of aggression, and then finally, we got a total
of 3600 images. Three graduate students volunteered to annotate the images.
They individually annotated the images into three classes of aggression: high
aggression, medium aggression, and no aggression. We considered only those
images on which at least two students agreed. The images which are having
physical threats are labelled as high aggressive images, images which are having
indirect aggression are labelled as medium aggressive images, and the images
which do not have any threat are labelled as not aggressive images. The details
of our dataset can be seen in Table 1.

Table 1. Description of Cyber-aggressive image dataset

Image class Number of sample

no aggression 1566

midium aggression 1080

high aggression 954

total images 3600

3.2 Proposed Model

The Convolutional Neural Network (CNN) is a deep neural network architecture
that can take the image as an input and extract essential features in their hidden
layers to do the classification task. In the proposed model, we used six layers
of convolution, followed by three dense layers. We used max-pooling layer after
every two convolution layer. We also used dropout between each of the CNN
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as well as dense layers. The overall architecture for the proposed CNN based
model can be seen from Fig. 1. We first converted all the images into an equal
size, i.e., 224× 224× 3. For the normalization of pixel values, the pixel matrix
of the image is divided by the maximum pixel value, i.e., 255 and given to the
CNN layers. We used 32, 32, 64, 64, 128, and 128 filters each of size 3× 3 in the
first, second, third, fourth, fifth, and sixth convolution layer respectively. After
applying all the convolution operation, we flatten the feature vector and then
passes it into the dense layers as can be seen in Fig. 1.

The detailed explanation of the CNN model can be seen in [11]. The normal-
ized matrix is then used by the proposed system to train and test the model.
In every cases, out of total data samples, 75% of them were used for training,
and the remaining 25% samples were used for testing the performance of the
models. In the hidden layers, ReLU activation function and softmax activation
function at the output layer used. The model performed best with categorical
cross-entropy as a loss function, the learning rate 0.001, batch size 10, and an
epoch of 100. Table 2 listed all the hyper-parameters used during our experi-
ments.

Table 2. Hyper-parameters setting for the proposed model

Description Values

Filter region size 3× 3

Feature map 32, 32, 64, 64, 128, 128

Pooling size 2× 2

Activation function ReLU, Softmax

Dropout rate 0.2

Learning rate 0.01

Batch size 10

Epoch 100

4 Results and Discussions

The findings of our current strategy to symbolic image-based Cyber-aggression
detection are described in this section. Precision, recall, and weighted F1-score
are the performance metrics used. The result of the proposed Convolutional
Neural Network on the dataset after image augmentation tabulated in Table 3.
The proposed model achieved a precision of 0.86, 0.91, and 0.93 for no-aggression,
medium-aggression, and high-aggression class, respectively. The corresponding
recall values are 0.95, 0.89, and 0.79. The weighted F1-score for no-aggression,
medium-aggression, and high-aggression class are 0.91, 0.90, & 0.86 respectively.
We also experimented with VGG-16 [27], which generally perform well for image
classification in several scenarios [1,16,17,19]. In VGG-16 experimentation, we
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Table 3. Results of detection of Cyber-aggressive images

Approach Image class Results

Precision Recall F1-score

VGG-16 no aggression 0.67 0.87 0.76

midium aggression 0.74 0.63 0.68

high aggression 0.76 0.52 0.62

weighted average 0.72 0.71 0.70

CNN no aggression 0.86 0.95 0.91

midium aggression 0.91 0.89 0.90

high aggression 0.93 0.79 0.86

weighted average 0.90 0.89 0.89

trained the last two layers of VGG-16, and all other layers marked as non-
trainable. The VGG-16 model achieved 0.70 weighted F1-score, whereas our
CNN based model, which is a lesser number of layers in compare to VGG-16,
got 0.89 weighted F1-score. As shown in Table 3, our model can currently identify
93 out of 100 cases of predicted high-aggression post.

One of our major contributions is the creation of labelled dataset for aggres-
sive symbolic images. There is no such labelled dataset exist which contains
symbolic images for Cyber-aggression detection task. Therefore, we collected
symbolic images from different online social sites and then labelled them into
three classes of aggression. Next contribution is the development of Convolu-
tional Neural Network based model, which is six layers of convolution and per-
formed well for image classification. Our model can able to classify the images
with good F1-score of around 90% whereas the VGG-16 model achieved F1-score
of 0.70.

5 Conclusion and Future Work

In this article, we presented a deep Convolutional Neural Network based app-
roach to identify aggressive posts containing symbolic images. We used six layers
of convolution, followed by three dense layers and got weighted F1-score of 89%
for aggressive post-identification. We explored the existing models of VGG-16
[27] to compare the performance of the pre-trained model for this task and
found that our CNN based model performed better than VGG-16 which has
more number of layers in compare to our model. One of the major limitations of
the current research is that it only considers the symbolic images ignoring any
textual contents associated with those images that may be more correct infor-
mative content for identifying the aggression on symbolic images. In the future,
the textual contents can be exploited along with the symbolic images to make
this system more robust and more accurate.
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Abstract. Ever since demonetization happened in India on November 8, 2016,
there has been a steady improvement in the use of digital payments. The usage
trend has become exponential in the last 15 months across the digital payment
methods (DPMs) in India. Government of India is promoting this landmark
change of Indian financial system through Digital India initiative. Both national
and international corporates, established as well as startups are investing heavily
in DPMs to promote their products and services among Indian consumers. The
promotion of DPMs also includes the use of social media marketing. Social
media (especially Twitter) is being extensively used by companies to make the
consumer aware about their services and promote themselves. The consumers do
get motivated to try and use their services but they also share their grudges on
Twitter. This paper aims to analyze DPMs adoption in India using Twitter as a
tool. This study collected 172996 tweets over a period of four months and
analyzed using a mix of conventional as well novel social media analytics
techniques. Our analysis highlights the critical factors that drive and inhibit the
use of DPMs in India. Further, our state wise analysis clearly differentiates about
DPM adoption rate from high to low in all states of India.

Keywords: Digital payment � Mobile payment � Sentiment analysis �
Social media analytics � Twitter

1 Introduction

With advancement in technology, the life of mankind has become both comfortable and
convenient [1]. The one such technology that has revolutionized our lives is Internet
[2]. One sector that has seen a complete makeover due to advancements in internet is
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the financial (Banking) sector, which has experienced a paradigm shift from use of
traditional currency notes to use of digital payment methods (DPMs) [3, 4]. The
availability coupled with ease of use of mobile devices has taken DPMs to next level of
banking that is, because of the additional capabilities that it offers in term of mobility
and portability [2, 5, 6]. Nowadays smart phones have become integral part of our life
and the ease of use of the android apps shared by the various e-marketers (such as
Amazon, Paytm mall, Domino’s) are making users hooked to the technology in per-
forming their day to day activities including financial transactions [1]. DPMs such as
mobile payments or mobile wallets are becoming popular amongst users (especially
youth) as these platforms provide direct transactions through smartphones [4, 7].

Currently, transactions through DPMs are estimated around $3,598,226 million of
global GDP and are expected to be almost double i.e. $6,686,650 million by 2023 [8].
With advantages such as transparency, better services, better delivery system, gradually
more and more people are adopting DPMs. However, they have not been able to reach
to their optimum potential in many developing as well as developed countries apart
from few exceptions [6, 9]. Given the above, this paper explores the potential of DPMs
in India using Twitter as a tool. The reason for choosing Twitter is its ease of use
among social media, which is becoming an important part of people’s life [10]. The
statistics suggest that an average person spends two and half hours daily on social
media sites [11]. So, social media provides an ideal platform for both vendors and
consumers (having common interest) to interact virtually [12]. It has been examined
that the social media is being used by consumers who wish to express the acceptance or
rejection of services. It has been suggested that vendors also utilize the potential of
social media to promote their services and products [13, 14].

The paper is structured as follows: Sect. 2 discusses the related work including
DPMs, its background, its brief history with Indian context and importance of social
media in our life. Section 3 gives details of our research methodology for this research
work, followed by implementation and results in Sect. 4. Section 5 discusses the
results and finally, we conclude in Sect. 6.

2 Review of Literature

Digital payment is a mode of making financial transactions using electronic medium
and devices such as smart mobile phones and laptops [15]. DPMs provide convenient
and time saving option as compared to traditional banking system [16]. In addition to
this DPMs also provide various benefits to individuals (like ease of handling of cash,
security from thefts) and nation (like removing corruption and black money). Since
1990’s, E-banking started becoming popular among educated users, however, the
popularity and usage were restricted to users of mostly developed countries. By 2010,
digital payments gained popularity all around the world and started getting adopted in
many developed as well as developing countries as the data communication took up the
pace [17]. With the availability of cheap and affordable data services as well as mobile
devices, M-banking became more popular than its predecessor i.e. E-banking, as it
eliminated the requirement of relying on a PC device or a Laptop with internet con-
nection to make payments [18–20].
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In India, DPMs saw an exponential growth after demonetization by the Government
of India (GOI) on 8th November, 2016 [21]. GOI promoted the DPMs as a part of Digital
India Initiative which helped them in enhancing transparency, reduction in tax envision
and improving public delivery system [22]. Most of the time when we talk about
consumer oriented DPMs, it’s the mobile payment systems (like M-banking) [23]. In
Mobile based DPMs, the payments or the transactions are made using mobile devices
having technologies like Near Field Communication (NFC) etc. [24, 25]. Portability and
mobility are the major contributors in making Mobile based DPMs more popular than
traditional DPMs (E-banking etc.) [26]. India currently has 530 million smart phones
[27] and approximately 478 million users are using Internet on these mobile gadgets
[28]. With Indian digital payment industry poised to reach $700 billion by 2022 wherein
Mobile based DPMs are expected to be playing a major role [29].

Nowadays Social Media has become an Integral part of our social life including
routine daily chores [10]. Everyday people spend hours on social media to discuss and
interact with like-minded people. In short, social media provides a perfect platform for
people all around the world to discuss topics of common interest such as sports,
entertainment and even digital payments [30, 31]. Even the firms are aware of this fact,
and hence various studies indicate that 96.43% of firms utilize the potential of social
media to promote their services and products through social media marketing [13, 14].
Important studies indicate that almost 80% of users on social media access information
regarding sales and offers/deals related to promotion of various products [32]. This
effective communication through the virtual world plays a crucial role in building a
strong relationship between the user and the firm [33].

Despite the potential of DPMs in India and the numerous advantages it is offering
to people in India, it has failed to reach its optimal potential in terms of its adoption by
the Indian consumers. This difference in perception and execution has motivated us to
take this research and carry out our analysis using data from Twitter. Through this
research article, we try to the best of our understanding, to answer the following
research questions: (a) What are the factors that influence the people to adopt DPMs?
(b) What are all the factors that inhibit consumers to adopt DPMs? Both these questions
will be answered through analysis of the collected tweets posted by people on Twitter
during our sampling period of 4 months.

3 Research Methodology

As mentioned earlier, to accomplish our research goals, the entire task has been divided
into four phases. In phase-1, data was fetched from Twitter using Twitter API [34]. Since
the collection of data is in unstructured json format, it becomes crucial to convert it into
the structured format (excel format). So, in phase-2, we convert this unstructured data into
structured format. Though, the data gets converted into structured format; still it contains
a lot of noise and other redundant stuff (like web links etc.). Hence, it is essential to
preprocess the data as these ambiguities can lead to superfluous results [35, 36]. Phase-3
deals with data preprocessing, where we accomplish the entire task of preprocessing
using R-Language [37]. Finally, in phase-4, the processed structured data is ready to be
used to perform analysis using various social media analytics techniques [38, 39].
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4 Implementation and Results

The entire implementation of moderating the processed data collected from previous
step has been done in R-Language using various text mining libraries. Towards better
understanding of the readers, this section is further divided in various sub-sections,
with each giving in depth details of each analysis.

4.1 Data Collection

As previously explained, we fetched data for our experimentation from Twitter using
specific #hashtags (#DigitalPayment OR #CashlessPayment OR #Epayment OR
#Mpayment OR #MobileMoney OR #MobilePayment). In total, we collected 1,72,996
tweets 88,373 unique users over a period of four months (March 1, 2018 to June 30,
2018). This time duration was selected because March is the last month of Indian
financial year while, the first quarter of the new financial year consists of other three
months (April, May and June) and most of the financial activities take place during this
duration. Since, the aim of this paper is to do detailed analysis of DPMs in the Indian
context; hence, tweets were only collected from India. The detail of monthly tweets
collection is shown in Fig. 1, while Fig. 2 shows categories of collected tweets
regarding DPMs. Similarly, Table 1 shows detailed tweet statistics.

Inference: The above stats clearly indicate the popularity of DPMs is rising among
Indian people. Moreover, a major chunk of tweets were related to mobile payments and
mobile wallets. Internet banking was second most popular DPM followed by cards
(Credit and Debit cards). The rest of the tweets were related to other DPMs, bank
promotions, government initiatives etc. Overall, the DPMs are becoming popular
among Indian people. Further, more and more people are adopting this mechanism for
making financial transactions with mobile payments and mobile wallets, being the most
convenient and popular choice.
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Fig. 1. Tweet collection details
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4.2 (#) Hashtag Analysis

Hashtags depicts what is trending on Twitter [40, 41]. In total, we collected a total of
2,01,594 Hashtags out of that we only retained unique 60,567 hashtags. With 24,647
occurrences, #DigitalIndia was the most used hashtag. The association among top ten
hashtags is shown in Table 2. The diagonal represents the occurrence for each hashtag,
while other columns represent the amount of association with other hashtags.

Table 1. Tweet statistics

March April May June

Total tweets 37616 41427 45632 48321
Max tweets in a day 2076 2646 2548 2977
Min tweets in a day 92 63 71 106
Total unique senders 14371 21674 25423 26905
Average tweets per sender 2.617 1.911 1.794 1.795
Average tweet per month 1213.41 1380.90 1472 1610.70

Table 2. Association among different hashtags
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#DigitalIndia 24647 467 19 1001 362 19 214 257 427 246

#Cashless 467 3905 16 89 31 20 181 32 154 118

#MobileMoney 19 16 2296 21 34 29 31 23 125 53

#NarendraModi 1001 89 21 2154 34 42 14 38 53 17

#Transform 362 31 34 34 1615 18 37 24 67 33

#GoDigital 19 20 29 42 18 4540 16 54 22 42

#DigitalPayment 214 181 31 14 37 16 2413 51 74 137

#Benefits 257 32 23 38 24 54 51 1099 101 61

#Offers 427 154 125 53 67 22 74 101 1231 87

#Secure 246 118 53 17 33 42 137 61 87 1297
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Inference: We observed that most of the collected hashtags were related to digital and
cashless payments (#DigitalIndia, #Cashless, #MobileMoney, #GoDigital, #Digi-
talPayment). Since Prime Minister of India advocated heavily for digital payment
systems, #NarendraModi and #Modi also featured in top hashtags. Since people get
attractive offers from various vendors, #Benefits and #Offers were also among popular
hashtags. Hashtags such as #Reliable and #Secure depict that people find these services
secure and can rely upon. However, many users also used the hashtags with
#CyberSecurity emphasizing the need for bigger encryption security for the transaction
policies [42]. Overall, the hashtags depict a mixed but biased positive attitude among
all the users.

4.3 Sentiment Analysis

Sentiment analysis deals with extraction of sentiment from given piece of information
regarding a particular entity [43–45]. It is widely considered as the most effective tool
to map public opinion. The ultimate aim here is to detect the polarity of the view i.e.
positive or negative for a given entity (tweets in our case). Figure 3 below shows the
results of polarity analysis while Fig. 4 shows the treemap of positive and negative
words.

Inference: For the entire duration of four months, the positive polarity maintained its
upper edge over the negative polarity, indicating the positive opinion of people using
the digital technologies. However, there was a constant growth in number of negative
tweets from March (33%) to June (40%), indicating that more people posted negative
tweets in the later part of our sample period depicting their anger and displeasure after
availing services from respective vendors.

0

10000

20000

30000

40000

March April May June

Positive Negative

Fig. 3. Results of polarity analysis
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4.4 Network Analysis

The use of network analysis approach is to detect prominent communities taking part in
discussion regarding a particular entity [46]. The result of network analysis is shown in
Fig. 5. There are three prominent communities and a minor community.

Fig. 4. Treemap of positive and negative words

Fig. 5. Results of community analysis (Color figure online)
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Inference: Figure 5 clearly depicts that there are three main communities. The blue
nodes indicate the community of people who are posting positive tweets in favor of
DPMs. This community is largest among the lot representing overall positive attitude
among people regarding DPMs. The red nodes indicate the people who are posting
negative tweets regarding DPMs. These are the people who are not willing to use
DPMs and are critical of its efficacy. The green nodes indicate the community of people
who were earlier supporting DPMs, but later started posting negative tweets after their
experience with these activities might have went wrong. These people were once
committed users of DPMs, but due to some technical issues or bad experiences turned
against DPMs. Finally, we have the users, who are continuously switching among all
three communities; these people are indicated with yellow nodes.

4.5 Geo-Location Analysis

Location based analysis is considered the most critical tool for mapping public
response in an area of large demography towards an entity [47–49]. For a diverse
country like India, location based analysis becomes even more crucial. Due to Twitter
privacy policy, all the tweets were not geo-tagged. Hence, only geo-tagged tweets are
considered for this analysis. The result of location based analysis is shown in Fig. 6.
Similarly, Fig. 7 shows the top five cities with maximum DPM usage.

Inference: The results evidently point out that DPM usage is not uniform in India and
more users are concentrated mainly in the south western states. The strong reasons for
this asymmetry is due to these states being economically developed and having higher
literacy rate. Maharashtra being the commercial capital of India tops the table with the
highest number of users, closely followed by New Delhi. A closer analysis of top states
shows that most people in these areas have access to mobile phone with internet and
their higher literacy rates are significant factors in DPMs adoption.

Fig. 6. Result of geo-location analysis
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5 Discussion

Through this study, we tried to analyze the DPMs among Indian people employing
Twitter as a tool. We applied different social media analytic techniques for identifying
the various reasons that promote or oppose that usage of DPMs in India. Different
social media techniques provided different insights but were really influential in
depicting the possible factors that promote or oppose the usage of DPMs. Our results
clearly showed that tweets related to mobile payments and mobile wallets constituted
43% (74,678) of the total tweets, indicating “mobility” and “ease of use” being the
promoting factors that people get using these hand held devices. Another factor
detected by us is the “cost of use” associated with the use of DPMs. This factor acts as
a promoter in case of mobile payments where people not just make free transactions but
also get benefits like cashbacks and offers [50] while it acts as an opposing factor in
case of internet banking and credit/debit cards where people need to pay an addition
service fees [51]. Similarly, “security” was another factor which was ambiguous
playing the dual role of promoting as well as opposing factor. Some people felt secured
with the use of DPMs for making financial transactions while there were people who
demanded more secure and reliable transaction policies for DPMs. Even GOI is
stressing on security factor, making it mandatory for mobile wallets to send SMS alerts
and email for every transaction, so that more and more people can adopt these
mechanisms [52]. The geo-location analysis shows that the DPM usage is not uniform
in India. The two possible reasons for this are Information and Communications
Technology (ICT) infrastructure and literacy rate. In India, a major chunk of population
lives in rural areas where the education and infrastructure level are not at all at par with
urban areas. This is a major hindrance in adoption of DPMs in these rural areas. So
overall, mobility, ease of use, cost of use (Offers and Promotions), security, education
and ICT infrastructure were the main promoting factors, while security, reliability, cost
(Extra Service Charges) and lack of ICT infrastructure were the main opposing factors
that created a negative opinion among people of India.

6 Conclusions

Technology is changing at a fast pace and it is making the life of mankind more
comfortable and relaxing. DPM is one such area where technology has contributed
extensively to completely transform it. The way of performing financial transactions has
totally changed with introduction of E-Banking and M-Banking. Now, one can make
transaction with just a click of button. Given this huge potential, still DPMs fail to reach
its optimum potential. The aim of this research article was to analyze the adoption of
DPMs in India using Twitter as a Tool. The analysis shows that though there has been a
highly positive attitude among people but the number of users with negative opinion
increases during later part of our sampling period due to the difficulties faced by the
users. The main factors that promoted DPMs were mobility, ease of use, security, offers
by the various wallets and better service. In contrast, the main factors which went
against the adoption of DPMs were lack of security, inadequate infrastructure backup
and unreliability. Another important finding of this research article is that DPMs are not
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uniformly used throughout India with the south western states dominating its use. The
main reasons for this asymmetry are possibly higher literacy rate, financial strength and
availability of mobile devices with internet connections.

Though we were able to get some valuable insights from this research about
adoption of DPMs in India, it still leaves some open questions for researchers to carry
forward their research in this area. These issues mainly include the reasons for
polarization among supporters of DPMs. Similarly, why people are more intended
towards mobile based DPMs as compared to other DPMs? All these questions need to
be addressed in future work, which will help to understand the perception of bigger
user base about DPMs’ adoption in India.
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Abstract. Governments around the world are using information and commu-
nication technologies to offer both simple information portals and transactional
services. A less than one-third of the electronic government (e-government)
initiatives focused on the provision of transactional services and understanding
on studies related to the adoption of such services using domain-specific adoption
theories/models are scarce. Therefore, the objective of this study is to understand
the adoption of transactional service system, i.e. ‘Pak-Identity’ by employing a
domain-specific model, i.e. Unified Model of Electronic Government Adoption
(UMEGA). A UMEGA model with four new constructs is validated using data
gathered from 441 citizens from all over Pakistan. A survey was conducted
among citizens using simple random sampling technique. The collected data
were analyzed employing variance-based structure equation modelling, i.e.
partial least squares technique in SmartPLS 3.0 to test the formulated hypotheses.
Findings indicate that (1) facilitating conditions is the predictor of effort
expectancy, (2) performance expectancy, trust, and herd behaviour are the pre-
dictors of attitude, (3) price value, grievance redressal, and attitude are the pre-
dictors of behavioural intention to use e-government service. Surprisingly, effort
expectancy, facilitating conditions, social influence, and perceived risk are found
to be the nonsignificant predictors of adoption of e-government service. Inter-
estingly, new constructs and new relationships are exposed, i.e. trust and herd
behaviour on attitude, and price value and grievance redressal on behavioural
intention. Moreover, a 55% variance in effort expectancy, 65% variance in
attitude, and 40% variance in behavioural intention to adopt e-government has
been found. Implications for the academics and managers are also outlined.
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1 Introduction

Governments around the world are using information and communication technologies
(ICTs) in order to upsurge effectiveness and efficiency in their services. Moreover,
governments are providing services to their citizens using ICTs. In this connection, the
conceptualization of the provision of services by the government to the public using
ICTs is referred to as e-government [1]. On the one hand, there are several substantial
benefits of e-government, such as increasing transparency, delivery of services, public
engagement in different government decisions, and corruption reduction. However, on
the other hand, several barriers of human, technical and organizational nature (such as
active inter- and intra-organizational communication, monetary constraints, strong
political will and support, awareness issues, security, and privacy concerns, and skills
and abilities, hinder the implementation of e-government successfully [2].

Significant efforts are being undertaken by the countries (about 98%) around the
world to develop e-government portals which provide simple information; however,
less than one-third of these efforts are related to the provision of transactional services
[3]. Besides, the ratio of successfully completed e-government projects is only 15% [4,
5]. One of the arduous issues in e-government transactional services is its adoption and
diffusion [2]. Scholars are increasingly focusing on understanding the factors of
adoption of e-government transactional service systems in primary and secondary
stakeholders, particularly in developing countries [1] since such services are successful
in developed countries [5]. Therefore, this research aims to investigate the factors
affecting the citizens’ adoption of e-government transactional services in Pakistan.
Policy-makers in the government need to understand the adoption factors and instru-
mentalize related policies. This study can bring new insights for policy-makers to
understand and increase the citizen’s adoption of e-government from a transactional
service perspective.

2 Overview of E-Government Transactional Service – The
‘Pak-Identity’

The ‘Pak-Identity’ is one of the e-government transactional service system developed
and launched by National Database and Registration Authority (NADRA), Pakistan
through which online application facilities are provided to the Pakistani citizens for
obtaining identity documents. It is a one-stop e-government service through which ten
different identity documents can be applied online by the public such as identity card
for local citizens (CNIC), National Identity Card of Overseas Pakistanis (NICOP),
Pakistan Origin Card (POC), Family and Child Registration Certificates. These identity
documents are then delivered to the citizens by mail.
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3 Theoretical Foundations

This study focuses on evaluating e-government adoption from a transactional service
perspective (i.e. Pak-Identity system) using Unified Model of Electronic Government
Adoption (UMEGA) developed by Dwivedi, Rana, Janssen, Lal, Williams and Cle-
ment [1]. The decision to choose UMEGA lies on the facts that (1) it is purely
developed in electronic-government context, (2) it explains between 77% variance in
EE, 49% variance ATT, and 80% variance in the behavioural intention to e-
government systems usability, (3) the model is developed after extensive study on
previously nine competing models on assessing individuals’ adoption of technology,
(4) studies have reported UMEGA to be the superior performing model in e-
government studies and to measure adoption [6].

The UMEGA model is extended by adding four additional factors relevant to the
context that may give a better understanding of the influencing factors on the adoption
of e-government. To the best of our knowledge, no study was carried out so far that has
empirically investigated the factors of adoption of e-government by employing
UMEGA and examining additional factors, i.e. trust, herd behaviour, price value, and
grievance redressal factors and hence, make a novel contribution to the adoption
studies. Moreover, two new relationships are proposed, empirically investigated, and
proved, i.e. the influence of trust and herd behaviour on attitude.

4 Literature Review/Hypotheses Development

4.1 Performance Expectancy (PE)

Previous studies reveal that PE is the most influential determinant to measure the innate
probabilities of individuals in involving or adopting a new information
system/technology (IS/IT) [7, 8]. It has been accredited that improved job performance
is a critical inducement for adopting IT/IS [5]. Moreover, the influence of PE on
behavioural intention has been failed in a study conducted by Krishnaraju, Mathew and
Sugumaran [9]. Therefore, successes and failures of PE construct have suggested the
reconceptualization of PE and hence investigated its influence on adoption through
attitude by Dwivedi, Rana, Janssen, Lal, Williams and Clement [1]. Based on these
facts, we hypothesize that:

H1: There is a positive and significant relationship between PE and ATT toward
using Pak-Identity.

4.2 Effort Expectancy (EE)

Actual and potential users would be willing to adopt an IS/IT if it is believed to be
simple and easy to use despite its usefulness in their jobs [1]. Therefore, users will be
intended to use a system if it is simple and effortless such that they need not make any
hard efforts in using it. However, no support was found to have an influence of EE on
the adoption of e-government in a study conducted by Lallmahomed, Lallmahomed
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and Lallmahomed [10]. In contrast, effort expectancy has been proposed to influence
attitude in UMEGA [1]. Align with the UMEGA model, the hypothesis is proposed as:

H2: There is a positive and significant relationship between EE and ATT toward
using Pak-Identity.

4.3 Social Influence (SI)

People live in a social system. They influence or motivate each other/one another to use
an IS/IT. Social influence construct is regarded as one’s self-instructed beliefs of others
about system usage. It is a construct used to measure the users’ beliefs of an IS/IT about
what other people (like peers, friends, and family members) would be thinking as much
important to use that IS/IT. Social influence is the most influential factor affecting
individuals’ attitudes to accept and use e-government systems [1, 6] and hence, is
hypothesized as:

H3: There is a positive and significant relationship between SI and ATT toward
using Pak-Identity.

4.4 Facilitating Conditions (FC)

An individual does not seem to have adequate technical and organizational facilities to
use an IS/IT and hence will not be able and intend to use it. Thus, the higher the
availability of technical resources and knowledge, the higher its adoption of e-
government systems and services. Align with these studies; we also conceptualize that
FC has a positive and significant effect on adoption of e-government system [5, 6, 10].
Moreover, the influence of this factor on EE has also been conceptualized, hypothe-
sized, and validated in previous studies [1, 6]. Thus, the following two hypotheses have
been framed:

H4: There is a positive and significant relationship between FC and BI toward using
Pak-Identity.
H5: There is a positive and significant relationship between FC and EE toward
using Pak-Identity.

4.5 Perceived Risk (PR)

Individuals may not use or limit their interactions with a government system because of
the risks or losses associated with it. Perceived risks are the security concerns or
anxieties, such as revealing their identities and making transactions online in using e-
government systems. These and such other types of anxieties or uncertainties will
restrict them to adopt e-government systems. Perceived risk is found to be the sig-
nificant negative predictor that influences attitudes towards using e-government tech-
nologies. Thus, we hypothesize that:

H6: There is a negative and significant relationship between PR and ATT toward
using Pak-Identity.
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4.6 Trust (TRST)

Trust is a complex and multilayered concept spanning across varied disciplines; thus; it
is defined according to the context and discipline. However, generally, trust is taken as
a trust in internet technologies [10, 11]. Trust is considered an e-government service to
be trustworthy, secure, reliable, and accurate. Trust has also been found to be the
significant positive predictor of adoption of e-government [6, 12, 13]. However, this
construct has also been found to be a significant predictor of attitude at pre-usage [14]
and post-usage stages [14, 15]. We hypothesize trust as the significant positive pre-
dictor of building citizens’ attitudes towards e-government adoption:

H7: There is a positive and significant relationship between TRST and ATT toward
using Pak-Identity.

4.7 Herd Behaviour (HB)

Herd behaviour is conceptualized as an individual’s followings in adopting an IS/IT
even when his or her private information suggests doing the opposite [16]. HB is a self-
observation about the behaviour of other people in adopting an IS/IT and does not
depend on what others think [17]. Thus, the more the users are observatory about the
practices of others in adopting technology, the more they adopt it. Therefore, we
hypothesize HB as an indirect predictor of behavioural intention towards using e-
government service, i.e. Pak-Identity, through attitude:

H8: There is a positive and significant relationship between HB and ATT toward
using Pak-Identity.

4.8 Price Value (PV)

An individual will be inclined to use e-government system or service if its benefits are
higher as compared to its monetary cost [7]. This construct is considered for having a
significant role in the studies related to technology adoption as well as e-government
studies [10]. Based on the evidence from previous literature on e-government, it is
hypothesized that:

H9: There is a positive and significant relationship between PV and BI toward using
Pak-Identity.

4.9 Grievance Redressal (GR)

Grievance redressal is defined as a mechanism/system to address the disputes between
a consumer and a service provider. Since there may arise some legal disputes between
the government and the citizens while making transactions by the public and resolution
of such disputes is necessary, provision of grievance redressal is quite necessary.
Grievance redressal has been very effective in developing countries like India, that have
contributed to creating positive impacts on individuals’ use of services [18, 19]. Pre-
vious research has evidenced that grievance redressal bears a significant positive
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predictor of m-wallets use intentions [20]. Thus, in this study, grievance redressal has
been hypothesized as:

H10: There is a positive and significant relationship between GR and BI toward
using Pak-Identity.

4.10 Attitude (ATT)

Attitude is described as the degree to which a unit of adoption has a positive evaluation
of the behaviour in question. Most recent studies, including [1, 21] have postulated the
role of attitude in measuring adoption of IS/IT. Moreover, the attitude has also been
investigated to influence behavioural intention to use e-government [6]. Thus, we
hypothesize attitude as (Fig. 1):

H11: There is a positive and significant relationship between ATT and BI toward
using Pak-Identity.

5 Methods

We employed partial least squares - structure equation modeling (PLS-SEM) technique
using SmartPLS 3.0 to analyze the collected data and test the hypotheses. Moreover, a
simple random sampling technique was adopted to collect data from citizens [22].

Fig. 1. Proposed research model
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A questionnaire was designed by adapting scales from previous studies to examine the
research question. The items of the constructs were based on previous studies in which
they had already been used and tested. These studies included [1, 6, 12, 20, 23].
A survey was undertaken among citizens to seek substantial insights after investigating
the influencing factors on the adoption of e-government service, i.e. Pak-Identity
facilitated by NADRA. A self-administered online questionnaire was set up to collect
data. A total number of 441 respondents participated in this survey, whereas the data
collection took place three months long. The questionnaire was divided into two parts,
including demographic questions and questions about all the constructs. Each construct
consisted of a minimum of three items and respondents were asked to provide their
opinions in one of the predefined choices like ‘Extremely Disagree’, ‘Disagree’,
‘Neutral’, ‘Agree’, and ‘Extremely Agree’. A small introduction about e-government
transactional service, i.e. Pak-Identity, was presented before the respondents to give
them an introduction about the service understudied.

The questionnaire also comprised of ordinal questions concerning the age group,
education, occupation, and age of the respondents. No extrinsic incentive or reward
scheme was introduced to the respondents to increase their participation in this survey
except a voluntary will. Since a significant percentage (i.e. 75%) of the respondents
was well-educated, participated in the survey, we are sure about citizens’ high degree
of competencies to answer the questions. Therefore, we are confident that the
respondents are suitable for the study.

6 Findings

Of the study population, 143 are females, and 298 are males. A total number of 112
participants are of having 12-year of schooling, 176 are of having 14-year of schooling,
123 are postgraduates, and qualification level of 29 participants is postgraduate
research. A total number of 188 are students who participated in this research survey,
28 are unemployed, 28 are self-employed, 121 are employees of private-sector, and 76
are employees of public-sector. A total number of 206 participants are 18–24 years old,
104 are 25–29 years old, 67 are 30–34 years old, 40 are 35–39 years old, 15 are 40–44
years old, 2 are 45–49 years old, 4 are 50–54 years old, 3 are 55–59 years old and no
participant is above 59 years of age.

6.1 Measurement Model

We have assessed the measurement model by applying reliabilities and validities tests
such as Cronbach’s Alpha, composite reliability, convergent validity, average variance
extracted (AVE), and discriminant validity. Following the recommendations of Hair,
Hult, Ringle and Sarstedt [24], the threshold values of Cronbach’s Alpha (a), com-
posite reliability, and indicator’s reliability have been set to greater than 0.7 whereas
the threshold value of AVE has been set to greater than 0.5. All the values are above
the threshold values and demonstrated in Table 1.
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Finally, we check for the construct’s discriminant validity [24]. Table 2 presents
the results of the evaluation for discriminant validity test. We have detected no
anomalies using this test (see Table 2). Overall, our constructs show excellent mea-
surement properties in terms of reliabilities and validities.

6.2 Structural Model

In the structural model, the coefficient of determination (R2) and the significant values
(p values) are assessed. The R2 value of EE is 0.551, ATT is 0.647, and R2 value of BI
is 0.404 (see Table 4). It is found that there is a high explanatory variance of EE, ATT,
and BI. The p-values (less than 0.05) of the hypothesized relationships are considered
as significant values and lead to the acceptance of a hypothesis (Table 3).

Table 1. Reliability and validity statistics

Constructs Items Cronbach’s a Composite reliability AVE

Performance Expectancy (PE) 3 0.918 0.948 0.859
Effort Expectancy (EE) 3 0.899 0.937 0.833
Social Influence (SI) 3 0.857 0.912 0.776
Facilitating Conditions (FC) 3 0.859 0.914 0.780
Perceived Risk (PR) 3 0.919 0.944 0.849
Trust (TRST) 3 0.939 0.961 0.891
Herd Behaviour 3 0.829 0.897 0.745
Price Value (PV) 3 0.885 0.928 0.810
Grievance Redressal (GR) 3 0.923 0.951 0.867
Attitude (ATT) 3 0.958 0.973 0.923
Behavioural Intention (BI) 3 0.903 0.939 0.837

Table 2. Fornell-Larcker criterion

PE SI FC ATT BI HB EE GR PR PV TRST

PE 0.927
SI 0.677 0.881
FC 0.667 0.739 0.883
AT 0.670 0.640 0.631 0.961
BI 0.667 0.507 0.470 0.569 0.915
HB 0.594 0.558 0.622 0.691 0.494 0.863
EE 0.769 0.738 0.742 0.652 0.565 0.619 0.912
GR 0.621 0.461 0.468 0.496 0.508 0.432 0.531 0.931
PR 0.101 0.169 0.196 0.105 0.053 0.239 0.152 0.083 0.922
PV 0.563 0.622 0.646 0.565 0.408 0.552 0.602 0.288 0.206 0.900
TRST 0.656 0.644 0.629 0.703 0.531 0.631 0.589 0.457 0.080 0.592 0.944
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This study has found seven out of eleven hypotheses supported since the p-values
are less than 0.05. The most striking results attained from the analysis are that PE does
have an influence on ATT, FC on EE, GR on BI, TRST on ATT, HB on ATT, PV on
BI, and ATT does influence behavioural intention to use e-government service. The
results that PE influences on ATT, FC on EE, TRST on ATT, HB on ATT, PV on BI,
GR on BI, and ATT influences on BI are aligned with the previous studies [1, 6, 12, 20,
23]. Moreover, the influence of EE on BI is not supported in this study which is aligned
the earlier studies [6, 10] whereas it contradicts with the assumption of the base theory,
i.e. UMEGA [1]. On the other hand, the influence of SI on ATT is supported in one
study [6] whereas it is not supported in another study [10]. Surprisingly, although PR is
negatively influencing, it is not supported in this study, whereas it has been proved to
have a significant negative influence on ATT [1, 6]. The results are more attractive such
that 55% of variance has been explained in effort expectancy and 64.7% of variance has
been explained in attitude whereas 40.4% of the variance is explained in behavioural
intention to use e-government.

7 Discussion and Implications

This research is conducted, including the citizens of all domains. It can be deduced
from the research that a UMEGA model, which has been extended according to the
context, can be used to identify directions for policy-makers to increase the citizens’

Table 3. Testing of hypotheses

Path b T statistics p-values Remarks

H1: PE ! ATT 0.151 2.185 0.029 Supported
H2: EE ! ATT 0.098 1.304 0.193 Not-Supported
H3: FC ! BI 0.065 0.956 0.339 Not-Supported
H4: FC ! EE 0.742 17.592 0.000 Supported
H5: SI ! ATT 0.122 1.834 0.067 Not-Supported
H6: PR ! ATT −0.041 1.387 0.166 Not-Supported
H7: TRST ! ATT 0.276 4.354 0.000 Supported
H8: HB ! ATT 0.308 5.503 0.000 Supported
H9: PV ! BI 0.095 1.974 0.049 Supported
H10: GR ! BI 0.285 4.060 0.000 Supported
H11: ATT ! BI 0.333 4.995 0.000 Supported

p < 0.05

Table 4. Coefficient of determination (R2)

Endogenous variables R2 T statistics p-values

Attitude 0.647 13.063 0.000
Behavioural intention 0.404 5.780 0.000
Effort expectancy 0.551 8.912 0.000
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intentions to use e-government transactional services which are then lead to its wide
use. Identification of these insights and, in return, improvement in e-government
policies will lead to achieving high-level benefits such as transparency, access to
information, efficient delivery of services, and citizens’ engagement.

Being H1 to be accepted postulates that the relationship between performance
expectancy and attitude is strong. Thus, users’ perceptions of performance would play a
vital role in constructing positive attitudes, which will then lead to high intention in using
e-government services. Policy-makers should take actions in making e-government
services user-friendly and beneficial in citizens’ daily lives, such as applying online and
obtaining identity documents at home without making long journeys.

H4 is also accepted, which evidences that the availability of technical and organi-
zational infrastructure would affect the users’ attitudes positively throughminimizing the
efforts in using e-government services. Accordingly, policy-makers shouldmake policies
to arrange for training and support to users at the organizational level, internet facilities,
and unique customer access outlets [1]. Moreover, they should invest more in developing
public-private partnerships and hire analysts/designers so that easy to use and easily
understandable applications can be developed in applying for identity documents.

Users perceptions about trust in e-government services are also contributing
towards building attitudes, which would then lead to upsurge the intentions to use
services since H7 is accepted. The e-government services should be reliable, secure,
and trustworthy, which would shape the users’ attitudes in using them. Therefore, the
responsible authorities should concentrate on shaping users’ beliefs by ensuring citi-
zens’ security and privacy concerns. Multiple authentications while making payment
transactions for obtaining identity documents can be implemented for this purpose [10].

The empirical analysis in this study also supports hypothesis H8. Accordingly, herd
behaviour, which is the user’s self-observations about using technology or service by
other people, is the predictor in forming attitudes. Users will articulate their attitudes if
they are observing Pak-Identity a dominant service in the society since a large number
of people will be using it. Therefore, policy-makers should make such policies through
which use of e-government service should be largely discernible to the society (e.g.
elevating awareness campaigns) [1].

Pak-Identity service requires the internet, computers, and other equipment for the
printing, uploading, and downloading scanned documents (e.g. forms, photographs).
Users would be inclined to use e-government transactional services if it is a good sub-
stitute for perceived benefits over incurred costs. Hypothesis H9 is accepted, which
postulates that price value is a significant positive predictor of behavioural intention.
Thus, policy-makers should make policies which help in delivering inexpensive tech-
nological services or the service that requires less equipment to the maximum extent.

A novelty in this research is the introduction of grievance redressal to investigate its
influence on behavioural intention to use e-government transactional service i.e. Pak-
Identity. This study reveals the hypothesis H10 ‘supported’ by the empirical analysis.
Legal disputes between the service providers and users should be resolved timely and
transparently (e.g. payment clearance for applying identity documents). Moreover, safe
and secure service would form users’ behavioural intention to use it [20]. For this
purpose, a continuous monitoring system/mechanism should be observed by top
officials.
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Hypothesis H11 postulates a strong positive linkage between attitude and beha-
vioural intention to use e-government transactional service i.e. Pak-Identity. Thus,
policy-makers should instrumentalize in increasing attitudes (by demonstrating benefits
to the users), which will lead to increasing intentions.

8 Conclusion, Limitations, and Future Directions

To sum up, our work has investigated the predictors of adoption of e-government by
employing UMEGA model since studies on the adoption of transactional services in e-
government by applying domain-specific theories/models are scarce. The evidence
from this study intimate that adoption of e-government is influenced by some factors
determined by impacts on citizens’ attitude and behavioural intention. The findings
prove that performance expectancy, trust, and herd behaviour are influencing factors of
attitude, facilitating conditions of effort expectancy whereas grievance redressal, price
value, and attitude are influencing factors of behavioural intention to use e-government
transactional service, i.e. Pak-Identity. The model has explained 55% of the variance in
effort expectancy, 65% of the variance in attitude, and 40% of the variance in behaviour
intention to use e-government by the citizens. Our study provides suitable bases for a
new way to conduct adoption studies on e-government using UMEGA [1]. These
findings add to a vast growing body of knowledge on e-government adoption, which
has particular implications for the academics and managers.

Limitation of the survey id that respondents/citizens are limited to e-government
users in Pakistan only and care should be exercised when generalizing these results to
other countries. Moreover, future researchers are invited to conduct studies on other e-
government transactional services where difference/comparison of factors in adopting
various e-government transactional services can make more significant insights for the
policy-makers. Since the model underperformed concerning the explained variance of
behavioural intention as compared to UMEGA, future researchers should investigate
some other factors which can accelerate the citizens’ behavioural intention to use e-
government.
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Abstract. The innovative and improved delivery of public services is largely
contingent on the co-creation process. Noting that engaging citizens in the
development and delivery of e-government services is challenging and that
limited attention is given to the process of facilitating citizen participation, this
study intends to explore (a) governments’ perception of the co-creation; and
(b) how governments can facilitate citizen participation in the development of e-
government services. Through a meta-synthesis of qualitative case studies, this
study identifies factors that are crucial for enabling co-creation, and develops a
process view of the co-creation of e-government services to provide a holistic
understanding on how the process of co-creation can be facilitated by the
government and how the citizens could be engaged. The study thus contributes
to the literature on e-government and public administration by improving the
understanding of co-creation phenomenon, and suggests the mechanisms to
improve citizen participation for the benefit of practitioners and policy makers.

Keywords: Co-creation � Citizen participation � Open innovation �
E-government service � Meta-synthesis � Qualitative case study

1 Introduction

Enid Mumford [1] admitted that work systems function towards enhancing human
experience when the interests, needs, and values of different stakeholders are well
integrated (p. 20). She held a strong belief in favor of the use of computers and
information systems in all areas to enhance the quality of human life. E-government is
a remarkable example of such information system. Governments across many countries
are now investing effort and significant amount of money to develop e-government
systems to deliver and improve public services [3].

Mumford also endorsed the participatory approach to the design and development
of computer-based work systems [1]. A participatory design approach not only enables
users to impart their skills and knowledge but also renders an opportunity for learning
and knowledge sharing for the benefit of both designers and users. It further empowers
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users by creating a sense of ownership within them and encourages acceptance of new
systems [2]. The participatory approach involves interaction between stakeholders that
allows system developers to gain understanding on the diverse objectives, needs, and
characteristics of various groups, which, in turn, help in defining and validating
requirement specifications [3]. Apparently, it bestows several benefits on stakeholders
working towards the design and improvement of products, systems, and services. For
instance, the participatory approach can better match the individual’s needs with the
services provided, and enhance the usability, reliability, and security of the systems [3].

Similar thought is observed to be echoed in the concept of co-creation. Since its
inception in service management and marketing literature [4], the concept of co-
creation is widely been adopted and studied in the fields of public administration and e-
government [5, 6]. Despite that the new studies are being emerged on co-creation, there
is a substantial lack of consensus on its definition. This is largely due to its close
association with the vast field of public administration [7] that produces research in
several directions with difference in theoretical positions. For the purpose of this study,
we describe co-creation as the “involvement of outside, non-typical, stakeholders in the
initiation, design, implementation, and/or evaluation of a public service” [8].
Governments around the world are allegedly beginning to try out or implement co-
creation practices in the development of public services [7]. The co-creation may
increase government transparency, generate innovative and efficient public services,
solve social problems and challenges, and help connect citizens and the government to
provide higher levels of public value [4, 9].

The motivation for co-creation often is linked to its potency of generating higher
levels of public value. The concept of “public value” is highly debated and discussed in
the literature, yet there is no widely agreed upon definition of it [7]. However, in
general, public value can be considered to be created at a societal level. In other words,
“it is something that emerges when people use or create something” [7, p. 89]. It is
worthy to note that public service delivery is rapidly changing; it is growing as more
open and collaborative, and less top-down driven. This generates a new paradigm
where new technologies, such as e-government and open government, empower
stakeholders to create new services that are meaningful and valuable to them. Never-
theless, the current research suggests that citizens are hardly involved in co-creation of
public services. Their direct participation appears to be almost non-existent [10, 12]. In
most cases, the e-government development is followed through a techno-centric
approach, instead of participatory approach [3]. Therefore, it becomes imperative to
gain understanding of how to facilitate the co-creation process for enabling an effective
and efficient public service delivery.

The government is believed to play a crucial role in engaging citizens in the process
of the co-creation of e-government services [13]. Governments may perceive their
citizens as consumers or as participants. Such perception would largely decide the
actions the government would take towards co-creation. Accordingly, to enhance our
understanding of co-creation, specifically the process of engaging citizens in co-
creation, there is a need to explore (1) what governments perceive about co-creation;
and (2) how they facilitate the citizen participation. Although prior studies have ana-
lyzed and consolidated the benefits of co-creation by reviewing the literature, little is
known about the process of facilitating the citizen participation in the co-creation of e-

452 A. Khan et al.



government services. Hence, in an attempt to develop an in-depth understanding of the
co-creation from governments’ perspective, we conducted a meta-synthesis of 10
qualitative case studies. A meta-synthesis refers to “an exploratory, inductive research
design to synthesize primary qualitative case studies for the purpose of making con-
tributions beyond those achieved in the original studies” [14, p. 523]. The meta-
synthesis can offer a holistic understanding of a phenomenon, reveal important insights,
and help build a theory. Analyzing the selected studies by the meta-synthesis approach,
we propose a process view of the co-creation that entails how the process of co-creation
can be facilitated by the government and how the citizens could be engaged. We,
therefore, contribute to the literature on e-government and public administration by
improving the understanding of the process of co-creation, and suggest the mechanisms
to facilitate citizen participation for the benefit of practitioners and policy makers.

2 Background

2.1 Co-creation

With the development of the new forms of public service delivery, specifically the co-
creation of public service, the understanding of public value is appeared to be shifting.
Though the concept of “public value” is applied and discussed in many studies, there is
hardly a consensus as to what this term actually entails. The study by Bryson et al. [15]
provides a thorough overview of the different predominant views on public value.
Amongst those, the most commonly held view is given by Mark Moore, who believes
that “the task of a public sector manager is to create public value” [17], and managers
would be able to create public value by aligning different factors in a “strategic tri-
angle” [16]. Stoker [18] suggests another notion of public value. He supports the idea
of networks, and contends that public value can be delivered by interacting and
engaging with stakeholders [18]. He also argues that the created “public value” could
change over time [18]. These examples indicate how the understanding of public value
has been shifted. Now, researchers have started arguing that public value is not
something which is static; instead, it can be developed at societal level from some
service or activity [7]. This is further supported by Ostrom [19], one of the distin-
guished authors dealing with public value, who noted that public value can emerge
through a process of co-production. Osborne [20] also acknowledged that public ser-
vices can be created by any actor, and public value can be generated through inter-
actions between service user and service provider [4].

Another phenomenon that nearly resembles the concepts of public value and co-
production is the concept of co-creation [7]. Alike public value, co-creation is also
conceptualized in the literature in different ways. We contend that the essence of co-
creation is deemed to rest upon the concept of open innovation. Being stemmed from
the private sector, open innovation aims to enlarge the knowledge base by involving
outsiders into decision making; sharing skills and expertise with outsiders; and inno-
vating thorough a collaborative approach [22, 23]. Participation and engagement are
fundamental while exploring the philosophical understanding of the term “open” [24].
The principles of open innovation are thus perceived to be closely related to the
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participatory approach of governance [25]. In case of public sector, open innovation
have the potential to co-create public policy and services that are desired by the public.
Citizens and governments collaborate and share the responsibility for resources,
decision making, and the management of public services; this essentially discards the
notion that the responsibility of designing and providing public services lies with only
governments [21]. Citizen participation is now a core component of the process. E-
government services are evolving and inclusiveness of citizens is a necessary prereq-
uisite for improving the public services [26, 27].

2.2 Meta-synthesis

Synthesis of knowledge is important considering that it is the accumulation of
knowledge from the research evidence of the extant studies on which the foundation of
science rests [28, 29]. Meta-studies (i.e., the analysis of the analysis) being grounded in
the evolutionary process of knowledge building thus can offer significant insights into a
phenomenon [14]. Broadly, the array of synthesis activities in organizational and
management research can be classified into (1) aggregation synthesis; (2) interpretation
synthesis; and (3) translation synthesis, with each having distinct ways of approaching
a synthesis of knowledge [14].

Aggregation synthesis is grounded in positivist and quantitative tradition. A meta-
analysis provides an understanding of research synthesis as aggregation [52], and is
viewed as an effective and efficient approach of testing a theory or establishing a
predictive theory [28, 30, 31]. For a meta-analysis, prior study results become the
primary data. The empirical findings that are dispersed across time and publications are
then statistically synthesized [32, 34–37]. Against this, some researchers follow an
inductive form of knowledge synthesis that goes beyond the deductive logic of clas-
sical positivism and provides interpretations across the existing qualitative studies. As
opposed to the quantitative aggregation, the purpose of which is to generate prediction,
interpretation synthesis refers to the accumulation of primary evidence for producing
interpretive explanation. The synthesis involves the extraction and analysis of insights
generated within the primary studies. Through this process, it seeks to identify cate-
gories and patterns that emerge across the studies with an attempt to preserve the
integrity of original studies [14]. The goal is to make a theoretical contribution by
taking into account the local contexts [38]. Lastly, the research synthesis as translation
is rooted in a constructivist paradigm and especially applied in medical science, health
care, or social and political policy [39]. Within this perspective, synthesis of knowledge
is contingent on data that are viewed as “constructed entities” and the goal is to develop
“the informed and meaningful reconstruction of how the study’s participants con-
structed their own understandings” [14, p. 526].

In case of interpretation synthesis, the data, analysis, and the consequent insights
are considered as separate entities. And, this qualitative evidence of the case studies are
collected and subsequently synthesized to build a theory. In this study, the objective is
to perform a synthesis without violating the essence and integrity of the qualitative case
study research. Therefore, we contend that it would be reasonable to follow the per-
spective of interpretation synthesis to best carry out a meta-synthesis.
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2.3 Meta-synthesis of Qualitative Case Studies

A case study approach for a research is useful to answer the questions of why or how
[38]. Case studies demonstrate how particular practices are developed and carried out
in particular organizations, and contribute to theory building [40]. Further, qualitative
case studies create the scope of studying the research question in depth that could lead
to unexpected, but interesting findings, which can form the basis for hypotheses to be
empirically examined in future research [38]. Within the broader array of case study
research, there directions are apparent ranging from inductive, interpretive case studies
to more indicative, comparative case study research used to build theory in a post-
positivist fashion [38, 41–43]. A case study research usually focuses on a specific
phenomenon, and researchers conducting the case study research seek to understand it
completely. Rather than controlling variables the case study researchers observe all the
variables, study the interactions among variables, and explore the contextual conditions
pertinent to the phenomenon under study [38, 41, 42]. Case study research has the
ability to include a variety of data sources and methodologies that produce in-depth
qualitative findings in specific contexts [38, 44].

A meta-synthesis is defined as “an exploratory, inductive research design to syn-
thesize primary qualitative case studies for the purpose of making contributions beyond
those achieved in the original studies” [14, p. 527]. Essentially, it is a meta-study
because it involves the accumulation of the evidence from prior case studies, and it
extracts, analyzes, and synthesizes the prior evidence. Therefore, a meta-synthesis does
not advocate the reuse of the original primary data collected by the case researchers
[14]. Instead, a meta-synthesis is conducted on the insights constructed by the original
researchers of the primary studies with respect to their own understanding and
interpretation.

3 Research Design

3.1 Framing the Research Question

This study aims at exploring the process of co-creation of e-government services and
understanding the role of the government in facilitating citizen participation. Consistent
with our research objective, we choose to frame our research questions as: How does
the government facilitate the co-creation of e-government services? How does the
government motivate citizens to participate in the development of e-government
services?

3.2 Locating Relevant Research

The important step in our study was to identify the bodies of research that are relevant
for our meta-synthesis interest. Given the volume of studies in the field of
e-government, it was challenging to formulate search keywords pertaining to our
research question. As some terms can be expressed in several forms, we decided to
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combine different keywords related to e-government, participation, and qualitative case
study methodology. Finally, we based the search in Scopus and ABI/INFORM digital
libraries using keywords (“electronic government” OR “e government” OR “egov-
ernment” OR “digital government” OR “open government” OR “public e-service”)
AND (“participation” OR “engage” OR “collaborative” OR “open data” OR “in-
volvement” OR “participatory” OR “co creation” OR “co production” OR “co oper-
ative” OR “co design”) AND (“qualitative” OR “case” OR “interview” OR “focus
group”). The first set of keywords about e-government was used as a selection criterion
in the Title of the articles and other keywords were used as a selection criterion in topic
Title, Keywords, and Abstract. This yielded a total of 319 studies published in journals
and conference proceedings between January 2001 and March 2019.

To find the relevant studies amongst these 319 studies, we first went through their
abstracts to have an overview of the studies. Most articles except 48 were identified as
false positives and excluded due to the lack of relevance. These 48 articles were then

Table 1. Summary of the selected articles

Studies Description Country

Chatwin and
Arku [13]

Explores the motivation, capabilities and constraints,
and the influence of the institutional environment on the
co-creation of an open government action plan

Ghana

Gascó-
Hernández et al.
[45]

Discusses how the training interventions can increase
awareness among citizens, improve users skills, and
potentially engage them in the open government

Spain, Italy, and
USA

Axelsson et al.
[33]

Discusses the importance of citizen participation and
involvement in developing public e-services

Sweden

Nam [46] Performs a SWOT analysis to understand the challenges
around open government and meaningful civic
participation

Korea

Pilemalm et al.
[48]

Explores inter-organizational and cross-sector
collaborations for participative development of
e-government systems and analyses the challenges

Sweden

Olphert and
Damodaran [3]

Focuses on socio-technical and participatory approach
to the development of e-government systems, and
explores the enabling conditions and benefits of such
participatory approach

United Kingdom

Chan and Pan
[47]

Focuses on how to identify and engage the relevant
stakeholders in e-government implementation

Singapore

Oostveen and
Besselaar [49]

Applies participatory design principles to involve users
in the design of infrastructural system prototype

Europe

McBride et al.
[7]

Explores institutional dimensions that can facilitate open
government and citizen participation

USA

Safarov [11] Discusses factors that are important for driving the co-
creation of open government data driven public services

Netherlands,
Sweden, and UK
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thoroughly studied to assess whether they pertain to our research questions. Finally, the
articles that were found to discuss the co-creation and open government phenomenon
from citizens’ perspective, or the articles that did not employ qualitative case study
research, or case studies that were quantitative in nature were excluded. Therefore,
within the subset of 48 articles, we finally identified 10 articles for our meta-synthesis.
A brief description of these articles is presented in Table 1.

4 Analysis

4.1 Analysis on a Case-Specific Level

Hoon suggested that before embarking on the meta-synthesis, an analysis has to be
carried out on a case-specific level [14]. That is, each case study under synthesis has to
be explored individually as a first step towards executing the meta-synthesis. As the
current study intends to understand how citizens can be engaged in the co-creation of e-
government services, we explored each case study in terms of the factors that drive the
co-creation. At the same time, to capture the role of the government in facilitating
citizen participation, we specifically identified factors that are important for the gov-
ernment to enable the phenomenon of co-creation and investigated the process of
achieving such collaboration. As suggested by Hoon [14], and Miles and Huberman
[44], we developed a network by establishing relationships among the relevant factors
for each case study. Such technique helps to map each case into a case-specific network
of variables that could generate the underlying theme for the phenomenon of interest.
For instance, one case-specific network suggests that “intrinsic motivation” of the
government influences the way governments facilitate the co-creation of e-government.

4.2 Synthesis on a Cross-Study Level

As the next step towards carrying out the meta-synthesis, we moved from case-specific
level analysis to cross-study level analysis. The case-specific networks developed in the
previous step are the foundation to further understand how the studies under synthesis
are connected or different [14]. Thus, the factors that were identified in each of the case
studies and represented through the case-specific network were now compared and
assessed for their commonalities across studies. To elaborate, we observed (1) how and
which components of the case-specific networks were similar across the studies under
synthesis; (2) how the factors were different across the case-specific networks; (3) if the
relationships between the factors could hold across the studies; and (4) if new set of
relationships can be formed by merging the case-specific networks. This process
resulted into an integrated network called as meta-causal network that established
relationships among the broad factors identified throughout the studies under synthesis.
The meta-causal network shown in Fig. 1 provides a process view of the co-creation of
e-government systems from governments’ perspective.
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5 Discussion

This study, through a meta-synthesis of qualitative case studies, provides some crucial
insights into the process of co-creation in e-government services. Specifically, our aim
was to investigate the co-creation from governments’ perspective whereby we explored
(1) governments’ perception of the co-creation, and (2) how they facilitate citizen
participation in the co-creation of e-government services. The meta-causal network
(Fig. 1) that emerged from the meta-synthesis of the selected case studies renders a
holistic view in that direction. It represents the process view of the co-creation of e-
government services that delineates how the co-creation of e-government services is
initiated and facilitated.

The co-creation of e-government services or the participatory approach to the
development of e-government can be initiated by the government or the citizens. We
first describe the process of co-creation when the government becomes pioneer. In such
instances, usually the government could be internally motivated to engage citizens
while developing public services. It could be the commitment towards enhancing
public value and serving the communities, and/or the willingness to rebuild trust
between the government and its constituents that could motivate the government to
take the initiative, as discussed in the case study by [13]. Further, the perceived benefits
of the co-creation can also incentivize the government internally to take up the par-
ticipatory approach. Internal motivation of the government thus has been observed as
a main driver of co-creation [7, 13].

Once motivated, the government may embark on assessing its readiness. This is a
crucial step that eventually determines the success of the government initiatives in most
cases. Readiness assessment includes the assessment of technological, financial, and
human resources. Most case studies under the synthesis discussed the importance of
technological infrastructure in influencing the co-creation phenomenon [7, 13, 45]. If
the technological infrastructure is weak in a locality, and the government portal is not
accessible and lacks user-centred design and interactive functionalities, it is highly

Fig. 1. The process view of the co-creation of e-government services
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unlikely that it would encourage the citizens to participate in the e-government service
development and delivery [3, 45]. Further, the financial resources are also necessary for
the co-creation as the implementation of systems, the development of new services, and
the organization of the whole process often require huge financial support [7, 13].
Human resources include the ability of the public managers and employees, more
specifically their skills and knowledge of designing, implementing, and managing an e-
government initiative [45]. Not only are the technical and managerial skills and
experience of public employees important but the technical skills of citizens also matter
for the co-creation. This is closely linked to the next tenet of the process view of co-
creation, namely, capacity building.

The importance of capacity building is cited in most of the case studies under
synthesis [3, 7, 13, 45, 46]. Capacity building for the government encompasses several
facets ranging from developing technical skills and knowledge, to developing com-
munication skills to engage citizens, to building innovative leadership. An innovative
leader can look for opportunities and have strategic action plan for motivating and
engaging citizens. Similarly, proper communication with citizens can motivate them to
participate in developing e-government services. For that, many researchers empha-
sized the requirement of citizen communication system [13]. Case studies suggest the
need for proper training interventions for the public employees to address any gap in
their capability [13, 45]. Capacity building also indicates the need for improving skills
and knowledge of citizens for the success of e-government.

The process view of co-creation as presented in Fig. 1 shows that once the gov-
ernment assesses its resources and capability required for developing e-services and
engaging citizens, the government can participate in the co-creation of e-government
services. Nonetheless, before that, it is necessary that the government makes citizens
aware of the e-government services that require participation from citizens. Analysing
its importance, the need for public awareness activities is discussed in many of the case
studies. The government has to inform citizens, through town hall meetings or radio
shows or workshops, the utility of the particular e-service, the values of participating in
e-government, and the existence of incentives, if any [11]. Public awareness activities
become more significant, especially when the citizens do not initiate the process of co-
creation. The goal is to convince citizens and sensitize them so that they become
motivated to participate in e-government [45].

While interacting with citizens, the government has to understand the user need at
the same time. Many a time, when governments take the initiative, they opt for
implementing an e-service that they feel comfortable and convenient without assessing
the citizen demand of solving real problems. Heeks [50, p. 162] indicates this as “an
opportunity which could be seized” in opposite to “a problem that needs to be solved”.
The decision has to be driven by the citizen demand or need [33]. The lack of citizen
focus becomes detrimental for the success of e-government.

We discussed so far the process of co-creation that was initiated by the government.
As stated previously, the citizens may also initiate the process. When there is increased
awareness from citizens about their rights and responsibilities, they have particular
demand for enhancing public value, and they are intrinsically motivated, then they
could cast pressure on the government for creating e-services [13]. Such intrinsic
motivation of citizens may act as the external pressure for the government in the
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process of co-creation of e-government services. Once both the stakeholders—the
government and the citizenry are motivated either intrinsically or extrinsically, the
phenomenon of co-creation takes place. Further, to have sustained citizen engagement,
a feedback mechanism could be beneficial whereby the citizens can receive con-
structive feedback on their participation [47]. It is worthy to note that it may not always
be possible for the government to directly engage citizens in every e-government
service development. The role of intermediary becomes significant in that case, indi-
cating the need for stakeholder identification and management by the government [49].

In addition, it is to be noted that the enabling environment has significant role in
facilitating the co-creation. The institutional environment such as the political envi-
ronment and the legislative acts [11], and the economic factors [45] could affect the
availability of technological, financial, and human resources, and determine the
readiness and the ability of the government.

This meta-synthesis study contributes to the literature on the co-creation and e-
government by providing a holistic understanding of the process of co-creation of e-
government services. We integrate the co-creation process initiated by the government
with that initiated by the citizens. We contend that governments’ perception of the co-
creation largely determines the way they conduct. If governments realize the benefits of
engaging citizens in the e-government service development, they are motivated to
initiate and participate in such participatory development process. Apart from the
perceived benefits, their commitment towards serving the communities plays a major
role in facilitating the co-creation. Further, to engage citizens, we discuss the mecha-
nisms that are emerged from the case studies under synthesis. In particular, we
emphasize the need for promoting e-government initiatives, developing public
awareness activities, facilitating training interventions, developing effective commu-
nication systems, building innovative leadership, and providing technological and
related resources to citizens. In essence, the proposed process view of co-creation
would enable researchers, practitioners, and policy makers to develop insights into the
important parameters enabling the co-creation of e-government services for effective
and efficient public service delivery.

The major limitation of this study is that it relies on published articles and con-
ference proceedings. In an ideal scenario, any synthesis has to be exhaustive by
including maximum number of eligible literature [30, 51]. In this meta-synthesis, we
discarded dissertations and unpublished research studies. Nevertheless, this increased
the scientific rigor of the meta-synthesis considering the acceptance of peer-reviewed
publications.

6 Concluding Remarks

The effective and efficient delivery of public services is largely dependent on citizen
participation for co-creating e-government services. Nevertheless, minimal participa-
tion of citizens is witnessed in the development and delivery of e-government services.
Realizing the importance of engaging citizens to facilitate the co-creation, this study
entails the role and the perceptions of the government through a meta-synthesis of
qualitative case studies. A process view of the co-creation of e-government services is
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proposed to delineate how governments can facilitate citizen participation in the co-
creation of e-government services to enhance the public value. We believe that this
process view would enhance the understanding of researchers, practitioners, and policy
makers about the process of co-creation in the context of e-government, and encourage
future empirical research.
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Abstract. Infrastructural development is a significant determinant of
economic growth. It remains an elusive pursuit for many developing
economies suffering from public infrastructural project failures. Although
the causes of these failures are identifiable, they remain persistent. Gov-
ernment corruption has been identified as the primary cause of project
failures amidst a host of other causal factors, spurred by the ambi-
guity in public service administration. These factors heighten capital
expenditures and hence, the need for more transparent systems in public
infrastructural project planning and -delivery. This research uses a case-
study methodology to examine the importance of public involvement in
addressing the causes of failures in public infrastructural project planning
and -delivery. Using Nigeria as a case, the findings from conducted inter-
views and a document review support the proposition of a technologi-
cally collaborative approach in addressing the causes of public infrastruc-
tural project failures. The institutionalization of transparency-enhancing
blockchain systems are vital in government and public involvement in the
processes of public infrastructural project planning and -delivery.
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that measure a country’s growth and economic standard are identified as the
building blocks of development. From previous research, it is evident that fac-
tors impeding the success of public infrastructural projects are common in devel-
oping nations. Identified as recurring factors, some of them include corruption,
non-transparency, unaccountability, and budget overruns, inadequate monitor-
ing, change in government and political interferences, and poor communication
between different stakeholders [14,22,42]. Although these causal factors are iden-
tifiable, they have still not been addressed, and thus, developing countries are in
a perpetual state of economic regress, or stagnation. Additionally, these infras-
tructural development projects are very costly and considered a loss for citizens
with high expectations for public service delivery.

Over the last decade, Nigeria has budgeted an average of 28% on capital
expenditure projects to improve public infrastructure development for better
living conditions. Still, the government has not been able to deliver its promises
to citizens due to many inconsistencies in the delivery system. For instance,
even after over 40 years of independence, Nigeria only has 15% paved roads1.
As a result, there has been a drastic reduction of public trust in government,
stakeholders have also been discouraged from investing in the nation’s economy,
which leaves a negative mark on governance. Thus, the question remains, how
can developing countries such as Nigeria overcome these challenges?

The complexities and challenges with managing the process of project deliv-
ery has attracted various technological solutions. One of such attraction is
blockchain technology [40], a disruptive innovation with a wide range of appli-
cations to provide better management systems in many sectors by constitut-
ing trust, transparency, and traceability. The dynamic grouping of different
actors/companies with cross-dependencies requires a decentralized system where
trust is decisive. Blockchain technologies for decentralized networks and its dif-
ferent use-cases, present novel solutions leading to the creation of a digital soci-
ety where information- and communication technologies are geared towards the
provision of solutions to societal problems.

This paper explores the factors that plague public project processes in devel-
oping nations, while using Nigeria as a case study. Thus, Sect. 2 presents related
work and Sect. 3 details the chosen research methodology. Next, Sect. 4 presents
the case selection, subject description and result presentation. Section 5 discusses
the research findings. In, Sect. 6 we discuss limitations and future work. We finish
the paper with a conclusion in Sect. 7.

2 Related Work

The term collaboration is a focus in public governance and also in diverse fields
including environmental management, conflict resolution, private sector, educa-
tion, and research. The wide application of this yields several definitions based
on the purpose served. In connection to public governance, collaboration stems
1 https://tradingeconomics.com/nigeria/roads-paved-percent-of-total-roads-wb-data.

html.

https://tradingeconomics.com/nigeria/roads-paved-percent-of-total-roads-wb-data.html
https://tradingeconomics.com/nigeria/roads-paved-percent-of-total-roads-wb-data.html
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from public participation and is a new paradigm of democratic governance in
the field of public administration [18] in reaction to previous government failures
[3]. Collaboration is also a model for problem solving in this digital- and post-
industrial age [6]. Collaboration as a need in society is not addressed adequately
by elected officials [12]. Furthermore, the bureaucracy, complexities and mul-
tifaceted challenges of contemporary governance are more visible [19]. Though
the earliest forms of public participation comprise the representation of politi-
cal party members [35], government is seeking now more active and deliberative
ways of public engagement in diverse spheres.

Much of the scientific literature in collaborative public governance focuses
on single-case studies concentrating on sector-specific collaborative management
for solving individual problems within the public sector. The first public collab-
orative networks are centered on delivering public inclusion in federal agencies’
decision-making processes in response to increasing public frustration on futile
efforts in maintaining the government’s status quo [35]. The growing impor-
tance of public participation attracts research for the involvement of citizens in
planning and decision-making processes, relaying the assurance of more widely
accepted programs, policies and projects [17].

Collaborative public governance presents several valuable theories compared
to traditional forms of governance. One of such arguments is collaborative advan-
tage argued by scholars as a decisive factor towards widely accepted public poli-
cies and decisions [10,15,25], stating that problems in public governance are
very complex to resolve only by public officials. Additionally, [7,8] introduce the
theory of collective intelligence and crowd wisdom with the idea that collabo-
rative public governance networks harness the collective intellect embedded in
public circles. Individuals are imperfect and often let emotions cloud their judg-
ments [37]. Nevertheless, despite these limitations, when all imperfect judgments
are accumulated and aggregated rightly, collective intelligence is often excellent.
Extending these notions further, citation [7] also introduces the concept of non-
expert knowledge as a benefit to public participatory networks by explaining the
inclusion of citizens accompanies non-expert, or non-mainstream knowledge in
the creative problem-solving process.

Theories in collaborative public governance are also related to public partic-
ipation theories, relaying the values and benefits of engaging and involving cit-
izens in the public decision-making process [26]. Public participation improves
public policy decision quality, minimizes cost and delays [13]. In study [13],
the authors observe that unilateral decisions by public officials suffer delays
in implementation due to resistance, controversy, and litigation, while in some
cases, these decisions are never implemented. Resolutions with public partici-
pation sustain delays in reaching a consensus; conversely, implementation runs
smoothly and quickly. Furthermore, unilateral decisions are highly consequen-
tial in the long run as policies and projects are frustrated by citizens. Although
time and cost do not only measure efficiency, decisions with public participation
remain sustained by future users with expressions of trust for government.
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While most studies view collaborative public governance positively, some
literature emphasizes the difficulties in managing the complexity of the process
[32], e.g., there is the problem of ethnic rivalry. The study [5] argues that how a
particular ethnic group presents a project idea may divide between the minorities
and the mainstream. Research in [9] warns that there is a lack of empirical
evidence that reveals the successes of public participation and points to the
fact that negotiating can culminate into high levels of argument, slows down
projects and frustrates project managers. Citation [1] sees collaborative public
governance as consensus-seeking, where a consensus is usually not reached, and
the government still reserves the authority to make the final decision.

Although some project managers argue that public consultation in project
execution is professionally hazardous, the importance of civic engagement is
still paramount. First, there is the case of stronger plans and increased chances
of proper implementation when there is public inclusion. In [23], it is argued
that public participation ensures that local knowledge is embedded in project
plans and culminate better ideas as a result of continuous exchange of informa-
tion between the public and project managers. Governance refers to the rules
and forms that guide collective decision-making where the focus is on decision-
making. Thus, governance focuses on groups of individuals, organizations, or
systems of an organization making decisions [36].

3 Research Methodology

Initially, we present a problem statement of public infrastructural project deliv-
ery in developing economies. Then, a potential solution is suggested as collab-
orative public management. Although backed by peer-reviewed literature and
theories, this proposition still has to be tested and validated. Thus, part of
the research covers the testing of that proposition commencing by selecting the
case and providing the research questions for the study. We conduct case study-
based research [33] for data collection and analysis. For the remainder, Sect. 3.1
describes the case study design and Sect. 3.2 explains the sample selection for
semi-structured interviews.

3.1 Case-Study Design

The selection of our case is based on the consideration of cross-case charac-
teristics with developing economies to allow for a generalization of theoretical
propositions [20]. The research is qualitative and includes both primary- and
secondary data-collection methods to ensure the validity of the study triangula-
tion [41]. Documents are reviewed, and semi-structured interview questions are
instrumental to collect primary data. For data analysis, we employ a tool-based
thematic analysis using the open-source R software package RQDA (R Qualita-
tive Data Analysis) [16]. We follow the six (6) phase data analysis guide [27] for
using RQDA.
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3.2 Survey-Sample Selection

The sample size for data collection is ten respondents, from different regions of
the case. The selection of respondents is based on their knowledge and experience
in the research domain. Three (3) experts stem from the private sector, five (5)
are public service officials and two (2) are members of the public.

The survey starts by exploring existing public participatory methods, evalu-
ating their relevance and effectiveness. Our research extends to identifying and
understanding the challenges and causes of public infrastructural project failure.
This is essential, because exploring how government collaboration can improve
public infrastructural project success, first requires identifying the common prob-
lems and causes of failures. The research questions also examine how government
collaboration improves the success rate of public infrastructure projects and
increases economic growth in the long run. We investigate this by measuring the
efficiency, benefits, and suitability of the network in addressing the identified
challenges tied to public infrastructure-project delivery.

4 Case Selection, Subject Description and Results

In Sect. 4.1, we present the detailed description of the case and subjects. Next,
Sect. 4.2 presents the results of this research. Finally, in Sect. 4.3, we map
blockchain technology into solving problems that currently exist in public-private
partnership (PPP) projects.

4.1 Case and Subject Description

The selected case for this study is Nigeria – a typical example of a develop-
ing country with a high population and considerably large economy. The case
selection allows to extend our research findings to a broad range of developing
economies. Nigeria is commonly compared with developing economies including
South Africa, Saudi Arabia, Brazil, Ghana, Malaysia, India, Ghana, Nepal, and
Bangladesh. The case reflects a wide range of developing economies and suffers
numerous public infrastructural failures over the years.

Many researchers argue that Nigeria’s poor state of infrastructural develop-
ment is due to the military rule for many years. The advent of democracy in
1999 has only seen the rise in corruption and alienation of the populace due
to allegations that massive rigging has marred the various elections held in the
country. The leadership does not truly reflect the votes of the people and this is
also manifested in the poor state of infrastructural development that results in a
decline of the economy. These events stem from gross failures by the government
in project delivery, aided by little, or no public participation in the decision-
making process. To provide a vivid meaning of project failure, the project lead
advisor of the United Nations Industrial Development Organization adequately
explains: “In project management, a project fails not only when the project deliv-
ery refuses to meet the use or the needs of the project, or when the project’s
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product refuses to satisfy the end-user, but when the project is not accomplished
within the allowed time frame, project budget, scope defined for the project and
even when the outcome of the project is rejected by the stakeholder.”

In Nigeria, about 60–80% of projects fail. According to Vanguard Newspaper
in the country, dated 24th Aug 20152, project managers have claimed that the
nation achieves only a 39% success on projects.

4.2 Result Presentation

This section presents the findings from our semi-structured interviews. With
thematic analysis we found the following specific topic themes:

• level of economic development,
• rate of project delivery/success,
• importance of public involvement,
• current participatory approach,
• collaboration as a potential solution,
• measuring efficiency and effectiveness,
• challenges with using the Web/Internet.

Level of Economic Development. The state of economic development in
Nigeria is deplorable. Results endorse the fact that Nigeria is in a perpetual
state of economic stagnation and a significantly low pace of economic growth.
Responses are disparate due to regional economic inequality. The results also
show that the causes of the slow-, or low economic growth are chiefly due to cor-
rupt practices by the government, tribalism, a high rate of public infrastructural
failures, and poor communication between the government and public.

Rate of Project Delivery/Success. The success rate of public infrastruc-
tural projects as described by respondents is below average. The causes of fail-
ures include organizational bureaucracy and complexities, government instabil-
ity, market fluctuations, poor implementation and monitoring processes, tribal-
ism and public exclusion from the process of planning and delivery.

Importance of Public Involvement. Respondents consider public partic-
ipation to play a significant role in infrastructural project delivery. Although
elusive and not widely practiced in Nigeria, we identify key criteria to allow for
the implementation of a stable participatory process. Respondents mention that
public policies and decisions are accepted where the government only implements
relevant policies. Citizens take it as a duty to checkmate government activities
due to the transparent system with an increased public contribution to project
success. Assuring project success is shared and citizens take ownership of public
programs. Accruing more importance, the quality of decisions increases due to
the sampling of a wider pool of knowledge.
2 https://www.vanguardngr.com/2015/08/60-of-projects-fail-in-nigeria-unido/.

https://www.vanguardngr.com/2015/08/60-of-projects-fail-in-nigeria-unido/
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Current Participatory Approach. Public participation methods are notable
in infrastructural project planning and delivery. The common approach is in town
hall meetings and public opinion hearings. The expectations of citizens with the
current techniques are unactualized, contributing to the reduced public interest
in the process with lacking trust and confidence in governance. Thus, participa-
tion is merely a constitutional theory. Current methods are deemed unproduc-
tive for several reasons including the size of the population, power dynamics,
and non-transparency.

Collaboration as a Potential Solution. Inferences suggest that public par-
ticipation in the process of infrastructural project planning and delivery accom-
pany a positive impact. As a more comprehensive solution alongside the imple-
mentation, government officials mention the following as secondary additions: a
collaborative network, punitive measures, stronger monitoring institutions and
stringent legal actions against corrupt practices by public servants. Emphasizing
the need for collaboration and an open system, one respondent opined: “Trans-
parency is the bedrock of any system that will address the current challenges in
project delivery.”

Measuring Efficiency and Effectiveness. One commonality from inferences
is that the impact of the proposed collaborative network is evident, fostered
by transparent systems that curb corrupt practices, e.g., blockchain technology.
The assessment of impact can only be performed after the implementation, and
there is currently no specific metric for evaluating productivity.

Challenges in Using the Web/Internet. The internet remains a luxury in
Nigeria and most citizens have little, or no accessibility to web services. Informa-
tion technology (IT) literacy, the cost and level of internet coverage are specified
as the most common challenge with using the Web/Internet as a participatory
approach. Nonetheless, there is a widespread view that the government has the
resources to address these challenges.

4.3 Mapping Blockchain Technologies to PPP Problems

We propose a blockchain-based technical solution in Table 1 to address the prob-
lems identified in Sect. 4.2. A blockchain-based collaborative tool for managing
public project execution addresses issues including project complexity, corrup-
tion, inadequate project monitoring by providing a system that enables trust
and transparency. We also provide the references of blockchain technologies and
smart-contract based projects that provide solutions similar to the proposals
provided in the table.
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Table 1. Mapping PPP problems onto blockchain-technology solutions.

Problem theme Findings Blockchain
technology

Application and impact

Level of
economic
development

Inadequate
communication
between the
government and
public

Digital Signature,
Consensus

e-Participation tool based
on blockchain enables the
identification of citizens
using unique digital
signatures. Agreement
reached through such
platform cannot be
manipulated by any party
[21]

Rate of project
delivery/success

High rate of project
failure caused by
corruption,
bureaucracy and
project complexity

Smart Contract,
Cryptocurrency,
Consensus

Smart contracts enable
transparency in terms of
project execution.
Payments for project
execution is performed
when certain conditions in
the smart contract
(project conditions) are
met [11,34]

Importance of
public
involvement

Benefits derived in
knowledge sharing.
Transparency renders
government more
accountable

Consensus, Smart
Contract

Consensus allows
participants to contribute
based on defined messages.
Smart contract enables
traceability and
accountability since every
activity is visible on
blockchains [4]

Current
participatory
approach

Current methods are
ineffective, do not
influence project
outcomes or decisions

Digital Signature,
Smart Contract

A blockchain-based
collaborative platform
provides the possibility for
people to express their
ideas on specific
government projects [39]

Collaboration as
a potential
approach

Collaboration is not
a complete solution

NA NA

Measuring
efficiencies and
effectiveness

No metric for
measurement of
project success

Smart Contract Smart contract shows
project milestones,
providing the status of
projects for tracking and
monitoring, even after
completion [38]

Challenges with
using the
Web/Internet

Low rate of internet
users

NA NA
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5 Discussions

While we refer the reader to [2] for the extended version of this research, inves-
tigating the causes of infrastructure project failures reveals various factors that
are disjointed. Studying the factors holistically, it is apparent that a transparent
system in project delivery fosters better management and accountability. Fur-
thermore, an essential finding in this paper is that a one-for-all solution does
not adequately address all the problems. It is vital to engage the public in the
planning and delivery processes of infrastructure projects.

With the above as a background, we start by suggesting a consensus-driven
collaborative network based on blockchain-based technology. This approach is
particularly useful for security, authentication and transparency reasons [24],
to prevent the participatory process from being hijacked by stakeholders with
adverse interest/intent. The collaborative network is also purposed to gain novel
insight from the public, engaging them to identify the most critical needs and,
eventually, gain trust, commitment, and share the responsibility of project deliv-
ery. The application of blockchain technology in governance is not a new idea
[30,31], with the use of digital signatures, e.g., with the Estonian state as an
example. Thus, citizens securely communicate with their representatives, reach
a consensus on project messages and track the process of implementation in the
network – instituting transparency and accountability.

In [40], the authors discuss, the potentials of a blockchain-based contract
and procurement-management systems in delivering a seamless and transparent
stream of project activities. Blockchain technology enables interaction between
the government and citizens and [40] provides potential components to address
corruption further, producing a complete solution to redress project failures.
In Nigeria for instance, the contract bidding and procurement processes have
been negated by nepotism and corruption. These have resulted in delays in
infrastructure-project deliveries.

These additional blockchain components prove valuable in identifying grid-
locks during the planning and implementation process. To extend this thought,
smart contracts manage project contracts and release payments according to
rules-based operations. The cross verification of the process by all participants
prevents exploitation and strengthens confidence in a blockchain-technology sys-
tem [28]. Smart contracts are especially useful in the procurement of service and
materials, supply-chain management, providing integrity in the bidding process
by reducing redundancy, marginal cost, corruption and conflict of interests due
to transparency [29]. Additionally, payments can be initiated automatically using
cryptocurrency to contractual parties when the prescribed requirements are met
to prevent insolvency and late payments.

In summary, governance transparency plays a vital role in ensuring trust
and accountability. To this effect, blockchain technology offers tangible gains
such as confidentiality, disintermediation, provenance tracking, non-repudiation,
multiparty aggregation, change tracing, traceability, and recordkeeping. Instru-
mentally, blockchain technology establishes transparent systems in infrastructure
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project delivery and renders it easier for a broad set of stakeholders, including
the public, to monitor the whole process from start to finish.

6 Limitions and Future Directions

It is undeniable that the approach presented in this paper is accompanied by
some challenges due to the specific digital divide in developing countries. Thus,
to ensure the inclusiveness of some groups of citizens that are unable to par-
ticipate, other methods of participation should be considered such as the broad
use of mobile devices that are widely adopted in developing countries. Finally,
it is vital to implement a robust legislative and regulative framework to serve
as a background and guide for the collaborative network, in order to preserve
government commitment in the participatory process.

One limitation of this research can be drawn directly from the criticisms of
single case study-based research. Secondly, the paper proposes a solution to prob-
lems but fails to investigate the feasibility of its implementation. Another signif-
icant limitation of this study is the issue of external validity, or generalisability.
In future work, a related field of study is the development of a blockchain-based
collaborative framework for public infrastructural project planning and -delivery.

7 Conclusion

The barriers to successful infrastructure-project delivery are plenteous and
encapsulated in government corruption. The multifacetedness of corruption
undermines the success of most proposed solutions and hence, failures in project
delivery remain persistent. Further studying the underlying factors driving cor-
ruption, we identify government non-transparency and lack of communication
with the public as the main causes of project failures in the long run. As a strat-
egy to institute communication between the government and citizens, and trans-
parent systems, a consensus-driven collaborative network based on blockchain is
recommended. To address the failure factors directly and also provide a compre-
hensive solution, other blockchain-based technologies such as smart contracts,
digital signatures, diverse consensus algorithms, and crypto-currencies are sug-
gested as additional components of such a collaborative network.
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38. Turk, Ž., Klinc, R.: Potentials of blockchain technology for construction manage-

ment. Proc. Eng. 196, 638–645 (2017)
39. Van der Elst, C., Lafarre, A.: Bringing the AGM to the 21st Century: Blockchain

and Smart Contracting Tech for Shareholder Involvement. ECGI Law Series 258
(2017)

40. Wang, J., Peng, W., Wang, X., Shou, W.: The outlook of blockchain technology
for construction engineering management. Front. Eng. Manag. 4(1), 67–75 (2017)

41. Yin, R.K.: Case Study Research and Applications: Design and Methods. Sage
Publications, Thousand Oaks (2017)

42. Zuofa, T., et al.: Project failure: the way forward and panacea for development.
Int. J. Bus. Manag. 9(11), 13 p. (2014)

http://ojs.aishe.org/aishe/index.php/aishe-j/article/viewFile/335/553
http://ojs.aishe.org/aishe/index.php/aishe-j/article/viewFile/335/553


Aspects of Personal Data Protection from State
and Citizen Perspectives – Case of Georgia

Mariam Tsulukidze1, Kartin Nyman-Metcalf2, Valentyna Tsap2(&),
Ingrid Pappel2, and Dirk Draheim2

1 Information Systems Group, Tallinn University of Technology,
Akadeemia tee 15a, 12618 Tallinn, Estonia
mariam.tsulukidze@taltech.ee

2 e-Governance Academy, Rotermanni 8, 10111 Tallinn, Estonia
katrin.nyman-metcalf@ega.ee,

{valentyna.tsap,ingrid.pappel,dirk.draheim}@taltech.ee

Abstract. This paper aims to investigate the process of personal data protection
in Georgia within the frame of e-governance, focusing on available legal and
technological protecting mechanisms, their practical usage and importance for
realizing principles of good governance in the state. The scope of this research is
defined by the protection of state databases containing citizen’s personal data. Its
key legal and technological aspects are identified and analyzed. The potential of
proper data protection to act as the enabler of e-governance services success is
also evaluated. We explore the defense mechanisms of Georgian governmental
entities by conducting interviews with seven experts from the Personal Data
Protection Inspectorate and other public entities handling citizens’ data. We study
citizens’ perception of data safety and the citizens’ knowledge of existing mon-
itoring mechanisms through analysis of over 400 responses that we have received
to our survey. We also analyze and assess the influence of these factors on the
success of e-governance and its broad diffusion. Finally, guidelines and recom-
mendations are formulated for raising citizens’ awareness on the data protection
mechanisms to be used in future theoretical and practical considerations.

Keywords: e-government � Personal data protection � Citizens’ awareness �
Georgia

1 Introduction

A recent resolution by United Nations titled “The right to privacy in the digital age”
[14] has for the first time asserted the applicability of internationally recognized human
rights including right to privacy in the online world in the same manner they stand
applicable to the offline activities of the states. Resolution stressed the importance of
government commitment to guarantee citizen data privacy. It encouraged member
states to take active measures for establishing digital environment which will be
reflecting internationally recognized fundamental rights and freedoms of individuals.
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Ever-increasing importance of the data safety is also reflected in the rapid estab-
lishment of personal data protection inspectorates and DPAs (Data Protection
Authorities) within and outside of European Union.

After proclaiming its aspiration to become a member of the EU, Georgia, one of the
EaP (Eastern Partnership) states, has taken responsibility to get compliant with data
privacy requirements. Upon signing the Association Agreement in 2014, [2] Georgia
has undertaken the obligation to harmonize legislation with European standards
regarding users’ rights, personal data security and protection along with promoting e-
government initiatives and supporting their active use between governments, busi-
nesses, and citizens. While a number of positive reforms have been made in this
direction recently, unfortunately, many of the obstacles are still to be overcome,
available services differ in level of security for the processed personal data from one
public entity to another and user turnout remains low for their majority.

Therefore, we are aiming to investigate how Georgian government entities are
adapting to the new data protection approaches in practice on the premise that
achieving high security standard is vital to successful implementation of e-governance.
We will examine the current state of electronic databases in Georgian public institution
to find out whether they comply with internationally accepted standards and guidelines.
Furthermore, we will look into citizens’ level of awareness about data protection
mechanisms and, additionally, try to better understand the motives behind citizens’
distrust, offer potential solutions for changing public perception and pose as motivator
for the future researchers to broaden the understanding of this issue.

To address named matters and specify the scope of this paper, below-presented
questions have been formulated:

RQ1: How are Georgian government entities adopting to current data protection
approaches in practice?

RQ2: What is the citizens’ level of awareness about data protection mechanisms
and how to define it as a factor of e-governance success in Georgia?

We proceed as follows. In Sect. 2 we explain the methods we have used within this
research. Section 3 elaborates on the theoretical concepts that support personal data
protection. In Sect. 4, we discuss the importance of interconnections between Data
Protection and e-Governance. Section 5 reports on our findings and is divided into two
subsections that reflect state and citizen perspective. Section 6 serves as a field for
discussion and analyses the outcomes. The paper is summarized with a conclusion in
Sect. 7.

2 Methodology

Analyzing specifications of citizens’ data safety in Georgian administrative e-
environment called for gathering in-depth observational evidence and therefore qual-
itative research methods were given priority. We have used expert interviews con-
ducted with state officials to investigate practical adaptation of data protection
mechanisms by Georgian governmental entities. Online surveys have been distributed
for understanding citizens’ perception of personal data safety and their awareness of
existing monitoring mechanisms.

Aspects of Personal Data Protection from State and Citizen Perspectives 477



Seven expert interviews have been conducted in total from five different admin-
istrative institutions during face-to-face meetings. Respondents were either head of the
specific institutions or employees designated on personal information safety. All
interviews were conducted in Georgian language and transcribed, translated and then
coded afterwards. Interviews were semi-structured and allowed going beyond pre-
written framework. Respondents were permitted to follow up, expand and stir focus
towards the matter which emerged in the course of conversation.

Assessing citizens’ awareness level about data-protective mechanisms requires
first-hand empirical evidence and therefore, multiple-choice questionnaires have been
drafted and distributed online, targeting citizens of Georgia for getting an insight into
their perspective. To increase the credibility of outcomes, goals and motivations for
collecting data were outlined explicitly at the beginning of survey and it was made sure
that participants clearly understood the contextual framework.

To be in line with its explorative nature, this research will outline new insights into
the security of publicly-held personal data; recommendations and potential solutions
for existing problems will be suggested with an aim to lay down grounds for future
reforms.

3 Theoretical Background

This section portrays an overview of restricted access theory of privacy which is
considered suitable for addressing data privacy challenges that accompany techno-
logical developments. The theory is relevant in the context of digitally processed
personal information as it allows formulating consistent data safety policy and proposes
balanced interconnection between the interests of e-states and individuals.

The origins of restricted access theory can be traced back to 1980 s’ in the
hypotheses of authors such as Allen [1] and Gavison [6] however, it was only in later
works of Moor [9, 10] when these original incentives were elaborated and conveyed
into a functional theory.

Moor based concept of privacy on three pillars of non-intrusion, non-interference
and restricted access to one’s personal data. The theory defines privacy as “a matter of
the restricted access to persons or information about persons” [10] and goes on to
suggest that it is achieved in a situation where individuals and their data are protected
from intrusion, observation and surveillance. Moor puts emphasis on a general term
“situation” here to broaden the scope of circumstances to which the theory can apply; it
can be interpreted as daily interactions, activities or storing and using personally
identifiable information in digital databank [9].

Restricted access approach suggests creating different zones of protection for each
private situation to ensure that personal information is only accessed by authorized
people, at right times and for predefined purposes. Necessary means for establishing
zones of privacy for electronically stored data include technological solutions such as
proper filters, firewalls or authentication requirements [11]. Moor suggests that when
protected zones are built properly in digital environment individuals enjoy the higher
level of privacy compared to traditional paper recordkeeping practices. This is because

478 M. Tsulukidze et al.



computing allows restraining all the unnecessary encounters and keeps the list of
authorized personnel to the bare minimum.

The given concept obliges governments to apply appropriate restrictions to personal
information which was accumulated upon introducing e-services so that users can feel
protected from violation of their normative privacy while they harvest benefits of the
digital world. Establishing zones of privacy and employing proper technological
mechanisms for their realization has the potential to make e-services even more secure
than their traditional counterparts [9, 10].

4 e-Governance and Data Protection

Incorporating ICTs into public administration has amplified state capabilities to gen-
erate and process massive amounts of personal information simultaneously, which led
to establishing e-governance and ultimately more citizen-oriented public services.

Data processing by the public sector has several peculiarities which make pre-
venting privacy invasion a rather intricate and obscure matter. First and foremost, states
collect data on the legal grounds which not only deviates the submission costs towards
the citizens but also deprives them of ability to refuse such collection. Unlike the
private sector, governments are not encouraged by the market stimulus to set bound-
aries for the amount of gathered personal information and hence, are inclined to assign
less importance to the mere fact of data collection [7]. Third aspect and perhaps the
most crucial one comes with the fact that anonymizing or pseudonymizing sensitive
information is often unfeasible or even prohibited for administrative purposes and
sensitive information which allows identifying an individual is kept in the state
repositories so long that it can even outlive the data subject [15].

However, multiple empirical studies have found a strong correlation between
adequate data protection and e-governance success which serves to counterbalance
above described tendencies. Irrespective of their initial proclivities, governments
become bound to secure personal information in order to invoke public trust towards e-
services they offer. Citizens refrain from using e-portals unless the state has proven to
treat their data in a rational, transparent and predictable manner. Skeptical attitude
towards security of digital transactions and apprehension that electronically gathered
data will be used for illicit purposes were named as prominent reasons for citizens’
reluctance in adopting e-governing initiatives by number of published studies and
articles [5, 8, 12].

A 2011 study which was conducted in the Netherlands proved that even when
people trust good intentions of government and believe that state officials will not
misuse confided information, they abstain from using e-services if they are concerned
about potential external interventions from third parties [4]. This shows that users’
distrust in government capabilities to protect their data from malicious actors also has
the potential to hinder e-governance adaptation.

To harvest benefits of digital services, states are challenged to invoke institution-
based trust among citizens. This is to be achieved by clearly defining data protection
policies, implementing privacy-enhancing technological solutions and ensuring secure
and private transmissions of personal information. Research has shown that when the
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privacy-related concerns are adequately mitigated, users become less sensitive to risk
considerations. Potential threats which would otherwise paralyze their actions no
longer hold them back from submitting even sensitive personal data through electronic
channels. Therefore, it can be deduced that broad diffusion of e-services cannot be
attained unless citizens deem them trustworthy, which turns data protection into the
essential prerequisite for e-governance success [3].

5 Data Protection in Georgia – Results

This section presents our finding with regards to the research goals we have set within
this study. The Subsect. 5.1 elaborates on the details of interviews we have conducted
with experts to reveal how Georgia is adapting to the new data protection standards
while Subsect. 5.2 gives a comprehensive analysis of citizens’ surveys responses that
reflect level of their awareness on data protection mechanisms.

5.1 State Perspective

This subsection portrays current situation in Georgian public sector with regard to the
personal data protection. Empirical data presented in this section was gathered during
face to face interviews with experts. In order to evaluate to what extent Georgian
governmental entities have managed to implement legal and technological mechanisms
for data protection in practice, Office of the Personal Data Protection Inspector was
approached at the very beginning of this research. Consultation at the Office of Data
Protection Inspector alluded to the differences in technological maturity between dif-
ferent organizations within the public sector. Therefore, additional interviews were
conducted in four organizations which were selected to represent diverse segments of
the spectrum, some with higher e-governing capacity (Public Service Hall and Public
Service Development Agency) and others which lack some prominent features of e-
governance (Public schools and Social Service Agency).

Personal Data Protection Inspectorate of Georgia was founded by the end of 2013
and its core competencies include: conducting audits of data controllers, consulting
organizations on matters related to data protection, addressing citizen inquiries and
raising overall level of awareness regarding information security. The conducted
interviews covered all these activities and the outcomes were coded into six categories
each of which is elaborated below.

Document Management Systems. A representative from the Office of Data Protec-
tion Inspector pointed out that while Georgian state authorities differ in their level of e-
governance adaptation, they all employ technological means for storing/processing
personal data to some extent. Although state entities with only paper-based adminis-
tration no longer exist, governing through the application of fully paperless manage-
ment has not occurred either.

As it was discovered during the interviews, implementing electronic systems in
administrative bodies preceded adaptation of data protection standards and regulations
by a decade in Georgia. Software developments for document management started out
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as a sporadic and idiosyncratic process, lacking trans-organizational cooperation and
considerations for system interoperability. As a result, a number of these systems
turned out inadequate to ensure proper security level for personal information which is
demanded by later enacted law on Personal Data Protection. Furthermore, these sys-
tems proved unviable for incorporating secure data exchange channel between agencies
from the architectural standpoint.

To tackle this challenge, the government has elaborated unified minimal standard for
document management systems, [16] allowing administrative bodies to adapt any
software they deemed appropriate as long as its technical features met certain
requirements, permitting system interoperability and secure data processing. Such
supportive measures have had positive impact on existing conjuncture and up to 70%
of public institutions now employ one out of three information management systems
created by either Ministry of Internal Affairs (named “e-FLOW”), Ministry of Justice
(named “DES”) or Ministry of Finance (named “eDocument”). There is still around
30% of institutions which have developed software tailored to their own peculiarities.
Thus, they are obliged to incorporate proper technological means to become compliant
with abovementioned security and interoperability standards.

Data Exchange. Matter of interoperability between three dominant document man-
agement systems which were mentioned earlier (“e-FLOW”, “DES” and “eDocument”)
stands as a challenge to be overcome until this time. As three different respondents
from Public Schools explained potential complications in practice are avoided by
having the data subject place direct inquiry to the institution which possesses needed
information.

As the representative of Personal Data Protection Inspector’s Office explained, there
is no preferred method of data exchange defined by the legislation. The law demands
that transmitted data must be protected from unlawful disclosure regardless of the
employed means for the transaction. This gives authorities discretion to agree upon any
secure way of information sharing. The representative of the Inspectorate named two
most frequent ways for data exchange in practice. Usually, organizations give out
citizens’ data based on written inquiries they receive from other state entities where
legal basis for the request is indicated.

Alternatively, for instance, “Database for administrative offences is controlled and
maintained by the LEPL (Legal Entity of Public Law) under the Ministry of Internal
Affairs of Georgia and number of public and private organizations have digital access
to this database according to their needs and legally supported interests. Such prac-
tices are quite common and this is only one example out of many”.

Access Control Mechanisms. When it comes to legal regulations concerning elec-
tronically processed personal data, the only requirement Georgian law on Personal Data
Protection asserts is to maintain detailed records of every manipulation. It does not
inquire from data controllers to draft written policy for data processing or establish
authentication mechanisms such as individual usernames and passwords for every
employee who accesses the database. As a respondent from Data Protection Inspectors’
Office explained this factor prevents Inspectorate from officially obligating state entities
to implement this mechanism. However, based on the previous experience it can be
asserted that this is always one of the recommendations the inspectorate gives to the
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data controllers during monitoring and in practice, a number of public entities have
built their databases with personified accounts and access restrictions for their
employees.

The representative of Public Service Development Agency gave more credibility to
this statement by describing implemented access control mechanisms:

“Rights and obligations are outlined for each individual employee and everyone is
given adequate access to the personal data reflective of his or her responsibilities in the
agency. Software users can only access the system through a software module that is
protected by user and password and needs to be changed regularly.”

Audit Trail Logs. The legal requirement to implement automatic logging mechanism
in databases containing citizens personal information is actively enforced and moni-
tored by Data Protection Inspectorate in practice. The absence of automated audit trails
already provides a legal basis for reprimanding and penalizing data controller even
without a recorded case of data mishandling and disclosure. Inspectorate has accu-
mulated a myriad of cases regarding automated logging while conducting provisions of
state institutions. In practice, government entities often start building the technological
framework for depicting “footprints” on personal data in the midst of inspection to
avert anticipated financial sanctions.

The representative of Data Protection Inspector’s Office mentioned that in many
cases database software which was incorporated into administrative processing before
enacting the law on Personal Data Protection does not permit technical implementation
of audit trail logging mechanism. Therefore, state institutions are compelled to abandon
old systems and implement new software/build them from the scratch which demands
time and human resources and is proved to be quite costly depending on the organi-
zations’ capacity. As a result, getting compliant with legal requirements is a lengthy
process in public sector and there are still institutions which violate data processing
standards until this time.

Filling Systems Catalogues. Filing systems catalogues are electronic documents
published on the web-page of Personal Data Protection Inspector’s Office depicting the
list of data categories processed by every data controller in Georgia, public and private
institutions alike. They are filled out electronically by data controller authority and
entail database description, legal grounds for processing, retention period of the data,
categories of data, data subjects etc. Completed catalogues are overviewed by Data
Protection Inspector and in case of mistakes, organizations are instructed to correct
erroneous entries before they are made available to the broader public.

Citizen Inquiries. One of the responsibilities of Personal Data Protection Inspector’s
Office is representing the interests of data subjects and acting as the mediator between
citizen and data controller authority. With respect to this competency, a respondent
from the Inspectors’ Office asserted that amount of citizen inquires has increased at
least five times for the past couple of years. For instance, Data Protection Inspectorate
lawyers now review 20 to 30 cases per day which is a significant growth compared to
the year of 2015 when daily consultations amounted to single digit numbers.

482 M. Tsulukidze et al.



5.2 Citizen Perspective

After having scrutinized security features of governmental databases in preceding
subsection, users’ perception of data safety in Georgian public sector will be evaluated
below.

Overall 419 responses were received which serve to bring light to citizens’
awareness level about data protection mechanisms employed in public sector (See
Table 1).

The conducted survey consisted of 12 questions and aimed at understanding citi-
zens’ perceptions, factual knowledge, opinions, concerns and overall attitudes towards
the matters posed in this study. Survey was anonymous and participants’ personal
information has not been gathered. Below the interview questions are presented:

Cumulative analysis of responses to the first, fourth, seventh and eighth questions
suggest that while the majority of the respondents are familiar with the existence of
digital data repositories within the public sector, only a few of them appear to have
sufficient information on legal means they can use to oversee the processes and even
fewer seem to have practiced those tools in real life. However, dominant replies to
these questions have indicated growing interest on this matter among the general
public.

Latter interpretation also goes in line with interview findings as representative of
Data Protection Inspectorate has similarly highlighted a recent increase in citizen
inquiries to their institution. Majority of the respondents confirmed being informed
about the existence of Personal Data Protection Inspectorate and many of those who
learned about the institution for the first time with this survey demonstrated being open
to the possibility to use its services in future which is undisputedly a positive tendency.
However, far lesser number of respondents seem to be aware of what is probably the
strongest tool at their disposal for direct monitoring – placing inquiries at public
institutions regarding how their personal data is being handled. Such deficiency of
citizen awareness about existing monitoring mechanisms can decrease public trust
towards government processes and result in low engagement rate for e-services as it
was confirmed by studies discussed in earlier chapters of this research [4].

Second, third and fifth questions delved into subjective attitudes of the participants
towards publicly-held personal data processing. Interpreting their responses leads to the
conclusion that the considerable number of respondents doubt that electronic data
processing in Georgian public sector complies with optimal standards and guidelines.
While this apprehension seems to limit respondents’ acceptance rate towards e-
governing initiatives to some extent, it does not appear to affect their overall trust
towards government to the point where they would refrain from using e-services
altogether.

The dominant pattern of responses for these questions suggests that although
governmental entities are believed to provide more effective protection for personal
data compared to the private ones, the public sector still fails to measure up to the
standards demanded by the general public in this regard. Thus, as it was already stated
in earlier chapters, a gap between social and technical standards of data security can
lead to major implications for e-governing initiatives if not addressed adequately by the
state [8].
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Analyses of the responses for sixth and ninth questions give insights to participants’
perception of the most urgent issues related to digital data processing in Georgian
public sector. More than third of total participants seem to believe that the lack of
technical security mechanisms in data repositories is the biggest threat to publicly-held
personal data at the moment. A study from the Netherlands from 2011 which was
discussed earlier demonstrated that citizen skepticism towards state capability to

Table 1. Survey results.
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provide adequate protection for their personal data makes them reluctant to use e-
services [5]. As named study suggested, despite existing general trust towards good
intentions of the public entity, when latter fails to offer proper level of data protection
from third parties citizens withhold from using electronic channels of communication
and give preference to the conventional methods to receive available public services.

Finally, tenth and eleventh questions focused on evaluating the prospect of e-
governing initiatives in Georgia. The idea of more technology-heavy public sector
appears to cause nonhomogeneous attitudes among survey participants. A noteworthy
number of respondents confirmed their support for digital channels of communication
offered by the government owing to their efficiency, convenience and user-oriented
nature. The remaining segment of participants however, reacted negatively to the
possibility of digitalized public services due to transparency and security hazards.
Analyzing these outcomes with regard to the responses from previous questions once
again reaffirms the conclusion that although a considerable number of citizens are
willing to adopt e-services, the circle of users is prone to remain limited due to cir-
culating concerns on information security in the society.

6 Outcomes and Discussion

Main insights gathered within the frames of this research suggest that state entities need
to prioritize achieving personal information security for e-services they offer. At the
same time, considerable attention must be paid to increasing level of citizens’ aware-
ness on monitoring mechanisms at their disposal. Below-presented recommendations
were formulated to suggest solutions for current challenges and facilitate accom-
plishing responsibilities state of Georgia has undertaken by Association Agreement
with EU:

• Implementing legislative amendments to include clear-cut obligations for data
controllers on matters such as introducing a written policy on information security
or enforcing access control mechanisms, in order to harmonize existing law in force
with internationally accepted standards and guidelines;

• Elaborating centralized governmental strategy for incorporating technological
mechanisms such as audit trail logging in electronic databases to accelerate reforms
and guarantee homogeneity of personal data protection across the whole public
sector;

• Fostering interoperability and creating protected data exchange channels in between
governmental institutions to ensure secure circulation of citizens data between state
institutions;

• Adhering to the concept of ‘privacy by default’ while building digital infrastructure
for e-services and improving work ethics of the public servants with respect to
citizens’ personal information privacy by the means of thematic training together
with continuous monitoring of their activities inside personal information databases;

• Providing citizens with tools for direct and real-time monitoring of how their
personal data is being handled by various public entities to increase the element of
system accountability;
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• Conducting active information campaigns to raise citizens awareness on matters
related to personal information processing and monitoring tools at their disposal in
order to refute existing misconceptions and invoke public trust towards digital data
processing in public sector.

7 Conclusion

Empirical data gathered from the interviews with state officials allowed a thorough
investigation of matters posed in the first question of this research. Georgian public
sector has shown significant effort towards getting compliant with internationally
accepted data security standards. Several positive reforms have been made in this
regard, be it adopting the law on personal data safety or implementing technological
solutions for establishing secure and interoperable state network.

However, a number of pertinent issues still prevail from legal as well as techno-
logical perspective which prevent Georgian public sector from harvesting the benefits
of the secure digital environment. List of these issues include: absence of necessary
legal requirements to guarantee safety for personal data, unsatisfactory level of tech-
nological security in majority of state entities, absence of proper access control policies
and audit trail monitoring mechanisms and lack of system accountability component
within state databases. All these factors place data security in Georgian public sector at
its preliminary stage of development. As this research has indicated Georgian gov-
ernmental entities still have not adapted to the number of suggested data protection
approaches which continues to hinder country’s association with EU standards and its
values (RQ1).

Formulating the response to the second question of this research called for gath-
ering first-hand empirical data from citizens by the means of online questionnaires.
Interpreting their outcomes has led to the conclusion that knowledge of existing data
protection mechanisms and practical monitoring tools is rather limited and fractional
for a sizable number of polled citizens. However, both sources of data used for this
research have confirmed growing interest of the public in matters related to personal
data protection which has the potential to serve as the catalyst for future improvements
in this regard.

According to the survey outcomes concerns related to personal information safety
in public sector seem to have a certain deterrent effect on respondents’ willingness to
utilize e-services. While such apprehensions are unlikely to exclude usage of digital
services entirely, they prove capable of impeding board diffusion of e-governing ini-
tiatives among the citizens of Georgia (RQ2).

Limitations of the presented study concern nonprobability sampling methods which
were chosen for identifying studied subset of Georgian citizens. Convenience sampling
which was applied for selecting study participants included collecting data by posting
the questionnaire on social media platforms and spreading it via electronic channels of
communication. Therefore, responses had been gathered only from those who were
conveniently available and willing to participate. Such non-systematic approach to
respondent recruiting limits sample representativeness and impedes generalizing
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outcomes to the entire population however, it can be justified by exploratory nature of
this study. Since it aims to gather a preliminary overview of the observed phenomenon,
while making generalizations might be desirable, it is still a secondary consideration for
this type of research [13].

Increasing importance of personal data security creates myriad of possibilities for
future research on this topic, especially along the lines of newly emerged General Data
Protection Directive. Since the presented case was limited to exploring the current state
of personal data safety in Georgian public sector, future research should be conducted
on the effects of GDPR on non-EU countries as sufficient empirical evidence accu-
mulates for observation and analysis. Further explanatory research can also be con-
ducted for understanding reasons behind the problems which were exposed by this
study. As a logical continuation of presented work, it would provide generalizable
explanations for issues such as citizens’ distrust and resistance to digital data pro-
cessing in public sector.
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Abstract. Identity is one of the basic building blocks of the Fourth Industrial
Revolution, and as the capability of digital technologies improves drastically in
the last decade, identity in digital form has become unavoidable. Identity entitles
an individual to various services like voting, education, employment, insurance,
healthcare etc. Yet there are around 1 billion people in the world at present that
do not possess any form of official identity. Lack of identity has a significant
impact on people living in rural areas, especially women, children, and finan-
cially backward families. In recently released Sustainable Development Goal-16
by the UN, it has been recommended that by 2030, every individual should be
given a legal identity. India’s digital identity program –Aadhaar is one signifi-
cant contribution in this direction considering its coverage. Rolling out a
national identity scheme needs a considerable budget, time and most impor-
tantly, domain knowledge for smooth implementation. This paper attempts to
identify the overarching goals of Aadhaar. The study also ranks goals based on
their significance. The research uses focus group for data collection along with
secondary data. The research in total identified nine primary goals with
uniqueness, privacy and security as the high priority goals and scalability and
future-proofing of technology as low priority goals. Total Interpretive Structural
Modeling (TISM) has been used to identify the significance of each goal. This
study could be taken as a starting point by other nations that are desirous of
having a similar biometric identity program for its citizens.

Keywords: Aadhaar � Biometrics � CSF � Digital identity � E-governance �
MCDM � TISM � India

1 Introduction

Identity of a person or a group is the mixture of their characteristics, emotions,
behavior, beliefs and personality and in online space is called digital identity (DI). DI is
an old concept and existed since the early days of Internet. It is a multidimensional
concept and philosophically ‘identity’ explains ‘who am I?’. It is formed of attributes
that make an individual unique and distinguishable from the rest of the population [1].
The World Economic Forum (WEF) defines DI as “collection of individual attributes
that describe an entity and determine the transactions in which that entity can partic-
ipate” [2].

In the past, researchers have explored use of information technology for effective e-
governance initiatives [3], governance of Internet of Things [4] and performance
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assessment e-government projects [3, 5, 6]. Disruptive technologies have significantly
shifted transactions from offline to online mode giving rise to an era where performing
transactions anonymously has become almost impossible [7]. Performing transactions
over digital networks demands a secure and fool-proof mechanism for creating,
exchanging and storing identities of an entity online [7]. Traditional identity documents
are not compatible with today’s digital needs there is a need to have trusted and secure
digital identities that would facilitate faceless transaction online [8, 9]. Digital identities
can have positive socio-political and economic impact for a country especially
emerging ones if designed and implemented properly across different application areas
[10].

The continuous evolution of the digital economy worldwide mandates individuals
to be uniquely identifiable to be part of the growing digital economy. In this direction,
the United Nations set a target of providing “legal identity” to each by 2030 (SDG-16).
Perceiving the transformational capability of new age ID systems for the distribution of
essential services to the people, World Bank launched ID4D project with the aim of
“providing an identity and delivering digital ID-enabled services to all.”

Considering the fact that at present 24% of the developing countries do not possess
any kind of DI system and only 3% have a basic identity scheme which could be used
in both online and offline sphere, this study is need of the hour [11]. Countries that do
not have any national level identity program will need guidelines to follow such that,
“identity for all” objective is achieved. Aadhaar is the shining example to follow at
present for benchmarking the objectives of DI scheme. This study attempts to decode
success of Aadhaar system and tries to answer following research questions:

• What are the critical success factors (CSFs) of Aadhaar?
• How to prioritize CSFs of Aadhaar based on their significance?

This paper aims to identify CSFs of Aadhaar and rank each factor based on their
significance, TISM methodology has been adopted for evaluating expert’s opinions.

The subsequent sections of this paper are organized as follows: Sect. 2 highlights
the need of digital identity systems and presents Aadhaar as a case study for this
research. Section 3 presents the theoretical aspects of this study. Section 4 focuses on
the research questions and gaps identified in the domain. Section 5 introduces focus
group members and TISM methodology for ranking CSFs identified in Sect. 3. Finally,
implications of this research are discussed followed by the conclusion.

2 Literature Review

With population more than 1.3 billion, India is the second most populous country in the
world and it became the first country to roll out digital identity scheme on such a large
scale for its citizens [11]. DI and its management have been in focus among the
research community in recent past, most of the research on DI systems have focused on
the implication side of it [12–14].

Extensive literature in the form of reports and studies is available which highlights
that management of DI is still in its infancy stage, full potential of the digital economy
could be accomplished only after having a sophisticated system in place for the
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issuance, storing and management of digital identities [15]. It’s because the online
communications possess a significant level of risk, and security measures to deal with
these risks in present DI management systems is not enough. This asymmetry results in
a lack of confidence in the digital transaction [16]. Many governments across the world
are taking initiatives to address this asymmetry and have initiated programs at national
level to provide digital identities to its citizens that are verifiable and secure [17].
Examples of some of the countries that have a digital identity system in place are
Canada, UK, Sweden, Estonia, Nigeria, and Argentina.

Nations around the world want to develop a connected and interoperable global
digital economy with digital identities at the core [18]. Because of the high variance
among national DI systems in terms of their scope and functionality, developing an
effective and efficient DI system is subject to multiple risks in terms of time, budget,
adoption, implementation, security and utility [19].

With the improvements in biometric precision, biometrics is becoming the vital part
of an identity systems, traits like retina, face, voice and iris could be used for identi-
fication purpose [20]. Any trait could be used for identification purpose if it is uni-
versal, unique, permanent, and recordable. Because of its unique features, it has found
application in various areas like security [21], healthcare and attendance [22],
surveillance [21], and law [23].

2.1 Aadhaar–A Case Study from India

Aadhaar is an initiative by the Government of India that is meant to provide every
resident of India a unique identity number. It addresses ‘identity gap’ of India [24].
This unique identity number is tightly coupled with individual’s biometrics like their
photograph, fingerprint’s of both hands and iris scan [25]. This Aadhaar number is used
by both private and public sector platforms as proof of address where ever required.
Supreme Court in 2013 ruled out that Aadhaar is not mandatory for enrolling in any
government programs. However, Aadhaar Bill was passed by the Lok Sabha in 2016
which allows use of Aadhaar for delivery of various subsidies through Direct Benefit
Transfer (DBT), and other benefits and services [26]. Aadhaar has made the existing
welfare schemes more effective and efficient by targeting beneficiaries directly. The
Aadhaar platform is indicative of the changing forms of a state and citizen relation in
which the citizens are regularly redefined as customers of government for services [27].
Main purpose of Aadhaar is to provide unique identification and authentication service
and is achieved with the help of biometrics [24]. Aadhaar is a twelve digit random
number linked with the biometrics of a resident e.g. photo, fingerprints of hands, iris
scan and demographic details e.g. date of birth, gender etc. [30]. India has issued
Aadhaar cards to more than 1 billion residents [14].

Inclusion of biometrics in Aadhaar has helped to deal with the gaps in the existing
systems–to ensure legal identity and to extend social protection schemes. Aadhaar is
aligned with the main elements of SDGs-16 [17] i.e. right to identity and development
of a sound system to guarantee social protection by preventing leakages and mis-
management in various welfare schemes, absence of identification documents, scala-
bility, lack of trusted platform for financial transactions and the presence of large
number of fake beneficiaries [28].
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3 Theoretical Lens

This study attempts to identify the overarching latent goals of India’s digital identity
system–Aadhaar, under the backdrop of extensively used theory called Critical Success
Factors Theory.

3.1 Critical Success Factors Theory

The concept of “Critical Success Factors” was first introduced by Rockart in 1979 [29].
Initially used mostly in the context of project management and gradually it has found
its application in other different domains like smart cities [30], supply chain [31],
business intelligence [32]. CSFs define fundamental zones of action in which positive
outcomes are essential for a specific organization to achieve its primary goal, these are
the conditions, qualities or factors that must go right for the success of an organization.

We did comprehensive literature review of various secondary data; research papers
related to digital identity, Aadhaar, Estonia digital identity, e-governance, and SSN
from Scopus database were taken into consideration for this study. Apart from research
articles, we also considered official reports from government especially UIDAI and
news articles published by some of the leading online news portals. A total of forty key
factors were identified that are refined regrouped and classified into fifteen generic
themes out of which nine were selected as CSFs (also known as overarching goals) by
experts. This addresses our first research question, to identify CSFs of Aadhaar. These
nine CSFs are shown in Table 1 and are used for further analysis.

4 Research Questions

To the best of our knowledge, there is no such study found in the existing research
which has attempted to identify and rank the CSFs of any digital identity system like
Aadhaar. Majority of the research on biometric identities explores its utilitarian aspects
and privacy and security concerns [35]. Hence, the motivation for this research is to

Table 1. CSFs of Aadhaar

Sl. No. Factors

1. Building it as a platform
2. Future-proofing of technology
3. Data security & privacy
4. Scalability
5. Inclusion
6. Uniqueness of IDS
7. Cost optimization
8. Speed
9. Resident convenience
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analyze India’s digital identity program–Aadhaar. The flow of this research is shown in
the Fig. 1.

5 Research Methodology

This study used focus group methodology to identify the significance level of each
goal, it is a well-established systematic technique for synthesizing the opinions of
domain specific experts on specific issues. This method is extremely useful in inves-
tigating different beliefs and thoughts on a particular issue in detail in presence of a
moderator who oversees and records the deliberations [33].

In this study, focus group of eight-members was formed. Each member had direct
association with Aadhaar and had experience of more than fifteen years; they were
selected and approached using personal connections. Details of the focus group par-
ticipants are shown in Table 2:

Fig. 1. Research flow diagram

Table 2. Focus groups details

No. of participants 8

Duration of interview (minutes) 45 (approx.)
Male: Female 6 : 2
Indian Administrative Service officer (IAS) 3
Management professional 2
Dy. Director General (DDG) 1
Secretary 1
Senior govt. official 1
Minimum experience (years) 15
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5.1 Focus Group Protocol

Focus group discussion started with a short welcome note, and all members were
appreciated for their participation in the discussion. One of the authors moderated the
session and was accompanied by an assistant responsible for taking notes, and before
the discussion was started, every member of the group was requested to submit a
consent form. The consent form had details like discussion being recorded in writing
(taking notes) and digitally (audio), and all transcripts to be kept anonymous. For the
sake of confidentially, each participant had a nameplate in front of them showing their
first name only. Lastly, the moderator emphasized the objective of the focus group,
which was to identify the overarching goals (CSFs) of Aadhaar and then determining
the relative significance of each goal corresponding to other goals.

5.2 Identification of Overarching Goals of Aadhaar

Identification of relevant constructs empowers the decision makers to visualize the
impact of actions [34]. Goals identified from the secondary data sources were evaluated
by focus group participant; based on the consensus of the participants, some identified
goals were clubbed, dropped, renamed, and some new were added. This method has
subdued the duplicity in goals and has improved overall knowledge of the study. The
final list of overarching goals is mentioned in Table 3.

5.3 Total Interpretive Structural Modeling – TISM

TISM, which is the modified version of ISM – method that is used to convert unclear
and ambiguous mental representations into clear visible models [35]. Both TISM and
ISM has been used extensively in the literature, [36, 37] and in this study it is used to
rank overarching goals of Aadhaar system.

TISM generates a hierarchical model by multiple pairwise comparisons using ISM
methodology introduced by Warfield in 1974 [35]. In this study, a six steps TISM
method is followed and is described as follows:

Table 3. Coding and labeling scheme of identified goals

Sl.No Goal Label Code

1. Building it as a platform Platform F1
2. Future-proofing of technology Future-proofing F2
3. Data security and privacy Security and privacy F3
4. Scalability Scalability F4
5. Inclusion Inclusion F5
6. Uniqueness of IDS Uniqueness F6
7. Cost optimisation Cost F7
8. Speed Speed F8
9. Resident convenience Convenience F9
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1. Identification of overarching goals of Aadhaar.
2. Based on expert’s inputs, determine contextual relationships among factors iden-

tified in step 1 and develop Structural Self-Interaction Matrix (SSIM).
3. Develop Reachability Matrix (RM) from SSIM and check for transitive relations.
4. Do level partitioning on RM
5. Develop canonical matrix based on the final stage of partitioning matrix.
6. Finally, convert canonical matrix into hierarchical diagraph in which factors (i.e.

Goals) are represented by nodes and edges represent relationship (i.e. significance
of goals) among nodes.

To determine contextual relation between factors, the following four symbols are
used and have following interpretation: V: if i helps in j and j does not help in i; A: if i
does not help in j but j helps in i; X: if both i and j help each other and O: if i and j do
not help each other.

Step by step implementation of TISM methodology adopted for prioritization is
explained below:

Step 1: A total of forty key factors were identified that are refined regrouped and
classified into fifteen generic themes out of which nine were selected for this study
(see Table 3).
Step 2: A focus group of eight members were employed to analyses the significance
of nine CSFs and their relationships with each other. The association between
factors is evaluated using “yes” or “no” queries. The final Self-interaction matrix is
shown in see Table 4.
Step 3: All the identified relations are represented in the binary matrix called
reachability matrix (see Table 5). Each entry in the matrix represents a relationship
between two goals.
Step 4: All entries in the RM are checked for additional transitive relations that are
not covered already. In our case, no additional transitive relations were discovered.

Table 4. Structured self-interaction matrix

F9 F8 F7 F6 F5 F4 F3 F2

F1 A A A A A V A V
F2 A A A A A X A
F3 V V V A V V
F4 A A A A A
F5 A A A A
F6 V V V
F7 X X
F8 X
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Step 5: For each goal from the reachability matrix, three sets are obtained, i.e.
reachability set, antecedent set, and intersection set of reachability and antecedent
set that form partitioning matrix (see Table 6). A particular goal is assigned a level
if the intersection set is same as the reachability set for that particular goal. Once a
goal is assigned a level, it is removed from the subsequent iterations. This process is
repeated until each goal is assigned a level. In this study, a total of six iterations
were performed.
Step 6: Finally, the partitioning matrix is converted into TISM hierarchy model as
shown in Fig. 2. This model is drawn from bottom to top where bottom level goals
are most significant and top level goals are less significant. Uniqueness (level 6) is
at the bottom of TISM hierarchical model which signifies it is the most significant
goal whereas future-proofing and scalability (level 1) are at the top level and are
considered as less significant.

Partitioning is applied multiple times till level of each factor is identified; it took six
iterations to identify level of each factor in Table 6.

Table 5. Reachability matrix (binary)

F1 F2 F3 F4 F5 F6 F7 F8 F9

F1 1 1 0 1 0 0 0 0 0
F2 0 1 0 1 0 0 0 0 0
F3 1 1 1 1 1 0 1 1 1
F4 0 1 0 1 0 0 0 0 0
F5 1 1 0 1 1 0 0 0 0
F6 1 1 1 1 1 1 1 1 1
F7 1 1 0 1 1 0 1 1 1
F8 1 1 0 1 1 0 1 1 1
F9 1 1 0 1 1 0 1 1 1

Table 6. Final partitioning matrix

Element Reachability Antecedents Intersection Levels

F1 {F1, F2, F4} {F1, F3, F5, F6, F7, F8, F9} {F1} II

F2 {F2, F4} {F1, F2, F3, F4, F5, F6, F7, F8,
F9}

{F2, F4} I

F3 {F1, F2, F3, F4, F5, F7, F8, F9} {F3, F6} {F3} V
F4 {F2, F4} {F1, F2, F3, F4, F5, F6, F7,F8,

F9}
{F2, F4} I

F5 {F1, F2, F4, F5} {F3, F5, F6, F7, F8, F9} {F5} III

F6 {F1, F2, F3, F4, F5, F6, F7, F8, F9} {F6} {F6} VI
F7 {F1, F2, F4, F5, F7, F8, F9} {F3, F6, F7, F8, F9} {F7, F8, F9} IV

F8 {F1, F2, F4, F5, F7, F8, F9} {F3, F6, F7, F8, F9} {F7, F8, F9} IV
F9 {F1, F2, F4, F5, F7, F8, F9} {F3, F6, F7, F8, F9} {F7, F8, F9} IV
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In the final step, partitioning matrix is transformed into TISM hierarchical model
(see Fig. 2). The result of this TISM model will enable concerned authorities to focus
on the most important elements first while developing a digital identity solution.

6 Discussion

This section highlights the insights derived from this research. It can be observed that
developing a biometric enabled digital identity system is a complex task and we need to
take all stakeholders into consideration for successful development and implementation
of the project. Most existing identity systems in place are functional identity systems–
primarily developed for a particular use case like voter ID. Some of the high risks
associated in developing a country level digital identity system are accurate budget
calculation, securing assets, manpower with desirable skills, and availability of
required technology, policy documentation, and maintenance of the overall system. To
avoid risks which could cause project failure an extensive action plan is must to have.
To the best of our knowledge, we have not found any research in existing academic
research literature related to the ranking and identifying significance of goals of
Aadhaar.

The findings depict that uniqueness with level six is the most significant goal
followed by security and privacy that is at level five. This could easily be explained as
these three are the fundamentals of any identity system and the same was reciprocated
by the experts. Any identity system would lose its utility and robustness if any of these
are compromised. Speed, cost and convenience share level four and equal significance;
these are factors which would define the efficiency aspect of the Identity system and the
performance of the system would be measured in their terms. Inclusion at level three is

Fig. 2. Prioritization of CSFs of Aadhaar
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followed by platform that is at level two which signifies inclusion is slightly more
significant as compared to platform, scalability and future-proofing of technology; this
is because of the fact that India is a country of diversities and exclusion has been a
long-standing foe for Government plans focusing on growth. So, inclusion received a
special focus and was closely associated with the performance based factors that fea-
tured on the previous level; it plays a critical role of making Aadhaar into a successful
platform which is on the next level and encompasses factors like infrastructural
requirements and service delivery supply-chain. Scalability and future-proofing of the
technology are both at level one and they focus on the future of this platform keeping in
view the rapid growth of population and the changing nature of utilities or services
expected out of the platform.

6.1 Implications of the Study

It is always a good practice to take successful system as a reference when developing
similar one for different audience. It has been estimated that the total cost of a typical
digital identity system is in-between £100–250 million [38]. Hence, it is important to
analyze each risk beforehand and have measures to avoid or mitigate these types of
risks. Further, digital identity could save £5–10 billion by avoiding identity related
frauds [38].

The results of this study support the concept of stakeholder engagement in public
schemes and for focusing at the CSFs analyzed during the overall development process.
They are also consistent with the previous research that highlighted that confidentiality
must be enforced over enrolment [39, 40]; also security and privacy are the second
most important goal in the hierarchy.

Regarding the methodological contribution, this study is the first of its kind to
employee TISM for ranking a gigantic project in Indian context –Aadhaar and the
experience gained through the methods and techniques implemented may be helpful in
other studies on analyzing large scale government initiatives.

The practical implications of this study relate to the concept of using hierarchical
ranking model in devising a real life digital identity project. The listed CSFs (see
Table 1) can help concerned authorities like governments to make policies which have
the possibility of creating significant impact on the target. It shows the significance of
each CSFs which will be valuable information while making feasibility analysis in
terms of time required to develop an identity system, budget required, technological
requirements, skill set of manpower, longevity of project, robustness of identity system
and overall management of the project.

7 Conclusion

In this research, we identified the factors that are critical for a digital identification
system. India’s digital identity program – Aadhaar has been studied as a case study in
this paper using CSFs theory as baseline. A total of nine CSFs are identified with the
help of expert’s opinion and ranked using TISM methodology which resulted in the
hierarchical model as shown in Fig. 2.
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The findings depict that uniqueness with level six is the most significant goal
followed by security and privacy that is at level five. Scalability and future-proofing of
the technology are the least significant goals both at level one. Speed, cost and con-
venience share level four and equal significance. Inclusion at level three is followed by
platform that is at level two which signifies inclusion is slightly more significant as
compared to platform, scalability and future-proofing of technology.

The results of this study will act as a reference for the countries that are yet to
develop a digital identity program for its inhabitants. We hope this research will
motivate researchers across the globe to conduct similar research on other digital
identity program and develop a ranking hierarchy which is valid universally. Directions
for future research are to validate the results of this study on some more identification
programs and use the ranking model in designing practical digital identity systems.
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Abstract. This literature review focuses on the digital divide in contemporary
technologically and economically advanced societies. Prior research shows that
the digital divide entails more than physical accessibility and points to issues of
technology acceptance and actual use. Recurring digital divide factors outside
socioeconomic characteristics were identified in the articles reviewed. These
factors relate to personality traits, motivation and digital skills. The factors can
be used as the basis for a personality model for understanding acceptance and
use of technology complementing models related to economic and social
resources. Furthermore, measures for crossing the divide are traced in the lit-
erature and organized in three key intervention domains related to policy,
training and design. The findings of this review can be a foundation for further
research orienting researchers within the domain.

Keywords: Digital divide � ICT access � ICT acceptance � Digitalization �
Motivation � Personality � Skills

1 Introduction

Citizens are increasingly expected to participate online using information and com-
munications technologies (ICT) in order to utilize digitalized services. The continuous
effort to digitalize society poses a challenge for individuals who are not fully capable of
using the digital tools necessary for accessing online services. This can have severe
consequences for citizen groups who may feel partially excluded or completely left out
of society because of their inability to adapt to digitalization.

Phenomena of digital inequalities are referred to with the term digital divide sig-
nifying the gap between individuals, households, businesses or geographic areas
regarding opportunities to access and use ICTs and the Internet for a variety of
activities [1, 2]. According to Van Dijk [3], digital inequality concerns have shifted
from unequal motivation and physical access to inequalities of skills and usage. In
terms of physical access, the divide seems to be closing in the developed countries, but
inequalities in digital skills and application use persist. In the past, the digital divide
literature was mostly driven by policy-oriented reports that focused on access. Scien-
tific research in the domain foregrounded the multifaceted nature of digital inequality
beyond access; researchers pointed to issues related to knowledge, economic and social
resources, attributes of technology such as performance and reliability, and utility

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
I. O. Pappas et al. (Eds.): I3E 2019, LNCS 11701, pp. 505–519, 2019.
https://doi.org/10.1007/978-3-030-29374-1_41

http://orcid.org/0000-0002-1150-1850
http://orcid.org/0000-0002-5947-4070
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_41&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_41&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_41&amp;domain=pdf
https://doi.org/10.1007/978-3-030-29374-1_41


realization [4–6]. Investigations go mostly beyond questions of access (the so-called
“first-level digital divide”) to examining factors that affect people’s ability to make
good use of digital resources.

Understanding how digital inequalities emerge in settings that are advanced in
terms of technological infrastructure and economy and finding ways to address such
inequalities is today more important than ever. The digital divide is a serious threat to
civil society in an era where public services go digital. For instance, daily activities
such as paying bills, filling in application forms, filing tax returns, are all expected to be
carried out electronically There are high expectations for active citizens´ role based on
online services [7, 8]; hence, we need to be constantly in the lookout for digital
inequalities ensuring fairness and inclusiveness.

Our study identifies, analyses, and integrates a critical mass of recent research on
the digital divide focused on places where the technological infrastructures and
economies are advanced. To ensure a robust result, we performed a systematic liter-
ature review [9] guided by the following question: What are the key research findings
of the factors that contribute to the digital divide in contemporary technologically and
economically advanced settings? Our contribution is threefold. First, we identify
recurring digital divide factors and we map these factors to different groups of people
that are threatened by digital inequality in modern societies. Second, we present dif-
ferent measures proposed in the literature and organize them in three key intervention
domains. Finally, as a third contribution, we identify areas for future research providing
a foundation for researchers to aim to engage with the domain.

The remainder of the paper is organized as follows. First, we present the method
used for selecting and analyzing the articles for this review. Then we offer a synthesis
of our findings related to digital divide factors and related measures and present them in
a concise concept matrix. We continue by discussing the implications for further
research and we end with overall concluding remarks.

2 Research Approach

The systematic literature review was performed by following the process proposed by
Kitchenham [9]. This structured approach encompasses three main steps: (a) planning
the review, where a detailed protocol containing specific search terms and
inclusion/exclusion criteria is developed, (b) conducting the review, where the selec-
tion, appraisal and synthesis of prior published research is performed and (c) reporting
the review, where the write-up is prepared. We used these steps as our methodological
framework. In addition, we utilized principles suggested by Webster and Watson [10]
for the analysis of the articles included in the review. Following these principles, we
identified key concepts and created a concept-centric matrix that provides an overview
of the literature reviewed.

To identify and select research articles to be reviewed, a set of search terms and a
set of inclusion/exclusion criteria were used. The search terms consisted of the words
Digital and Divide. We decided to search for any combination of these two words in
the abstract, title and keywords of published articles instead of searching for the string
“Digital Divide” which can be too restrictive. Moreover, we conducted backward and
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forward searches to review relevant citations. The primary search was performed in
Scopus and we used Google Scholar for our backward and forward searches.

Inclusion and exclusion criteria were established to reduce selection bias, guarantee
the quality of the papers selected and increase the validity of our review. Peer-
reviewed, empirical papers, written in English, published within information systems
research between 2010 and 2018 were included. Conceptual papers that lacked
empirical evidence, reviews, and papers focusing on the digital divide in developing
countries were excluded. Our intention was to obtain an overview of empirical research
on the digital divide in settings that are technologically and economically advanced. To
ensure covering the mainstream journals in information research we searched within
the basket of eight [11], and additionally, the Communications of the Association for IS
(CAIS), Information and Organization and Information Technology & People. Fur-
thermore, we searched for articles in all Association of Information Systems
(AIS) conferences and the Hawaiian International Conference on System Sciences
(HICSS). The search yielded 165 unique articles in total. The next step was to read the
titles and abstracts of the articles identified checking their relevance to the research
question. For this step, the exclusion criteria were used. Specifically, we excluded
papers that only casually mentioned the digital divide but had a different focus, liter-
ature reviews and conceptual papers and papers focused on developing countries. After
this step, 53 papers were shortlisted and used as a basis for a backward and forward
search which yielded 9 additional papers. For the backward and forward search, we
decided to include papers based on topic relevance only without restrictions for the
publication outlet. Finally, the full text of each one of the shortlisted papers was
assessed for relevance applying the inclusion-exclusion criteria to the full content.
Additionally, the quality of the research reported was assessed. For the quality
assessment, each article´s method description was checked for rigorousness. After this
step, a final corpus of 17 articles was defined (Table 1). Figure 1 provides an overview
of the selection process.

Fig. 1. The literature selection process.
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Table 1. List of selected articles

# Reference

1 Abdelfattah, B. M., Bagchi, K., Udo, G., & Kirs, P. (2010). Understanding the Internet
Digital Divide: An Exploratory Multi-Nation Individual-Level Analysis. Paper presented
at the 16th American Conference on Information Systems (AMCIS 2010). Proceedings.
Paper 542

2 Niehaves, B., & Plattfaut, R. (2010). The Age-Divide in Private Internet Usage: A
Quantitative Study of Technology Acceptance. Paper presented at the 16thAmerican
Conference on Information Systems (AMCIS 2010). Proceedings. Paper 407

3 Hsieh, J. P.-A., Rai, A., & Keil, M. (2011). Addressing digital inequality for the
socioeconomically disadvantaged through government initiatives: Forms of capital that
affect ICT utilization. Information Systems Research, 22(2), 233–253

4 Wei, K.K., Teo, H.H., Chan, H. C., & Tan, B. C. (2011). Conceptualizing and testing a
social cognitive model of the digital divide. Information Systems Research, 22(1),
170–187

5 Chang, S.-I., Yen, D. C., Chang, I.-C., & Chou, J.-C. (2012). Study of the digital divide
evaluation model for government agencies–a Taiwanese local government’s
perspective. Information Systems Frontiers, 14(3), 693–709

6 Ghobadi, S., & Ghobadi, Z. (2015). How access gaps interact and shape digital divide: a
cognitive investigation. Behaviour & Information Technology, 34(4), 330–340

7 Niehaves, B., & Plattfaut, R. (2014). Internet adoption by the elderly:
employing IS technology acceptance theories for understanding the age-related digital
divide. European Journal of Information Systems, 23(6), 708–726

8 Friemel, T. N. (2016). The digital divide has grown old: Determinants of a digital divide
among seniors. New media & society, 18(2), 313–331

9 Alam, K., & Imran, S. (2015). The digital divide and social inclusion among refugee
migrants: A case in regional Australia. Information Technology & People, 28(2),
344–365

10 Racherla, P., & Mandviwalla, M. (2013). Moving from access to use of the information
infrastructure: A multilevel sociotechnical framework. Information Systems Research,
24(3), 709–730

11 Ebermann, C., Piccinini, E., Brauer, B., Busse, S., & Kolbe, L. (2016). The Impact of
Gamification-Induced Emotions on In-car IS Adoption – The Difference between Digital
Natives and Digital Immigrants. Paper presented in the 49th Hawaii International
Conference on System Sciences (HICSS 2016) (pp. 1338–1347). IEEE

12 Fox, G., & Connolly, R. (2018). Mobile health technology adoption across
generations: Narrowing the digital divide. Information Systems Journal, 28(6),
995–1019

13 Chipeva, P., Cruz-Jesus, F., Oliveira, T., & Irani, Z. (2018). Digital divide at individual
level: Evidence for Eastern and Western European countries. Government Information
Quarterly, 35(3), 460–479

14 Quan-Haase, A., Williams, C., Kicevski, M., Elueze, I., & Wellman, B. (2018).
Dividing the grey divide: Deconstructing myths about older adults’ online activities,
skills, and attitudes. American Behavioral Scientist, 62(9), 1207–1228

15 Szeles, M. R. (2018). New insights from a multilevel approach to the regional digital
divide in the European Union. Telecommunications Policy, 42(6), 452–463

(continued)
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3 Results

This section presents the literature review results. Recurring digital divide factors are
identified and presented for the different population groups threatened by digital
inequality. Furthermore, measures for addressing the challenge of the digital divide are
described and organized in three key intervention domains. The key findings of the
literature review are summarized in the concept matrix which is presented in Table 2.
A comprehensive overview of all the papers reviewed is included in Appendix 1.

3.1 Factors Contributing to the Digital Divide

In settings with advanced infrastructures and economy, physical access is not a key
source of digital inequalities anymore and the studies that examine issues of unequal
access show that this gap is closing (with the exception of special population groups
such as prisoners). Nevertheless, there is still a stark difference between access and
acceptance. Several of the studies reviewed combine established technology acceptance
theories and models with concepts related to the characteristics and preferences of
individuals and pragmatic constraints related to access. Going beyond socioeconomic
demographics, a number of personal contributing factors were identified: (a) motiva-
tion, (b) personality traits (e.g. openness, extraversion, conscientiousness), (c) digital
skills. Many of the studies reviewed focus on particular groups of people. Specifically,
a significant part of the literature is focused on the elderly who are also referred to as
“digital immigrants” (as opposed to digital natives that have been interacting with
digital technology since childhood). Additionally, several studies are focused on
specific marginalized population groups such as prisoners and refugees. In the para-
graphs that follow, we present the research findings organizing them according to the
different groups studied.

Elderly Population. Although digital technologies have been around for several
decades, some of the elderly members of society have difficulties learning about and
adopting digital tools and services. Hence, targeted efforts are needed for fully inte-
grating senior citizens in the knowledge society [12]. This is not a physical access
problem because, for the senior citizens that do not own computers or mobile devices,
access is provided in libraries and community centers. This group has problems with
the actual use of digital technologies [13]. Elderly people may want to stay connected
and learn new digital skills, but at the same time, they tend to feel overwhelmed [14].
Still, they do engage in a wide range of online activities despite having limited skills,

Table 1. (continued)

# Reference

16 Reisdorf, B. C., & Rikard, R. V. (2018). Digital rehabilitation: a model of reentry into
the digital age. American Behavioral Scientist, 62(9), 1273–1290

17 de Carvalho, C. V., Olivares, P. C., Roa, J. M., Wanka, A., & Kolland, F. (2018).
Digital Information Access for Ageing Persons. Paper presented at the 18th International
Conference on Advanced Learning Technologies (ICALT 2018) (pp. 345–347). IEEE
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and some are eager to learn as they go [14]. Unwillingness to adopt digital technologies
by the elderly was found to stem from mistrust, high-risk perceptions, and desire for
privacy [15]. Research also shows that not all seniors have the same stances towards
digital technologies [14]. Overall older people are a heterogeneous group, and it is
important not to overlook their differences (for instance in digital skills and use of
social media). Niehaves and Plattfaut [16] used the unified theory of acceptance and
use of technology (UTAUT) and the model of adoption of technology in households
(MATH) to explain internet acceptance and usage by the elderly. These models were
able to predict how the elderly could be encouraged to learn to use technology. Per-
formance expectancy (ease of use) was found to be the main driver for internet usage
among senior citizens.

Marginalised Population Groups. Language barriers as for instance, in the case of
refugees, can cause social exclusion and may hinder the process of ICT assimilation
throughout society. Alam and Imram found in their research that even though refugees
and immigrants in the US are motivated to learn about new technology, many were not
able to do so for three main reasons: unaffordable cost, language barriers and lack of
skills [17]. They showed that refugees think that technology is helpful for finding new
jobs or facilitating social engagement but barriers such as expenses and problems with
access prevent them from using the Internet [17]. Reisdorf and Rikard [18] focus on the
challenges of paroles that are released from prison and argue that very little research on
the digital divide focuses on complete nonusers, bringing into attention the problems
that paroles encounter on release from prison after lengthy periods of nonuse [18].
They propose a model of digital rehabilitation that addresses both online and offline
arenas in the rehabilitation of prisoners. The model fills a gap in prisoner rehabilitation
that usually only targets offline arenas and issues, while the digital realm is often
disregarded [18].

General Population. In the general population, socioeconomic factors including
educational level relate to the digital inequalities [19]. A study conducted by Chipeva
and colleagues [20] combined the extended unified theory of acceptance and use of
technology (UTAUT2) with the big five personality traits (openness, extraversion,
agreeableness, conscientiousness, and neuroticism) to investigate factors that relate to
the digital divide. The study is interesting because it goes beyond the socio-
demographic characteristics of individuals showing the influence of attitudes and
personality traits. Additionally, the study showed the impact of cultural differences by
identifying factors that differ across Bulgarian and Portuguese cultures. Performance
expectancy and habit turned out to be the strongest predictors of ICT acceptance, also,
the personality characteristics of openness, extraversion, and agreeableness were found
to be significant predictors of ICT acceptance [20]. Unreasonably high expectation and
specific personality traits are found to have a negative impact on ICT acceptance [21]
while individual characteristics such as gender, language, race, household and area of
residence (rural or urban) do not seem to have an impact [22]. Nevertheless, Hsieh and
colleagues suggest that demographic factors such as ethnic background and education
that have been shown to explain the high acceptance of ICT can also explain the
nonuse of ICT [23]. Socio-economically disadvantaged people are affected by digital
inequalities. Two individuals might have equal access to digital technologies, but a
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difference in skills can create digital inequalities [24]. Abdelfattah argues that socio-
economic status among groups can cause inequality and some groups may be disad-
vantaged because they are too far embedded in older systems, which makes it difficult
for them to adopt newer ICTs [25].

3.2 Overcoming the Digital Divide

Policy-making is considered instrumental for closing the digital gap [20]. Szeles [19]
suggests a mix of regional and national policy measures to bridge the digital gap in EU
countries [19]. These measures include: stimulating regional economic growth,
strengthening tertiary education, increasing R&D expenditure, discouraging early
leaving from education. Effective evaluation mechanisms make it easier to develop new
policies in the public sector and can contribute to addressing the digital divide [26].
This makes it possible for policy-makers to take action by implementing various ini-
tiatives to bridge the divide among certain sectors of society, such as elderly people and
socio-economically disadvantaged groups [23]. Policies that leverage existing com-
munities, social structures, and local actors can help in reducing digital inequalities
[27]. Such policies can stimulate public/private partnerships with grassroots organi-
zations that already have “hooks” in local communities. Policy measures should allow
room for local adaptations, as contextual and local elements seem to play a role for
technology users and could influence policy success [27].

Van Dijk suggests that proper training and education might help mitigate the
inequalities of the digital divide [3]. Furthermore, information campaigns also have a
significant role to play. The digital divide can be narrowed if vendors engage in trust
building campaigns targeting the elderly [15]. In addition, social networks, friends and
family are important for supporting the training of disadvantaged people in technolo-
gies. Digital literacy programs targeting senior citizens can help them develop the
necessary skills and abilities to use digital mobile devices so that they could be part of

Table 2. Concept matrix

Papers reviewed
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Type of inequality
ICT access x x x x x x x x x x x
ICT acceptance x x x x x x x x x x x x x x
Digital divide contributing factors
Motivation x x x x x x x x
Personality traits x x x x
Digital skills x x x x x x x x x x x x x
Digital divide remedies
Policy measures x x x x x x x x x x
Education/training x x x x x x x x
Design tailoring x x x x x
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the Digital Society [12, 15]. Friemel’s study [28], conducted in Switzerland, finds that
internet usage among the elderly was encouraged by family members and friends and
that a private learning setting was more effective and was preferred over a professional
learning approach. Overall, prior research has shown that senior citizens appreciate
very much digital literacy programs and have positive perceptions of the digital abil-
ities they develop [12]. Looking at the specific marginalized population group of
prisoners, Reisdorf and Rikard [18] also point to the importance of training and call for
more research on digital skills development and interventions to mitigate digital
exclusion experienced during imprisonment.

Chipeva and colleagues [20] address the concrete level of conceptualizing and
developing ICT solutions and point to the importance of taking into account individual
differences for creating proper stimuli to different user groups. This makes the role of
appropriate design for overcoming the digital divide a center of attention. Their find-
ings show that it is important to emphasize ICT usefulness and performance rather than
ease of use as performance expectancy is the strongest antecedent of behavioral
intention while effort expectancy does not have the same strong role. Similarly, Quan-
Haase and colleagues emphasize the need for tools and applications to be specifically
developed to support the elderly in their current activities [14] as opposed to tools that
are not related to their everyday practices. Overall, research points to the importance of
functionalities that suit the needs of specific user groups to stimulate ICT acceptance.

4 Discussion and Implications for Future Research

Prior research shows that the digital divide is related to socioeconomic characteristics
and also personality traits, motivation and digital skills. Digital inequalities in the
technologically and economically advanced societies have shifted from unequal
physical access to inequalities in actual usage. Although the physical access divide
seems to be closing, inequalities in use persist. Measures for crossing the divide range
include policy interventions, training and design. The findings of this review can be a
foundation for further research orienting researchers within the domain. Several
questions remain unanswered related to the digital divide in our societies thus further
studies are needed. Several future research topics were suggested by the authors of the
papers reviewed. Further work should be undertaken to investigate different national,
social and cultural settings [13, 20, 24] across geographical contexts [16]. Future
research should pay attention to how institutional and environmental factors at the
macro level may influence individuals’ ability and motivation to access and use
technology [27]. Furthermore, further research is needed to extend established models
with new variables. Future investigations may add variables to social theories [16, 22,
23, 28], personal traits models [20, 21], and capital theory [23]. Future research should
consider testing other psychological variables [13] and socio-economical aspects [18,
23] to develop a more fine-grained understanding of the association between digital
divide variables and ICT acceptance [15, 16, 20, 23]. Additionally, further work is
required to research the effect of interventions to avoid the exclusion of citizens from
the digital realm addressing inequalities [17, 18, 24].
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5 Conclusion

Remaining cautious of digital inequalities is critical in our digitalization era. These
inequalities are manifested not just in terms of access issues but also, in terms of what
citizens can actually do with digital technologies. Understanding how digital
inequalities emerge and finding ways to address them, needs to be a key premise for the
development of e-societies. Researchers largely agree that the digital divide should be
defined in terms that go beyond accessibility to access and actual use and that a
personality model can help us to understand acceptance and use of technology com-
plementing models related to economic and social resources. Such a personality model
can include personality traits (e.g. openness, extraversion, conscientiousness) and also,
motivation, and digital skills. Concerted action at the policy level, training initiatives
and tailored design catering for the most vulnerable user groups can all contribute in
closing the gap. The findings of this literature review can provide a foundation for
further research development and a basis for researchers to orient themselves within the
domain and position their own work.

Appendix 1

See Table 3.

Table 3. Overview of key elements of the reviewed articles

# Author(s) Year Research objectives Findings Future research
directions

1 Abdelfattah
et al.

2010 Aims to identify
factors of the digital
divide that separate the
digitally deprived from
frequent internet users.
The study covers both
developed and
developing nations

Socio-economics,
demographic variables,
use of media channels,
and religion (to some
extent) influence the
digital divide; most
factors differ between
the digitally deprived
and frequent users of
the Internet

More research on the
influences of self-
perceptions, traditional
media, religion, and
word-of-mouth on the
digital divide;
additional research on
the factors that
contribute to the digital
divide extremes

2 Niehaves &
Plattfaut

2010 Aims to identify
factors that influence
senior citizens’ internet
usage and non-internet
usage; uses UTAUT
and digital divide
theory as a theoretical
lens

An extended UTAUT
model with digital
divide variables was
useful for analyzing
private internet usage;
performance
expectancy (ease of
use) was found to be
the main driver for
senior citizens’ internet
usage

Comparative studies in
other
national/social/cultural
settings; longitudinal
studies on senior
citizens’ internet usage;
further testing of
psychological variables
by modifying UTAUT

(continued)
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Table 3. (continued)

# Author(s) Year Research objectives Findings Future research
directions

3 Hsieh et al. 2011 Aims to understand the
inequality between the
socio-economically
disadvantaged and the
socio-economically
advantaged to inform
public policy; uses
capital theory as a
theoretical lens

The disadvantaged
realized greater gains
in cultural capital,
social capital and
habitus than the
advantaged; intention
to use ICT was
influenced by intrinsic
and extrinsic
motivations for habitus
and self-efficacy of
cultural capital but not
by social capital

Research on how the
socio-economically
disadvantaged can
effectively convert
their ICT usage into
economic, health,
social and educational
benefits; extend the
capital framework with
economic capital (e.g.,
affordability of training
and infrastructure);
utilize and extend
social theories

4 Wei et al. 2011 Examines digital
inequalities among
students as: digital
access divide, digital
capability divide
(capability to exploit
IT), and digital
outcome divide
(learning and
productivity)

Generates insights into
the relationships
between the three
levels of the divide;
provides an account of
the effects of the digital
divide

Understand other
effects of the digital
divide and how
governments can use
interventions to avoid
citizen exclusion from
the digital realm

5 Chang et al. 2012 Aims to identify the
digital divide and
measure its different
levels among local
governments in
Taiwan

A model of five
dimensions was
developed to enable
local government
assess pros and cons of
digitalization; the
model addresses
government agencies

Use the model as a
point of departure for
studies on other
countries or city
governments in
Taiwan; identify new
dimensions for
customizing the model

6 Ghobadi &
Ghobadi

2015 Focuses on inequalities
in ICT access and in
particular on
motivational, material,
skill, and usage gaps;
demonstrates
interactions and
linkages between these
gaps

Provides a theoretical
model which includes
22 concepts and the
linkages between
them; contributes
insights about
dynamics shaping the
digital divide and
develops new concepts
related to gaps

Use the theoretical
model for future
research on the digital
divide; conduct studies
on the digital divide in
different cultures that
develop interventions
to reduce the digital
divide

(continued)
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Table 3. (continued)

# Author(s) Year Research objectives Findings Future research
directions

7 Niehaves &
Plattfaut

2014 Focuses on the age-
related digital divide;
identifies important
influencing factors
regarding internet
usage

Combines the UTAUT
model and MATH with
socio-demographical
variables to explain the
variance of internet
adoption among the
elderly

Conduct research on
other geographical
settings; repeat the
research with larger
sample size; conduct
studies on e-inclusion
to explore and theorize
social context

8 Friemel 2016 Focuses on internet
usage among the
elderly, the so-called
“gray divide” (seniors
65+)

Old seniors (70+) are
partially excluded,
gender differences
found to disappear;
family encouragement
found to have a strong
influence on internet
usage

Investigate the
influence of social
networks; conduct
social network analysis
to reveal new concepts
for analyzing the
digital divide among
seniors

9 Alam &
Imram

2015 Examines the factors
that influence refugee
adoption of digital
technology and its
relevance to their
social inclusion in
Australia

A digital divide exists
among refugee groups
related to inequalities
in physical access to
and use of digital
technology, the skills
necessary to use
technologies
effectively and the
ability to pay for
services

Investigate how
education, period of
stay and gender
influence the digital
divide among refugee
groups; Examine
whether this digital
divide is unique to the
region under study or
applies to wider
Australian society

10 Racherla, &
Mandviwalla

2013 Investigates
antecedents of access
and use at the
individual and
collective level
focusing on
“horizontal support”
and “universal service”
information
infrastructures

The human and
technological elements
underlying individual
access are embedded
within institutional
elements that enable
and constrain use.
A multi-level
framework is
suggested showing the
influenced of both
micro and macro
factors

Connecting macro
level institutional and
environmental factors
with the individuals’
ability and motivation
to access and use
technology. Develop a
process theory.
Research new
measures of
interconnectedness that
take into account the
identities and varied
communities afforded
by digital world

(continued)
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Table 3. (continued)

# Author(s) Year Research objectives Findings Future research
directions

11 Ebermann
et al.

2016 Investigates differences
in gamification-
induced emotions
among digital natives
and digital immigrants
and their relationship
to IS adoption

Findings indicate that
digital natives feel
more pleasure,
dominance and arousal
than digital immigrants
after being confronted
with the hedonic part
of a dual-purpose IS
(used in cars)

Recommends future
research to analyze the
impact of game
mechanisms on
participants’ emotional
states in a realistic field
setting

12 Fox &
Connolly

2018 Explores factors
driving resistance to
mobile health
technologies among
older adults. Uses
protection motivation
theory and social
cognitive theory

Unwillingness to adopt
mobile health
technologies stems
from mistrust, high risk
perceptions, and desire
for privacy. Remedies
include inclusive
design and efforts to
improve self‐efficacy,
privacy, literacy, and
trust

Recommends future
research that builds
upon data on actual
adoption instead of
adoption intentions

13 Chipeva
et al.

2018 Explores the digital
divide by focusing on
the individual level
analysing data
collected in Bulgaria
and Portugal. Uses
both socio–-
demographic
characteristics of
individuals, and
attitudes and
personality traits

Combines the extended
unified theory of
acceptance and use of
technology (UTAUT2)
with the big five
personality traits
(openness,
extraversion,
agreeableness,
conscientiousness, and
neuroticism) in a
model. Identifies
differences across
Bulgarian and
Portuguese cultures

Expand research by
(a) using other
personality
frameworks,
(b) examining the
impact of personality
on more specific IS
types, (c) studying
different age and
professional groups,
(d) studying other
cultural contexts,
(e) detecting changes
over time through a
longitudinal
investigation

14 Quan-Haase
et al.

2018 Develop a fine-grained
understanding of older
adults´ online
activities, skills and
attitudes, based on 41
in-depth interviews
with adults aged above
65 years

A typology of older
adults that includes
Reluctants,
Apprehensive, Basic
Users, Go-Getters, and
Savvy Users was
developed. A nonlinear
association between
skill levels and online
engagement was
identified

Investigate if people
embedded in networks
of savvy users see
themselves as more
adept and empowered.
Use surveys to further
validate the typology.
Perform longitudinal
research to disentangle
cohort-based from
generational
differences

(continued)
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Abstract. Autism, also known as autism spectrum disorder (ASD), is
an incurable brain-based disorder that refers to a wide range of complex
neurodevelopment disorders characterised by marked difficulties in com-
munication and social skills, repetitive behaviour, highly focused inter-
ests and sensory sensitivity. Autism can present challenges for affected
people at the work environment and in everyday life. The barrier for
individuals with ASD increases further with changing environmental sit-
uations. Individuals with ASD have limited abilities to isolate their Five
senses and often experience over- or under-sensitivity to sounds, touch,
tastes, smells, light, colours or temperatures. In this perspective, indi-
viduals with autism may experience extraordinary challenges during a
regular day for most people, especially in non-conductive crowded envi-
ronments like workplaces.

This work presents a survey of the state-of-the-art implementation as
well as research challenges of assisting technology for people with ASD
in the workplace and in everyday life. An overview of relevant key tech-
nologies and methods is outlined by focusing both on the therapeutic
perspective as well as on the technological viewpoint. The aim of this
paper is to provide a better understanding of the design challenges and
to identify important research directions in this increasingly important
area.

Keywords: Autism · Assistive technology · ASD

1 Introduction

Once considered a rare disorder, Autism or autism spectrum disorder (ASD) is
nowadays a major public health problem affecting about 1% of the world popu-
lation [46]. Nevertheless, numerous medical research works regarding the cause,
prevention, treatment and cure of ASD, the medical area is still very restricted
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Fig. 1. The underlying idea of this work is to provide an overview of the state of the art
in the area of assistive technology for people with Autism or autism spectrum disorder
(ASD) in the workplace and in everyday life by considering different sensor channels,
such as sounds, touch, tastes, smells, light, colours or temperatures.

to specific facilitation techniques and interventions [40]. As a result, there is a
population of individuals with autism having a variety of ages, genders and indi-
vidual needs. This variety mostly depend on different ways of facilitation in one
or several areas throughout the individuals’ lives. One of these areas is work or
work environments where adults with ASD are facing daunting challenges. There
is a good indication, that the challenges which individuals with autism face at
work because of changing environmental situations are one of the causes of their
remarkable unemployment rate of 80+% [19]. Employment is an essential aspect
of life for individuals including those with ASD [24]. “Work facilitates economic
independence, engendering a sense of purpose and accomplishment, providing
opportunities for socialisation and a mechanism through which to contribute
to society” [41]. Hence, an unemployment rate of 80+% of a group of people
that currently constitutes 1% of the world population is very alarming. Nev-
ertheless, in recent years, people with ASD have received improved attention
from the labour market including some well-known employers such as Freddie
Mac, Microsoft, SAP, Willis Towers Watson, Walgreens [23]. In parallel, there
is a growing international interest in the use of assistive technology to support
people with ASD and other impairments with life skills/independence [28].

Sensory sensitivity differences may be experienced by people with autism
due to limited abilities to isolate their Five senses and often encounter over- or
under-sensitivity to sounds, touch, tastes, smells, light, colours or temperatures.
Therefore, individuals with autism may experience extraordinary challenges dur-
ing a regular day for most people, especially in non-conductive crowded environ-
ments like workplaces. This paper aims at providing an overview of the state of
the art in the area of assistive technology for people with ASD in the workplace
and in everyday life by considering different sensor channels, as shown in Fig. 1.
It can be extremely difficult to design technologies that fully engage the autis-
tic user experience, especially when considering the impact of potential sensory
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Fig. 2. Autism spectrum disorders are defined by social, communication and
behavioural impairments and are associated with a range of symptoms [13].

impairments and multi-sensory integration. To support this kind of thought-
ful assisting technologies, relevant key techniques and methods are presented by
focusing both on the therapeutic perspective as well as on the technological view-
point. On the basis of current trends, relevant design challenges are considered
to identify the corresponding research directions in this increasingly important
area.

The paper is organised as follows. A review of the related research work from a
therapeutic perspective is given in Sect. 2. In Sect. 3, we focus on the description
of the technological perspective. In Sect. 4, existing systems for obtaining an
inclusive workplace are surveyed. A discussion is presented in Sect. 5. Finally,
conclusions and future works are discussed in Sect. 6.

2 Medical Perspective

2.1 A Brief Background Related to ASD

Autism is a lifelong incurable brain-based disorder that refers to a group
of complex neurodevelopment disorders resulting in a substantial burden for
individuals, families and society [48]. It is primarily characterised by social-
communication challenges and restricted repetitive behaviours, activities and
interests [43], as shown in Fig. 2 [13].

Autism is caused by changes in the brain without knowing exactly why the
changes occur. Researchers associate the development of autism to genetics and
environmental factors such as infection during the pregnancy, premature birth,
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older age of parents and toxins in the environment [32]. However, the exact
cause of autism is currently unknown, but still investigated. Different numbers
are presented regarding the prevalence of ASD. According to Centers for Disease
Control and Prevention (CDC)s’ website, between 1%–2% of the world popu-
lation in average has ASD [16]. Data show a steady rise of autism which has
sparked fears of an autism epidemic. Only in the U.S., 1 in 59 children had a
diagnosis of ASD by age 8 in 2014, a 15% increase over 2012 [16]. There are
disagreements and different opinions and theories among researchers regarding
the underlying cause of the more frequent occurrence of autism. According to
numerous researches, the bulk of the increase stems from a growing awareness of
autism and lower threshold for diagnosis, and expanded definition of ASD [47].
While according to other experts, the trend among parents in those past years of
getting children in an older age is one of the causes. As the studies have shown
older men and women are more likely than young ones to have a child with
autism [31]. On the other hand, Dr. Stephanie Seneff, a senior research scientist
at the Massachusetts Institute of Technology (MIT)’s Computer Science and
Artificial Intelligence Laboratory, connects this rise to a particular toxic in the
environment called Glyphosate and according to her by 2025, half the children
born in the United States will be diagnosed with autism [3].

Autism occur in a spectrum, with a variety of different symptoms ranging
from mild to severe, characteristics and level of intelligence quotient (IQ) as
shown in Figs. 3 and 2. To help individuals with autism developing fundamental
skills for good functioning throughout life, mental health professionals used to
classify the autism spectrum into several different types. The primary types
consisted of three groups as shown in Fig. 3:

– Asperger’s syndrome. The individuals within this group, have a variety of
symptoms milder than classical autism, specifically, in communication context
and often tends to be normal or to above intelligent and able to handle their
daily life;

– Pervasive developmental disorder not otherwise specified (PDD-NOS). The
individuals within this group include the ones with more severe autism than
Asperger’s syndrome, but not as severe as autistic disorder;

– Autistic disorder or classical autism. This includes the same types of symp-
toms as Asperger’s and PDD-NOS, but at a more intense level.

However, because of the confusion among professionals, family and teachers
about the different types, it was concluded in 2013 to only use the term “Autism
spectrum disorder” and herewith, based on their characteristics and impair-
ments, individuals with ASD can be diagnosed as low, medium or high function-
ing. Regardless, it is not unusual to hear the former terms being used nowadays
since the they are still widely adopted by professionals and other people in gen-
eral.

The symptoms usually occur early and can be dedicated at 18 months or
younger [26]. Hence, a reliable diagnosis can often be made at the age of 2 to
3. However, in many cases, the child does not receive a final diagnosis until
later [2,42]. The primary cause for this is the absence of medical or lab tests
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Fig. 3. The three sub-types of ASD vary in the severity of their symptoms and mental
impairments [13].

for diagnosing ASD [11]. So, instead of blood tests, brain scans or any other
physical tests, the mental health professionals rather depend on observations of
the child and feedback from the parents or carers [11]. Besides, the fact that
ASD has an extensive range of symptoms makes the diagnostic process more
complex, challenging and time consuming. This is unfortunate since “a grow-
ing body of evidence supports the value of early diagnosis and treatment with
evidence-based interventions, which can significantly improve the quality of life
of individuals with ASD as well as of their families. Particularly noteworthy are
early interventions that occur in natural surroundings and can be modified to
address age-related goals throughout the lifespan” [17].

2.2 Challenges in Everyday Life and at the Workplace for People
with ASD

People with autism often possess sought-after abilities and a desire to work.
Also, they often have sought after valuable characteristics in the labour market
such as mathematical acuity, exceptional computer skills, concentration skills,
photographic and long-term memory, or tolerance for repetitive activities [21].
In addition, they tend to be known for being honest, reliable and displaying per-
severance which can result productivity in the workplace. Even their impairment
in social skills and communication, as shown in Fig. 2, can often lead to posi-
tive outcomes in the workplace by avoiding unnecessary social interactions [21].
Presently, there are numerous successful individuals with autism working in dif-
ferent areas such as math, computer science and art [10]. This proves that many
other people with ASD can achieve great achievments with the right support
and guidance.
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However, the main challenge is the large variation of ASD due to enormous
individual differences and complexities of each individual [27], as shown in Fig. 3.
It is widely accepted that the heterogeneity in the functional level within ASD
is greater than in other clinical groups, and that the identification of severity
and additional difficulties is crucial to obtain personalised diagnoses. Addressing
the challenges is therefore demanding and requires cutting edge expertise and
collaboration between experts, local people and local authorities. Despite, the
great variation of ASD, some of the symptoms are commonly observed among
people with autism, some of which are in: cognitive and intellectual abilities, sen-
sory processing, language and gestures, reciprocal conversation, movement and
motor skills, eye contact, imagination, abstract and symbolic play, mental simula-
tion, perception, affect and empathy, problem solving skills, executive functions,
responses to sensory stimulation, adaptation to changes, generalization of learnt
skills, anxiety management, cooperative working, managing phobias/fears such
as loud noises, dogs, thunderstorm and vacuum cleaners, distinguishing between
important and unimportant events/aspects [7]. As we can tell from the common
symptoms, many of them are related to sensory challenges.

It is estimated that over 90+% of people with ASD have sensory processing
disorders (SPD) [8]. In fact, hyper- or hyporeactivity to sensory input or unusual
interest in sensory aspects of the environment is now included in the Diagnostic
and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5)’s diagnostic
criteria [8]. As a result, people with autism can be susceptible to changes and
disadvantaged regarding employment [44]. For many people, habits, rituals and
routines are a part of everyday life including their workday. People can become
uneasy if the daily routine change while individuals with autism can have an
unusual or more intense reaction. The case is the same or worse when it comes
to environmental changing situations. A brighter light intensity, sound or smell
in the background which most people would ignore can lead to anxiety or melt-
down for people with autism. This is particularly demanding when it comes to
crowded environments like workplaces where individuals with autism recognise
stressful situations. By avoiding these problems, people with autism can have
a better life quality and much more energy and willingness to do activities of
daily living including better work productivity and performance. Fortunately,
there are tools dealing with different aspects of the routine or habits challenges.
However, assistive tools for reducing stress and increasing situational awareness
are crucially needed but still missing [37].

3 Technological Perspective

In existing literature, different works have been done to develop assistive tech-
nology interventions for people with ASD. However, they primarily focus on
children, while only a few of them target adolescents or adults. Personal digital
assistants (PDAs) are supported by emerging researches as assistive tools for
cognition among people with various brain injuries such as intellectual disabil-
ity, mental illness and Alzheimer’s disease [21]. In recent years, this is motivated
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by the fact that PDAs such as smartphones and tablets have been developed
into multi-functional devices that can incorporate advanced task managers. This
makes PDAs a convenient tool for communication, a source for finding support,
recording and editing videos and being a dynamic and growing source of infor-
mation in academia [21]. These devices may be especially suitable for people
with ASD since it is observed that people with ASD generally prefer instruction
and support provided by computers rather than directly by another person [1].
Multiple studies support the use of PDAs for people with ASD at the workplace
based on various strategies (e.g. time, task, task-training, social interactions and
behavioural management) used in school and transitional settings [21].

Further, various studies confirm the challenges for people with ASD due to
environmental changes and how they negatively affect their work performance
and productivity. Some works suggest the idea that people with neurological con-
ditions can be successfully supported by smart homes. This approach assumes
that the needs and aspirations of people with ASD from the technological inter-
ventions are fully understood and integrated in the design [14]. However, the
current approaches that can provide a customised work environment such as
smart buildings or cities are both complex and expensive [22]. In contrast, there
are some inexpensive assistive systems such as noise blocking, active noise can-
celling (ANC), or noise reduction headphones [34]. These systems are widely
used by people with ASD in the workplace and in everyday life. A brief descrip-
tion of each of them along with a comparison of advantages and disadvantages
from the perspective of an individual with autism is depicted in1.

4 Existing Systems for an Inclusive Workplace

Instead of isolating, an inclusive workplace is a work environment where the
individuals are valued, integrated and included within their work force indepen-
dently of their gender, background, religion and disability. Assistive technology
can have a remarkable contribution to the inclusion of people with disability in
the workplace. Thus, research in this area is essential for developing new assistive
technologies for obtaining an inclusive workplace. In this perspective, supporting
sensory needs in the workplace among people with ASD is of primary impor-
tance. There is a good body of literature and research that show how people with
autism face challenges regarding sensory sensitivity [12,33]. However, research
about coping strategies and assistive technology used in the workplace is still
limited.

Relevant studies related to different sensory channels are outlined in the fol-
lowing of this section. Challenges, missing gap and further proposals of different
technological strategies that have potential for successful implementation in a
conductive workplace are grouped according to the different senses and pre-
sented. Finally, a review of the current promising assistive robotics technologies
for interventions in an inclusive workplace is also outlined.

1 https://medium.com/musings-from-mars/headphones-f1b64cfae7d1.

https://medium.com/musings-from-mars/headphones-f1b64cfae7d1
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4.1 Touch

People with autism often tend to be sensitive to touch or close contact. This
includes animals, food plants, textiles, other objects/materials and especially
contact with other people. Thus, it is often easier for individuals with autism
to relate to technological devices instead of direct contact with other people. In
this context, the use of technological devices like computers, tablets and smart
phones has been essential in many areas such as entertainment, education or
school and therapeutically purposes. However, research on the use of this tech-
nology by workers with ASD is slight [20,21]. According to the literature, this
technology is primarily adopted for autistic children. A few studies show pos-
itive outcomes of using iPads and iPods as an assistive technology for autistic
adults and adolescents [9,25,29]. A few works [20,21] in this field focus on the
use of a tablet as an assisive technology in the workplace. According to the work
presented in [20], “Reducing the need for personal supports among workers with
autism using an iPod touch as an assistive technology delayed randomised control
trial”. According to the same study, workers among the 50 autistic participants
who were trained to use iPods in the beginning of their job required significant
fewer hours of job coaching support. However, the participants in this study con-
sisted of only high functioning adults with no intellectual, verbal communication
or severe sensitive impairment.

4.2 Eye Sight

Individuals with autism often suffer from light sensitivity regardless of whether
its source is natural or artificial. Sustained exposure to visual stimuli may cause
pain, headache and in worst cases meltdown. Concentration challenges is also
reported when exposed to fluorescent lighting or bright sunlight [6]. From a visual
perspective, computerised smartglasses are being developed as an assistive tech-
nology for daily activities for children and adults with autism spectrum disorder
(ASD) [36]. While smartglasses may be able to help with educational and behav-
ioral needs, their usability and acceptability for children with ASD is largely
unknown. Even less it is known when considering the workplace environment.

4.3 Sound

When considering sound, remote-microphone (RM) technology is employed to
facilitate self-hearing [30] and distance communication [39]. The individual and
group data from the last study suggest that RM technology may improve audi-
tory function in children with ASD. However, no studies have been performed
regarding the workplace environment to the best of the authors’ knowledge. To
complement this aspect, sensory headphones (sound blocking, active noise can-
celling (ANC), or noise reduction headphones) are also adopted. Even though
these devices are generally inexpensive, there are several drawbacks, such as feed-
back not available, no data shearing features, the possibility that individuals can
feel overwhelmed while wearing them.
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4.4 Taste

Regarding the sense of taste, only a few studies can be found in the literature.
In [4], olfactory and taste functioning in individuals with autism were considered
to characterise chemosensory processing. In general, this aspect may be also
relevant when considering the workplace of people with ASD during breaks or
lunches.

4.5 Smell

When considering smell, a mechanistic link between olfaction and ASD is proven
in [35]. This aspect my be very relevant when considering specific workplaces,
such as food manufactures or chemical manufacturers.

4.6 Multi-sensor Channels

The barriers to inclusion at the workplace for people with ASD may increase fur-
ther with changing environmental situations. Deviations in multi-sensor channels
may lead to increased stress. The intervention plans to instill positive behaviour
support (PBS) suggest that a customised environment can minimise the impacts
due to these variations. In this perspective, our research team previously pro-
posed a novel framework which leverages the information from multi-sensor
channels in a combined manner to customise the environment so that situa-
tional awareness (SA) can be improved [37]. The proposed framework allows for
monitoring the environment by combining the information from different sensor
channels including both personal sensors (i.e. on board of a mobile device) as
well as environmental sensors/actuators (i.e. embedded in smart-buildings). In
this preliminary work, a case study was considered through the development of
a prototype for a mobile application and by reporting results on a scale model
of a smart workplace with customisable environment.

4.7 Robotics Technologies for Interventions in an Inclusive
Workplace

Robots have been shown to provoke proactive social behaviour in individuals
with ASD, especially with children [15,18,38]. Robot therapy for autism has
been explored as one of the first application domains in the field of socially
assistive robotics (SAR), which aims at developing robots that assist people with
special needs through social interactions [38]. Regarding multi-sensorial stimuli,
an interactive robotic framework that delivers emotional and social behaviours
for multi-sensory therapy for children with autism spectrum disorders was pre-
sented in [5]. The framework comprises emotion-based robotic gestures and facial
expressions, as well as vision and audio-based monitoring system for quantitative
measurement of the interaction. Special aspects of interacting with children with
autism with multi-sensory stimuli and the potentials for personalised therapies
for social and behavioural learning were considered. However, research on the
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use of this technology by workers with ASD is still slight. This technology has
great potential, especially when considering to combine it with the previously
mentioned technologies.

5 Discussion

The most common existing assistive technologies for people with ASD in the
workplace can mainly be divided in to two groups. The first group include PDAs
and is mostly used for the purpose of reducing the need of personal sport and
being able to manage different tasks independently. PDAs are pocket-size, easily
accessible and economical when compared to other solutions. There are numerous
features and several apps [45] which can turn the device in to a personal assistive
technology device based on their needs. However, the learning process of people
with ASD when using them might be both time-consuming and costly for the
employer. In addition, research about their affect for adolescents or adults in the
workplace and in everyday life is limited [20].

On the other had, the second group includes a few approaches and solu-
tions to deal with environmental changing situation to improve productivity of
individuals with autism at the workplace and in everyday life. One of the most
promising approach that could turn the office workplace into a customised con-
ductive workplace is the development of smart building or cities, but this is both
complex and expensive. The other solutions, such as the sensory headphones, are
more economical and easy to develop from a technical point of view. However,
they are only based on one sense (the hearing sense), provide no feedback data,
have no data sharing features and therefore cannot provide a conductive work
environment for people with ASD.

6 Conclusion

In this work, an overview of the state of the art of technological solutions for
assisting people with autism spectrum disorder (ASD) in the day-to-day work
was presented by considering different sensor channels. Relevant key technolo-
gies and methods were presented by focusing both on the therapeutic perspec-
tive as well as on the technological viewpoint. Relevant design challenges were
considered to identify the corresponding research directions in this increasingly
important area. When considering the current solutions and works in the area,
there is a remarkable gap of research and there is little evidence to suggest that
all individuals with ASD have access to appropriate assistive technologies.

Assistive technology for people with ASD in the workplace and in everyday
life is still at its infancy. However, there are strong results which can be used to
build further upon from both a therapeutic perspective as well as on the tech-
nological viewpoint. One of the fundamental targets of this paper is to further
increase efforts world-wide on realising the large variety of application possi-
bilities offered by the current technology as a stepping-stone for new research
and development within this field. This effort is also supported by our ongoing
research [37].
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Abstract. This study aims to explore the values of using smartphones in older
adults’ daily lives in China. The value of using smartphones can be seen as the
benefits associated with the use of smartphones in peoples’ daily activities. By
employing the Value-Focused Thinking (VFT) approach, this study investigates
what fundamental objectives and means objectives are important with the daily
use of smartphones for older adults in China. Based on the data collected from
the interviews, we developed a means-ends objective network describing the
values of using smartphones for older adults in China. According to the results,
maximizing well-being, maximizing life efficiency, maximizing safety, and
maximizing digital inclusion are identified as the fundamental objectives to
maximize values of using smartphones for older adults in China.

Keywords: Using smartphones � Older adults �
The Value-Focused Thinking (VFT) approach �Means-ends objective network �
Value

1 Introduction

Today, smartphones have become an inseparable part of peoples’ daily lives. A smart
phone is a mobile phone with more advanced computing capability and connectivity
than basic feature phones (e.g., calling, texting). It allows users to make mobile
shopping, make mobile payments, watch videos, and so on. Smartphones have the
potential to enhance the quality of peoples’ lives [8, 9]. For instance, smartphones
come with social network functionality built in, which enable users to keep in touch
with their friends and relatives on different social media sites (e.g., Twitter, Facebook,
Wechat [7], and Instagram). Moreover, smartphones also come with music and video
players built in, which enable users to listen to their favorite music, and watch video
clips and TV shows. In [22], the authors found that using smartphones could enhance
older adults’ ability in different physical, mental, and social dimensions of life through
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enhancing their knowledge, facilitating their communication with friends, enabling
their participation in social networks, and so on.

Most countries in the world are experiencing an increase in terms of the medium
age of population. The ageing of the population is one of the major challenges most
countries have to face over the next few decades [23]. Although the Internet and
smartphones are playing increasingly important roles in connecting people of all ages
to news, information and services, older adults face challenges when they are using
smartphones. There are barriers to older adults’ use of mobile phones, including the
lack of computer literacy, economic barriers, and privacy concerns. The term older
adult has been defined in a variety of ways in different articles, which ranges from over
40 to over 75. The distinction of “older” depends upon the specific context under
consideration. We defined older adult as people over the age of 65 in this study.

Although some previous studies (e.g., [11, 16]) have been reported on various
benefits of using smartphones, little is known about the values of using smartphones
from the perspectives of ageing population in China. Most previous research tended to
focus on the use and adoption of smartphones [13, 14], and application development on
smartphones (e.g., [21]). One of the effective ways in gaining a better understanding of
the use of smartphones by older adults is to identify the values of using smartphones by
engaging older smartphones users. This research intends to bridge the research gap in
the values of using smartphones among older adults in China.

The objective of this study is to explore the values of using smartphones for older
adults in China. The proposed research question is: what are the values of using
smartphones for old adults. To address this, we employed the value-focused thinking
(VFT) to identify the values of using smartphones with older adults in China. This is
helpful to make the use of smartphones for older adults with maximized values.

The rest of the paper is organized as follows. We present the literature review in
Sect. 2. Section 3 illustrates the research method. Section 4 describes the application of
the methodology and results of this study.We discuss the findings of the study in Sect. 5.
Section 6 concludes this research and points out some future research directions.

2 Literature Review

The literature related to this research is discussed in this section.

2.1 Aging Society in China

Due to the effects of one child policy in China, China’s population is growing old at a
faster rate than almost all other countries. The percentage of Chinese above the
retirement age (i.e., 60 years old) is expected to reach 39 percent of the population by
2050. Various technologies are being designed to enhance older adults’ quality of life
[4]. Among the various kinds of new technologies, the smartphone is the one of most
commonly used products by older adults in their daily lives. Smartphones can be a
powerful tool to tackle some challenges of older adults [1]. Smartphones are able to
provide personalized health care and social services for older adults. However, the use
of new technologies is not straightforward for older adults. For instance, it was found
that anxiety was associated with using smartphones [6].
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2.2 Research on the Use of Smartphones

Research work has been carried out by researchers in studying various aspects related
to the use and adoption of smartphones [10]. In [3], Chen et al. combined TAM [5] and
innovation diffusion theory (IDT) [25] to study and explain the adoption of smart-
phones in logistics. Self-efficacy was a strong predictor of behavioral intention through
attitude. Based on a study on the performance of mobile applications, Huang et al. [15]
indicated that smartphones could become a suitable substitute of traditional computers.
But, the performance of the applications on smartphones is poorly understood.

Although significant effort has been done to explore the use and adoption of
smartphones, there are not many studies on the values of using smartphones for older
adults. The samples used in previous research are relatively young. In [26], Sheng
et al., examined the values of the use of mobile technology in a leading publishing
company by interviewing 12 sales representatives and district managers from the
publishing company. Concerning the research on the use of new technologies by older
adults, most previous research [29] tends to focus on the use and adoption of computers
and Internet by older adults. Lee et al. [19] examined users’ constraints of using
computers at various age stages.

An examination of the current literature reveals that few studies have addressed the
use and adoption of smartphones by older adults. Pheeraphuttharangkoon et al. [24]
investigated the use and adoption of smartphones with older adults in the UK. How-
ever, the sample size with people over 50 years old was quite small in their study. In
[13], the authors explored the adoption of smartphones with older adults in China and
found that social influence, observability, compatibility, performance expectancy and
perceived enjoyment, were important determinants for the use and adoption of
smartphones with older adults in China.

Despite the increasing attention on the adoption of smartphones with older adults,
there is few studies focusing on the values of using smartphones with older adults.
Therefore, to bridge the research gap, this study aims to investigate the values of using
smartphones from the perspectives of older adults in China.

3 Research Methodology

The value focused thinking approach is a decision technique and defines a method
which can help identify values and structure the identified values systematically [18].
These objectives which are of concern by users during the decision-making process
make up the value portfolio. It offers the preconditions of each decision from decision-
makers’ perspectives [17]. VFT approach can reach a means-ends objective network of
fundamental objectives and means objectives.

In this study, we aim to get insights of the essential activities that must occur to
maximize the values of using smartphones from the perspectives of older adults in
China. Therefore, it is believed that VFT is an appropriate approach to address the
research question. The VFT approach has been applied to the research in information
systems, such as creativity in understanding users’ privacy and security concerns with
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SNS [2], understanding the values of MOOCs in education from students’ perspectives
[12], the values of live game streaming [30], the values of blockchain based games
[20], and strategic implications of mobile technology [26].

The VFT approach is chosen to answer the proposed research question ‘what are
the values of using smartphones from the perspectives of older adults in China?’ and to
assist in identifying value objectives.

The application of the VFT methodology in exploring older adults’ perspectives on
the value of using smartphones can result in a value map which helps us understand
their user behavior and promote the digitalization among them. The VFT approach is
designed to identify what is important and how this can be achieved as it focuses on
what the decision-maker cares about [17, 26].

In this study, we employ VFT approach as follows (see Fig. 1):

Step 1: Identify older adults. According to the defined age for older adults in
Sect. 1, we choose people more than 65 years old as our interviewees and gather
information about the value estimated by them to help us gain an insight of the use
of smartphones among them.
Step 2: Develop a list of the initial value objectives and convert them into a
common form. Several techniques such as wish lists, problems, shortcomings, and
alternatives can help conclude the possible objectives from the insights and make
them easier to comprehend.
Step 3: Identify the objectives and distinguish the fundamental objectives from
means objectives. Fundamental objectives are the ends that decision makers valued
in a specified context, while means objectives are methods to reach the ends. In the
process of distinguish means objectives from fundamental objectives and build their
relationships, Keeney suggested using the question “why is that important” [18].
For each value objectives, the question will result into two types of possible
responses. One is that this objective is one of the essential reasons for interest in the
situation, and it is the fundamental for decision making. That is called fundamental
objective. Another response is that the objective is important because of its
implications for other objectives, which is called means objectives [28].
Step 4: Build the means-end objective network on the basis of the third step. The
network provides a model describing the specified relationships between funda-
mental objectives and means objectives. According to this, analysts could find out
how fundamental objectives can be achieved via means objectives. And the rela-
tionships presented in the network can help analysts better understand the complex
value system of decision makers.

Step 1: 
Identify 

older adults

Step 2: 
Define ini-
tial value 
objectives

Step 3: Identify 
fundamental 
and means 
objectives 

Step 4: Build 
the means-end 
objective net-

work 

Fig. 1. Steps of VFT approach
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4 Application of the Methodology

4.1 Data Collection

The data were collected from face to face interviews conducted from 15th January 2019 to
31st January 2019 in two cities in two different provinces in China. We sent interview
invitations to twenty older adults in China who had some experience in using smart-
phones during the first week of January 2019. Eleven of them agreed to participate in the
research and the face to face interviews were recorded. The VFT approach was applied to
discover the values of using smartphones from the perspectives of older adults in China.

All participants were more than 65 years old who had some experience in using
smartphones. Thus, it is believed that the interviewees were aware of the use of
smartphones and would have some thoughts to be shared regarding the values of using
smartphones.

4.2 Identifying the Value Objectives

By following the VFT approach, we interviewed the participants with the probing
questions below:

“What are the benefits of using smartphones, and why is that important?”
“What difficulties have you experienced in using smartphones?”
“What kind of supports have you received to use smartphones?”
“Do you have some expectations on using smartphones?”

By asking these questions, we primarily discovered the objectives of older adults’
usage of smartphones and formed an initial list of objectives. Then, we asked partic-
ipants “why is that important” to get a further understanding of the initial list of
objectives. The interviewees needed to consider and review the decision of using
smartphones and the whole process. Until they have arrived at the most important
value, fundamental objectives could be seized and distinguish fundamental objectives
from means objectives. Objectives can be classified into means objectives and fun-
damental objectives. Means objectives contributed to the achievement of fundamental
objectives. Finally, a means-end objective network was draw to present the relation-
ships between these objectives.

4.3 The Fundamental Objectives and Means Objectives

Two researchers firstly conducted coding of four interviews, and identified fundamental
objectives and means objectives from the interview material independently. Then the
coding results had been compared, with 90% of the coding in the same. Some ambi-
guities caused by oral and written expression had been discussed. After an agreement
was reached, one researcher coded the remaining data from the interviews. Once all
coding has been completed, three researchers reviewed all the coding results to merge
duplicate values and remove the extra values. The results of the identification of value
objectives were showed in Table 1.
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Maximize Well-Being. Improving the well-being of older adults is the ultimate goal of
the whole society. It involves the effort from the society, governments and individuals.
Using smartphones enables older adults to engage in more activities, gain more
practical information, and receive more cares from others. Older adults living apart
from their children would cause many potential social problems. For instance, older
adults may suffer intense loneliness. Using smartphones would help them diminish
their loneliness and enjoy their lives in the society.

Maximize Life Efficiency. Using smartphones among older adults is becoming more
and more common in China although there are still many problems to be addressed. It
offers many useful features for older adults. For example, they can check the time and
weather on the phone, which help them better plan their daily activities. What’s more,
as the mobile payment getting more and more popular in China, old adults are
encouraged to use mobile payments when possible. And some older adults also do
mobile shopping with the assistance from others. The use of smartphones increases
their life efficiency.

Maximize Safety. Health problem is one of the most important issues among older
adults living independently. Their children would like to pay close attention to their
health conditions and daily routines. Older adults can reach their children easily by
using application on smartphones. For example, older adults can inform their children
via sending instant voice messages by using smartphones. The location information of
older adults can be tracked by using location-based applications on smartphones.

Maximize Digital Inclusion. The use of smartphones can be seen as a mean to help
older adults integrate into the digital society. Along with the development and
advancement of digital technologies, there are many concerns with the use and
adoption of smartphones among older adults. The data collected from the interviews
also indicated that the social influence from others gave impetus to the efforts toward
the digital inclusion.

Table 1. The fundamental objectives

Fundamental
objectives

Evidences from the interviews

Maximize well-
being

• I enjoy the interactions with my relatives and friends using various
applications on smartphones

• I achieve a sense of fulfillment due to the use of smartphones
Maximize life
efficiency

• I can check the time and weather on the phone which help me better
plan my daily activities

• I can pay bills and shop online with the Ali-pay and Wechat which are
convenient and can save my time

Maximize safety • When I hang out, I can use my smartphone to tell my children where
I am and what I am doing to make sure that I am safe

• By checking the weather by using smartphones, I can avoid going out
in a bad weather condition

Maximize digital
inclusion

• I want to integrate into the digital society by using smartphones
• My children and my friends help me using smartphones
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The means objectives are the ways to achieve the fundamental objectives. From the
initial means objectives, we did another coding to assure the result is detailed and
without any redundancy. Table 2 summarizes 12 means objectives and evidences from
the interviews.

Table 2. The means objectives

Means objectives Evidences from the interviews

Customize apps for older
adults

• There are many features I never use on my smartphone
• I wish there would be more voice-enabled mobile applications

Assure user-friendly
interface

• When using a smartphone, text on the screen are too small and
I always find it difficult to see the text

• The ringtone volume on my smartphone is too low so that
sometimes I would miss the phone call

Reduce language barriers • I grew up during the period where education was hardly
offered in China

• Since I am unable to read the text message, I prefer to receive
voice messages via applications on my smartphone

Simplify the operation • I cannot always remember how to operate the apps on my
smartphone in an appropriate manner

• The operation of smartphone is too complex for older adults
like me, for example, to run an application, I have to touch
screen several times

Receive help from others • My grandchildren helped me use my smartphone
• When I have questions on the use of smartphones, my children
can give me assistance

Meet needs from older
adults

• Nowadays, it is difficult to find interesting TV programs for
older adults on TV. However, I can find my favorite operas in
different video applications on my smartphones

• There are many applications on my smartphone that I never use
while sometimes I cannot find what I need on my smartphone

Enable easier to use • Touching screen is not easy to use. I prefer to have a
smartphone with a physical keyboard

• Straightforward operations on a smartphone would motivate me
to have a continuous intention to use the smartphone

Increase communication • Using smartphones enables me to communicate with my
relatives and friends more frequently

• I can talk with my relatives and friends quite often by using
application on my smartphone

Enrich activities for older
adults

•My friends often organize activities by posting group messages
on Wechat

• I often listen to music and watch videos in various applications
on my smartphone

Get information from
multiple sources

• I can read news and feeds by using applications on my
smartphone

• I can be informed with important and useful information via
various apps on my smartphone

(continued)
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4.4 The Means-Ends Objective Network

Based on the identified fundamental objectives and means objectives structured in this
study and the relationship between the two types of objectives, a means-ends objective
network was developed (see Fig. 2) [27]. The developed network indicated that using
smartphones was able to provide many values for older adults in China although there
were some barriers for older adults to use smartphones in an efficient manner. Using
smartphones provides a new opportunity for older adults to be connected in the digital
society. It helps them strengthen the tie with their relatives and friends. Moreover, it
also helps them engage in different online communities. There are many hobby groups
for older adults on Wechat, such as dancing groups and hiking groups. They can use
Wechat on their smartphones to organize different activities. In addition, they are able

Table 2. (continued)

Means objectives Evidences from the interviews

Minimize loneliness • I can share my moments and daily activities easily with my
relatives and friends via Wechat on my smartphone. Thus, I
feel being socially connected with them

• When I am alone or boring, I often check posting from my
relatives and friends on Wechat

Maximize care • My children often message me via apps to show their care
• Although my children don’t live in the same city with me, they
often talk to me by making video calls via their smartphones

Maximize
well-being

Maximize life
efficiency

Maximize 
care

Maximize 
safety

Fundamental 
Objectives

Maximize 
digital inclu-

sion 

Minimize
loneliness

Enable easier 
to use

Reduce lan-
guage barriers

Assure
user-friendly 

interface

Enrich 
activities for 
older adults

Receive help 
from others

Increase com-
munication

Get infor-
mation from 

multiple 
sources

Simplify the 
operation

Meet needs 
from older 

adults 

Customize 
apps for older 

adults

Fig. 2. The means-ends objective network
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to keep updated with or subscribe the latest news by using different apps on their
smartphones. Besides this, some older adults have enthusiasm to learn skills with the
use of smartphones (e.g., using mobile shopping and mobile payment) which enable
them to keep connected with the new technologies.

5 Discussion on the Findings

This study used a qualitative research approach to understand the values of using
smartphones from older adults’ perspectives in China (e.g., what do older adults expect
with the use of smartphones), and developed a means-ends objective network that
depicts these values and their relationships. This study contributed to the literature on
the use of smartphones. It contributed to the existing literature on using VFT approach
to explore the values of using smartphones for older adults in China.

Some features of smartphones need to be further enhanced. Older adults did not use
many apps on their smartphones in a right manner although many apps were designed
to make their lives’ easier, safer and more efficient. It helps them enrich their retirement
life and improve their well-beings. For instance, there were many apps on the smart-
phones that were not used by older adults, such as healthcare applications and fitness
applications, which aimed to help older adults manage their health conditions. But
these values were nearly never indicated in the interviews with older adults.

Along with the development of new digital technologies, some older adults were
under the social pressure to keep up to date with the digitalization and increase their
digital inclusion. Various assistances from people around older adults have an
important role in promoting the use of smartphones among older adults. This is in line
with the findings in [24]. It can help them reduce social pressure and eliminate the
difficulties with the use of smartphones.

The findings from this research also offered some practical implications. It is
important to get older adults involved in the development of applications on smart-
phones. The results indicated that older adults were interested in using smartphones.
They wanted the developed applications on smartphones easier to use. Thus, it is
believed that they want to express their opinions on the developed applications on
smartphones before using them. Furthermore, the governmental sectors need to work
on more initiatives on helping older adults using smartphones. Most respondents in this
study wanted to be included in the digital society. However, some of them were not
good at using smartphones. If the governmental sectors can organize some training
sessions for using smartphones in older adults’ communities, it would facilitate the
learning process of using smartphones for older adults. As a result, it would be more
likely to maximize the values of using smartphones for older adults. The social security
service sectors can invest additional resources in developing customized information-
oriented applications for older adults on smartphones. Then, it would be easier for older
adults to get access relative information on their smartphones.
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6 Conclusion and Future Research

This study investigated the values of using smartphones in peoples’ daily lives from the
perspectives of older adults in China by using VFT approach. Based on the data
collected from the interviews, we developed a means-ends objective network
describing the values of using smartphones for older adults in China. The developed
network included twelve means objectives and four fundamental objectives. The results
indicated that using smartphones for older adults in China entailed fundamental
objectives such as increased well-being, increased digital inclusion, increased aware-
ness of safety, and increased life efficiency. The derived fundamental objectives in this
study can serve as factors in assessing the success of using smartphones in older adults’
daily lives in China.

We are also aware of some limitations of this study. The sample size of this study
was quite small. Therefore, the generalizability of the results to other users remains to
be determined. Secondly, the participants of this study were only from two provinces in
China. Although they can represent older adult users of smartphones to some extent,
they may not reflect the total population of older adults in China. Thirdly, the process
of identifying values might be subjective. And there might be a potential age-gap
between the interviewers and the interviewees. Last but not least, there are other
possible research methodologies could be used to examine the values of using
smartphones for older adults.

We plan to refine the means-ends objective network by collecting additional data
from older adults in China. Furthermore, we also plan to expand the research by
identifying the values of using smartphones from older adults’ perspectives in some
other countries.
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Abstract. Information and communication technologies have become essential
for everyday activities. Recently, ubiquitous or mobile computing is the new
trend whereby information and services can be accessed anywhere and anytime.
However, not all groups of society are taking advantage of its benefits, of which
the older population is one of such groups. This study aims to identify and
evaluate the factors that influence the adoption, use and diffusion of tablet
devices within the older population (aged 50 and above) in UK. From an online
survey of 203 completed responses, Compatibility, Perceived Usefulness, Per-
ceived ease of use, Trust, Attitude and Perceived behavioral control were
identified as factors that affect the adoption and use of tablet devices. This study
also provides the implications of the research to academia, industry and policy
makers.

Keywords: Older adults �Mobile technology � Tablet devices � Digital divide �
United Kingdom

1 Introduction

Information and Communication Technologies (ICTs) currently plays a major role in
the exponential growth and development of political, social and economic aspect of
many nations [5]. It offers several benefits to individuals including online shopping,
online banking and online social networks [6]. For demographic groups of society,
particularly older adults who are the focus of this study, it offers benefits such as
independence and connectedness, which can improve their quality of life [15]. How-
ever, there are still many who are not accepting and using ICT, which has let to a digital
divide [29]. Digital divide is the term used to describe the inequality existing among
people with physical access to digital technologies and those with limited or no access
to digital technologies [18]. A demographic group affected by the digital divide is the
older adult population [29].

Currently, countries around the globe are facing aging populations and concur-
rently, technology is evolving, thus, this situation highlights the importance of digitally
including the older population. The United Kingdom (UK) is one of such countries
facing an ageing population and also the digital divide. For instance, with respect to the
digital divide, the Office for National Statistics (ONS) found that about 4.8 million
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adults in UK had never used the Internet as at the year 2017 [24]. In addition, in a
report published by Age UK, nearly 3.8 million people aged 65+ are non-users of the
Internet while 59% of those aged 75+ are also non-users [1]. In terms of the ageing
population official statistics data revealed that in UK, the proportion of individuals aged
65 and over increased from 14.2% to 18% between the years 1976 to 2016 [24]. While,
the proportion of those aged 15 and under decreased from 24.5% to 18.9% between
1976 and 2016. Furthermore, in economic terms, the older population is of immense
importance as government policies are removing barriers to employment that has led to
organisations employing older adults [13]. Moreover, due to the medical advances and
a better quality of life it has been predicted that this ageing society is likely to continue
over the next decades, which further suggests that special attention should be paid to
the older generation [24]. Also, the digital inclusion of older adults can be beneficial to
UK’s society especially with organisations currently using technological artifacts for
conducting work-related activities, and the older population becoming the fastest
growing proportion of the workforce [13].

Furthermore, ICTs are evolving leading to new innovations that now makes daily
activities quicker, convenient and cheaper [6]. One of such innovations is ubiquitous or
mobile computing, which has made information accessible anytime and anywhere. It is
anticipated that this form of computing will be more effective in reducing the digital
divide because of its capability of combining the integral benefits of wireless Internet
and interactivity with its own unique characteristics namely, mobility, portability and
flexibility [11, 27]. One of the devices that have made this form of computing a reality
is the tablet device. Tablet devices are also making a significant impact in encouraging
the use of the Internet and ICT generally among the older population. For instance,
tablet devices have plateaued over the years and changed the way older adults use the
Internet [23]. Specifically, older adults aged 65–74 years using tablets to go online
more than trebled in recent years in the UK, going from 5% in 2012 to 17% in 2013.
However, this percentage remains low compared with younger age groups (e.g., 37%
of adults aged 25–34 years used tablets to go online in the last 3 months) [20]. The
presence of ICTs has led to many daily activities becoming digital; thus, converting
many societies into an Electronic society (e-society). However, for the e-society to be
successful, it is essential that all citizens adopt and use technology, which as stated
earlier is not occurring within the older adults population; thus a motivating reason for
conducting this study. The adoption and use of ICTs especially mobile computing like
the tablet devices is a growing research topic because it helps access the successful
diffusion of technology in the society. However, there is limited study on the reasons
older adults adopt and use tablet devices. Therefore, this study aims to identify and
evaluate the factors that influence the adoption, use and diffusion of tablet devices
within the older population (aged 50 and above) in UK. To achieve this aim, the
following research questions were formed:

(a) Is there an age difference in the adoption and use of tablet devices?
(b) What are the factors enabling or hindering the adoption and usage of tablet
devices especially among the older population

To familiarise readers with the content of this paper, the following is provided. This
section introduced the research problem, aims and research questions. This is followed
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by a background of the study, conceptual framework and hypotheses. The research
approach, analysis and findings, discussions and limitations of this study are then
provided. The conclusion and implications of this research draws the paper to a close.

2 Background of Study

2.1 Mobile Technologies

Ubiquitous or mobile technology enables faster and easier access to the Internet [11,
27]. For this study, the tablet device has been selected as an example of mobile
technology considering that this particular device has become commonplace in modern
society especially UK [2]. The tablet device is among one of the various mobile
technologies that has made it possible to access information anytime and anywhere. It
combines the features of a computer and a mobile phone to form a unique device [4].
These devices potentially offer numerous benefits some of which include continuous
connectivity, as well as the provision of a means for multitasking [27]. Originally, the
tablet device was intended as a supplement to desktop and laptop computers [21].
However, in recent times, this device has begun to replace the desktops and laptops.
Research has shown that most individuals are currently moving from laptops and
desktops towards smartphones and tablets. For instance, there was a decrease in the
number of people accessing the Internet via laptop/desktop computer from 81% in
2014 to 71% in 2015 [21]. Meanwhile, between the same period, the percentage of
people accessing the Internet via smartphones and tablet devices increased by 4% and
6% respectively. Additionally, the rate of the adoption and usage of the tablet device
especially among older adults has increased over time. For instance, the number of 65–
74 years old going online with a tablet device in the UK, increased by 9% between the
years 2013 to 2015 [21]. Thus, to summarise, the popularity of the tablet has led to it
being used in various areas of society including the educational, social and medical
sectors.

2.2 The Digital Divide

As ICTs including mobile technology are expanding, and the ageing of population
continues to progress, there is an increasing need for studies relating to the adoption of
technologies among older adults. Over the last decades, there has been an increment in
life expectancy in the UK and it is further projected that by 2036, over half of the local
areas in UK will experience a 25% increase in the population of citizens aged 65 and
over [22]. The digital divide is one of the negative consequences of the presence of ICT
in society and has led to numerous debates among academia and policy makers.
Consequently, the older population is one of the marginal groups negatively affected by
the digital divide [5, 29]. Some of the reasons attributed to the lack of engagement
among the older population include the difficulties encountered in embracing the
changes that these technologies have brought to society especially considering most of
these adults were not raised with technology [6]. Furthermore, Choudrie et al. [5]
reckons that some health issues such as vision impairment, memory loss and arthritis
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prevent older adults from using technology, which has led to their exclusion from the e-
society. Therefore, these identified issues have affected ICT adoption pattern in this
group. Furthermore, most of the times, older adults prefer to sustain their independence
for as long as is possible [5, 29]. However, age-related deficiencies among other factors
can challenge the achievement of this independence desired by older adults. Devices
such as tablet computers might be a solution for some of these challenges because these
devices provide convenient and prompt access to several benefits [4]. These benefits
include sustaining connections with family and friends as well as using the current
healthcare systems. This will in turn reduce loneliness and isolation normally experi-
enced by older adults [29]. Moreover, considering that the functioning of modern
society now depends heavily on technology, it is important that every member of the
society adopt technology, which highlights the importance of bridging the digital
divide. Additionally, with the ageing of nations, older adults are of immense impor-
tance to the economy and society at large. Therefore, these older adults need to feel
included, valuable and part of society. This further emphasises the importance of
ensuring that the older population engage in the current technology adoption and usage
trend. This will in turn ensure healthy and successful ageing in these adults as well as
secure the future of the economy [6].

Having discussed the background of the study, the following discusses the
development of the conceptual framework and hypotheses formulation.

3 The Conceptual Framework and Hypotheses Formation

In information system (IS) research, there is an emerging need to understand why
people behave in certain ways when it comes to adopting and using technology. To
ensure the selection of suitable constructs, studies on mobile technologies were
reviewed to identify the theories that have been employed in addressing this subject
area. Generally, since the inception of mobile technology, studies have been carried out
to address the adoption of mobile technologies in various sectors. For instance, in 2011,
an empirical study investigating the use of mobile technology to conduct mobile
commerce and financial services also emerged [12]. This study combined attributes
from Roger’s diffusion of innovation theory with attributes from knowledge-based trust
to assess mobile banking adoption [12]. Result from this study showed that perceived
relative advantage, ease of use, compatibility, competence and integrity have signifi-
cant impact on attitude towards adopting mobile banking. Result also indicated that
attitude has a significant influence on behavioural intention to adopt mobile banking
[12]. Furthermore, with respect to tablet devices, Moran et al. [16] in their study
employed a modified UTAUT model to examine the implementation of tablet device in
a higher education institution. Findings from this study showed that performance
expectancy, self-efficacy, effort expectancy and attitude were significant predictors of
behaviour intention. However, social influence and anxiety were not significant in
predicting behaviour intention [16]. Moreover, some studies assessing the adoption of
tablet device from the consumer’s perspective have also been carried out. For example,
Hur et al. [10] conducted a study in South Korea to explore the factors that influence a
consumer’s intention to use a tablet device. This study applied a modified TAM model
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and analysed the data gathered using partial least squares (PLS) analysis. Result
indicated that perceived usefulness and enjoyment have a positive impact on attitude
while; social influence and attitude have a positive impact on intention to use tablets
[10]. Following the review of previous theories, this study built upon the decomposed
theory of planned behaviour (DTPB) and trust theory in developing the conceptual
framework. Subsequently, each of the constructs selected for the study along with the
relevant hypothesis associated with it is discussed in details below:

Compatibility (COMP): This is the extent to which an innovation conforms to an
individual’s existing values, past experiences and needs [28]. This means that potential
adopters of technology often require the new technology to be compatible with their
existing lifestyle or cultural norm otherwise; this will result in a slower or none
adoption rate [12]. Moreover, a few studies have highlighted the significance of
compatibility in determining attitude and intention to adopt technology [12, 30].
However, consistent with the rationale and application in DTPB, the compatibility
construct is linked to the attitude variable. In addition, to address this compatibility
construct, the following hypothesis (H1) was created.

H1: Compatibility has a significant effect on an individual’s attitude towards
adopting and using a tablet device.

Perceived Usefulness (PU): This construct refers to the extent to which using tech-
nology will increase productivity and aid in the achievement of a desired goal [10]. For
this research, perceived usefulness is used as an antecedent of attitude. To test the
perceived usefulness construct, the following hypothesis (H2) was generated.

H2: Perceived usefulness will significantly influence an individual’s attitude
towards adopting and using a tablet device.

Perceived Ease of Use (PEOU): The usability of ICT is an important factor con-
sidered by users especially older adults during the process of adoption decision-making
[5]. For clarification purposes, usability is defined as the ease with which a techno-
logical artefact is learnable and usable [19]. In the light of this, the perceived ease of
use of the tablet device is an important aspect to examine in this study. Thus, for this
study, perceived ease of use is posited as a determinant of attitude. To address this
construct, the following hypothesis (H3) was developed.

H3: Perceived ease of use will significantly influence an individual’s attitude
towards adopting and using a tablet device.

Trust (TRU): Trust was also identified as a relevant construct for this study because it
is a fundamental factor when apprehension, risk and uncertainty are concerned. In this
case, it is related to the belief that technology in the form of tablet devices will be safe
to use as well as the belief that it will do what it is expected to do. Furthermore,
previous studies have found that trust is a key factor for assessing technology adoption
and use pattern especially among the older population [26, 33] Considering this, the
trust construct is used as an antecedent of attitude towards using and the intention to
use a tablet device. To measure this construct, it was divided into trusting beliefs,
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institutional based trust and disposition to trust [26]. The following hypotheses (H4 and
H5) were generated.

H4: An individual’s perception of trust significantly affects his/her attitude
towards adopting and using a tablet device.
H5: An individual’s perception of trust significantly affects his/her intention to
adopt and use a tablet device.

Attitude (ATT): Attitude is defined as an individual’s response towards a concept or
performing certain behaviour. It is a person’s salient belief regarding the consequences
of carrying out an action [31]. In addition, in terms of age and technology adoption,
attitude has been identified as a key determinant of behaviour [17]. Thus, this study
identified attitude as a relevant construct and it is used as a determinant for intention
behaviour. In addition, to assess this construct, the following hypothesis (H6) was
created.

H6: An individual’s attitude towards using a tablet device directly influences
his/her intention to adopt and use the device.

Subjective Norm (SN): Subjective norm was also identified as a suitable construct for
this research. This construct postulates that a person’s behaviour is based on the
influence of important people in their life [31]. This means that if a person perceives
that people important to them think they should act in a particular way, then, they are
motivated to comply. This study posits SN as a determinant of intention to use. In line
with this, the following hypothesis (H7) was developed.

H7: Subjective norm has a significant effect on an individual’s intention to adopt
and use a tablet device.

Perceived Behavioural Control (PBC): This construct refers to the level of one’s
perception with regards to the access to resources and opportunities required for per-
forming a specific behaviour. The rationale behind this construct is that a person’s
behaviour is often dependent on how much resources as well as confidence the person
has at their disposal to perform the required action [31]. In this study, this construct is
used as a determinant of the intention to use. Considering this, the hypothesis (H8) was
thus generated to address this construct.

H8: Perceived behavioural control has a direct effect on an individual’s intention
to adopt and use a tablet device.

Intention to Use Tablet Device (INT): The intention to perform any action is often
dependent on attitude, subjective norm and perceived behavioural control [10, 31].
However, to account for the issue of apprehension often linked with adopting tech-
nology, this study included trust along with ATT, SN and PBC in the examination of
intention behaviour. Furthermore, an individual’s need to carrying out their intentions
given the opportunity usually results in the actual behaviour [31]. Therefore, for this
study, intention behaviour is the direct antecedent of actual behaviour. Considering the
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above discussion on intention and actual use, the following hypothesis (H9) was
created.

H9: An individual’s intention behaviour towards a tablet determines their actual
use of the tablet.

Having provided details on the selected constructs and relating hypotheses, the
conceptual framework for this study is presented in Fig. 1.

4 Research Approach

A quantitative approach was employed to collect data for this research using survey
questionnaires. The questionnaire contained mainly close-ended questions and was
divided into five sections. In addition, a reflective measurement model was employed
and the measurement items for each construct were adopted from previous studies with
some modification to suit the research context. This study also used a 7-point Likert
scale (1 = strongly disagree to 7 = strongly agree) to measure the constructs. To
acquire data, the sample site selected for this study was the Hertfordshire County of
UK, which is the second most populated area in the east of England with a population
of approximately 1.2 million people as at 2015 [9]. Moreover, statistics obtained from
the Office for National Statistics (ONS) showed that the proportion of those aged 50
years and over living in the County is about 35% [25]. Thus, it was based on these
details as well as its proximity to the researcher that Hertfordshire County was selected
as a suitable site for the study.

Furthermore, to measure how suitable the questionnaire is in achieving the intended
purpose, the questionnaire was pre-tested using a panel consisting of 20 experts. These
experts consisted of academics (7), industrial specialist (4) and the prospective target
population (9). This was then followed by a pilot study, which was carried out using a

Fig. 1. The framework for tablet device adoption (FTDA).
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combination of non-random sampling method including snowball and purposive
sampling technique. Moreover, the survey questionnaire was distributed both in paper
and online form in order to boost the response rate and reach the target population. Data
was collected between the periods of 4th of May 2016 to 15th of July 2016. Initially,
the snowball method involved the recruitment of already established contacts via
emails and word-of-mouth. These selected contacts were then used to recruit more
participants from their own established contacts and this led to the snowball sampling
technique employed. Following this, 455 questionnaires were distributed purposively
in some household in Hertfordshire. This resulted in 203 completed responses con-
sisting of 168 softcopies and 35 hardcopies. Furthermore, according to Dillman et al.
[7], for a pilot study to make an impact, it is the recommended number of responses
should be between 100 and 200 responses. Thus, based on this, the number of
responses (203) collected for this pilot study is considered suitable.

5 Analysis and Findings

5.1 Descriptive Statistics

To verify if there was a difference in tablet usage, younger adults (18 – 49 years old)
and the older adults (50 years and over) were targeted. In surveys, bias can arise due to
the sampling strategy and or non-response. To minimise this bias, this study applied a
weight adjustment technique, which was done by using the data analysis tool SPSS
version 23. From the result, the participants for this study consisted of 114 (56.2%)
females and 89 (43.8%) males. In terms of age, participants were split into seven age
groups including 18–29 years old, 30–39 years old, 40–49 years old, 50–59 years old,
60–69 years old, 70–79 years old and 80+ years old. Result based on these age groups
showed that 38 (18.7%) of the respondents were 18-29 years old, 30 (14.8%) were 30–
39 years old, 17 (8.4%) were 40–49 years old, 26 (12.8%) were 50–59 years old, 58
(28.6%) were 60-69 years old and 70–79 and 80+ age groups were 34 (16.7%) and 0
(0%) respectively. Moreover, results showed that out of the 203 respondents, 56.7%
used a tablet device, 26.6% did not use a tablet device and had no intention of using
one while 16.7% did not currently use a tablet device but had the intention to purchase
one. Furthermore, for users of tablets, 55.7% belonged to the older group (50 years and
over) while 44.3% belonged to the younger group (18–49 years). This result indicated
and confirmed the suggestion of BBC [2] that the use of the tablet device has signif-
icantly influenced the number of citizens going online especially among the older
adults. Furthermore, results also showed that compared to other age groups, the highest
adopters of tablet devices belonged to the 60–69 years age group (31.4%) while the
highest non-adopters were from the 70–79 years age group with 37%.

Additionally, in terms of education, it was found that the highest percentage of
tablet device adopters belonged to those who had a Bachelor’s degree with 31.3%. In
terms of gender, women adopted tablet devices more than men with 57.4% of adopters
representing women while 42.6% representing men. This suggests that there could be a
connection between gender and tablet device adoption. In terms of health, it was
observed that the better the health status, the more likely the adoption of a tablet device.
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This suggestion was based on the finding that 56.5% of adopters indicating that their
health status was excellent while 35.7%, 6.1% and 1.7% of adopters indicated that their
health status was good, fair and poor respectively.

5.2 Path Analysis

To ensure reliability and validity of constructs, Cronbach’s alpha, rho_A, composite
reliability and average variance extracted (AVE) were employed. As a rule of thumb,
the acceptable value for Cronbach’s alpha, rho_A, composite reliability should be
greater than or equal to 0.7 respectively while the acceptable value for AVE should be
greater than or equal to 0.5 [8]. Based on this recommendation, the values found for
each of the measurement test exceeded 0.7, 0.7, 0.7 and 0.5 respectively.

Using SmartPLS 3.0, path analysis for all age group was conducted in order to
determine the path coefficient (b). Furthermore, bootstrapping was applied to the PLS
analysis using 0.05 level of significance and this generated t-values and corresponding
p-values. From the result, it was observed that PBC had the strongest influence on INT
with b = 0.382, t = 2.954 and p = 0.003. This was followed by ATT with b = 0.314,
t = 2.461 and p = 0.014. However, SN was considered insignificant in predicting the
intention to use tablets with b = −0.043, t = 0.464 and p = 0.643. TRU also was
considered insignificant in determining the intention to use with b = 0.108, t = 1.206
and p = 0.228. Result indicated that PEOU had the strongest impact on ATT with
b = 0.293, t = 4.128 and p = 0.000. Additionally, COMP, PU and TRU proved to be
significant in determining the ATT with values (b = 0.258, t = 2.913 and p = 0.004),
(b = 0.286, t = 3.375 and p = 0.001) and (b = 0.183, t = 3.362 and p = 0.001)
respectively.

5.3 Multi-group Analysis

Multi-group analysis (MGA) was also performed in order to compare the age group
categories (younger and older group). Among the older and younger group, PBC had
the strongest influence on the INT to use tablet with (b = 0.360, t = 2.265 and
p = 0.024) and (b = 0.455, t = 2.091 and p = 0.037) respectively. Additionally, both
groups showed that SN and TRU were insignificant in determining INT. Furthermore,
it is noteworthy that among the older group, PEOU (b = 0.384, t = 5.186 and
p = 0.000), PU (b = 0.375, t = 4.214 and p = 0.000) and TRU (b = 0.127, t = 2.651
and p = 0.008) were significant in determining ATT while COMP (b = 0.147,
t = 1.600 and p = 0.110) was insignificant in relation to ATT.

For the younger group, result indicated that TRU (b = 0.255, t = 2.063 and
p = 0.040) and COMP (b = 0.378, t = 2.080 and p = 0.038) were significant in
determining ATT. Meanwhile, PEOU (b = 0.143, t = 1.107 and p = 0.269) and PU
(b = 0.223, t = 1.722 and p = 0.086) were insignificant in determining ATT.

Additionally, ATT was significant in determining INT among the older group
(b = 0.302, t = 1.983 and p = 0.048) while it was insignificant among the younger
group (b = 0.374, t = 1.646 and p = 0.100).

Adoption and Use of Tablet Devices by Older Adults: A Quantitative Study 553



5.4 Coefficient of Determination

Coefficient of determination (R2) is used to determine the extent an independent
variable can explain a dependent variable. The closer the value is to 1, the better the fit,
thus, R2 values that range from 0.5 and above are often recommended [8, 32]. Based on
this, R2 derived for the key dependent variable (intention to use tablets) is 0.527. This
implies that the FTDA framework can explain about 52.7% of the variability in
respondents’ intention to use tablets. This value indicates the sufficiency of FTDA in
predicting behaviour intention with regards to tablet devices. Additionally, the R2 value
for the attitude variable is 0.868, which means that about 86.8% of the respondents’
attitude formation can be explained by their perception of the tablet device in terms of
compatibility, trust, perceived ease of use and perceived usefulness.

6 Discussions and Limitations of Study

The following limitations should be noted when interpreting and making generalisa-
tions about the results.

6.1 Limitations of Study

The limitations of this study are specified to provide clarity on the level of generali-
sation that can be drawn from the results. Firstly, in ensuring the feasibility of com-
pleting the study within the required timeframe, data was collected from Hertfordshire
County, UK, which reduces the applicability of the result to one part of UK. Therefore,
future research should consider assessing the adoption of tablet devices in other parts of
the Country. In addition, data collection for the quantitative study utilised a purposive
and snowball sampling technique. Although, bootstrapping and weight adjustments
were applied to the data in order to make up for the sampling variances. However, these
sampling techniques are non-probability method, which reduces the extent of gener-
alisation that can be drawn from the results of this study. Therefore, it is recommended
that an alternative method be used for future studies. Overall, considering these limi-
tations, it is suggested that caution should be taken when interpreting the results of this
study.

6.2 Age Difference in the Adoption and Use of Tablet Devices

A study by Broady et al. [3] suggested that although older adults may not use tech-
nology as much as the younger adults however, the negative stereotypes of older adults
being technophobic and incapable of using ICT is now outdated. Evidence of this was
found in this study that given the right device, this stereotyping of older adults has
faded. Specifically, a comparison between the younger adults (18–49 years old) and the
older adults (50+ years) was conducted and the derived result indicated that the older
group (55.7%) adopted the tablet device more than their younger counterpart (44.3%).
This finding almost agrees with Magsamen-Conrad et al. [14] who found that there was
a significant generational difference in the use of tablets. Furthermore, older adults’ use
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of the tablet device more than their younger counterpart might be because the design of
the tablet device has some ageing specific features, which makes it a suitable device for
the older adults. For instance, most tablet devices have large screen size, which will be
suited for older adults who are visually impaired. In addition, its mobility feature will
be suited for older adults who have mobile issues or back problem or basically require
being comfortable while using any device. Consequently, this result further confirms
that there is an age-related digital divide [5, 29] however, with regards to tablets, the
older adults are on the positive side of the divide. This further provides evidence that a
tablet device offers a better chance of ensuring that older adults are digitally included.
Subsequently, in the category of those planning to adopt tablets, 44.1% of this category
belongs to the 50+ years age group. This indicates a willingness on the part of older
adults to use ICT, which coincides with the finding of Broady et al. [3] that older adults
are not technophobic especially with respect to the tablet device. Furthermore, the
general result including all age group revealed that PBC and ATT were significant in
determining INT. This finding is consistent with previous ICT adoption and use studies
[17, 31] that revealed that factors such as ATT and PBC often affects an individual’s
intention to adopt. Subsequently, the theories were further tested to assess whether
there was a difference between the young and old in terms of the hypothesised con-
structs. To achieve this, a multi-group analysis (MGA) was employed to compare both
groups. It was observed that both groups shared some similarities in factors that
determine ATT and subsequently, INT. For example, within the two groups, PBC was
significant in determining INT and TRU was significant in determining ATT. This
finding is similar to a study by Broady et al. [3] where it was suggested that similar
factors influence younger and older adults. Furthermore, in this study, it was also
observed that the two groups shared some differences with regards to the hypothesised
constructs. For instance, ATT was found significant in determining INT among the
older group but was not significant among the younger adults. Moreover, among the
older group, PU and PEOU were significant in determining ATT. This finding almost
agrees with the work of Hur et al. [10] where it was found that PU and perceived
enjoyment significantly impacted on ATT. In addition, COMP was found significant in
determining ATT among the young group but was not significant among the older
group.

7 Conclusions

This study aimed to identify and evaluate the factors that influence the adoption, use
and diffusion of tablet devices within the older population (aged 50 and above) in UK.
To achieve this aim, a conceptual framework (FTDA) was developed and tested using
data collected quantitatively. From the results of this study, the following conclusions
and recommendations were obtained. Firstly, the findings of the study sufficiently
demonstrated that the FTDA model proposed was appropriate in predicting intention
behaviour and attitude towards adopting and using tablet devices. This was deduced
from the R2 values of 52.7% and 86.8% respectively. Furthermore, the digital divide
research has shown some considerable variation in the way older adults adopt and use
technology in comparison to their younger counterpart. For instance, Selwyn [29]
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highlighted that older adults are usually on the negative side of the digital divide and
this issue has resulted in debates among academia and policy makers. Furthermore, this
significant variation with regards to older adults adoption of ICT is currently a social
problem and might sooner or later affect the economy at large. This is because there is
an increase in the number of older people in the labour market as a result of the ageing
of populations [24] and simultaneously, technology continues to penetrate everyday
activities including organisations. Thus, older adults adoption and use of technology is
of importance in the growth and development of a stable economy. In the light of this,
the result of this study showed that in terms of tablet devices, older adults are on the
positive side of the digital divide. Thus, it can be concluded that the use of tablet
devices is a potential solution for reducing the digital divide when it comes to older
adults participation in the information society.

7.1 Implications of Research

The findings from this study have numerous implications for academia, industry and
policy-makers. Therefore, the following provide details on the implications of the study
with respect to the three categories mentioned.

For academia, past research have focused on the presence of the digital divide and
its effect on modern society. Some of these studies have examined the age-related
digital divide especially from the perspective of older adults. Therefore, this study
contributes to the theoretical and empirical research on the digital divide as well as
studies on older adults adoption and use of technology. Moreover, this study offers an
insight on the factors that influence the adoption and use of tablet devices especially
from the perspective of older adults residing in UK.

For policymakers, considering that policymakers often look for cost-effective
schemes that will help provide support to older adults without compromising their
safety. Meanwhile, for example, this study found that tablet device has the potential of
helping older adults remain independent and socially included, which in turn might
lead to an improvement in their quality of life. Thus, these finding from this study offer
information that policymakers might manipulate to facilitate citizens adoption and use
of ICT, which in turn could influence its successful diffusion in the UK.

Furthermore, for industry, the result of this study also has some implications for the
developers of technology especially with respect to designing suitable technology for
older adults. For instance, it was noted that age-related changes in health impacts on the
adoption of technology. Thus, developers of technology should pay attention to the
usability features of the technology in order to encourage the older adults’ market
segment.
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Abstract. This study pursued two objectives: (1) it comprehensively investi-
gated the role of the factors facilitating social exchange, reciprocity expectation
and social value in use behaviour, and (2) it examined the effect of the sharing
economy on social inclusion and subjective well-being. The data were collected
from 487 users of different sharing economy platforms in the United States.
Structural equation modelling was employed to analyse the correlation of the
examined variables. The results demonstrated the positive effect of egoistic
belief, reciprocity norm, social value, and the negative effect of identification on
the use of the sharing economy. In addition, strong relationships between use
behaviour and outcomes were identified. Future research suggestions are
provided.

Keywords: Sharing economy � Social exchange � Social capital �
Factors of use behaviour � Subjective well-being � Social inclusion

1 Introduction

The sharing economy is an emergent socio-economic system that has been growing
fast, affecting the values and purchasing behaviour of consumers [1]. However, the
academic literature exploring the driving forces of collaborative consumption is still
scarce, providing little empirical evidence of the consumers’ perspective on the phe-
nomenon [2, 3]. The observed effect of the sharing economy on individuals’ prefer-
ences signals the need for further empirical investigation of consumer behaviour in the
context of the new socio-economic system.

Given the above, this study aims to address three main gaps in the literature. First,
due to the socio-economic nature of the sharing economy, the literature has been split
into two streams – the economic and the social one –each of which focuses on different
drivers of the system development and the users’ motives for participation [4]. Due to
the divergent focuses of the two streams of the literature, the role of the key drivers of
collaborations, such as psychological (e.g. expected reciprocity) and social factors, has
not been explored. The second gap refers to the tendency of the previous research to
collect data from consumers of particular platforms, such as the Airbnb accommodation
sharing system and the Uber ridesharing service [5, 6]. In addition, the comprehen-
siveness of the current research is limited by the focus on single factors, such as trust,
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price and cultural values [7, 8]. Thirdly, due to the focus on the wider scale of the
sharing economy impact (i.e. institutional change and environmental sustainability) [9,
10], the users’ perceived benefits of collaborative consumption in terms of access to
society, resources and well-being have not been explored. To address the above gaps,
there are three main objectives of the paper: (1) to examine psychological factors of
collaborations, (2) to employ an overarching approach to examine key social factors
driving collaborations in different sharing economy segments, and (3) to provide
empirical evidence of the effect of the sharing economy on perceived social inclusion
and well-being.

2 Literature Review and Hypotheses

2.1 Sharing Economy: Definition and Theoretical Foundation

The literature revolves around two main approaches of conceptualising practices car-
ried out in the sharing economy. Botsman and Rogers [11] define collaborative con-
sumption as an act of “swapping, sharing, bartering, trading and renting being
reinvented through the latest technologies and peer-to-peer marketplaces”. This def-
inition places purely commercial (e.g. renting and trading) and non-compensated
practices (e.g. sharing, swapping) of resources redistribution under one umbrella. In
contrast, Belk [12] postulates that collaborative consumption is different from sharing,
gift-giving and commodity exchange. The latter three concepts are differentiated by the
type of reciprocity and ownership control over sharable objects. Sharing and gift-giving
are socially bonding practices. They are carried out without the obligation or expec-
tation of immediate return [13, 14], whereas commodity exchange denotes mutual and
immediate reciprocity. In addition, sharing enables temporary access to a resource for
use, such as Couchsurfing communities that offer free accommodation for travellers.
Gift-giving and commodity exchange provide a complete transfer of resources own-
ership from one person to another [14]. For example, the Freecycle community makes
it possible to prolong the lifecycle of used items by gifting them to other members of
the platform. However, commodity exchange resembles a marketplace transaction,
excluding social relations between parties. The exchange is immediate and negotiated,
without lingering returns. Finally, collaborative consumption denotes compensated
practices, which embrace different types of ownership control. It is defined as an act of
“people coordinating the acquisition and distribution of a resource for a fee or other
compensation” [12]. Despite the economic outcomes of relations, it is people, rather
than the market, that regulate transactions.

From the theoretical perspective, collaborative consumption can be explained by
the social exchange framework. Social exchange is defined as “the exchange of
activity, tangible or intangible, and more or less rewarding or costly, between at least
two persons or more” [15]. There are three main premises of social exchange. First,
social exchange is contingent on social capital, which refers to social entities, such as
norms, values, rules, trust, expectations, obligations and information channels, to name
a few. These social entities enable the functioning of social groups by both facilitating
and inhibiting social relations and their consequences [16–19]. Second, social exchange
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results from the subjective evaluation of the costs and rewards of exchange with the
purpose of ensuring reciprocal relations. The third premise of social exchange is that
the value of rewards and the fairness of costs incurred by transactions is dependent on
individuals’ perception, thus it is a subjective process [15, 20]. In line with the above,
collaborative relations in the sharing economy represent the effect of factors facilitating
or hindering social exchange, the outcome of the evaluation of expected benefits and
costs resulting from the lack of reciprocity.

2.2 Hypothesis Development

Social Capital Factors
To examine the facilitating role of social capital factors in collaborative relations, we
used the framework developed by Nahapiet and Ghoshal [16]. The framework by
Nahapiet and Ghoshal [16] was developed for organisational settings, which was later
adapted to a private context [17, 21]. Given the context of the study, we adopted the
later version of the framework for the hypothesis development.

Structural Social Capital Factor: Structural social capital represents properties of
social systems, facilitating social interaction and helping develop social networks [19].
Structural social capital enables the development of bonding ties within communities
representing direct relationships between community members. Bonding ties are
characterised by strong connections resulting from the repeated interactions of parties
[18]. There is evidence that social ties have both direct and mediated effects on col-
laborative practices [17, 21, 22]. Bonding ties have an indirect effect on behaviour
through interpersonal trust [21]. Several studies tested the direct influence of connec-
tions on the use of online communities [17, 22]. However, the significance of the
factors was not confirmed in the context of accommodation sharing [2]. The incon-
sistency of findings in the previous literature could be due to the difference in the
strength of ties, rather than the frequency. Hence, the first hypothesis states that:

H1: Bonding social ties have a positive effect on the use of sharing economy
platforms.

Cognitive Social Capital Factor: Cognitive social capital represents resources
enabling shared cognition, representation and interpretation of things and events [16,
17]. Shared vision underpins the work of communities by uniting their members
through common goals, ideas and rules of conduct. Shared vision enables effective
interpersonal communication, facilitates understanding and stimulates individuals’
contribution to communities [21]. This social capital factor was studied in the context
of collective practices [2, 17, 21]. It was found that the factor had an indirect rela-
tionship with use behaviour through interpersonal trust [21]. However, another study
provides opposite results suggesting that shared vision negatively affects behaviour.
Conflicting results require a further examination of the effect of shared vision on use
behaviour:

H2: Shared vision has a positive effect on the use of sharing economy platforms
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Relational Social Capital Factors: Relational social capital represents relationship
characteristics facilitating the development of relations, such as cooperative norms,
interpersonal trust, obligations/expectations to cooperate and social identification with
other group members [16, 18, 19]. Identification is defined as “one’s conception of self
in terms of the defining features of self-inclusive social category” [23]. Identification
reflects the sense of belonging, loyalty and commitment to communities [16]. Previous
literature gives an account of the indirect effect of identification on individuals’
behaviour [3, 24]. Particularly, identification with social groups had a positive effect on
the perception of encouragement and usefulness of social networking websites, which
further lead to actual use [24]. Given the above, we hypothesise that:

H3: Identification has a positive effect on the use of sharing economy platforms

The literature on the sharing economy has strongly discussed the association
between pro-environmental beliefs and norms and collaborative consumption [25, 26].
Sustainability was found to be the key factor driving the intention to share accom-
modation and use online marketplace platforms [27]. Theoretically, the above findings
are supported by the value-belief-norm theory by Stern [28]. This theory argues that
biospheric, altruistic and egoistic values activate the beliefs in adverse consequences,
which affect the formation of personal norms underpinning pro-environmental beha-
viour. Biospheric belief refers to the belief that the environment is under threat and
requires urgent actions to be protected. Altruistic belief is associated with pro-social
values, while egoistic belief causes the resistance to protecting the environment due to
the belief that pro-environmental behaviour can harm oneself [28]. Drawing on the
above, this study hypothesises that:

H4: (a) altruistic and (b) biospheric beliefs have positive effects on the use of
sharing economy platforms; (c) egoistic beliefs have a negative effect on the use of
sharing economy platforms.

The reciprocity norm represents the two factors of social capital (i.e. obligations and
norms), which refers to the obligations to reciprocate and the belief that the act of
exchange should always be reciprocated [20]. Relationships in the sharing economy are
built upon two forms of reciprocity, which are negotiated and generalised ones. It was
found that knowledge sharing in virtual communities was motivated by expected
reciprocity [29]. Similarly, in market-based transactions, individuals’ engagement in
collaborations is contingent on the perception of reciprocal rewards [30]. Based on the
above-mentioned discussion, the fifth hypothesis states that:

H5: Reciprocity norm has a positive effect on the use of sharing economy platforms

Perceived Social Values
According to Holbrook and Corfman [31], perceived social value refers to the belief
that certain events or the attainment of objects represent symbolic meaning and help
achieve a certain status/role in the society. Individuals may be driven by personal needs
to establish social relationships and engage in exchange [32, 33]. For example, one of
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the drivers of participation in the sharing economy is the development of social net-
works through repeated interactions with other peers [27, 34]. Also, the engagement in
collaborative practices may help individuals to establish identity with the group [32, 33,
35, 36]. The development of social identity may help members receive the benefits of
their group and establish the image that is favourable by the society. Based on the
above:

H6: Perceived social values have a positive effect on the use of sharing economy
platforms.

The Outcomes of Using Sharing Platforms
In the context of this study, the outcomes of the use of sharing platforms reflect the
degree to which people satisfy their goals [10, 27, 37]. There are two forms of potential
sustained benefits of collaborations in the sharing economy, which refer to social
inclusion and subjective well-being. Social inclusion happens when people get access
to economic benefits and resources, access to social services, feel integrated with the
society at the interpersonal (i.e. family, social network) and legal levels (i.e. equal
citizens in society) [38]. Subjective well-being results from the subjective evaluation of
one’s own standard of living and perceived level of happiness [39]. Both subjective
well-being and social inclusion may result from social network development, identi-
fication with a community, the access to goods and services which otherwise would not
be available, the development of self-confidence, and the engagement in meaningful
activity for the society and the environment [25, 40]. Hence this study posits that:

H7: The use of sharing economy platforms has a positive effect on (a) social
inclusion and (b) subjective wellbeing.

3 Methodology

Considering the focus of the study, the utilisation of online questionnaires as a data
collection tool was deemed appropriate. An independent company was involved in the
distribution of questionnaires to respondents in the United States. Former and current
users of platforms were eligible to participate. The questionnaire was designed in a way
to ensure confidentiality and gather respondents’ profiles, such as social and demo-
graphic data. The final sample of respondents comprised 487 people, which made it
possible to run a statistical analysis of the correlation of the proposed variables [41].
The sample consisted of 48.7% male and 51.3% female respondents with almost half of
them being over 50 years old (49.3%). The majority of the respondents were either full-
time (57.5%) or part-time (12.1%) employed, had a college graduate degree (34.3%),
received an annual income between 50,000 and 74,999 US dollars (26.1%) or over
100,000 US dollars (25.1%).

The questionnaire included 57 items related to eleven main constructs. The items
for social capital derived from adapted scales measuring bonding social ties [29],
shared vision, [21, 42], identification [29], the reciprocity norm [17, 43, 44] and three
types of pro-environmental beliefs [45]. Social value scale originated from the study by
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Rintamäki, Kanto [46], while use behaviour derived from the IS literature [47–50]. The
items for social inclusion were adopted from Richardson and Le Grand [51], and
subjective well-being was measured by the scale developed by Diener et al. [52]. The
responses were measured by a 7-point Likert scale with anchors between “1 - strongly
disagree” to “7 – strongly agree”.

SPSS v.24 and SPSS Amos v.24 were employed to analyse the collected data. To
test the validity and reliability of the constructs, we ran the confirmatory factor analysis
by following the guidelines suggested by Hair [41]. The results of the CFA analysis
were satisfactory (v2(1484) = 3748.23, CMIN/DF = 2.526, CFI = 0.926, RMSEA =
0.056). Factor loading (>0.7), average variance extracted (AVE > 0.5), construct
reliability (C.R. > 0.7) and Cronbach’s a (>0.7) confirmed the reliability of the mea-
surements [41]. The result of the convergent validity test showed no validity issues
(Table 1). To test the relationship between constructs, the structural equation modelling
was conducted using Amos v.24.

4 Results and Findings

Considering The model fit indices were satisfactory, confirming the consistency of the
proposed model with the collected data and the ability to examine paths’ significance
(Table 2). The model explained 57.6% of the variance for the behaviour of sharing
economy users, 28.3% of the variance for the feeling of being socially included and
54.8% for the perception of their subjective well-being. The coefficients of path
analysis are provided in Table 2.

Table 1. Convergent validity test

1 2 3 4 5 6 7 8 9 10 11

SI .77
ST .04 .94
Rec .29 .67 .90
ID .16 .79 .85 .91
SV .12 .80 .80 .87 .90
AB .32 .34 .49 .43 .40 .84
BB .28 .27 .43 .34 .34 .81 .85
SV .28 .66 .75 .83 .77 .46 .43 .86
EB .16 −.43 −.30 −.40 −.43 .06 .01 −.35 .88
US .54 .40 .61 .54 .53 .41 .38 .66 −.02 .82
WB .37 .57 .67 .70 .63 .48 .47 .79 −.24 .71 .88

Notes: Diagonal figures represent the square root of the average
variance extracted (AVE) and the figures below represent the
between-constructs correlations

564 D. Davlembayeva et al.



The paper examined the influence of eight antecedents on use behaviour: social ties,
shared vision, identification, reciprocity, biospheric, egoistic and altruistic beliefs and
social value (H1 – H6). Hypotheses 1, 2, 4a-b were not supported, suggesting that
social ties, shared vision, biospheric and altruistic beliefs do not underpin the behaviour
of sharing economy users. The paper gives insight into the relationship between use
behaviour and social ties, which have been studied in the prior literature providing
controversial findings (e.g. [2, 17, 22]). The finding of this paper demonstrates that the
strength of social ties does not condition the use of sharing economy platforms.
Similarly, users’ participation in the sharing economy is not dependent on the views
that they share with other members of sharing platforms. Previous research providing
contradictory results partially explains this finding [29]. Shared vision had a different
effect on the behaviour of different platform users. Therefore, future research should
test the effect of the construct by controlling for the type of activity and platform. When
it comes to the effect of biospheric and altruistic beliefs, the insignificant effect on use
behaviour is consistent with the study by Möhlmann [53]. The author concluded that
pro-environmental beliefs are not significant for monetary-based practices, such as
accommodation and car sharing. A possible explanation could be that values driving
behaviour are dependent on the type of sharing economy practice.

As a result of the study, hypotheses 3, 5, 4c, 6 and 7a-b were supported, confirming
a positive relationship between identification, egoistic belief, reciprocity norm and
social value. The effect of reciprocity norm was moderate and significant, supporting
the findings of the prior literature on the domain of collaborative consumption and
online exchange practices [2, 30]. This finding supports the assumption that individ-
uals’ participation in collaborative practices is triggered by the expectation of either
immediate or delayed reciprocation in the exchange of resources. A significant path
between egoistic belief and use behaviour is inconsistent with the majority of the prior
literature [24, 28]. However, it is logical considering that the insignificant effect of
biospheric and altruistic beliefs was established. The plausible interpretation is that
individuals are driven by personal needs that can go against social values, such as the

Table 2. The results of the test of hypotheses

H Path Coef. (t-test)

H1 Social ties —> Use behaviour −0.031 (−0.478 ns)
H2 Shared vision —> Use behaviour 0.087 (1.019 ns)
H3 Identification —> Use behaviour −0.23 (−2.024*)
H4a Altruistic belief —> Use behaviour 0.009 (0.118 ns)
H4b Biospheric belief —> Use behaviour 0.029 (0.373 ns)
H4c Egoistic belief —> Use behaviour 0.219 (4.907***)
H5 Reciprocity —> Use behaviour 0.357 (4.399***)
H6 Social value —> Use behaviour 0.631 (8.041***)
H7a Use behaviour —> Social inclusion 0.532 (10.186***)
H7b Use behaviour —> Subjective well-being 0.74 (13.985***)

Method: ML; SEM Model fit: v2(1501) = 4011.336, CMIN/DF = 2.672,
CFI = 0.918, RMSEA = 0.059
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contribution to the societal well-being and environment. When it comes to the rela-
tionship between identification and use behaviour, the results are negative, which
contradicts evidence in the research on the social exchange domain [3, 24]. This means
that transactions in the sharing economy are not conditioned by a strong feeling of
belonging to the sharing economy community, pride and collective self-esteem. Of all
paths examining the antecedents of use behaviour, social value was found to be the
strongest predictor of participation in the sharing economy. This finding suggests that
the belief in fair allocation of resources among members of the community, the
development of social relationships, the consistency of practices with individuals’
lifestyle and image motivate collaborative consumption [3, 34, 36].

Significant relationships between use behaviour, social inclusion and subjective
well-being confirm that the participation in the sharing economy enables them to feel
integrated with the society in terms of access to economic, social and legal resources, as
well as achieving higher standards of living. The findings are consistent with the prior
literature postulating a positive correlation between subjective well-being and
collective-oriented practices [54].

5 Conclusion

The paper makes three contributions to the literature on the sharing economy domain.
First, following the social exchange framework, the paper has investigated the role of
social capital factors, the norm of reciprocity and values that shed light on the collective
orientation of individuals engaging in collaborative relations. The study provides a
comprehensive analysis of the effect of three types of factors facilitating social
exchange that represent structural social capital, relational social capital and cognitive
social capital [16, 17]. The second contribution is that the study provides an insight into
the drivers of the participation in the sharing economy by exploring the effect of social
capital factors that have been controversial in the prior literature. The third contribution
is that the paper empirically investigates the outcomes of the participation in the
sharing economy, such as subjective well-being and perceived social-inclusion that
have been a debatable topic in the previous research.

The paper has some limitations deriving from the adopted research design. Firstly,
future research may adopt a longitudinal approach, that would make it possible to
observe the dynamics in the perception of social inclusion and well-being over a certain
time-span. Secondly, given the insignificance of some social factors and a positive
relationship between egoistic belief and use behaviour, future research could examine
the effect of utilitarian and monetary factors, such as price value, price sensitivity and
price perception. Thirdly, to test the application of the model in other contexts, future
studies could collect data in countries with different cultural values, beliefs and norms
underpinning behaviour.

566 D. Davlembayeva et al.



References

1. Wallenstein, J., Shelat, U.: What’s Next for the Sharing Economy? Boston Consulting
Group (2017)

2. Kim, S., et al.: Examining the influencing factors of intention to share accommodations in
online hospitality exchange networks. J. Travel Tour. Mark., 1–16 (2017)

3. Barnes, S.J., Mattsson, J.: Understanding collaborative consumption: test of a theoretical
model. Technol. Forecast. Soc. Change 118, 281–292 (2017)

4. Davlembayeva, D., Papagiannidis, S., Alamanos, E.: Mapping the economics, social and
technological attributes of the sharing economy. Inf. Technol. People (2019)

5. So, K.K.F., Oh, H., Min, S.: Motivations and constraints of Airbnb consumers: findings from
a mixed-methods approach. Tour. Manag. 67, 224–236 (2018)

6. Boateng, H., Kosiba, J.P.B., Okoe, A.F.: Determinants of consumers’ participation in the
sharing economy: a social exchange perspective within an emerging economy context. Int.
J. Contemp. Hosp. Manag. (2019)

7. Wu, X., Shen, J.: A study on airbnb’s trust mechanism and the effects of cultural values—
based on a survey of Chinese consumers. Sustainability 10(9), 3041 (2018)

8. Lindblom, A., Lindblom, T., Wechtler, H.: Collaborative consumption as C2C trading:
analyzing the effects of materialism and price consciousness. J. Retail. Consum. Serv. 44,
244–252 (2018)

9. Retamal, M.: Product-service systems in Southeast Asia: business practices and factors
influencing environmental sustainability. J. Clean. Prod. 143, 894–903 (2017)

10. Fremstad, A.: Does craigslist reduce waste? Evidence from California and Florida. Ecol.
Econ. 132, 135–143 (2017)

11. Botsman, R., Rogers, R.: What’s mine is yours: how collaborative consumption is changing
the way we live. Collins London (2011)

12. Belk, R.: You are what you can access: sharing and collaborative consumption online.
J. Bus. Res. 67(8), 1595–1600 (2014)

13. Sahlins, M.D.: Stone Age Economics, vol. 130. Transaction Publishers, Piscataway (1974)
14. Belk, R.: Sharing. J. Consum. Res. 36(5), 715–734 (2010)
15. Homans, G.C.: Human Behavior: Its Elementary Forms. Harcourt, Brace, New York (1961)
16. Nahapiet, J., Ghoshal, S.: Social capital, intellectual capital, and the organizational

advantage. Acad. Manag. Rev. 23(2), 242–266 (1998)
17. Wasko, M.M., Faraj, S.: Why should I share? Examining social capital and knowledge

contribution in electronic networks of practice. MIS Q. 29, 35–57 (2005)
18. Coleman, J.S., Coleman, J.S.: Foundations of Social Theory. Harvard University Press,

Cambridge (1994)
19. Putnam, R.D.: Tuning in, tuning out: the strange disappearance of social capital in America.

PS: Polit. Sci. Polit. 28(4), 664–684 (1995)
20. Blau, P.M.: Exchange and Power in Social Life, 352 p. Wiley, New York (1964)
21. Tsai, W., Ghoshal, S.: Social capital and value creation: the role of intrafirm networks. Acad.

Manag. J. 41(4), 464–476 (1998)
22. Ellison, N.B., Steinfield, C., Lampe, C.: The benefits of Facebook “friends:” social capital

and college students’ use of online social network sites. J. Comput.-Mediat. Commun. 12(4),
1143–1168 (2007)

23. Bagozzi, R.P., Dholakia, U.M.: Intentional social action in virtual communities. J. Interact.
Mark. 16(2), 2–21 (2002)

24. Kwon, O., Wen, Y.: An empirical study of the factors affecting social network service use.
Comput. Hum. Behav. 26(2), 254–263 (2010)

Reciprocity and Social Exchange in the Sharing Economy 567



25. Hong, S., Vicdan, H.: Re-imagining the utopian: transformation of a sustainable lifestyle in
ecovillages. J. Bus. Res. 69(1), 120–136 (2016)

26. Aptekar, S.: Gifts among strangers: the social organization of freecycle giving. Soc. Probl. 63
(2), 266–283 (2016)

27. Tussyadiah, I.P.: Factors of satisfaction and intention to use peer-to-peer accommodation.
Int. J. Hosp. Manag. 55, 70–80 (2016)

28. Stern, P.C.: New environmental theories: toward a coherent theory of environmentally
significant behavior. J. Soc. Issues 56(3), 407–424 (2000)

29. Chiu, C.-M., Hsu, M.-H., Wang, E.T.: Understanding knowledge sharing in virtual
communities: an integration of social capital and social cognitive theories. Decis. Support
Syst. 42(3), 1872–1888 (2006)

30. Shiau, W.-L., Luo, M.M.: Factors affecting online group buying intention and satisfaction: a
social exchange theory perspective. Comput. Hum. Behav. 28(6), 2431–2444 (2012)

31. Holbrook, M.B., Corfman, K.P.: Quality and value in the consumption experience: Phaedrus
rides again. Perceived Qual. 31(2), 31–57 (1985)

32. Belk, R.W.: Possessions and the extended self. J. Consum. Res. 15(2), 139–168 (1988)
33. Solomon, M.R.: The role of products as social stimuli: a symbolic interactionism

perspective. J. Consum. Res. 10(3), 319–329 (1983)
34. Lampinen, A., Huotari, K., Cheshire, C.: Challenges to participation in the sharing economy:

the case of local online peer-to-peer exchange in a single parents’ network. IxD&A 24, 16–
32 (2015)

35. Belk, R.W.: Extended self in a digital world. J. Consum. Res. 40(3), 477–500 (2013)
36. Böcker, L., Meelen, T.: Sharing for people, planet or profit? Analysing motivations for

intended sharing economy participation. Environ. Innov. Soc. Transit. 23, 28–39 (2017)
37. Tussyadiah, I.P.: An exploratory study on drivers and deterrents of collaborative consumption

in travel. In: Tussyadiah, I., Inversini, A. (eds.) Information and Communication Technolo-
gies in Tourism 2015, pp. 817–830. Springer, Cham (2015). https://doi.org/10.1007/978-3-
319-14343-9_59

38. Huxley, P., et al.: Development of a social inclusion index to capture subjective and
objective life domains (phase II): psychometric development study. Health Technol. Assess.
16(1), 1–248 (2012)

39. Diener, E.: Subjective well-being: the science of happiness and a proposal for a national
index. Am. Psychol. 55(1), 34 (2000)

40. Yang, S., et al.: Why are customers loyal in sharing-economy services? A relational benefits
perspective. J. Serv. Mark. 31(1), 48–62 (2017)

41. Hair, J.F.: Multivariate Data Analysis, 7edn. Prentice Hall, Harlow (2014)
42. Leana, C.R., Pil, F.K.: Social capital and organizational performance: evidence from urban

public schools. Organ. Sci. 17(3), 353–366 (2006)
43. Morales, A.C.: Giving firms an “E” for effort: consumer responses to high-effort firms.

J. Consum. Res. 31(4), 806–812 (2005)
44. Suh, A., Shin, K.-S.: Exploring the effects of online social ties on knowledge sharing: a

comparative analysis of collocated vs dispersed teams. J. Inf. Sci. 36(4), 443–463 (2010)
45. Snelgar, R.S.: Egoistic, altruistic, and biospheric environmental concerns: measurement and

structure. J. Environ. Psychol. 26(2), 87–99 (2006)
46. Rintamäki, T., et al.: Decomposing the value of department store shopping into utilitarian,

hedonic and social dimensions: evidence from Finland. Int. J. Retail Distrib. Manag. 34(1),
6–24 (2006)

47. Ajzen, I., Fishbein, M.: Understanding Attitudes and Predicting Social Behaviour (1980)
48. Taylor, S., Todd, P.A.: Understanding information technology usage: a test of competing

models. Inf. Syst. Res. 6(2), 144–176 (1995)

568 D. Davlembayeva et al.

http://dx.doi.org/10.1007/978-3-319-14343-9_59
http://dx.doi.org/10.1007/978-3-319-14343-9_59


49. Riemenschneider, C.K., Harrison, D.A., Mykytyn, P.P.: Understanding IT adoption
decisions in small business: integrating current theories. Inf. Manag. 40(4), 269–285 (2003)

50. Venkatesh, V., Thong, J.Y., Xu, X.: Consumer acceptance and use of information
technology: extending the unified theory of acceptance and use of technology (2012)

51. Richardson, L., Le Grand, J.: Outsider and insider expertise: the response of residents of
deprived neighbourhoods to an academic definition of social exclusion. Soc. Policy Adm. 36
(5), 496–515 (2002)

52. Diener, E., et al.: New well-being measures: short scales to assess flourishing and positive
and negative feelings. Soc. Indic. Res. 97(2), 143–156 (2010)

53. Möhlmann, M.: Collaborative consumption: determinants of satisfaction and the likelihood
of using a sharing economy option again. J. Consum. Behav. 14(3), 193–207 (2015)

54. Burroughs, J.E., Rindfleisch, A.: Materialism and well-being: a conflicting values
perspective. J. Consum. Res. 29(3), 348–370 (2002)

Reciprocity and Social Exchange in the Sharing Economy 569



Learning and Education



Technology-Enhanced Organizational
Learning: A Systematic Literature Review

Michail N. Giannakos1(&) , Patrick Mikalef1 ,
and Ilias O. Pappas1,2

1 Norwegian University of Science and Technology, 7491 Trondheim, Norway
michailg@ntnu.no

2 University of Agder, 4639 Kristiansand, Norway

Abstract. E-Learning systems are receiving ever increasing attention in, aca-
demia, businesses as well as in public administrations. Managers and employee
who need efficient forms of training as well as learning flow within the orga-
nization, do not have to gather in a place at the same time, or to travel far away
for attending courses. Contemporary affordances of e-learning systems allow
them to perform different jobs or tasks for training courses according to their
own scheduling, as well as collaborate and share knowledge and experiences
that results rich learning flow within the organization. The purpose of this article
is to provide a systematic review of empirical studies in the intersection of e-
learning and organizational learning in order to summarize the current findings
and guide future research. Forty peer-reviewed articles were collected from a
systematic literature search and analyzed based on a categorization of their main
elements. This survey identifies five major directions Technology-Enhanced
Organizational learning has been focused during the last decade. Future research
should leverage on big data produced from the platforms and investigate how
the incorporation of advanced learning technologies (e.g., learning analytics,
personalized learning) can help increasing organizational value.

Keywords: Organizational learning � E-learning � Literature review �
Learning environments

1 Introduction

E-Learning covers the integration of Information and Communication Technology
(ICT) in environments with the main goal to foster learning [1]. The term E-Learning is
often used interchangeably with the term Technology-Enhanced Learning (TEL), to
portray several modes of such environments (i.e., online, virtual learning environments
etc.). The digitalization of resources and processes enables flexible ways to foster
learning across the different sections and personnel inside an organization. Learning
has long been associated in the past with formal or informal education and training.
However organizational learning is much more than that. It can be defined as “the
process of improving actions through better knowledge and understanding” [2].
Organizational learning is extremely important in an organization, since it is associated
with the process of creating value from an organizations’ intangible assets; it combines
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notions from several different domains, such as organizational behavior, human
resource management, artificial intelligence and information technology [3].

In this work, we define Technology-Enhanced Organizational Learning (TEOL) as
“the utilization of digital technologies to enhance the process of improving actions
through better knowledge and understanding in an organization”. During the last years,
there is a significant body of research focusing in the intersection of TEL and orga-
nizational learning (i.e., TEOL) [4, 9, 10]. However, there is systematic work that
summarizes and conceptualizes the results in order to reinforce the swift of enterprises
that want to move from information-based to knowledge-based enterprises [3]. Thus,
the study addresses the following research questions:

• What is the current status of Technology-Enhanced Organizational Learning
research, seen through the lens of areas of implementation (e.g., industries, public
sector), technologies used, and methodologies (e.g., types of data and data analysis
techniques employed)?

Our motivation for this work is based on the emerging developments in the area of
learning technologies, creating momentum for their adoption in organizations. The
purpose of this paper is to provide a review of research on the Technology-Enhanced
Organizational Learning research in order to summarize the findings and guide future
studies. This study can provide a springboard for other scholars and practitioners,
especially in the area of knowledge-based enterprises, to examine TEL approaches by
taking into consideration the prior and ongoing research efforts.

The rest of the paper is organized as follows. In the Sect. 2 we present the related
background work; the Sect. 3 describes the methodology used for the literature review
describing how the studies were selected and analyzed. The Sect. 4 presents the
research findings derived from the data analysis based on the specific areas of focus.
Finally, in the Sect. 5, the authors discuss the results and make suggestions for future
work.

2 Background

Switching from the information-based enterprise to the knowledge-based enterprise is a
major challenge for today’s companies [3]. Uni-directional learning flows, such as
formal and informal training, is surely important but not sufficient to cover the needs
enterprises face [4]. To uphold enterprises’ competitiveness, enterprise staff have to
operate in highly intense information and knowledge-oriented environments. Tradi-
tional learning approaches fail to substantiate learning flow on the basis of daily
evidence and experience. Thus, novel, ubiquitous and flexible learning mechanisms are
needed, placing the human (e.g., employees, managers, civil servants etc.) at the center
of the information and learning flow and bridging traditional learning with experiential,
social and smart learning.
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Organizations consider the lack of skills and competences as being the major
knowledge-related factors hampering innovation today [3]. Thus, the implementation
of solutions supporting informal, everyday and work training (e.g., social learning,
VR/AR solutions etc.) in order to develop individual staff competences as well to
upgrade the competence affordances at the organization level.

TEOL has been delivered primarily in the form of web-based learning [3]. More
recently, the TEL tools portfolio is rapidly expanding to make more efficient joint use
of novel learning concepts, methodologies and technological enablers to achieve more
direct, effective and lasting learning impact. Employing virtual learning environments,
mobile-learning solutions and AR/VR technologies and head-mounted displays so
trainees are empowered to follow their own training pace, learning topics and
assessment tests that fit their needs [6, 34, 35]. The spread of use of social networking
tools has also brought attention to the contribution of social and collaborative learning
[17, 38].

Contemporary learning systems supporting adaptive, personalized and collabora-
tive learning, expand the toolset available in TEOL and contribute to the adoption,
efficiency and general prospects of the introduction of TEL in the organization [19].
During the last years, TEOL has put particular emphasis in the form of sharing internal
and external to the enterprise knowledge, with systems that leverage collaborative
learning and social learning functionalities [25, 32]. This is the essence of Computer
Supported Collaborative Learning (CSCL), CSCL literature has developed a frame-
work that combines individual learning, organizational learning and collaborative
learning, facilitated by establishing adequate learning flows and emerges effective
learning in an enterprise learning [5], in Fig. 1.

Establishing efficient knowledge and learning flows is a prime target for future
data-driven enterprises [3]. Considering the involved knowledge, the human resources
and their required skills in an enterprise, a clear need for continuous, flexible and
efficient learning exists. This can be achieved by contemporary learning systems and
practices, that provide high adoption, smooth usage, high satisfaction and alignments

Knowledge 
Flows

Individual 
Learning 

Organizational 
Learning 

Collaborative 
Learning 

Fig. 1. Representation of the combination of enterprise learning and knowledge flows (adapted
from [5]).
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with the current practices of the enterprise. Since, the required competences in an
enterprise are evolving over time, the development of competence models needs to be
agile and leverage on state-of-the art technologies that align with organization’s pro-
cesses and models. Therefore, with this paper we attempt to provide a review of the
TEOL research in order to summarize the findings and guide the development of
organizational learning in future enterprises as well as future studies.

3 Methodology

To answer the research questions, the authors decided to conduct a systematic review
of the literature by following transparent procedure adopted in the field of information
systems and software engineering in order to minimize potential researcher biases and
support reproducibility [7].

3.1 Articles Collection

Several procedures were followed to ensure high quality review of the literature of
TEOL. A comprehensive search of peer-reviewed articles was conducted through
February 2019, (short papers, posters, dissertations and reports were excluded), based
on a relatively inclusive range of key terms: “organizational learning” “elearning”,
“organizational learning” “e-learning”, “organisational learning” “elearning” and “or-
ganisational learning” “e-learning”. The term “elearning” (also written as e-learning)
was selected, since it’s an umbrella term that always captures articles that use different
terminology (e.g., learning technology, educational technology, technology enhanced
learning). Publications were selected from 2010 onwards, since after 2010 we saw
tremendous advancements (e.g., MOOCs, learning analytics, personalized learning) in
the area of learning technologies. A wide variety of databases were searched, including
the SpringerLink, Wiley, ACM Digital Library, IEEE Xplore, Science Direct, SAGE,
ERIC, AIS eLibrary and Taylor & Francis. The search process uncovered 2.347 peer-
reviewed articles.

3.2 Inclusion and Exclusion Criteria

The selection phase determines the overall validity of the literature review, and thus it’s
important to define specific inclusion and exclusion criteria. As Dybå and Dingsøyr [8]
specified, the quality criteria needs to cover three main issues (i.e. rigour, credibility,
and relevance) that needs to be considered when evaluating the quality of the selected
studies. We applied eight quality criteria informed by the proposed Critical Appraisal
Skills Programme (CASP) and related works [8]. You can see those criteria in Table 1.
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Therefore, studies were eligible for inclusion if they were focused on TEOL. The
aforementioned criteria were applied in stage 2 and stage 3 of the selection process
(Fig. 2), when the researcher had to assess the papers based on their titles and abstracts,
and the full papers.

Table 1. Quality Criteria

1. Does the study clearly address the research problem?
2. Is there a clear statement of the aims of the research?
3. Is there an adequate description of the context in which the research was carried out?
4. Was the research design appropriate to address the aims of the research?
5. Does the study clearly determine the research methods (subjects, instruments, data 

collection, data analysis)?
6. Was the data analysis sufficiently rigorous?
7. Is there a clear statement of findings?
8. Is the study of value for research or practice?

Fig. 2. Stages of the selection process

3.3 Analysis

Each collected study was analyzed based on the following elements: study design (e.g.,
experiment, case study), area (e.g., IT, healthcare), technology (e.g., wiki, social
media), population (e.g., managers, employees), sample size, unit of analysis (indi-
vidual, firm), data collections (e.g., surveys, interviews), research method, data analysis
and the main research objective of the study. It is important to highlight, that the
articles were coded based on the reported information, different authors reported
information in different level of granularity (e.g., an online system vs the name of the
system), while in some case the information was missing from the paper. Overall the
authors did their best to code the article as accurately and complete as possible.

4 Findings

In this section, Table 2 presents the detailed results. Analysis of the studies was per-
formed using non-statistical methods considering the variables reported in Table 2.
This section follows by an analysis and discussion of the categories.
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Table 2. Table captions should be placed above the tables.

Study Study
Design

Area/Topic Technology Population Sample Unit of
analysis

Data
Collect.

Method Analysis Objectives

[9] Survey ND Web Mixed 222 Individ Surv Quant SEM ItU

[10] Survey MGM generic mg 380 Individ Surv Quant Reg Sat

[11] Survey Telec generic empl 128 Individ Surv Quant SEM Sat

[12] Exp Bsn Online stud 143 Individ Surv Quant A-VA Flearn

[13] Survey IT Online empl 500 Individ Surv Quant Reg OV

[14] Survey Univ. Web stud 832 Individ Surv Quant SEM OV

[15] Exp IT Web empl 24 Individ Surv Quant Descr Per

[16] Exp IT Web empl 24 Individ Surv/Int Mixed Descr Per

[17] Exp IT Podcast empl 26 Individ Surv/Int Mixed CA ItU

[18] CaseST Cons. ABAP empl 12 Session Int Quall Descr Per

[19] Survey Cons. Web clients 222 Individ Surv Quant SEM ItU

[20] Survey ND m-learn mg.em 342 Individ Surv Quant Descr Usage

[21] Survey ND collabor ND 130 Individ Surv Quant SEM Per

[22] Survey Health KRS empl 800 Individ Surv Quant SEM ItU

[23] CaseST Public OERs civil 68 Individ Int/FG Quall CA Barr.

[24] Survey Ent generic empl 317 Firm Surv Quant SEM Per

[25] Exp ND social empl 28 Individ Surv Quant Descr Per

[26] Survey Ent smart mg 120 Individ Surv Quant SEM ItU

[27] Exp Bsn e-portf. stud 7 Individ Surv Quant Descr Flearn

[28] CaseST Autom collabor empl 3 Firm Int/FG Quall Descr Usage

[29] CaseST IT collabor empl 202 Individ Surv Quant Reg Per

[30] CaseST ND generic empl 126 Individ Int Mixed CA Flearn

[31] CaseST ND Wiki res 16 Individ Surv Quant Descr Flearn

[32] Survey Ent social empl 97 Individ Surv Quant SEM Flearn

[33] Survey IT Podcast empl 12 Individ Int Quall CA ItU

[34] Survey ND generic learn 12 Firm Int Quall CA align

[35] CaseST IT SL ND 16 Individ Int Quall CA feas

[36] CaseST MGM Web ND 22 Individ Surv/log Quant Descr Usage

[37] Survey several smart empl 342 Individ Surv Quant SEM ItU

[38] Survey ND generic learn 83 Individ Surv Quant SEM ItU

[39] Survey Telec Online empl 294 Individ Surv Quant A-VA Usage

[40] Survey IT generic empl 550 Individ Surv Quant Descr feas

[41] CaseST Health Web empl 40 Individ log Quant Descr Usage

[42] CaseST ND generic empl 15 Individ Int Quall CA Usage

[43] Survey Electr. generic empl 379 Individ Surv Quant SEM Flearn

[44] Survey ND generic empl 120 firm Surv Quant SEM Benef

[45] Exp IT Web empl 24 Individ Surv/Int Mixed Descr Per

[46] Survey Telec generic ND 297 Individ Surv Quant SEM Sat

[47] Survey ND Web civil 439 Individ Surv Quant SEM ItU

[48] CaseST IT generic empl 93 Individ Surv Quant SNA Flearn

Survey, Survey study; Exp,- Experiment; CaseSt, Case Study; ND, Non-Defined; MGM, Management; Telec,
Telecommunication; Bsn, Business; Univ, University; Cons., Consulting; Public, Public Sector; Ent., Enterprise; Web,
Web-based; KRS, knowledge repository system; OERs, Open Educational Resources; SL, Second Life, mg, Managers;
empl, employees; stud, students; res, Researchers; learn, learning specialists; Indiv., Individual; Surv, Surveys; Int,
Interviews; FG, Focus Groups; Log, Log files; Reg, Regression Analysis; Descr, Descriptive Statistics; A-VA, Analysis of
variances/covariance; CA, Content Analysis; ItU, Intention to Use; Sat, Satisfaction; OV, Organizational Value; Per,
Performance; Flearn, foster learning; Benef, Benefits; align, alignment; feas, feasibility; Barr, Barriers
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4.1 Sample Size and Population Involved

The categories related to the sample of the articles, include the number of participants
in each study (size), their background (e.g., managers, employees) and the area/topic
the study was conducted. The majority of the studies involve employees (24), with few
studies involve managers (3), civil servants (2), learning specialists (2), clients and
researchers. Regarding the sample size, approximately half of the studies (19) have
been conducted with less than 100 participants, few (9) can be considered large scale
studies (more than 300 participants) and few (8) can be considered small scale (less
than 20 participants). When it comes to the area/topic the study was conducted, most of
the studies (9) were conducted in the context of the IT industry, but also having a good
coverage of other important areas (i.e., healthcare, telecommunications, business,
public sector). Interestingly, there are several studies that either didn’t define the area or
they were implemented in a generic context (e.g., participants from different sections or
companies).

4.2 Research Methods

When assessing the status of research of an area, one of the most important aspects is
the methodology used. By “method” in Table 1, we refer to the distinction among
quantitative, qualitative, and mixed research. In addition to the method, in our cate-
gorization protocol we also “study design”, referring to the distinction among survey
study (i.e., gathers data by asking a group of participants), experiment (i.e., creation of
situations to record beneficial data) and case study (i.e., closely studies a group of
individuals).

Based on this categorization, we can see from Table 2 that the majority of the
papers are quantitative (29) and qualitative (7) with few studies (4) utilizing mixed
methods. Regarding the study design, most of the studies were survey studies (22), 11
were the case studies and fewer were experiments (7). The unit of analysis in most of
the studies was the individual participant (35), with fewer studies having the firm as the
unit of analysis and one study the training session. Regarding the measures used on the
studies, most of them utilized surveys (32), followed from interviews (11), with few
studies using field notes from focus groups (2) and log files from the systems (2). We
only had 6 studies were the researchers used different measures to triangulate or extend
their findings. The majority of the articles used Structural Equation Modeling
(SEM) (15) to analyze their data, with 11 studies employing descriptive statistics, 7
content analysis, 5 regression analysis or analyses of variances/covariance and 1 study
using social network analysis (SNA).

4.3 Technologies

Concerning the technology used, most of the studies (12) didn’t study a specific
system, but they referred in their investigation to a generic e-learning or technological
solution. Several studies (8) named web-based learning environment, without
describing the functionalities of identifying the system. The rest of the studies focused
on online learning environment (3), collaborative learning systems (3), social learning
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systems (2), smart learning systems (2), podcasting (2) and the rest of the studies used a
specific system (e.g., a wiki, mobile learning system, ABAP, e-portfolios, second life).

4.4 Research Objectives

Concerning the research objectives of the studies, we can separate them in six main
categories. The first category focuses intention of the employees to use the technology
(9), the second focuses in the performance of the employees (8), the third focuses in the
value/outcome of the organization (2), the fourth focuses in the actual usage of the
system (6), the fifth in employees satisfaction (3) and the sixth in the ability of the
proposed system to foster learning (7). In addition to the six aforementioned categories,
we also saw studies focusing in potential barriers for TEOL in the organization [23],
the various benefits associated with the successful implementation of TEOL [44], the
feasibility [35, 40] and the alignment of the proposed innovation with the other pro-
cesses and systems in the organization [34].

5 Discussion and Conclusion

After reviewing the 40 identified articles in the area of TEOL, we can agree on the
importance of the affordances offered from different e-learning technologies, as well as,
the importance of the relationship between TEOL and employees satisfaction and
performance, and benefits associated with organizational value and outcome. TEOL
provides employees, managers and even clients opportunities to learn in a more dif-
ferentiated manner, compared to the formal learning form. However, how the orga-
nization adopts these capabilities and leverages on them to achieve its goals is a
complex and challenging procedure.

Several studies [7, 22, 26] focused on the positive effect of perceived managerial
support, perceived usefulness, perceived ease of use and other Technology Acceptance
(TAM) related constructs of the e-learning system in supporting all the three levels of
learning (i.e., individual, collaborative and organizational). Another interesting
dimension highlighted from many studies [12, 21, 31] is the role of socialization in the
adoption and usage of the e-learning system. Building connections and creating a
shared learning space in the e-learning system is critical [12]. This is consistent with the
expectancy-theoretical explanation of the social context impacts on employees moti-
vation to participate in learning [7, 26].

Organizational learning literature suggests that e-learning may be more appropriate
for the acquisition of certain types of knowledge than others (e.g. procedural vs.
declarative, or hard-skills vs. soft-skills), however there is no empirical evidence for
that [12]. However, the literature highlights the importance of integrating organiza-
tional, individual, and social perspectives [25] in TEOL. In addition, for the devel-
opment TEOL approach, the organization needs to consider the alignment of individual
learning needs, organizational objectives, and social networking [25]. To achieve this,
it is advisable for the organization to define the expected objectives and technologies
that have the capacity to support them, and enrich them with self-directed and socially
constructed learning practice in the organization [25].
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5.1 Status of TEOL Research

The current review suggests that, while the efficient implementation of TEOL entails
certain challenges, there is also a great potential for employees’ performance and
organizational outcome and value overall. There are also opportunities for improving
organizations learning flow that might not be feasible for formal learning and training.
Overall the research conducted during the last decade in TEOL has focused on the
following directions:

1. Investigating the Affordances of Different Technologies in Different
Organizations
In particular focusing in aspects of how easy to use or useful the technology is, or
how well aligned/integrated to other systems and processes within the organization.
In addition, studies focused on how different learning technologies (e.g., smart,
social, personalized etc.) contribute to organizational learning in different contexts
and needs.

2. Enriching the Learning Flow and Learning Potential in Different Levels
How different factors contribute to different levels of organizational learning, and
practices to address individual, collaborative and organizational learning within the
structure of the organization.

3. Identifying Critical Aspects for Successful TEOL
There is a considerable amount of mainly qualitative studies, focusing on potential
barriers of TEOL implementation as well as risks and requirements associated with
the feasibility. In the same vain, there was an emphasis in the importance of
alignment of TEOL (in both processes and technologies) within the organization.

4. Implementing Employee-Centric TEOL
In most of the studies, the main objective was to increase employee’s adoption,
satisfaction and usage of the learning system. In addition, several studies focused on
TEOL’s ability to increase employee’s performance as well as to increase knowl-
edge flow and foster learning.

5. Achieving Goals Associated with the Value Creation of the Organization
A considerable number of studies, that utilized the firm as a unit of analysis (and not
the individual employee) focused on TEOL’s capacity to increase organizational
value and customer value.

5.2 Implications and Future Work

Several implications for TEOL were revealed through this literature review. First, most
of the studies agree that employees/trainees experience is extremely important for the
successful implementation of TEOL. Thus keeping them in the design and imple-
mentation cycle of TEOL will increase the adoption and satisfaction as well as reduces
the risks and barriers. Another important implication relates with the qualities of the
technologies, easy to use, useful and social technologies result more efficient TEOL.
Thus it’s important for the organization to incorporate these functionalities in the
platform and reinforce them within appropriate content and support. This should not
only benefit learning outcomes, but it can also provide the networking opportunities for

Technology-Enhanced Organizational Learning 581



employees to broaden their personal networks, that are often lost when companies
move to e-learning.

A number of suggestions for further research have emerged from reviewing prior
and ongoing work on TEOL. One recommendation for future researchers is to clearly
describe the TEOL approach by providing detailed information for the technologies
and materials used, as well as the organizations. This will allow us to conduct meta
analyses and identify potential effects of firm’s size or area on the performance and
other aspects related with organizational value. Future work should also focus on
collecting and triangulating different types of data from different sources. The reviewed
studies have been conducted using mainly survey data and limited usage of data
coming from the platforms, thus the interpretations and triangulation between the
different types of the collected data were limited.
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Abstract. While a number of advantages have been discussed on e-learning/e-
assessment tools, little research has been reported on programming courses.
Today, the different types of questions have been used in exams based on course
type, e.g., Text-based questions, mathematical questions, and programming
questions. All these question types require supporting plug-ins for e-assessments.
In this study, we provide our practical experience on programming exams in
Inspera Assessment and Blackboard Learn, especially focusing on Parsons
problems (drag-and-drop questions) and code writing questions. Our findings
indicate that currently, tools have basic support for programming exams, and also
there is a low-level integration between the tools. However, the adaptability of
any exam system could depend on the interoperability between the platforms and
external plugins. Hence, more improvements can be made with the implemen-
tation of e-assessments in digital ecosystems while it requires a lot of changes
internally and outside institutions. In the paper, we will explain how a digital
ecosystem within e-assessment could improve assessments and how it supports
diverse needs of programming exams.

Keywords: Digital ecosystem � e-Assessments � Programming exams �
Parson problems � Code writing

1 Introduction

Many universities are transitioning from pen and paper exams to e-exams [1]. At the
same time, formative e-assessment is receiving increased attention [2]. With automated
self-tests where students can get immediate feedback, it is possible to have rapid
feedback cycles scale to large and distributed classes without overloading the teaching
staff. However, e-assessment systems need to be well adapted to user needs, supporting
appropriate assessment tasks for the intended learning outcomes. The development of
good test items is often time-consuming, so universities could save effort and increase
quality if tests could be shared across countries and learning institutions [3]. Also, it
would be interesting to share data and metadata, e.g., about the performance of various
student groups, for benchmarking and adaptive testing.

A digital ecosystem is a business ecosystem based on an organizational network in
the context of digital technology [4–6]. Digital ecosystems are formed based on digital
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objects (digital content, products, ideas, software, hardware, infrastructure) that are
interchanged and shared between independent actors [7]. The potential advantages of
digital ecosystems in e-learning were outlined more than a decade ago [8, 9]. An e-
learning ecosystem is the learning community, together with the enterprise, united by a
learning management system (LMS) and it is formed by three categories of compo-
nents: content providers, consultants, and infrastructure [8]. For the e-assessment
aspects of such an ecosystem, sharing of content (e.g., tests and test items) and
metadata (e.g., anonymized student scores on test items, to assess difficulty) would be a
key ingredient. In addition, easy development and good availability of plug-ins to
support various needs in e-assessment would be essential. Traditional monolithic
systems might have the ambition that customers find all the features they require within
the system. However, user needs will be quite diverse, related to different disciplines
and learning outcomes, pedagogical approaches, assessment types, different devices to
be used, students with special needs, languages and cultures, and different national
rules and regulations of assessments, grading and collection of personal information. In
addition, the system should be able to evolve quickly to cater for new needs [10], e.g.,
new learning methods, test types, technology.

Although monolithic systems may include many features, these will tend to be
features that a sufficient number of mainstream customers require, while more spe-
cialized needs will not be supported. Moreover, they tend to become heavy and slow to
respond to changes. If an e-learning system has an open, well-documented API, this
could allow for plug-ins from other vendors, or from universities themselves, with
niche expertise to quickly develop functionality supporting specific needs. Our research
questions for this paper are: RQ1: To what extent does e-learning/e-assessment tools
support e-assessment tasks specifically needed in programming courses? RQ2: In what
ways could a digital ecosystem within e-assessment make for improved assessments?

In the case study performed we look in most detail at the tools used in the authors’
own university, which we had the opportunity to try out in detail, whereas other related
tools were only studied via documentation available on the internet. The rest of the
paper is structured as follows: Sect. 2 provides some background on question types in
programming and identifies two question types for which the support (or lack of
support) will be specifically investigated in the case study – namely Parsons problems
[11] and code writing questions [12]. Section 3 then looks at the support for these
question types in typical e-assessment/e-learning tools, with most detailed focus on the
tools used in the authors’ university, namely Blackboard Learn and Inspera Assess-
ment. Section 4 then discusses whether the progress towards digital ecosystems with
open API’s could help improve the support for more diverse needs in e-assessment.
Finally, Sect. 5 concludes the paper.

2 Question Types for E-Assessment in Programming

Programming exams may contain many different types of questions [13]. The below
list provides some broad categories:

• Conceptual questions: These are questions that do not directly involve code, but
focus on the recall and understanding of concepts, e.g., “What is a key difference
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between a list and a set?” (possibly a multiple choice question) or “Explain the
concept of polymorphism and its utility?” (possibly a free text question)

• Code tracing: The code is given, and the candidate’s task is to explain what the code
does. Within this category, questions may vary from those requiring only brief
answers, e.g., “What will be the output of this program?”, to more detailed ones,
e.g., “Explain what this program does, line by line.”

• Code writing: It is explained what a program is supposed to do, and the candidate’s
task is to write the code.

• Code completion: It is explained what a program is supposed to do, and some code
is provided, but not fully complete. The candidate’s task is then to fill in or select
missing parts, or to rearrange code lines in the correct order.

• Error detection: It is explained what a program is supposed to do, and some faulty
code is provided. The candidate’s task is then to identify the mistakes, possibly also
to propose corrections.

As indicated by Sheard et al. [14], code writing appears to be the most used
question type in programming exams, followed by code tracing. Writing and tracing
tasks can be seen as opposites, i.e., write all the code vs. write no code (rather
understand the code which is given). Completion and error detection tasks as some-
where in between those two extremes, requiring both understanding of the code already
given, and ability to write some extra code: the missing parts to be added to completion
tasks, the corrections to be proposed for error detection tasks.

A detailed analysis of all possible question types would be prohibitively time-
consuming, so here we choose to focus on two specific question types, namely Parsons
problems [11] and code writing questions [12]. The reason for choosing these two
types is that they are quite specific for the discipline of programming, whereas other
question types could more easily be supported by generic question types found in most
e-assessment and e-learning systems. For instance, conceptual questions could be
implemented as free-text short answer tasks or multiple choice questions. The same
applies to code tracing questions, where the brief answer variety might typically be
given as multiple choice, fill-in-number or fill-in-text depending on the output, while
the longer variety could be a free-text answer or a sequence of fill-in fields showing the
changes of variable content during execution. Code completion tasks (other than
Parsons problems) could be implemented by e.g. multiple choice, fill-in, or pull-down
menus for each missing code fragment, and error detection could again be short answer,
fill-in (for proposed corrections) or multiple choice (selecting between real errors and
distractors).

What are then the particularities of the two mentioned question types? Parsons
problems [11] are coding problems where it is explained what some piece of code is
supposed to do, and the code lines are given, but in jumbled order. It is then the
candidates’ task to rearrange them in the right order. This question type has attracted a
lot of research interest [15–18] because it reduces cognitive load for the students (e.g.,
recall of syntax, avoiding typing mistakes), yet still tests their visual-spatial abilities,
constructive skills in solving a problem and constructing a solution from available
building blocks. Since building blocks are larger (entire code lines rather than character
by character on the keyboard), each question can be solved faster, thus potentially
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achieving better topical coverage in the exam set as a whole. Also, quick solution and
automated feedback make such problems interesting for digital learning resources with
self-testing features, for instance, the interactive e-book [19] makes extensive use of
such problems among its exercises. Questions in Parsons problems can be made easier
by providing hints [20] or more difficult by adding distractors [18], they can be one-
dimensional (most common) or two-dimensional [21], the latter relevant with pro-
gramming languages where indents have semantic significance (e.g., Python).

A common way of implementing Parsons problems digitally would be as drag-and-
drop questions – a featured question type in many e-learning/e-exam applications. Drag
and drop questions may test students’ higher order thinking skills, i.e., algorithmic
problem-solving skills [22, 23]. The recent research has been progressed more towards
the visual programming language (VPL) that allows users to create programs using
drag-and-drop genre [24]. However, its use in e-exam applications will normally not
have been made with programming tasks in mind, rather tasks such as placing names in
the correct positions on a background picture (e.g., Latin names of body parts for an
anatomy exam, names on countries on a map for a primary school Geography exam).
Hence, standard tool support for drag-and-drop questions may not be ideal for Parsons
problems in programming.

Code writing tends to be a key element of programming exams, and most would
agree that doing these tasks with pen and paper is not particularly authentic. Switching
to a digital interface will make the task more similar to real work – but not necessarily
fully authentic, as there may be various ambition levels to the tool support. For
instance, students may be able to type the code in the test interface, but this could be in
an editor with specific support for code writing (more authentic) or in a generic text
input window with few functional features (less authentic). Also, students might be
able to compile and run the code (more authentic), or not (less authentic). Sometimes,
the more authentic, the better – but not always. A problem with the ability to compile,
run, and test the code during an exam, for instance, is that students will then spend
more time on each programming task – due to the need to debug and rerun if something
was not working. More time on each task would give poorer coverage of the learning
outcomes, especially if tool usage was not among the specified learning outcomes for
the course. An ideal e-exam tool should therefore have a wide range of support for code
writing tasks, anything from writing in a fairly simple editor without the ability to run,
to professional tool support for code editing, testing and debugging.

3 Analysis of Mainstream Tool Support

As shown in [25], there are many tools for e-assessment of programming, but many of
these are standalone applications or cloud tools not integrated with official university
information systems. This section looks at mainstream tool support for Parsons prob-
lems and code writing problems, with special focus on Blackboard Learn and Inspera
Assessment, which happen to be the mandatory tools in the authors’ university for
formative and summative e-assessment, respectively. The first subsection looks at
Blackboard Learn, the second at Inspera Assessment, and the third makes a quick
review of some other tools.
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3.1 Blackboard Learn

Blackboard Learn is the current LMS for the authors’ university. It is used for com-
munication between teaching staff and students during the semester, e.g., course info
and announcements, learning resources, exercises (if not graded), etc. It is not com-
pulsory to use it for everything, so teaching staff could use supplementary tools, in
addition, for instance, for students’ automated self-testing. However, it would be
convenient both for teachers and students if course tasks are seamlessly supported
through Blackboard, so that they avoid confusing and time-consuming switches
between tools [26].

Support for Parsons problems in Blackboard turns out to be limited. Drag and drop
questions do not exist, so such questions would instead have to be approximated by
other question types. Obvious candidates might be ordering questions or jumbled
sentence questions. Ordering questions would show the code lines in a shuffled order,
then let the user assign ordinal numbers to each in input fields beside the code lines.
This is not entirely ideal for the purpose. For instance, code lines are not repositioned,
so the resulting code is not easily read. Reordering requires changing the ordinal
numbers of all code lines affected, whereas a modern drag and drop interface might
solve this by repositioning fewer lines. Jumbled sentence questions would give a series
of input fields, where each would yield a drop-down menu when clicked, with all the
code lines as alternatives. The student would then have to make a multiple choice
selection for each input field. This would appear somewhat better than the ordering
question since at least the code would be shown in the wanted order when selections
had been made. However, reordering would have the same issues as with the ordering
questions, and if the task contains many code lines, the drop-down menus will be long
and clumsy.

Specific support for Code writing problems in Blackboard does not exist, beyond
generic essay and short answer question forms meant for natural language text, or using
file upload questions (e.g., student could write the code in a separate tool more fit for
programming, and then upload the file to Blackboard).

3.2 Inspera Assessment

When it comes to Parsons problems, Inspera Assessment does support drag and drop
questions. The resulting interface for the student while solving the task is therefore
more elegant than what can be achieved in Blackboard, though there are some issues
with the user interface. The task has to be made with separate drop areas for each code
line, rather than one big drop area where the order is given by relative positioning. This
means that the student still has to reposition several code lines in cases where a better
interface might have gotten away with just repositioning one line and having other lines
yield place. Especially, if trying to make two-dimensional Parsons problems, the
snapping feature may behave a little counter-intuitively, since it is not determined by
the position of the mouse pointer, rather the middle of the drag object (mouse pointer
would be more natural, or the left edge of the drag object). Parsons problems become
very time-consuming for the teacher to develop in Inspera, since all the drag areas must
be created manually one by one and filled with solution (and possibly distractor) code
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lines, and then linked to the correct drop areas, also manually created one by one.
Especially for two-dimensional Parsons problems, this takes quite a lot of time. An
illustration of a two-dimensional Parsons problem for Python, as implemented in
Inspera, is shown in Fig. 1. For space reasons, the natural language explanation of what
the code was supposed to do is omitted, showing only the interactive part of the screen.
The candidate’s task would be to drag each code line into the correct position in the
grid (the function heading def deriv(poly): going upper left), both concerning
vertical order and horizontal indenting, as indents have semantic significance in
Python. In Inspera Assessment, the 28 drop areas must be created one by one, hand
positioned in the grid and adjusted for size, hence quite time-consuming for the
question author.

For code writing tasks, Inspera has a dedicated question type called “Program-
ming”. Notably, the student is not able to compile and run the code during the exam,
nor is staff able to run it afterwards in connection with grading, so this type of task is
manually graded. However, it does support the following features:

• A monotype font suitable for code, and syntax highlighting for some much used
programming languages

• Other syntax related support, such as automatically giving an end parenthesis for
each start parenthesis, and automatically making indents where appropriate, for
instance in Python if the previous code line ended with a colon.

All in all, then, Inspera Assessment has better question type support both for Parsons
problems and code writing than what Blackboard has, but still with substantial limi-
tations. The user interaction for drag and drop questions is somewhat tedious for
students, especially if reordering, and for teacher authoring of questions it is even more
tedious. For code writing questions, both have the shortcoming that the code will not
run and must be manually graded, and Blackboard does not even have syntactic
support. Hence, both Blackboard and Inspera could clearly be made much more usable
for handling these question types if there were plugins specifically targeting them.

Fig. 1. Two-dimensional Parson problem for Python.
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3.3 Other Tools

Table 1 gives a summary of the possible support for Parsons problems and code
writing problems in various tools. In addition to Inspera and Blackboard, other tools
worth looking at are the e-exam tool WISEflow (a competitor to Inspera) and general
LMS tools Canvas and Moodle (competitors to Blackboard). The authors gathered
information about these tools from web-documentation since they do not have direct
access for these tools in their institution. Our findings show that Blackboard does not
support drag-and-drop functionality while all the other tools support this feature.
However, these tools only support the basic functionality of drag-and-drop into text and
image, which is not ideal for Parson problems. Code writing is supported in Inspera and
Moodle, moreover it seems Moodle has better support than Inspera. Both Moodle and
Inspera support code writing with syntactic support (e.g., indentation and code high-
lighting). In addition, Moodle has an external plugin, Coderunner that allows students
to run their programs during exams and teachers to run programs in order to grade
student’s answers. Limitations of the functionalities in tools can be improved further by
third-party extensions and plugins with the adoption of digital ecosystems.

Table 1. Tool support summarized.

Tool Parsons
problems

Code writing Import/export
questions

Plugins

Blackboard Lacks
drag&drop

No specific
support (free
text)

QTI, LTI LTI, Google Apps
SafeAssign

Inspera Has
drag&drop, but
not ideal

Only syntactic
support for
code [27]

QTI, LTI Atlassian Jira

Canvas Hasdrag&drop
but not ideal

No specific
support (free
text)

QTI, LTI LTI, Facebook,
Google Drive,
Twitter, Tinychat
Google Docs,
Kaltura, LinkedIn,
Canvasdocs

WISEflow Hasdrag&drop
but not ideal

No specific
support (free
text)

QTI, Canvas,
Moodle XML,
Blackboard V6-9

Moodle Hasdrag&drop
but not ideal

Syntactic
support, Code
runner support

QTI, LTI, GIFT
Moodle XML,
XHTML, LTI

SEB Quiz Access,
Coderunner
Rule, LTI,
Turnitin,
Plagiarism
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4 Towards a Digital Ecosystem

Tools like those discussed in Sect. 3 can import/export questions in the QTI (Question
and Test Interoperability) format [28]. So for authoring of drag-and-drop questions
(which was somewhat cumbersome in Inspera), a possible way to improve the support
would be to make a stand-alone authoring tool that could generate questions as QTI
files, then to be uploaded to Inspera, for instance as suggested by [29]. In Blackboard,
such an authoring tool would not be of much use, since the question type is not
supported. Hence, Blackboard would need an integrated plugin supporting the question
type, and an integrated plugin would probably appear better for the user of Inspera, too,
especially for students solving the tasks, since the user interface could then be
improved with custom features for Parsons problems. A plugin might also be a possible
solution for better support of code writing questions in both tools (e.g., for the student,
ability to compile and test the code during the exam; for the teacher, support for
automated testing and grading of delivered code).

Currently, Inspera offers REST-based APIs to enable the third-party developers to
integrate the additional functionalities and a Custom Interaction API that allows cus-
tomers to build specialized question types. It supports stimuli elements with JavaScript
and mathematical tools such as Geogebra and Desmos. These specialized question
types can still be exchanged through QTI specification and the IMS Global Assessment
Custom Interactions specification.

As the digitization of the exams increased, the need for technology for exams is
also rapidly increasing. However, the usability of a digital exam system highly depends
on the simplicity of the system. Also, users are sometimes forced to use several
systems, not well integrated. For instance, in the authors’ own university Blackboard is
actively used as an LMS while Inspera is used as an assessment tool. The key
requirements from teachers in the computer science department at our university that
are ecosystems related include:

• Teachers want to have some exercises using the Inspera UI rather than Black-
board’s, to give the students more accurate exam practice. Preferably, students
should then be able run Inspera via Blackboard, so that Blackboard could still
automatically register who has delivered the exercise.

• Concerning the import and export of contents, teachers may want to use last year’s
exam questions as exercise questions the next year. However, while Inspera can
export questions in QTI 2.1 format, Blackboard (at least the version in our uni-
versity) for some reason only seems to support the older QTI 1.2 standard.

In a well functioning software ecosystem, the platform system would have open APIs
for external third-parties to develop plug-ins on top of the platform. This type of
solution has several advantages over monolithic exam systems. García-Holgado and
García-Peñalvo [30] explained that technological ecosystems could be considered as a
framework to develop technological solutions where information and the human factor
are the centre of the system. One of the main advantages with such an ecosystem is the
flexibility it provides to institutions to integrate new software components within their
workflows to support emerging needs.
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The key requirements from teachers could be fulfilled to some extent with the
current plug-in support by Inspera: (i) Integrate contents and external tools into LMS.
Inspera supports sharing of the contents through the IMS Learning Tools Interoper-
ability™ (LTI) plugin. LTI is an interoperability specification which facilitates full
integration between Inspera and Blackboard. With LTI support, Inspera can be laun-
ched as a tool from Blackboard, which allows students to take exams directly through
Blackboard. This feature is currently supported in Canvas, Blackboard, and Moodle
[31]. (ii) Sharing of the contents across e-learning platforms. Issues with import and
export questions can be reduced with more updates in the versions of interoperability
specifications of platforms and tools [32]. In [30], the authors addressed the problem of
sharing questions across departments in university in the e-learning context. They
argued that although the technological ecosystem provides tools to facilitate commu-
nication between departments, employees are not utilizing the tools.

Presently, Inspera only supports sharing questions among teachers in the same
university – for wider sharing, one must export and import. Of course, one deterrent
against easier sharing could be increased fear for question leakage, i.e., confidential
exam questions being disclosed to candidates before the exam. However, it mostly
seems to come down to lacking features, and a natural tendency to prioritize the basic
features first: support for each autonomous teaching staff for making the exam in their
course, rather than to support a wider community of teachers within a discipline in
making larger question bases that can be shared and continuously quality assured and
updated.

However, Inspera also has some frustrating shortcomings on the single course level.
In Norway, the law says that complaint graders shall not know the grades or viewpoints
of the original graders. However, in Inspera it was impossible to hide given scores on
the tasks. This meant that complaint graders could not do their grading in Inspera, but
instead had to receive pdf screenshots of student answers, and then had to score
manually even tasks like multiple choice, that would have been auto-scored in Inspera
– with higher work-load and increased risk of error as a result. Fixing such issues will
of course have a higher priority for the next release than more ambitious ideas sup-
porting disciplinary communities. In Norwegian universities, Inspera must also be
integrated with FS (Common Student System), a legacy system used for the admin-
istration of students in universities. Both the LMS and the e-exam system will fetch
information from FS (e.g., which students are enrolled, registered for the exam, etc.)
and send information back to FS (e.g., grades). The legacy system is not directly seen
by students or teachers, but by administrative personnel – for instance it also contains
the link between anonymous candidate numbers used during exams and the students’
identities.

The implementation of digital exam ecosystems involves a higher degree of
complexity due to the integration of different components that should evolve both
individually and collectively. Although the REST APIs aids the developer, lack of the
framework and design patterns makes the integration with plug-ins more difficult.
A framework for technological ecosystems will consider all aspects related to inte-
gration, interoperability, and the evolution of the components [33] thus forms the well-
developed open ecosystem. Several frameworks and methods were discussed in the
literature. For instance, A framework can be designed using architectural patterns using
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the Business Process Model and Notation (BPMN) [30]. García et al. proposed a
service-based framework connecting Moodle LMS and Basic LTI (BLTI) [33]. Con-
sequently, it could ease commercial vendors and free software developers to make
plugins supporting the authoring, solving, and grading of various question types.

5 Conclusion

Several advantages have been discussed in literature about e-assessments, and today
many tools are available for course management and assessments. Although many e-
learning/e-assessment tools are available, only a few support programming exams. In
the paper, we discussed our practical experience with programming questions in
Blackboard Learn and Inspera Assessment tools, particularly focusing on Parsons
problems (i.e., drag - and–drop questions) and code writing questions. Our observa-
tions revealed that currently Inspera, Moodle, Canvas, WISEflow supports drag-and-
drop questions but not ideal for programming using Parson problems. Also, there is a
low-level integration between Inspera and Blackboard for programming exams. The
improvements can be made further with the transition of a monolithic digital exam
system to digital exam ecosystem by opening APIs though it requires a lot of changes
internally and outside institutions. However, open APIs alone cannot be able to
improve e-assessments, without the support of frameworks, and architectural designs
that explain software updates, security policies, access permissions etc. Though many
papers discussed ecosystem phenomenon in e-learning, its implementation on the
digital exam is still in infancy. This paper has initiated the concept of the ecosystem in
the digital exams area focusing on programming exams.

The paper still has some limitations: It discussed only details of the tools used in
authors’ university, Inspera and Blackboard, since they have direct access to only these
tools. Currently, there are many tools available for digital assessment; the study of
every tool would require more time for research and cost (to buy licenses for tools).
Moreover, students and teachers are adapted to the tools they use, so it is more con-
venient to receive their feedback. The findings from this study are based on the author’s
practical experience. Hence, this study can be improved in the future by more quan-
titative and qualitative research in academia and industries, especially on the per-
spective of a digital ecosystem.
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Abstract. The EU Commission for Higher Education through the Bologna
Process declaration has put into action a series of reforms. One of the reforms is
the development of learning outcomes in the European Credit Transfer and
Accumulation System (ECTS). One part of these reforms requires European
universities to identify and describe learning outcomes students will achieve
after attending a course or program. There is no exact way of writing the
learning outcomes, and there seems to be an indistinctly use of terms when
explaining outcomes [1]. This can naturally cause some possible confusions in
relation to what the learning outcomes should consist of, and make it difficult to
write the learning outcomes for a course or a program. The purpose of this paper
is to promote some explanations and clarifications that can ease the writing of
the learning outcomes. The research question is How to write meaningful
learning Outcomes? This paper presents a reflection on how the learning out-
comes might be written. It is taken into account recommendations from relevant
literature and framework intended for Europe. In this paper, the online course
Applied Programming for Teachers is an example of how meaningful learning
outcomes may be written with a focus on digital competence.

Keywords: Learning outcome � Competence � Digital competence �
Pedagogical- and didactic competencies � Online course

1 Introduction

Right competencies are essential for companies but are equally important for students,
to perform a particular profession. Higher education systems strive to produce grad-
uates with the right competencies whatever field of study. On the other hand, students
are not always aware of the competencies they developed during their education [2],
which can lead to students with low confidence [3].

Some researchers suggest that learning outcomes could be used as a learning
resource to make students aware of competencies they can gain. Learning outcomes are
statements of what a learner knows, understands, and can do when completing a
learning process. In this way, the students with knowledge of where they are going and
what is expected of them at the end of a course. In addition, learning outcomes can be
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used as a reflection tool for students to create awareness of achievements throughout a
course or program [2]. To archive this, learning outcomes must be identified and clearly
articulated to the students [4], and to be used productively by students, it needs to be
emphasized, explained and exemplified [2].

The identification and description of competence areas is the first step towards the
writing of the learning outcomes [5, p. 4], but one problem is that courses and programs
in Higher Education often use different terms when describing the learning outcomes.
Competence is also a term used for learning outcomes, together with learning objec-
tives, aims, and objectives. The indistinctly use of terms might be challenging when it
comes to writing the learning outcomes, select learning outcomes that are appropriate
and reflect the particular purpose, and the context in question [1].

There might be several competencies students can achieve through a course or a
program. Which competencies a course or program will give depends on the content of
the course [2]. Further, there seems to be essential to understand the complexity of each
competency, since some may be transversal key competencies. Transversal key com-
petencies consist of several underlying competencies like language, mathematics,
learning to learn and cultural awareness. In the course Applied Programming for
Teachers, there are listed several competencies students will achieve by attending this
course. One competence listed is Good digital competence, and this is a typical
example of transversal key competencies. Digital competence is an important key
competence which also is listed by the European Parliament as one of eight compe-
tencies for lifelong learning [5, p. 1].

In this paper, we will give an example of how the learning outcomes could be
written reflecting on previous studies with digital competence as the starting point. The
paper is organized as follows. Next section presents a literature review on related work
and positions the paper in the context of learning outcomes in the area of digital
competencies. Section 3 presents a description of the method and case. Sect. 4 presents
the results combined with a discussion. This chapter outlines some examples of how
the existing learning outcomes can be changed to approximate recommendations
identified in the literature review. Sect. 5 present a conclusion and further work.

2 Literature Review

2.1 Clarification of the Terms

An aim is usually a definition of overall achievements that teachers, courses, or pro-
gram are trying to reach. It tells participants what the course or a session is about and
how to ensure that students have achieved knowledge about this in a final test or exam.
Learning objectives were earlier stated as the observable and measurable behaviors that
learners should show as a result of participating. Today learning objectives provide
more broad-based learning outcomes as goals that are intended to arise as a result [6].
The learning outcomes, on the other hand, are pointed out as broader intuitive and user-
friendly because this describes students’ expected knowledge and skills and what is
expected that they will be able to do as a result of engaging in the learning process [7,
8]. When students demonstrate what they can do at the end of a course or program, it
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shows that they have specific competencies. It is the focus on competencies that brings
in the concept of learning outcomes. The term competence is widely used throughout
Europe, and in several countries substitutes the term learning outcomes [9].

There are many different definitions and interpretations with the term competence,
that can create some confusion when operating internationally. Fortunately, in The
European Qualifications Framework (EQF), it is pointed towards a shared approach
where competence means: “the proven ability to use knowledge, skills and personal,
social and/or methodological abilities, in work or study situations” [10, p. 11].

What students know, understand and are able to demonstrate after completion the
process of learning is stated in the learning outcomes, and learning outcomes are
validated by their relationship to competencies [9, p. 31]. The shared approach creates a
mutual relationship between learning outcomes and competence [11]. Compared to
competence, learning outcomes are more distinct. Even if learning outcomes and
competencies substitutes each other the term learning outcomes seems clearer. Therefor
learning outcomes are easier to use than competence when describing what students are
expected to know, understand and/or be able to demonstrate at the end of a module or
program. The “fuzziness” of competence disappears in the clarity of learning outcomes.
The characteristics of successful courses are that they consist of a clear idea of what can
be achieved at the end [11].

2.2 Competence

As mentioned in the introduction, the identification of competencies is the first step
towards writing the learning outcomes. One competence may have several specific
outcomes within knowledge and skills, so a course typically contains more outcomes
than competencies [6, p. 31].

Digital competence is one of eight key competencies for lifelong learning in the
2006 European Recommendation on Key Competencies, and is defined broadly as:

“the set of knowledge, skills, attitudes (thus including abilities, strategies, values and aware-
ness) that are required when using ICT and digital media to perform tasks; solve problems;
communicate; manage information; collaborate; create and share content; and build knowl-
edge effectively, efficiently, appropriately, critically, creatively, autonomously, flexibly, ethi-
cally, reflectively for work, leisure, participation, learning, socializing, consuming, and
empowerment.” [5, p. 43]

Digital competence is seen as a transversal key competence because it also consists
of several underlying competencies like language, mathematics, learning to learn and
cultural awareness. This competence is also related to the so-called 21st century skills
which all citizens should hold to ensure their active participation in society and the
economy [5, p. 1].

For teachers, digital competence is more complex and is also seen up against 21st-
century competencies. The most prominent 21st-century competencies found in
international frameworks that have been shown to offer benefits in multiple areas of life
are associated with critical thinking, communication, collaboration, and creativity and
innovation [7]. Based on the literature and previous studies in this field, it is identified
four competencies (learning competency, educational competency, social competency,

Reflection on How to Write the Learning Outcomes 599



and technological competency) that are theorized as core competencies for teachers’
innovative teaching.

The term innovative teachers are adopted as a result of teachers’ responsibility to
attract student’s interest and attention in new ways. Innovative teaching is a necessity
for all teachers in order to meet the educational needs of the new generations [8].

2.3 Teachers Digital Competence

The technological competence is critical because technology creates great opportunities
for teachers to inspire curiosity, imagination, and their students’ interest. Competence
refers to that teachers are aware of how to integrate educational technologies, provoke
critical thinking, and deepen student understanding. Teachers also need to be able to
find the necessary information among information available on the internet, to integrate
this information which often coming from multiple sources, and to effectively use this
information to solve teaching problems [13]. Taking in concern the definition of digital
competence (also referred to as core competencies, key competence, and generic
competence), the definition indicates that being digitally competent involves more than
having technical skills. Technical skills and the ability to use specific tools are only two
of many underlying competencies within digital competence. However, digital com-
petence for teachers include more than technological competence and is more complex
than citizens’ average use and other professional groups. While teachers need to hold
basic competencies, they also need pedagogical- and didactic judgments based on how
technology can expand the learning possibilities for students in certain subjects [14].
This leads to the term pedagogical digital competence (PDC) and includes a peda-
gogical aspect of digital competence into consideration [15].

The main characteristic of PDC is thus the ability to develop/improve pedagogical
work by means of digital technology in a professional context, primarily in web
course/online teaching. However, PDC involves all kinds of pedagogical work in pro-
fessional contexts where digital technology is used and adds a wider sense to PDC. There
are three levels to PDC, and their internal relationship. First, there is on a micro-level an
interaction level which involves the pedagogical interaction with students. Second, there
is a meso-level, which is on a course level and involve design and implementation of
courses, and infrastructure of education which can typically contain integration of
resources. Third and last is the macro-level which is on an organizational level. This level
focuses on educational management and the development of the organization. Strategic
pedagogical leadership is a central component of PDC on all three levels, and the com-
plexity of PDC makes this a competence that can be defined in different ways. Which
competence a course will lead to will depend on methodological choices of theories of
learning, but it is always something that finds expression in concrete action. Regardless of
theory applied PDC can always be evaluated, documented and developed. In principle
developed PDC always results in better support for students’ learning [15].

Based on this, PDC can be defined as: “The concept of pedagogical digital com-
petence refers to the ability to consistently apply the attitudes, knowledge and skills
required to plan and conduct, and to evaluate and revise on an ongoing basis, ICT-
supported teaching, based on theory, current research and proven experience with a
view to supporting students’ learning in the best possible way.” [15, p. 48].
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2.4 Writing the Learning Outcomes

The European Qualifications Framework for Lifelong Learning defines learning out-
comes as a statement of what a learner knows, understands and can do when completing a
learning process. What a student knows, understand and can do are defined in terms of
knowledge, skills, and competence. [9, p. 17]. The same definition is used in Defining,
writing and applying learning outcomes: A European Handbook [5, p. 29]. One of the
basic theories in the European Handbook is Bloom’s taxonomy. Bloom’s taxonomy is an
important theory that have influenced the thinking about learning outcomes and pro-
gression. A central focus in this taxonomy is action verb, and good learning outcomeswill
be described with action verbs that identifies what action the student should be able to
perform. The action verbs are made solely associated with the cognitive dimension of
learning, but it is important to avoid ambiguous verbs. Examples of ambiguous verbs are
“know”, “understand”, “enjoy”, “determine” and “appreciate”. Examples of precise
words are “identify”, “distinguish between”, “assemble”, “adjust” and “solve” [9, p. 49].
Even if a framework might ease the writing of the learning outcomes, outlining knowl-
edge, skills, and competence as the main elements, there are still some challenges. First,
one needs to be careful about treating outcomes of learning as information bits that can
be selected and combined at will. This can ignore the extent to which knowledge, skills,
and competence are related and interdependent and lead to neglect of the conditions [9,
p. 45]. Second, it might be challenging to select learning outcomes that are appropriate
and reflect the particular purpose and context in question [1].

Bloom’s taxonomy has been reviewed and adjusted several times, but some
describe the original Bloom’s taxonomy from 1956 as a good starting point for writing
the learning outcomes [7]. The taxonomy is a hierarchical level categorization of
cognitive learning, where one moves from basic knowledge and comprehension to
increasingly complex skills. The action verbs associated with each level of this tax-
onomy is a good starting point for writing the learning outcomes. Table 1 shows in the
left column the levels of the taxonomy, while the right column is the verb. A good
learning outcome will have a verb that identifies what students should be able to do,
and under what conditions they should be able to demonstrate this.

Table 1. Bloom’s taxonomy [7, p. 70]

Keywords

I. Knowledge: Remembering information Define, identify, label, state, list,
match

II. Comprehension: explaining the meaning of
information

Describe, paraphrase, summarize,
estimate

III. Application: using abstracts in concrete situation Determine, chart, implement,
prepare, solve, use, develop

IV. Analysis: breaking down a whole into component
parts

Point out, differentiate, distinguish,
discriminate, compare

V. Synthesis: putting parts together to form a new and
integrated whole

Create, design, plan, organize,
generate, write

VI. Evaluation: making judgments about the merits of
ideas, materials or phenomena

Appraise, critique, judge, weigh,
evaluate, select
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According to Bloom’s taxonomy, well-written learning outcomes will consist of
verbs that identify what action the students should be able to perform, under which
conditions students should demonstrate the mastery, and how the mastery may be
evaluated [7].

Knowledge is stated as one of three elements in the written learning outcomes, and
when describing the knowledge, it should consist of words like define, identify, label,
state, list, and match. Comprehension, application, analysis, synthesis are all levels that
refer to the element skills [7]. Each level includes verbs that should be mentioned in
the learning outcomes as shown in the right column in Table 1. The last element in the
learning outcomes, competence, is when students use knowledge and skills in work or
study situations [10]. The main distinction between competencies and true learning
outcome is that the learning outcomes are written so that it can be measured or
assessed. For example, to state that a student will understand or know some facts or
topics are good objectives, but it is not easily measured [7]. Having in mind that
objective is road-based learning outcomes as goals that are intended to arise as a result
[6]. Readers are referred to the Taxonomy of educational objectives: the classification
of educational goals [16], for a detailed explanation of Bloom’s taxonomy.

In the introduction, it was pointed out that students need specific outcomes to reflect
on throughout and after a course. The written learning outcomes are important for the
students throughout a course to be able to identify which way they are going. The
learning outcomes are also important for students after a course to be made aware of the
competencies that they have developed during a course. Without, the learning out-
comes it would be like planning a journey and don’t know where to go before the
journey start, you may end up somewhere you do not want to be [6]. However, it is
worth mention that students are unlikely to seek out, read or reflect on the learning
outcomes unless they are specifically encouraged to do so by teachers, or communi-
cated through assessment practices [4].

3 Description of Method and Case

The purpose of this research is to promote some explanations and clarifications that can
ease the writing of the learning outcomes. This case study is organized according to the
pattern identified in relevant literature, frameworks, and standards common for Euro-
pean countries. Findings in the literature are compared to the learning outcomes as it is
written in the course Applied Programming for Teachers today. Each element used in
this research is examined separately before considering all of the elements together.

As explained in the introduction, this is not a close examination of the learning
outcomes for the course in this research but outlines some example on how to write the
learning outcomes, and where to start.

The Norwegian University of Science and Technology (NTNU) have created a
Development Guide for study plans and course descriptions that is a standard
requirement specification for all studies. The Development guide points out that the
description of the learning outcomes on a course level should be more concrete and

602 H. A. Olstad and M. Rouhani



measurable than the descriptions on a program level. This because it is the sum of all
courses in a program that ensure that the total learning outcomes of a program are
covered. Further, the Development guide provides some example on how to write the
learning outcomes focusing on knowledge and skills. One example is that formulation
such as “The candidate understands key theories within…” should rather be described
as “The candidate shows good understanding of theories within…”. Another example
is the use of active verb with explicit subjects and rather write “candidate understand”
instead of “it is understood” [17]. The Development guide offers no explanation of
what each category knowledge, skills, and competence are or why each of them is
important but is a table divided into the three categories knowledge, skills, and com-
petence. Several institutes at NTNU have developed forms based on this guide. Here
one can fill in information related to the course or program, and the learning outcomes
are one part of the form. The form does not explain what each category knowledge,
skills, and competence are or why each of them is important. The form is also used in
the description of the learning outcomes in the course Applied Programming for
Teachers.

Applied Programming for Teachers is one of two online courses for teachers within
ICT Programming. These two courses build on each other where the first one is Basic
programming for teachers. The second course, Applied Programming for Teachers, will
give students a deeper understanding of basic programming and how this can be
applied to solve issues within different subject areas. The learning objective of the
second course is to provide in-service teachers with insight on how to use programming
to create digital solutions. This course focuses on the knowledge students need to
become a teacher, and how they can ease students learning process and understanding
of programming. Further, it gives guidance to programming in school and other sub-
jects and activities where programming is used to support learning. The course cur-
rently has 83 participants, but this will more than double for the next year. The course
has already received applications from 320 qualified applicants, of which 200 of these
will be invited to participate in the course. Table 1 shows the description of the
learning outcomes as it is written today. Here the teacher started on the top of the form
describing the knowledge, the skills and finally the competencies.

Table 2. Learning outcomes: applied programming for teachers

Knowledge • Detailed knowledge of constructions and structures in modern
programming

• Knowledge of programming languages, tools and methodology, both
pedagogically oriented solutions and solutions that are used
professionally

• Basic understanding of the software’s function in electronics and robots
• Basic insight into the technique and methods for testing and misfire in
major program projects

(continued)
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The First author in this paper is currently a Pd.D. candidate in Computer Science,
with the aim to highlight what competencies students hold after completing higher IT
education. The second author is the primary teacher and responsible for the subject
Applied Programming for Teachers and is also responsible for writing the learning
outcomes in this course. In this research, the first author has done the writing and
review of the literature. Together we have discussed challenges that may arise when
writing the learning outcomes and gone through the learning outcomes as they are
today for this course. The discussion outlined that without any clear guideline on what
knowledge, skills, and competence could consist of and where to start, it is challenging
to write the learning outcomes. One competence often mentioned in 21st-century
education, and essential for teaching today is digital competence. This is the compe-
tence that will be discussed further in this paper related to the learning outcomes.

4 Result and Discussion

A starting point for writing the learning outcomes pointed out in the literature is to
identify competencies students can achieve by attending a course or a program. One
competence students will hold after attending the course Programming for teachers is
stated to be Demonstrate good digital competence. This statement raises questions like
how can good digital competence be demonstrated, and what is good digital compe-
tence? First, digital competence consists of several underlying competencies because it
is a transversal key competence [5]. To stat that participants get digital competence by
attending one course could be a little ambitious, but may be suited better for a program.
Second, to demonstrate something will be connected to skills, and under what con-
dition students should demonstrate the mastery [7]. The digital competence for teachers
is in additional transversal because it includes pedagogical- and didactic judgments.
When pedagogical- and didactic judgments are included the existence of other

Table 2. (continued)

Skills • Develop and test programs with some complexity
• Utilize modern programming tools and assess their suitability in teaching
and learning

• Identify and evaluate programming that should be included in simple
technological solutions, understand the difficulty, scope and suitability in
a teaching situation

• Understand how creativity and collaboration can be utilized to promote
programming learning

Generic
competence

• Convey knowledge of programming and the didactics of the subject to
others, both written and oral

• Discuss, describe and evaluate solutions with some complexity
• Plan varied work tasks and programming projects, focusing on creativity
and social learning

• Evaluate ethical issues related to programming
• Demonstrate good digital competence
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underlying competencies occur. An underlying competence may be more suited for
Applied Programming for Teachers. Example of one underlying competence that might
suit the course is technological competence, which includes how to integrate educa-
tional technologies, provoke critical thinking, and deepen student understanding.
Further, this provides skills such as synthesis and analyze. For example, to integrate
information from multiple sources requires the ability to plan and organize, in another
word synthesis. To be able to integrate information from multiple sources also requires
the skill analyze because the information from several sources needs to be compared.
Also, competencies on a micro level can be included like pedagogical interaction with
students. The micro level will also lead to strategic pedagogical leadership competence
[15]. Given that the course focuses on the knowledge students need to become a
teacher, and how they can ease students learning process and understanding of pro-
gramming, it also leaves students with the tree competencies Learning competence,
Educational competence, and Social competence.

When it comes to knowledge and skills, there seem to be significant differences
between the recommendations given by Cedefop [9] and Blooms Taxonomy described
by Hartel and Foegeding [7], and the Development guide provided by NTNU [17].
While Cedefop [9] and Hartel and Foegeding [7] refer to words like know and
understand as ambiguous verbs, the Development guide recommends these verbs.
Thus, it may seem that the Development guide is somewhat indistinct. First, the
Development guide recommends ambiguous verbs, and second, it points out that the
description of learning outcomes on a course level should be more concrete and
measurable than the specifications on a program level. This may lead to some con-
fusions because ambiguous verbs may appear to be a contradiction to something that
should be precise. Further, the Development guide does not offer a description of where
to start when writing the learning outcomes, and the focus on competence is very
limited. Since the various competencies require students to hold specific knowledge
and specific skills, competencies are the first step towards writing the learning out-
comes [5, p. 49].

When it comes to the knowledge listed in Table 2, this also seems to be ambiguous,
if we are to follow the verb described in Bloom’s taxonomy. Statements like knowl-
edge of, detailed knowledge of, basic understanding, and basic insight, are all words
that not easily are measurable. At the same time, words like this can ignore the
relationship with subsequent ability and competence [9, p. 45]. Knowledge is infor-
mation students should remember, and consists of action verbs like define, identify,
label, state, list, and match. When students prove that they are capable of doing some of
this action, they show that they possess the knowledge the course is meant to provide.
Since what is listed within knowledge in Table 2 do not consist of action verb the
knowledge may not be sufficiently described as it is today. Two examples here are
Detailed knowledge of constructions and structures in modern programming and Basic
insight into the technique and methods for testing and misfire in major program
prospects. The first example could be replaced with Identify constructions and struc-
tures in modern programming. The second example could be replaced with State
misfire in major program projects, technique and methods for testing. To state that a
student will understand or know some fact or topic is a good objective but are not fitted
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as learning outcomes [8]. Words like know and understand is too ambiguous and might
create some confusion about what’s actually learned.

Also, the element skills might be confusing for students in this course, and espe-
cially Understand how creativity and collaboration can be utilized to promote pro-
gramming learning. Again, understand together with knowledge of some facts or topic
could be a good objective for the course, but may not fit for describing what student
actually can do. Creativity is a valid term to use and is also one of the mentioned in
teachers’ digital competence [12]. In Table 2, however, creativity is described as
something students should understand instead of with an action verb that typical shows
that students can demonstrate creativity. This might be more appropriate if this skill
were described with words like putting parts together to form a new and integrated
whole, or in other words, design. Using verbs from Bloom’s taxonomy, this skill could
be written, for example, as Design programming learning through creativity and
collaboration.

The writing of the learning outcomes for this course might have been challenging
because the competencies that are described sounds more like knowledge and skills
except for Digital competence. Example of skills are the words plan, evaluate and
convey listed under the element competencies, in Table 2. These are all action verbs
connected to skills and might be more suitable for this purpose. There are listed several
competencies in the learning outcomes for the course Applied Programming for
Teachers and one competence will typically have several specific outcomes. Looking at
the amount of knowledge and skills in Table 2, compared to competencies listed, might
be the first sign that this might not be an adequate learning outcomes. In the learning
outcomes five competencies are listed, four types of knowledge and four types of skills.
This is less than two outcomes for each competence. Also, as mentioned earlier, since
this is a course for teacher’s competencies attached to pedagogical- and didactic
judgment might be more appropriate. Descriptions of pedagogical work in professional
contexts or strategic pedagogical leadership might be better choices than Good digital
competence for the course Applied Programming for Teachers. This involves all kinds
of pedagogical work in professional contexts where digital technology is used. It may
also be advisable to look more closely at the remaining competencies listed in Table 2.
Here it can be recommended to take into account what competencies are and are not,
and Bloom’s Taxonomy described briefly in Sect. 2.4 Writing the learning outcomes.

Plan varied work tasks and programming projects, focusing on creativity and social
learning, seems more like skills. Also, the competence Discuss, describe, and evaluate
solutions with some complexity, is more connected to skills than it is a core compe-
tence. To be able to state that students have a specific competence, they who write the
learning outcomes need to know what is expected within that competence. For
example, reviewing relevant literature showed that digital competence is a complex
competence because it consists of several underlying competencies. It is also recom-
mended to look into the content of the course and identify if the content is suitable for
the competencies that will be listed in the learning outcomes [2].
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5 Conclusions and Further Work

This research shows that writing meaningful learning outcomes can be challenging,
even with a development guide. A development guide needs a description of the
meaning of each element knowledge, skills and competence, and where to start.
Without this description, there is a risk of neglecting the relationship and interdepen-
dent between knowledge, skills, and competence, as seen in this case. For the course
Applied Programming for Teachers, several competencies listed in Table 2 are iden-
tified as skills, and this might be the reason for the use of ambiguous descriptions listed
in knowledge and skills.

Today only the Good digital competence appears as a pure competence, but it may
be too broad for a single course. Further, digital competence might not be appropriate
because it does not reflect the particular purpose and context in question. Since this is a
course for teachers, it should include pedagogical- and didactic competencies. Also,
competencies on a micro level like pedagogical interaction with students, strategic
pedagogical leadership and learning competence, educational competence, and social
competency, may be appropriate for the course Applied Programming for Teachers.

The identification of competencies student can gain by attending a course is the first
step towards the development of the learning outcomes [5, p. 4]. It is indicated through
the literature that there is a need for knowing what is expected within each competence
listed, and then look into the course content and identify if this suits the competence.
Further, words like know and understand are challenging to measure and asses. This
indicates that several of the descriptions listed in Table 2 are too ambiguous. The
description of the learning outcomes as it is written today may give unclear depen-
dencies between knowledge, skills, and competencies. The description may also create
confusions among students when it comes to where they are going and what is
expected that they can do at the end of the course. The examples given Sect. 4 Result
and discussion might provide some guidelines on how to write the learning outcomes.

This paper has not completed a full evaluation of the learning outcomes for the
course Applied Programming for Teachers but given some example, based on a review
of relevant literature. Further work should evaluate the learning outcomes as a whole
for this course, and identify competencies through the course content. As mentioned in
the introduction, students’ reflection on learning outcomes will promote students with
knowledge of where they are going and what they can do at the end of a course. Further
work should, therefore, also investigate ways to use the learning outcomes for
reflection, to better prepare students for employability through the competencies they
gain.
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Abstract. The paper deals with the process of acquiring professional vocabu-
lary and grammar in English for Specific Purposes (ESP) in pre-service teacher
preparation. The main objective of the research was to (1) discover how much
students learn in the ICT-enhanced process of instruction, where autonomous
work and collaborative learning are applied so that to build preconcepts and re-
construct misconceptions in ESP; (2) detect the sources students exploited
towards acquiring the learning content. The research was conducted at the
Faculty of Education, University of Jan Evangelista Purkyne, Usti nad Labem,
Czech Republic. Research sample consists of 62 probands enrolled in bachelor
and master study programmes English Language and Literature and Teaching
English Language and Literature. The research process is structured into three
phases, and didactic tests are applied after each of them. Moreover, types of
sources students used for acquiring the learning content were monitored and
analyzed. Six hypotheses were tested and results showed statistically significant
increase in knowledge after each phase.

Keywords: Higher education � ESP � English for Specific Purposes �
English grammar � Professional vocabulary � e-Learning � Pre-service teacher

1 Introduction

Fast technical and technological development produces outcomes which accelerate
changes in sustainable societies. All fields of life are impacted, including education.
Teaching and learning methods, roles of teachers and learners, competencies required
from them, educational environment and other factors are continuously under the
process of development. Since their very beginning, information and communication
technologies (ICT) have been contributing to this process. They provide tremendous
opportunities for revising current approaches and practices in the field of education and
implementing appropriate methodologies in the teacher education, i.e. both in the pre-
service teacher preparation and in-service teacher training, which consequently changes
ways how learners acquire new knowledge.

In the Czech Republic, the master degree in pedagogy and one subject as minimum
is required from teachers at all school levels. Moreover, as the role of English language
as lingua franca is more and more important in the current globalized world, teaching
English as a foreign language has a key role in education. And, to acquire English for
Specific Purposes, i.e. the language of profession, is highly required. In compliance
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with these demands, the pre-service teacher preparation needs to be efficient both in the
field of methodology and English language. Considering these requirements, autono-
mous and collaborative learning (instead of others) can be applied to reach this
objective, and ICT have the potential to enhance the process.

Reflecting the above mentioned, the main objective of this article is to present,
analyze and discuss results of research focused on acquiring English professional
vocabulary and grammar within English for Specific Purposes (ESP) with pre-service
teachers at the Faculty of Education (FE), University of Jan Evangelista Purkyne
(UJEP), Usti nad Labem, Czech Republic.

2 Theoretical Background

The process of acquiring English professional vocabulary and grammar within English
for Specific Purposes (ESP) with pre-service teachers applies autonomous work, col-
laborative learning, ICT support towards building preconcepts and re-constructing
misconceptions.

Before the research started, all participants reached a similar level of general
English knowledge and hardly any experience in ESP. As stated by Comenius in the
17th century [1], the chance of remembering information which comes to the brain is
much higher, if it is subjectively considered important and emotionally supported by
the learner, if it is sensed by more than one sense at the same time, if it is associated
with anything known before, as well as discovered by the learners themselves. As
continuously adjusted to the newly developed knowledge and learner’s experience, the
more frequently the information is recalled, the more it differs from the primary pre-
concept [2]. Learner’s memory can be improved by exploiting efficient learning
strategies which reflect individual strengths and arrange the information to be acquired
in appropriate order [3]. Moreover, other factors may impact the process of learning,
e.g. stressful environment, learner’s tiredness, boredom – extremely high levels
decrease learner’s quality of remembering, whereas mild levels support this process
[4]; feelings of success and/or failure [5]; personal goals, and also the quality of sleep,
when each information in memory network is predisposed to interfere, and the key
consolidation comes when sleeping [6].

Irrespective the previous length of institutional education, learners’ preconcepts
may not be correct. However, learners consider them valid until enough evidence is
collected to change their understanding. This phase may take a long period, in some
cases till the adult age [7]. The exploitation of mixed-method approach (autonomous
work, collaborative learning, ICT support application and others) in the pre-service
teacher preparation is expected to assist the di10dactic modification of preconcepts and
misconceptions which were developed within learner’s previous studies of English
language.

The benefit of working together is fairly obvious and collaborative learning
approach works to provide students opportunities to engage with each other in
thoughtful learning through peer interaction. This strategy addresses both the profes-
sional and social skills simultaneously. It is reported to be highly successful because of
its need for interdependence in all levels, providing students with the tools to
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effectively learn from each other. And, it is a team approach where the success of the
group depends on activities in which students team together to explore a significant
question as well as upon everyone pulling his or her weight. Collaborative learning can
be synonymous with social constructivism where collaboration leads to co-constructing
new knowledge and meaning [8].

Learner’s autonomous work is part of the process of autonomous, also called self-
directed, learning. This is defined as an approach, in which individuals take respon-
sibility for their learning; constructivist approach is applied in which students actively
participate in the process of understanding within the learning context; learners focus
on and control of learning rather than a teacher, and they also regulate and control their
own learning activities [9]. In other words, it is the learner who takes responsibility for
his/her own learning, sets goals, chooses language learning strategies, monitors pro-
gress, and evaluates his/her successful acquisition.

Generally, information and communication technologies (ICT) work as a sup-
portive tool in all learner’s activities, including the search for sources (study materials),
as applied in this research.

To sum up, the main contribution of the research is that the autonomous work and
collaborative learning supported by ICT are exploited simultaneously within learning
ESP. Similar, but not identical approaches were applied by e.g. Huang et al. [10] who
researched the autonomy in English language teaching of novice secondary school
teachers, by Zao [11] who focused on the ability of autonomous learning with college
students, or Chen and Yu [12] who conducted a longitudinal case study of changes in
students attitudes and participation in collaborative learning.

3 Methodology

3.1 Research Objective

The main objective was to (1) discover how much students learn in the ICT-enhanced
process of instruction which includes autonomous work and collaborative learning
towards building preconcepts and re-constructing misconceptions in ESP, particularly
in acquiring professional vocabulary and grammar; (2) detect the sources students
exploited towards acquiring the learning content.

3.2 Research Sample

Totally 62 probands participated in the research. They all were enrolled in study
programmes of English and literature, and teaching English and literature. Nearly half
of them (29) were males (46%), the age of 40 students (65%) was in the range of 19 –

23 years, the age of 22 students (35%) was in the range of 24 – 36 years. Their level of
general English was defined by the results of entrance exam as B2 of Common
European Framework of Reference for Languages (CEFR) level as minimum [13].
Within CEFR, six levels are distinguished: Basic user: A1 (breakthrough, or beginner),
A2 (waystage, or elementary); Independent user: B1 (threshold, or intermediate), B2
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(wantage, or upper intermediate); Proficient user: C1 (effective operational proficiency,
or advanced), C2 (mastery, or proficiency).

At the Faculty of Education (FE), University of Jan Evangelista Purkyne (UJEP),
Usti nad Labem, Czech Republic, the amount of applicants exceeds the amount of
those who can enroll the above mentioned study programmes. Therefore, the process of
entrance exams is very competitive and only the best applicants succeed, reaching the
B2 level as minimum. English general vocabulary and grammar are developed through
all subjects, as they all are taught in English. Moreover, students attend six courses of
Practical Language (PL) during the bachelor study programme, where all language
skills are under the focus and particularly direct communication activities are con-
ducted. During the semester (14 weeks long) students attend two face-to-face lessons
per week (45 min each). So that to support the level of professional language (ESP),
professional vocabulary and grammar from the field of linguistics and literature are
acquired. Students also have online courses for each subject available in the LMS
Moodle providing them with additional materials for reading, practising and testing
their knowledge through autonomous learning. For the bachelor the exam the C1 level
of CEFR is required.

3.3 Research Process, Methods and Tools

Reflecting their previous experience in learning English, participants had their pre-
concepts built for general English whereas their knowledge of ESP (i.e. professional
vocabulary, grammar, professional stylistics etc.) was being developed step-by-step
since the beginning of their bachelor studies. So as to avoid forming misconceptions,
authentic sources are exploited as study materials to help construct their knowledge in
the ESP field as well. As the theory of constructivism claims knowledge (preconcept) is
not passively accepted but actively built in the process of cognition [14] and learning
activities intentionally change learners’ preconcepts and correct potential misconcep-
tions [7]. Therefore, in this research, students’ task was to actively search for the
sources (professional texts) through autonomous work; however, they could
collaborate/cooperate during this process, and ICT were expected to support students’
activities.

The research process was structured into three phases.
Within the first phase, when learners preconcepts were monitored, when the pretest

was administered on the first face-to-face lesson of PL before the process of acquiring
new learning content started. Students received a list of 44 grammar phenomena in the
electronic form. They were to write a simple sentence containing each phenomenon in
appropriate context. The choice of grammar phenomena reflected the required starting
level of English knowledge at the beginning of the first year of university study which
is B2 of CEFR. The terminology of phenomena was both in English and Czech
language. Reflecting the minimum required starting level of English knowledge for the
students in the research sample, the phenomena were divided in two groups which
followed the CEFR requirements for A2 (elementary level) and B1 (intermediate level)
groups:

On A2 level, 20 phenomena were listed (G1-20): Irregular Noun in plural;
Uncountable Noun; Comparative or Superlative form of Adverb; Present Simple tense;
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Present Continuous; Past Simple Past Continuous; Future action expressed by Will,
Going to, Present Continuous; Present Perfect Simple; Present Perfect Continuous; Past
Perfect; Past Perfect Continuous; Modal verbs; There is/There are; Would rather; Had
better.

On B1 level, other 24 phenomena were included (G21-44): three types of Condi-
tional sentences; Future Perfect Simple; Future Perfect Continuous; Wish clauses for
the Present and Past; expressing the Purpose; Time clause for future actions; Relative
clause; word order in Indirect speech; Sequence of tenses; Subject with Infinitive
structure; Object with Infinitive structure; Modal verb with Past Infinitive; Gerund or
Infinitive form; Have Something Done structure; Used to with Infinitive; Used to with -
ing form; Make/Do sentences; Who/What question; Question tags; So am I/Neither am
I. Time for completing the appropriate sentences was 70 min. After the lesson, the list
was submitted to the Learning Management System (LMS) Moodle. Each sentence was
assessed by the teacher (one point per correct sentence; maximum test score was 20
points for G1-20 part, and 24 points for G21-44 part). These results are called the
pretest scores further on.

Within the second phase, after receiving teacher’s feedback on pretest results
towards rebuilding misconceptions, autonomous learning was applied: students sear-
ched for, found, and read sources (professional texts) relating to their field of study and
work, i.e. professional books, articles in journals, manuals, novels, stories etc. Based on
student’s decision and equipment, the search for sources could be supported by latest
technologies and devices. The reading focused on the 44 listed grammar phenomena,
and when one was found, the whole sentence containing the appropriate grammar
phenomenon and professional vocabulary was added to the list, including the reference
to the source. So as to create as good as possible list of sentences, students were
allowed (or even encouraged) to use both printed and e-sources for reading and to
exploit various learning aids, e.g. a presentation created by the teacher which provided
the summary with comments on all required grammar phenomena and few samples,
any grammar book or student’s book with exercises and the key, web pages relating to
learning English, printed and e-dictionaries etc. Moreover, students were allowed (and
encouraged) to conduct discussions, both in the LMS or on social networks, to consider
the appropriateness (in/correctness) of single sentences, to share sources and methods
of searching for single phenomena. Thus the misconceptions could have been corrected
(re-constructed) and new concepts built.

The total time for completing the list was six weeks; then, it was submitted through
the LMS and assessed by the teacher as post-test1. Identically to the pretest, one point
per correct sentence was scored (maximum score was 20, resp. 24 points). The teacher
provided feedback to each student – correct and incorrect sentences were distinguished
and links to study materials with further explanations were provided to the student. As
the amount of sentences was high, the feedback was sent within two weeks, one month
before the end of semester as minimum. Advanced students completed the list of
sentences in the time shorter than six weeks, so the “first come first served” principle in
providing the feedback was applied by the teacher. Then, student’s task was to study
the feedback and continue the process of acquiring the grammar; and if needed, to
contact the teacher for further support. As the online courses in LMSs were available
through computers, notebooks, smartphones and other mobile devices, the blended
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learning approach was applied combining face-to-face lessons and autonomous work
supported by latest devices and technologies.

Within the third phase, after autonomous learning and receiving teacher’s feedback
on post-test1 results towards rebuilding misconceptions, student’s final knowledge was
tested at the end of semester in the form of face-to-face post-test2. The task was to write
simple sentences using professional vocabulary and showing each grammar phe-
nomenon in the context. This task was rather difficult because not only the knowledge
of grammar phenomena, their structure and spelling, but also the context and profes-
sional vocabulary were required. No didactic aids were allowed during the testing.
Identically to the pretest and post-test1, one point per correct sample was scored
(maximum score was 20, resp. 24 points). This result is called the post-test2 score [15].

3.4 Hypotheses

Reflecting the above described theory, research process and objective, six hypotheses
were set, considering the learning content in three categories: G1-44, G1-20, G21-44:

H1: A statistical significant difference between pretest and post-test1 scores in the
category of grammar phenomena G1-44 exists.
H2: A statistical significant difference between pretest and post-test1 scores in the
category of grammar phenomena G1-20 exists.
H3: A statistical significant difference between pretest and post-test1 scores in the
category of grammar phenomena G21-44 exists.
H4: A statistical significant difference between post-test1 and posttest2 scores in the
category of grammar phenomena G1-44 exists.
H5: A statistical significant difference between post-test1 and posttest2 scores in the
category of grammar phenomena G1-20 exists.
H6: A statistical significant difference between post-test1 and posttest2 scores in the
category of grammar phenomena G21-44 exists.

4 Results

Totally, 2,728 sentences should have been provided, however, four sentences were
missing. In fact, 2,724 sentences were submitted. Data were structured according to the
tests they were collected from, i.e. pretest, post-test1 and post-test2, and the categories,
i.e. G1-44 (all phenomena), G1-20 (A2 level according to CEFR) and G21-44 (B1 level
according to CEFR) phenomena. The Wilcoxon Signed Rank test was applied to
calculate the paired differences between the tests; Z-values were exploited to
verify/falsify each hypothesis on significance level a = 0.05. Results are structured into
two parts: (1) descriptive statistics and (2) testing hypotheses.

4.1 Descriptive Statistics

Results of descriptive statistics are displayed in Table 1. They present the values of
total amount of respondents (N), Mean, Standard Deviation (SD), Minimum and
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Maximum score, Score range, Median, Mode and results of two tests of normality data
distribution (Shapiro-Wilk W test and Kolmogorov-Smirnov test).

As clearly seen mainly from the Mean values, the increase in test scores was
detected in all three categories of grammar phenomena (G1-44, G1-20, G21-44) when
comparing pretest to posttest1 scores as well as posttest1 to posttest2 scores.

4.2 Testing Hypotheses

Hypotheses were tested in two steps: (1) the results of hypotheses H1, H2 and H3
comparing the differences between pretest and post-test1 scores are presented; (2) the
results of hypotheses H4, H5 and H6 considering the differences between post-test2
and post-test2 scores are displayed.

Grammar Phenomena G1-44. First, the paired difference for pretest score and post-
test1 score was calculated for grammar phenomena G1-44 by Wilcoxon Signed Rank
test. Reaching the Z-value = 6.7541, the hypothesis H1 was verified (a = 0.05;
probability level = 0.000000). This result means that statistically significant difference
was discovered between the pretest and post-test1 scores.

Second, the paired difference for post-test1 and post-test2 score was calculated for
grammar phenomena G1-44 by Wilcoxon Signed Rank test. Reaching the Z-
value = 3.8248, the hypothesis H4 was verified (a = 0.05; probability level =
0.000131). This result means that statistically significant difference was discovered
between the post-test1 and post-test2 scores.

Grammar Phenomena G1-20. First, the paired difference for pretest score and post-
test1 score was calculated for grammar phenomena G1-20 by Wilcoxon Signed Rank
test. Reaching the Z-value = 6.6667, the hypothesis H2 was verified (a = 0.05;
probability level = 0.000000). This result means that statistically significant difference
was discovered between the pretest and post-test1 scores.

Table 1. Descriptive statistics G1-44, G1-20, G21-44.

G1-44 G1-20 G21-44

Pretest Post1 Post2 Pretest Post1 Post2 Pretest Post1 Post2

N 62 62 62 62 62 62 62 62 62
Mean 29.34 35.60 36.14 14.66 18.06 18.24 11.03 16.11 16.75

SD 8.5496 6.5352 8.8352 3.7326 2.3738 2.2881 6.0434 5.0085 4.5075
Min 4 18 7 6 6 6 2 5 7
Max 42 44 43 20 20 20 22 23 23

Range 38 26 36 14 14 14 20 18 16
Median 32 37 31 15 19 19 11 17 18

Mode – 37 30 15 19 19 3 22 18
Shap.-
Wilk.

0.9203
(R)

0.9287
(R)

0.9445
(R)

0.9340
(R)

0.7208
(R)

0.6770
(R)

0.9331
(R)

0.9440
(R)

0.937
(R)

Kolm.-
Smir.

0.1699
(R)

0.1581
(R)

0.1162
(R)

0.1054
(CNR)

0.2661
(R)

0.2749
(R)

0.1361
(R)

0.1145
(R)

0.1246
(R)

Shap.-Wilk.: Shapiro-Wilk W test; Kolm.-Smir.: Kolmogorov-Smirnov test; R: Reject normality; CNR:
Cannot reject normality; (Source: own)
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Second, the paired difference for post-test1 and post-test2 score for the FE group
was calculated for grammar phenomena G1-20 by Wilcoxon Signed Rank test.
Reaching the Z-value = 2.6381, the hypothesis H5 was verified (a = 0.05; probability
level = 0.008337). This result means that statistically significant difference was dis-
covered between the post-test1 and post-test2 scores.

Grammar Phenomena G21-44. First, the paired difference for pretest score and post-
test1 score was calculated for grammar phenomena G21-44 by Wilcoxon Signed Rank
test. Reaching the Z-value = 6.2706, the hypothesis H3 was verified (a = 0.05;
probability level = 0.000000). This result means that statistically significant difference
was discovered between the pretest and post-test1 scores.

Second, the paired difference for post-test1 score and post-test2 score was calculated
for grammar phenomena G21-44 by Wilcoxon Signed Rank test. Reaching the Z-
value = 3.7282, the hypothesis H6 was verified (a = 0.05; probability level =
0.000193). This result means that statistically significant difference was discovered
between the post-test1 and post-test2 scores. Z-values and p-values are displayed in
Table 2.

To sum up, in G1-44 category the results show the statistically significant increase
in post-test1 score compared to pretest (+6.26); and further significant increase was
detected in post-test2 score compared to post-test1 (+0.54). In G1-20 category the
results show the statistically significant increase in post-test1 score compared to pretest
(+3.40); and further significant increase was detected in post-test2 score compared to
post-test1 (+0.18). In G21-44 category the statistically significant increase was even
higher in post-test1 compared to pretest (+5.08); and further significant increase was
discovered in post-test2 score compared to post-test1 (+0.64). When total differences
between pretest and post-test2 scores are compared, the increase of +6.80 was calcu-
lated in G1-44 category, the increase of +3.580 was detected in G1-20 category, and
the increase of +5.725 in G21-44 category. Test scores are displayed in Fig. 1.

Table 2. Z-values and p-values. (Source: own).

G1-44 G1-20 G21-44
Dif.
pre-post1

Dif.
post1-post2

Dif.
pre-post1

Dif.
post1-post2

Dif.
pre-post1

Dif.
post1-post2

z-score 6.7541 3.8248 6.6667 2.6381 6.2706 3.7282
p-score 0.000000 0.000131 0.000000 0.008337 0.000000 0.000193
Hypothesis H1

verified
H4
verified

H2
verified

H5
verified

H3
verified

H6
verified

Paired difference: Dif.
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4.3 Types of Authentic Sources

Another feature under the focus was the type of source students exploited for searching
sentences. Sources were structured according to two main types (electronic, or printed)
and ten sub-types (Table 3).

Fig. 1. Test scores in pretest, post-test1, post-test2 in categories G1-44 (All), G1-20, G21-44
(Source: own).

Table 3. Types of sources exploited for searching for sentences (Source: own).

Electronic sources Printed sources

Type 1: Electronic book dealing with the
professional topic reflecting student’s field
of education, or work

Type 6: Printed book dealing with the
professional topic reflecting student’s field of
education, or work

Type 2: Electronic book – fiction, long, e.g.
novels

Type 7: Printed book – fiction, long, e.g.
novels

Type 3: Electronic book – fiction, short,
e.g. stories

Type 8: Printed book – fiction, short, e.g.
stories

Type 4: Electronic article dealing with the
professional topic reflecting student’s field
of education, or work

Type 9: Printed article dealing with the
professional topic reflecting student’s field of
education, or work

Type 5: Electronic sources not listed above Type 10: Printed sources not listed above
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In total, out of 2,724 sentences submitted by all students; 70.34% of sentences were
collected from fine literature – fiction (long novels); 49.69% of sentences were col-
lected from printed sources and 20.65% from electronic ones. From the above listed ten
types of sources (see Table 3), no occurrences of types 5 and 10 were detected (Fig. 2).

5 Discussions and Conclusions

To sum up, all hypotheses were verified proving statistically significant differences in
test scores. When briefly considering this result, it is obvious the applied approach
works efficiently in teaching/learning English professional vocabulary and grammar
through autonomous work, collaborative learning enhanced by ICT and exploiting
authentic sources.

There may be several reasons supporting the result, none of them working sepa-
rately – they are interconnected, each of them contributing to reaching the learning
objective.

First of all, when considering the types of sources used for collecting appropriate
samples, out of 2,724 sentences submitted by all students more than 70% of sentences
were collected from fine literature – fiction (long novels), 50% of them from electronic
sources and 20% from printed books. These statistics clearly reflect the fact the pro-
bands are students of study programmes English language and literature and Teaching
English language and literature – despite being members of Y generation, living in the
e-society and exploiting ICT in a large extent as the whole generation does, they still
read printed books.

Second, starting B2 level is appropriate for working with authentic sources in ESP –

students can ground in the preconcepts built within general English and develop them
further on.

Third, students’ previous experience in using ICT for educational purposes, which
naturally differs according to the field studied [15], was reflected in the preference of
printed sources.

Fig. 2. Frequency of sources used in the research (Source: own).
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Fourth, irrespective of the starting level of English knowledge, some students had
problems with terminology, i.e. they did not know the names of single grammar
phenomena, neither in Czech, nor in English.

Fifth, student’s motivation to learning English language and individual ability to
learn autonomously produce strong impact on the whole process.

Last but not least, being aware of the fact that the task required in post-test2 was
difficult, as the application of new knowledge always is, the low(er) test scores in post-
tests2 in all categories is not so surprising.

As summarized by Uskov et al. [16], student’s personal characteristics, particularly
motivation to learn but also learning style preferences, effort to learn, level of starting
knowledge, appropriateness of didactic means used in the process of (blended)
teaching/learning, are the main criteria which play substantial role, whatever type of
learning we have in mind. Carey et al. [17] evaluated the validity of teaching English
grammar to pre-service teachers and proved the positive contribution of ICT for this
purpose. Identical approach was demonstrated by Pinto-Llorente et al. [18] who con-
ducted a quantitative study (N = 358 students aged 29 – 58 years) focused on the
process of improving grammatical competence. Students mainly highlighted the
learning autonomy in learning ESL (English as Second Language) – pace, time, and
exercises for practising single phenomena in authentic context. Authors also proved
that students’ knowledge of English grammar, including theoretical rules, improved.
Additionally, according to Liu et al. [19] a new learning pattern based mainly on the
collaborative learning in the flipped environment can be (instead of others) applied in
English classes on the higher education level.

Even though the main didactic principles are identical for centuries [20], new
methodological approaches and fast development of latest technologies offer both the
teachers and learners new ways how to reach learning contents. Reflecting this state,
teachers are to master new skills and their role is changing. However, teachers will
always work as an important factor in the process of acquiring the new knowledge,
irrespective of the extent the technologies will take within the process of instruction.
And, for every learner, irrespective their year of birth, the interest, motivation,
engagement in any activity within the process of learning will play the crucial role.

Acknowledgements. This paper is supported by IG projects N. 43101 16 2003-43 01 and 43101
16 2004-43 01 on Teaching ESP within pre-service teacher preparation.
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Abstract. While the need for the moderation of examination scripts as part of
quality assurance is globally undisputable, moderation associated risks and
challenges are more pronounced in developing countries. eModeration (online
moderation of examination scripts) can improve the user experience of an
examination moderation process while lowering the risk of losing scripts and
delaying the moderation process. Various factors could contribute to resistance
against implementing and adopting eModerate systems in Higher Education
Institutions, ranging from human factors to technical issues and organisational
resistance to change. The focus of this study is on the human factors involved in
eModeration, i.e. the factors influencing the user experience when using
eModeration. The research uses a design science research methodology, which
includes the design, development and testing of a User Experience Evaluation
Framework for eModeration. The contribution of this paper is the demonstration
of how eModeration (e-Service) is relevant to Higher Education management, as
well as the provision of some insights regarding eModerators’ user experience
of an existing system. The resultant artifact is a validated User Experience
Evaluation Framework for eModeration, which can be used to improve human
experience of electronic moderation with an emphasis on improving the quality
of educational assessment practices in developing countries.

Keywords: e-Service Moderation � User experience � Usability

1 Introduction

The role of computing has changed over the years, especially in the Higher Education
(HE) environment. There are indications of an emerging trend in research regarding
electronic moderation, but Higher Education Institutions (HEIs) face certain challenges
with the implementation and use of systems for online moderation of examination
scripts (eModeration) ranging from technical obstacles regarding internet access, file
size and infrastructure problems to human factors. More specifically, HEIs are faced
with the challenge of finding eModeration systems, which provide an acceptable user
experience level within the constraints of a developing country such as South Africa
where moderation is an integral part of ensuring standards.
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The traditional method of moderation of examination scripts involves the distri-
bution of hard copies of the actual marked examination scripts to moderators using
courier delivery or postal services, which is expensive, time consuming and not always
effective [1]. The motivation for this study stems from HEIs’ need to consider alter-
native modes of distribution when they employ Information Communication Tech-
nology (ICT) as an e-Service solution towards improving effectiveness, efficiency and
resilience. Resilience, namely the ability of systems to cope with external shocks and
trends [2] is an important consideration in HEI’s. User experience is a critical part of
making any information system – including eModerate systems used in HEIs – more
acceptable and resilient, but the evaluation of these eModeration systems are lacking.
Therefore, the research question for this paper is: how will the implementation of a
User Experience Evaluation Framework for eModeration influence eModeration
practices (e-Services) within the context of Higher Education Institutions in South
Africa? This paper addresses the knowledge gap by reporting on the empirical eval-
uation of a User Experience Evaluation Framework for eModeration implemented in
South Africa. The contribution is an updated eModeration Framework together with
new insights on the challenges of implementing a resilient eModeration system in a
developing country, which is moving away from traditional methods of moderation.
The e-Service under discussion in this paper will be that of an eModerate system while
the e-Society will be management and eModerators in HEIs.

The paper is structured as follows: the literature review is followed by sections on
the methodology and the research results respectively. The findings are discussed and
the resultant framework is explained before presenting the contribution of this paper.

2 Literature Review

2.1 eModeration

In contrast to online assessment and automated marking, which have been researched
in depth and applied in various HEIs successfully, electronic examination script
moderation is still a relatively new phenomenon, and related software applications are
limited and not widely used. This paper focuses on this relatively under-researched
area.

Different online assessment technology tools exist which allow HEIs to assess their
students making use of electronic technology [3]. Although little effort has been made
to adopt these innovative technologies where HEIs are still using traditional assessment
methods [4], the need to enhance student learning in tertiary institutions is playing a
role to accelerate the conversion from paper-based to digital methods [4, 5]. Similarly,
the need to optimise moderation processes prompts the transformation from traditional
paper-based moderation methods to electronic examination script moderation in HEIs.
Digital systems could overcome the challenges that are typical of a developing country,
such as slow and unreliable postal services, expensive courier systems, the involvement
of distant international experts and feedback to students enquiring about their marked
scripts.
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The concept of eModeration is used in various contexts, for example, mentoring
and discussions between lecturers and students on digital platforms [3, 6–12]. Adie’s
studies [13] on social moderation focus on lecturers acting as eModerators who pur-
posefully develop agreements on standards, quality and consistency of assessment
judgement across different programmes. Adie [14] further proposes a theoretical
framework for online professional discussion. Grainger, Adie and Weir [15] use social
moderation meetings to discuss the methods which members are supposed to use
during assessments, for example, using a criteria sheet to ensure a common under-
standing of accountability and justification, as well as to build a community. Adie [16]
recommends that moderation forums can also be used in online moderation meetings to
support the collaborative professional development of teachers and the formation of a
common understanding of quality in students’ work.

Moderation forums focus on sharing meaning where, for example, more than one
marker is used to mark the same assessment to ensure consistency and to facilitate
discussions between lecturers and markers [16, 17]. In this paper eModeration refers to
a specific type of peer review, defined as: “the electronic moderation (quality
assurance/critical reading) of summative examination scripts by external moderators in
a virtual learning environment” [18]. Within the context of peer moderation, electronic
moderation of examination scripts involves the use of some electronic moderation
systems to electronically moderate examination scripts [19, 20]. Peer electronic mod-
eration involves different users, for example, internal examiners (users who grade the
assessment initially) and external examiners (users who grade the assessment externally
– eModerator), as well as management who can be deans or examination officers
involved in the moderation process. The focus of peer moderation is not between
lecturer and student but between external examiners and management. External
examiners judge the internal examiners’ grading using an eModerate system. Man-
agement oversees the process of eModeration using the eModerate system to track the
progress of the moderation process, to peruse the feedback received from the external
moderators, and to intervene and take action where necessary. The e-Service under
discussion in this paper will be that of an eModerate system, while the e-Society will be
management and eModerators in HEI. The user experience that is under investigation is
that of both the eModerator and management.

An eModerate system is supposed to provide the user with an interface that can be
used to electronically assess and re-grade marked examination scripts of students at
HEIs. The marked scripts that need to be moderated should be scanned and uploaded
from the original, hand-written examination scripts of students with the internal
markers’ allocated marks. The eModerate system should allow the institution
requesting moderation to upload the scanned scripts to, for example, a module site in a
virtual learning environment, where the eModerator will have secure access to the
documentation. Once the eModerator has finished with the electronic control (confir-
mation or re-grading) of the marked scripts, he/she must be able to upload the docu-
ments back onto the same system for the Higher Education Institution (HEI) requesting
the moderation to download and view. Some advantages of using an eModerate system
are the ability to track the moderation process; cost effectiveness; the fact that it can be
done anytime and anywhere; and the electronic availability of moderated examination
script(s) for future reference [20].
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Not only is it important to complete the task of eModeration in a flexible, efficient
and cost-effective way, but it is also important to evaluate the users’ experience of the
eModerate system used to moderate examination scripts electronically. According to
Preece, Sharp and Rogers [21], user experience is complex and draws from different
fields, such as interactive design, information architecture and usability, amongst
others. eModerate systems allow users to interact with the system at any time and place.
According to the International Organization for Standardization’s standard 9241–210
(human-centred design for interactive systems), user experience is described as “[a]
person’s perceptions and responses resulting from the use and/or anticipated use of a
product, system or service. User experience includes all the user’s emotions, beliefs,
preferences, perceptions, physical and psychological responses, behaviours and
accomplishments that occur before, during and after use. User experience is a conse-
quence of brand image, presentation, functionality, system performance, interactive
behavior and assistive capabilities of the interactive system, the user’s internal and
physical state resulting from prior experiences, attitudes, skills and personality, and the
context of use” [22].

A particular challenge regarding user experience relates to how the measurement of
all instrumental and non-instrumental aspects or qualities are associated with the design
process [23, 24]. The measurement of instrumental and non-instrumental aspects will
provide feedback on the user’s use and acceptance of products or services, referred to
as the user’s emotional reaction to the product or service. Another aspect of user
experience concerns the situation in which a product or service is used [8, 24–27]. Roto
[28] extends the scope by including factors such as infrastructure, services, people and
the technology context. The process used to improve the usability of an artifact
involves an iterative design cycle [24] which promotes effectiveness and efficiency of
the task to be performed, as well as the satisfaction of the user [29]. Usability goals are
objective [21, 30], while user experience aspects are more subjective [21, 22].

There has been a shift in determining a product’s success from only considering
usability aspects to including aspects such as product interaction, individual disposition
and context, which in turn affect the user experience of a particular product [31]. For
the purpose of this paper, usability will be viewed as a concept embedded in user
experience [32]. The researchers also view satisfaction as a shared attribute of both user
experience and usability. User experience involves more than a product’s utility and
usability—the subjective nature of user experience is affected by the user’s internal
state and, furthermore, the context and the perceived image of the product’s instru-
mental and non-instrumental qualities [23, 33–36]. According to Tullis and Albert [37]
user experience includes three observable and measurable characteristics: the “user”
who is involved, the user who is “interacting with a product or system” via an interface,
and the user’s “experience”.

Ensuring effective and efficient moderation practices in HEI’s is a challenge in
developing countries where resource constraints impact the effectiveness, efficiency
and safety of examination scripts’ distribution and storage systems. According to
Abdelnour-Nocera and Densmore [38] information and communication technologies
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for development (ICT4D) as a field is concerned with the use of ICT to support poor
and marginalized people in social, political and economic spheres. Many HEI’s in
developing countries operate under financial and knowledge resource constraints and
thus fall in the application domain for ICT4D research.

ICT can be used as a platform for development [39] and resilience is the key to the
sustainability of ICT systems in developing countries [40]. Resilience has three primary
foundations namely robustness, self-organisation and learning and six secondary
enablers namely redundancy, rapidity, scale, diversity, flexibility and equality [2, 41].
This study supports resilience through the conversion of a manual system where scripts
could get lost or stolen in transit to eModeration which greatly reduces the risk of
losing scripts. The resulting framework was implemented and evaluated in a devel-
oping country and can thus be used to assist managers and users to evaluate the user
experience in order to ensure sustained moderation and consistently high tertiary
standards.

The constructs associated with user experience is measured by non-instrumental
(non-task-orientated usability) qualities and instrumental (task-orientated user experi-
ence) qualities [20]. The proposed User Experience Evaluation framework also con-
siders the eModerators’ willingness to adopt to eModeration and produce digital
content.

The constructs associated with user experience [23, 28, 42, 43] were mapped onto
eModeration aspects, which guided the design and development of the questionnaire
used during the survey. The data gathered during the survey was used to “determine
which user experience constructs would be relevant” with regard to a User Experience
Evaluation Framework for eModeration [20]. Through the literature review and
research process the following key constructs were taken into consideration in terms of
eModeration user experience for the study: system (eModeration web application),
context (eModeration in Private Higher Education Institutions (PHEIs)) and user
(eModerator and management) [19, 44]. The following theoretical approaches of other
relevant studies were applied in this study: the concepts and principles used in user
experience frameworks in the fields of user experience of audio players [33], inter-
acting with products in an online environment [45] and mHealth [46]. The principals
used by these indirectly related frameworks guided the design and development of the
conceptual User Experience Evaluation Framework for eModeration [1]. After the
design of the concept framework and presentation to the academic community the
framework was used in the context of PHEIs to ensure that the framework will support
academic assessment practices related to moderation.

3 Research Approach

The Design Science Research approach used in the study is an adaptation of Hevner’s
conceptual framework for Design Science Research in Information Systems [47]. This
approach was appropriate for the design and development of a User Experience
Evaluation Framework for eModeration, given its four evaluation and iteration phases
used to construct a validated artifact. The various iterative steps of evaluation and
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construction/refinement of Design Science Research, therefore, guide the research
process to ensure relevance and rigour of the design principles [47–51].

In the first phase a literature review was conducted using context analysis to
determine the relevance of the field of study. The initial design and development of a
conceptual framework were based on insights gained from the literature study. In the
second phase the aim was the formative evaluation of the initial artifact design (ex ante
evaluation), resulting in a refined artifact. During the third phase, which is the main
focus of this paper, the second version of the framework was validated, and the results
of this ex post evaluation were used to further refine the artifact before it was validated
and improved in a final phase.

The research was conducted at Midrand Graduate Institute (MGI), a Private Higher
Education Institution (PHEI) in South Africa, which changed its name in 2016 to
Pearson Institute of Higher Education. The targeted participant population was mod-
erators selected from all the faculties in the institution. Participants were formally
approached via email to take part in the research. No incentives were offered to any
participant and participation was voluntary. Although all 75 of the moderators of the
institution (MGI) were invited to take part in the research, only 30 of the eModerators
participated in the survey (phase two). During the third phase two moderators per
faculty were selected and invited to be interviewed. Only six out of the 30 eModerators
volunteered to be interviewed during phase three. English was used as language to
conduct the interviews and each interview lasted on average 20 to 30 min. The par-
ticipants were not close to the researcher and for that reason interviews were conducted
using Skype if face-to-face interviews could not be conducted.

A case study strategy, which concerns the interpretation of qualitative data col-
lected, was used to generate data. An interpretive philosophical worldview was used
because it allows contemplative reflection on the participants’ views. The data gen-
eration methods used during the third phase include interviews with eModerators from
different faculties. Interviews were designed using open-ended questions.

The evaluation criteria used to evaluate the artifact were selected after thorough
consideration of various aspects. For example, the evaluation criteria had to be inde-
pendent of the artifact type [52]. Hevner et al. [47] also indicate that artifacts should be
evaluated using criteria relevant to the requirements of the context in which the artifact
is implemented. Participants had to evaluate the framework using the following eval-
uation criteria [47, 53]: simplicity, generality, exactness, clarity, completeness and
relevance of the three levels (Environmental, eModeration requirements and eModer-
ation User Experience constructs levels).

Prior to the interview a diagrammatical representation of the framework, as well as
a detailed explanation of the constructs, was emailed to the eModerators. The inter-
views were transcribed by an independent person. Interviews were conducted using the
telephone and Skype as tools. Notes were also made during the interview process. To
verify the correctness of data the captured responses were emailed back to the inter-
viewees for confirmation and clarification to determine if the researchers understood
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the answers to questions correctly, using thematic analysis [54]. The comments and
responses from the eModerators were coded into a structure in which themes emerged
across the subset of data. Common themes were defined, grouped together and named
accordingly. The comments, feedback and responses from the participants (eModera-
tors) were used to refine the User Experience Evaluation Framework for eModeration.

4 Results and Findings

As mentioned by Mahlke and Thüring [33], user experience evaluations should be
based on non-instrumental qualities, effect and emotion. In this paper the findings were
reached by using principles of user experience heuristics identified by Hassenzahl and
Monk [55], as well as Väänänen-Vainio-Mattila and Wäljas [35].

Based on the questions related to the adequacy and appropriateness, of the three
identified levels of the framework, the eModerators agreed that there is no need to add
an additional level. One participant (D) indicated that, if an extra level were to be
added, it would make the framework to complex and confusing, while Participant F
commented: “Would not add another level as the three levels cover all aspects of
eModeration”. Only Participant E highlighted a specific theme namely ‘context’. The
participant found it difficult to understand how and where the construct ‘context’
should appear in the framework. The comment was taken into consideration with the
refinement of the framework and more details were added to the evaluation criteria
associated with ‘context’. The ‘context’ construct is included under the user experience
level and includes “characteristics of module assessment” as requested by
Participant E.

Under the environmental level, eModerators were asked if the framework could
be used in other organisations besides PHEIs. Organisations are a construct under the
environmental level. According to Participant A, who is also an expert in eLearning
systems, “…the criteria could also be applied to any system as both a quality assurance
and user experience evaluation framework”. Participant D indicated that “[p]ublic
HEIs… colleges, schools and any other academic institution[s] having access to
internet might also benefit, especially where external moderators are needed”, and
Participant E agreed. Participant C, however, was of the following opinion: “No, I
think it is customised for Higher Education Institutions only”. Participant F identified
the possibility of using the framework not only for moderation purposes, but also in
instances where documents require quality assurance. As a result, it was decided to use
“Higher Education Institutions” in general instead of differentiating between Public and
Private HEIs to facilitate the inclusion of colleges, schools and other academic insti-
tutions. Embedded within the ‘user’ construct are roles and responsibilities. Partici-
pant C expressed the following opinion: “Within the environment level, my opinion is
that constitutional regulations and policies might also influence this level. I am not sure,
however, if such regulations exist and are prescribed and enforced by the Department
of Higher Education”. Academic institutions in South Africa, and specifically HEIs, are
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governed by the country’s Department of Higher Education, which prescribes and
requires HEIs to externally moderate all exit level modules [56]. However, each HEI
has its own set of policies and procedures incorporating regulatory requirements.
Instead of covering policies under the environmental level, it was included and
incorporated under the eModeration requirements level. To conclude, two themes
emerged under the environmental level: the framework could be used in more than one
type of academic institution and it could be used for other purposes, not only for
moderation of examination scripts. It was agreed by the participating eModerators that
the environmental level was appropriate with respect to simplicity, generality, clarity
and relevance.

Under the eModeration requirements level, IT support emerged as an additional
theme. IT support includes hardware, software and people. The roles and responsi-
bilities of IT support were included under ‘users’, but the tasks associated with pro-
vision of IT support were included as an additional construct during the refinement of
the framework. Participant A recommended that, if an institution cannot afford it to
appoint an individual to take the full responsibility of ‘IT support’, these roles be
assigned to the eModeration systems operator. Participant C also recommended that
“system maintenance and upgrades” be added under support.

Participants were of opinion that the evaluation criteria discussed under the
eModeration requirements level were clearly explained and comprehensive. A theme
that emerged under the eModeration requirements level relates to the distribution of
login details to be sent automatically via email to eModerators instead of a developer
emailing the manager to communicate the details to them. Participants considered the
eModeration requirements level to be adequate with respect to exactness, simplicity,
comprehensiveness and relevance. Participant D commended the uploading process:
“The upload process works smoothly; I was quite amazed by the effectiveness.” It is
thus important to note that, when evaluating an eModerate system, users should make
sure that the system makes provision for users to upload documents easily and that the
process is effective.

The eModeration user experience construct level was divided into two cate-
gories: instrumental and non-instrumental qualities [32, 34, 57]. The participants
agreed that the constructs were relevant, clearly explained, complete and comprehen-
sive enough for the eModeration user experience level. Participant C indicated: “I
would add an item such as system maintenance under the heading of error prevention”,
which was consequently added under the element of system maintenance during the
refinement of the artifact. Overall, the participants agreed that the framework presents a
relevant solution to a very practical problem, as indicated: “Perfect for external mod-
eration! Very useful for internal moderation as well to keep track and record of each
semester’s examination results and moderation”. Figure 1 represents the revised User
Experience Evaluation Framework for eModeration after refinement based on feedback
received during interviews with eModerators.
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The eModerators were satisfied with the instrumental and non-instrumental quali-
ties identified in the artifact. The third evaluation phase of the User Experience
Evaluation Framework for eModeration provided useful feedback to refine the artifact.
IT support was added to the conceptual framework as extra user roles and responsi-
bilities with a separate IT support element under the eModeration requirements level. In
conclusion, the interviews with eModerators provided useful feedback to incorporate
into the refinement of the User Experience Evaluation Framework for eModeration
before it was evaluated in the last phase to validate the artifact with an external
institution (the results of which fall outside the scope of this paper). A more detailed
discussion on the eModeration Framework can be found in Van Staden [58].

5 Conclusion

This paper makes a theoretical contribution by responding to the need for research on
user experience and by presenting an evidence based artifact to guide and evaluate the
implementation of an eModeration system. The proposed User Experience Evaluation
Framework for eModeration is the artifact that expands existing theoretical framework
to describe eModeration in the field of higher education. The User Experience Eval-
uation Framework for eModeration also contributes to the solution of a local relevant
problem in a developing country, specifically with respect to improving resilience as
well as providing an e-Service to educators. This framework supports all the primary
foundations of resilience, namely robustness, self-organisation and learning. This
framework can also guide the transformation from manual moderation to electronic
moderation, with the focus on the use of ICT as a productive tool (eModerate system)
used by eModerators and management to fit their objective to produce digital content

Fig. 1. User experience evaluation framework for eModeration
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(electronic examination scripts). The paper explained how e-Services can be used by
educators to improve human experience of electronic moderation with an emphasis on
improving the quality of educational assessment practices in developing countries. The
authors trust that the proposed framework could be used to facilitate and improve
quality control in tertiary assessment practices, while contributing on a theoretical level
to Information Systems knowledge regarding human-computer interaction and user
experience in eModeration.
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Abstract. We have experienced in the past few years massive use of various
kinds of e-Learning methodology, such as m-learning and blended learning etc.
Despite this ubiquitous implementation of these modern approaches, we still
lack their proper use regarding their full exploitation in the virtual learning
environment. M-learning platforms are ubiquitous, however, they lack the
potential which is given to us from computational linguistics, deep learning, and
artificial intelligence. The paper attempts to highlight this fact and brings this
neglected topic to the attention of the creators and designers of these mobile
apps because their potential is much greater and we should put our undivided
attention to this issue if we want to improve the technology which we use.
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1 Literature Review

In the past few years, we have experienced a vast increase in the use of mobile devices
used for various purposes such as communication, learning, teaching, data processing,
planning, etc. [4, 10, 14, 15, 17, 24, 26, 30, 35, 40]. Mobile devices are present and
used every day and everywhere, regardless the society and culture globally [2, 5, 31,
39, 40, 44]. Traditional desktops have seen a decline recently and, on the contrary,
mobile apps and tools have experienced a dramatic rise [16, 19, 28, 39]. The number of
the users is increasing year on year in a dramatic pace, and all these aspects of modern
society must be reflected by the professionals responsible for the development of the
area of smart learning, e-Learning, hybrid learning, etc. [8, 18].

In education, this rise described above is very similar and follows the same trend
[12, 13, 45–47], i.e. more and more people are using computers and smart devices on a
daily basis [7], not only for basic communication with the tutor but as – potentially – a
very efficient tool for educational purposes [11, 20, 21, 25, 27, 29].

It is mostly the young generation which cannot imagine its life without these tools
of everyday life. Educational professionals and IT professional have a unique chance to
use this opportunity and implement these modern tools into educational process on a
larger scale.
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Despite all the facts, the topic of the use of artificial intelligence and computational
linguistics in e-Learning is basically non-existent, not only in theory in academic
papers but also in practice of the use of mobile apps. The opportunities of the use and
implementation of computational linguistics and artificial intelligence are vast and it is
a question why this topic still lacks attention of the creators of various online learning
courses, i.e. e-Learning tools and platforms.

Naturally, there are many apps which have implemented the computational lin-
guistics practice, deep learning and artificial intelligence, however, the trend in e-
learning and m-Learning is still rather old fashioned, i.e. these platforms are still used
more like repository warehouses for data and texts to be studied and don’t use their full
potential, i.e. information analysis through modern means of artificial intelligence. The
possibilities are vast, however, still neglected, and this paper brings this topic into
attention of the creators and professionals who are active in IT business and therefore
responsible for the implementation of the modern tools into various technological
aspect of human communication, interaction and learning [7, 23, 25, 27].

The efficiency of the use of e-Learning, m-Learning, blended learning, etc., has
already been proven significantly [32–34] and it must be taken into consideration so
that it is added to traditional approaches in educational processes [41–43] and mostly in
language acquisition of grammar and vocabulary [3, 22, 36–38].

The use of e-Learning tools is so ubiquitous in our universities and other educa-
tional institutions that it is complicated to acknowledge the fact that a systematic
approach to creation of the courses is still missing and the implementation of artificial
intelligence into these courses is still more or less non-existent.

2 Computational Linguistics in e-Learning

Computational linguistics has been used for decades, not only by linguistics but also by
IT specialists, however, the massive use of this extremely useful tool is still expected
and this paper is an attempt to urge this process. The use of artificial intelligence and
computational linguistics in mobile platforms has been proven to be extremely useful in
the learning process [1, 6, 9] as the student receives updated motivation based on their
progress in the learning process.

Computational linguistics uses very efficient tools of data analysis which can be
very beneficial when creating larger texts, assessing of the progress of students, cre-
ating more systematic approach to the learning process by analysing big data and using
data mining so that the input is more optimised and the output more targeted to the
current needs of the users of the app or mobile platform [23].

The most important use of these modern tools is in data processing based on the
development of the situation, i.e. the progress of the information is important for further
information processing. For example, if the students use a mobile platform, they are
provided with the information based on their previous information processing - if the
student is tested and makes mistakes, they will be provided with the information which
still contains the yet not acquired information until it is acquired properly. This ben-
eficial tool supported by computational linguistics is simple, however, brings incredible
progress if implemented in the learning platforms which are already in use.
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When using computational linguistics and even artificial intelligence, we are
equipped with the tools we never had available and these tools bring many opportu-
nities to data processing and management that must be used and exploited as much as
possible.

3 Research

The research was conducted by the author of the paper into the use of any kind of
artificial intelligence in e-learning platforms which are currently used in our univer-
sities, such as the Blackboard and Moodle. These environments are extremely popular
both in the creators of curricula and the users, i.e. university students because they
provide us with comfortable tools which can be used easily without the need to attend
the classes physically.

The author of the research has access to both platforms (Blackboard and Moodle)
because he is a teacher at two Czech universities which use both of them. The subjects
varied but were mostly language classes (English and German), finance, and
economics.

The research was qualitative and was conducted in January 2019. Data were col-
lected by analysis and comparison of the online courses of the given universities. The
author visited online courses as a fictitious student, the data were collected, and
researched the contents and structure of the classes. The total number of the university
courses which were researched was 46, equally spread through Blackboard and
Moodle, from both universities which both have more than 15,000 students and are
considered to be the major educational institutions in the Czech Republic.

4 The Result of the Research and Discussion

The research results are extremely surprising. Forty-six online university courses were
researched, however, none of them uses any kind of artificial intelligence, deep
learning or computational linguistics methodology. The most surprising is that even
language courses did not use any of these tools.

The e-Learning platforms were used only as text repositories without any inter-
active environment which could be fostered by the use of computational linguistics and
other kinds of artificial intelligence. Even the tests were just online tests without any
interaction with the student based on their previous progress during their studies. Both
platforms were used but not appropriately and it is also due to the lack of these basic
tools in themselves. Neither Blackboard nor Moodle, even if they are used massively in
our universities, do not provide efficient computational linguistics tools which would
process the information and create an adapted course based on the needs of the users.

It is difficult to accept that in the year 2019 when artificial intelligence progress and
computational linguistics findings are vast and unprecedented, we still lack any sign of
this progress implemented in e-Learning, even if we know that the implementation of
these basic technological tools for data processing would change the learning process
positively and the progress would be enormous.
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It is crucial to redesign all e-Learning courses with the use of artificial intelligence
as it will move the traditional learning process a few levels higher compared to the
current situation and it will also provide us with a dramatic improvement in our
competiveness. Big data and machine learning will also provide us with indispensable
tools for data analysis which will help us to create more targeted and personally
oriented webs, apps, tests, learning contents, etc. These are crucial improvements in the
educational paradigm and IT professionals with the cooperation with educators are now
fully responsible for this challenge.

5 Conclusion

The author of the paper claims that the use of electronic platforms with the imple-
mentation of computational linguistics and deep learning is not at all sufficient and is
rather a misunderstanding of modern technological tools which equip us with so many
opportunities. They are merely used as a classic pen and paper tests and simple elec-
tronic communication tools. If we do not move forward, both designers and creators of
these course in favour of artificial intelligence and computational linguistics, we can
never succeed and it will present a potential threat to our global competitiveness and
sustainability.

The paper attempts to show the absolute lack of the use of artificial intelligence and
computational linguistics in our universities e-Learning platforms and claims that it is
one of the biggest problems in the further development of educational processes. It also
ought to stimulate professionals who are in IT industry such as the creators of various
apps and platforms to enhance the need to implement artificial intelligence into these
tools.
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Abstract. Studies show that the integration of ICT in education is suffering
from some barriers at student, teacher, and university level. This also holds for
multi-campus education, as ICT is one of the main ingredients for sharing
education among campuses. In this study, through a pragmatic case study at the
context of a Scandinavian multi-campus university and with the help of activity
theory, we examined the challenges of offering a single-campus course to stu-
dents at multiple campuses by using ICT for lecture sharing, without further
adjustments. Data for this study is collected from different sources (teachers,
teaching assistants, and students) through interviews and observations and from
an online questionnaire. Our findings suggest that repurposing a single-campus
course to a multi-campus one without having clear and pre-defined rules poses
some challenges for the different stockholders and influences their relations,
resulting in negative impacts on teaching and learning processes and teacher and
students’ satisfaction. Therefore, we conclude that there should be careful
planning with a clear set of rules, including technology training and preparation
for teaching staff, students, and technical staff. Staff structure may also need to
be modified to accommodate the additional needs for technical support.

Keywords: ICT � Lecture video streaming � Multi-campus education �
Challenges � Activity theory

1 Introduction

There are several studies dealing with the integration of ICT in education [1–6].
Despite the number of studies on ICT and education, our understanding of how multi-
campus education can be mediated by ICT is still limited [7–11]. Multi-campus edu-
cation differs from MOOC, or Massive Open Online Course, which provides education
for a massive number of learners at any geographical location without “the need to
satisfy formal entry requirements” [12]. Multi-campus education as a learning envi-
ronment provides education for students at each campus, aiming to increase the
learning quality by having collaboration among people from different campuses.
Offering multi-campus education in universities, particularly those that have multiple
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campuses dispersed in different geographical locations, promises new opportunities to
students, teachers, and universities [7, 13–15]. Therefore, multi-campus education
deserves more attention.

Much of the research on multi-campus education is concerned with the imple-
mentation process and provides insight into how to use different ICT devices for multi-
campus courses and their pros and cons [7, 8, 13, 14, 16–18]. Only a few studies have
investigated issues relating to the application of ICT in multi-campus education like
[19–21]. Research to date has not determined a fuller picture on the issues, in partic-
ular, those related to offering a single-campus course in a multi-campus setting. In our
previous research [22] we tried to understand the challenges of repurposing single-
campus courses to the multi-campus setting by observing five different cases at a
Scandinavian multi-campus university. This study examines an in-depth analysis of
one of these case studies in which a course – delivered in the single-campus mode for
several semesters – was repurposed to a multi-campus setting. We will be using the
activity theory and will analyze both qualitative and quantitative data. In this case, the
repurposing mainly happened through the use of ICT; and only minor modifications
were done otherwise. This posed some challenges to the course stakeholders and
influenced their outcome. The research questions that we explicitly address in this
study are the following:

• First, what are the challenges caused by extending a single campus course to a
multi-campus setting with the use of ICT?

• Then, how are different teaching staff (teachers and TAs), students, technical staff,
administrative rules affected by these challenges?

• Finally, what are the necessary actions to take, when planning for a multi-campus
course?

The significance of the contributions of this paper is threefold: First, it helps the
readers to get an overview of multi-campus course delivery with the presence the ICT
to share education among different campuses. Second, it increases the readers’
awareness, particularly the administration in multi-campus universities, about the
impacts on different elements of the multi-campus education activity. Third, this paper
heightens our practical and theoretical awareness of the importance of examining both
technological and human/social aspects of multi-campus education.

2 Literature Review

2.1 ICT in Education

These days, ICT is an indispensable part of our lives, and we can see its footprints in all
aspects of our life, such as in business [23], health [24], retail and marketing [25],
money [26], and banking [27]. Regardless of a dynamic role in society, ICT, however,
has fewer usage in education [28].

According to Bingimlas [2], computers found their way into schools at the
beginning of the 1980s. Some researchers proposed that ICT will be an essential
portion of education in the future, such as [2, 29]. They believed that ICT could play an
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active role in learning and teaching activities [2, 29] and that ICT will provide inter-
action, flexibility, and innovation [30]. However, ICT integration in education has just
been considered “a simple matter of putting computers in classrooms” [30]. Some
researcher argued that, so far, ICT has had a minor impact on education regardless of
the vast amount of money spent on ICT in education [6, 31].

In response to the question “Why ICT has a minor role in education?”, Bingimlas
[2] classified the related barriers into teacher-level (lack of teachers’ confidence and
competence, resistance to change and negative attitudes), and school-level (lack of
time, effective learning, accessibility, and technical support) [2]. Dubé, et al. [32]
reported teachers’ stress as an obstacle when confronted with the new technology.
Some studies focus on challenges at the student-level (lack of technical skill, lack of
academic advisors, lack of feedback from the teacher, lack of interaction with other
students and teachers) [1].

2.2 ICT and Multi-campus Universities

[33] distinguished between four broad types of multi-campus universities in terms of
their size, structure, and relationship between their campuses. One of the unique
challenges that Groenwald [33] identified for leaders in multi-campus universities is the
quality assurance in campuses, particularly having curricula and courses with the same
quality in all parts. In the context of this study, we are interested in multi-campus
education to address this challenge.

Two options for having multi-campus education are replication and integration.
The former refers to a situation where universities provide all the courses and programs
in all campuses, while the latter refers to a flexible model of education that campuses
can have collaboration with each other to share the courses or even study programs
running from one to others [34]. There are several reasons for why universities offer
multi-campus education. Reasons include equal access to the study programs for stu-
dents living in different places, bringing students and university staff with different
experiences together in a single united place [34], multi-mode of learning with flexible
course delivery option for the students, preparation for the workplace by studying in
online learning mode [7] reducing the costs, and having more students [15].

According to Ebden [7], multi-campus integration requires ICT support. Some
studies reported the use of ICT devices for synchronous [35, 36] and asynchronous [8,
14] multi-campus education. Besser [37], however, believed that it is not just about
installing devices and using them. He recommended that there should be careful
planning for technical and physical set-up, support for the teachers, and think of change
in teaching strategies. Reilly et al. [38] proposed a teachers’ development program
through a community of practice.

The literature also shows that multi-campus education raises a new set of related
challenges [7]. This includes the lack of ICT knowledge of teachers and students [20],
logistical barriers, lack of interaction between teacher and students [21], students’
engagement [39], remote students’ feeling of isolation [40], lack of rules [16, 41, 42]
and careful planning [43], technical failure and lack of sufficient technical support [7,
39, 44]. The existing literature discusses some of the challenges in multi-campus
education, but no prior study gives a holistic view of the process and related challenges.
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In this research, therefore, through a pragmatic case study and with the help of the
activity theory, we examined the related challenges and their impacts on different
stakeholders in the education process. In addition, we identified the necessary actions to
consider when planning for offering a multi-campus course.

2.3 Theoretical Framework

In this study, we adopted the activity theory [45] and,
in particular, the activity system [46], as it gives a
holistic understanding of a “real-world situation.”
The activity system has six elements (Tools, Sub-
jects, Object, Rules, Community, and Division of
Labor) as shown in Fig. 1. A critical and central part
of the activity theory is contradictions. Contradictions may arise when an external force
modifies an element of the activity system, which causes potential imbalances among
the elements. Some studies have used the activity theory (particularly the complete
activity system) in the education context [5, 47, 48].

Offering a single-campus course in a multi-
campus setting implies a need to employ ICT
devices to provide multi-campus education.
Based on the activity system, the integration of
ICT into the single-campus education activity is
an external force that brings an imbalance to the
system. The presence of new tools affects ele-
ments of the system and their relations and con-
sequently, the outcome of the activity system, as
shown in Fig. 2.

3 Research Approach

3.1 Pragmatic Case Study

This paper adopts a pragmatic case study [49]. In pragmatic studies, researchers try to
have an experiment to gain the experience and then interpret the result. It is a mixed
method [50] approach, which includes (a) qualitative data; (b) quantitative data, and
(c) interpretations of data made in a scientific, theoretical, empirical and peer-reviewed
context.

3.2 Case Setting

Recently, a Scandinavian university has been merged with several colleges situated at
different geographical places. The merger is intended to result in improved quality of
teaching and research that extends the sum of the parts. This means that multi-campus
courses and study programs should utilize and combine the strengths of each campus.
Sometimes, however, the resources are unevenly distributed among the campuses. In

Fig. 1. Activity system

Fig. 2. An imbalance in the activity
system
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the case of one course offered on two campuses in Fall 2018, there was a lack of
academic staff at one campus. Accordingly, it was decided to repurpose the course to
the multi-campus setting with the help of ICT, as shown in Fig. 3. Mediasite [51] was
used for this course, providing unidirectional video streaming with a close to 30-s
delay. This setup was chosen because there were already Mediasite installations present
and available without the need for additional investments in ICT. Two TAs were hired
to help the process of teaching and learning at both campuses. They had constant
communication with each other via a specific social network, SMS, and phone call as
well as the internal mail service. Both TA were master’s students.

3.3 Data Collection and Analysis Methodology

In this study, we used qualitative as well as quantitative data () from multiple sources (a
teacher, TAs, and students). The data was gathered from interviews, observation, and
an online questionnaire. Data triangulation helped us to validate and align the findings.
Having different types of data gathered through different methods from multiple
sources can help us to have a complete picture of the question we have under our
investigation [52]. The semi-structured interviews with the teaching staff were done in
December 2018. The length of interviews was varying from 30 min to one hour. The
recorded voice files were transcribed and then analyzed with Nvivo 12.0 pro.

Students (n = 200) from both campuses were invited to participate in an online
questionnaire. The quantitative data were analyzed in line with the qualitative to align
the findings. Forty-eight students completed the questionnaire. Written observations
with a lesser degree analyzed to confirm and complete the overall data.

4 Results

The analysis of the interviews and questionnaire data unveiled challenges and tensions
that can be considered as contradictions in the course viewed as an activity system:

Contradictions with Rules. The lack of specific rules for multi-campus education in
the university was a challenge for the teacher. The teacher did not receive any spe-
cialized training for multi-campus teaching.

[TEACHER] “All the material was new. I was not sure that I would finalize all the stuff.”

Fig. 3. The multi-campus setup
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No supplemental information or activities were offered to the students to prepare
them for the new setting. 54% of all students identified that they were informed about
course setting by the teacher in the first session. Also, 37% believed that they should
have been given more information about the setting in advance, and some (20%) asked
for a more thorough introduction. 8% of them specified that they did not feel a
noticeable change in the teaching style, and 11 percent asked for more changes. TAs
did not receive training either.

[TA] “I wasn’t really informed about that…I guess I got sort off thrown into it from the start”.

TAs complained about the changes in logistics and GDPR. Changes in the logistics,
in particular, the place of the class resulted in checking the devices before the session
starts. Also, because of GDPR, the time of class had to be specified in advance, and it
reduced the flexibility of the session length.

Contradictions with Tools. There was a strong contradiction with tools for the tea-
cher. The department had decided to repurpose a regular course, which previously had
been offered for several semesters in a single-campus style. There was no technology
training for the teacher. This was crucial in the presence of technical failure, as it
stopped the lecture and made the teacher to be stressed and lose the focus on the
teaching.

[TEACHER] “It [technical failure] is very important because when you are teaching… I get
distracted, I get stressed, and it affects my teaching.”

Of all students, 39% confirmed that the technical failure happened in a few ses-
sions, and 30% noticed that the teacher lost the focus on teaching. 29% did “agree” or
“strongly agree” that the teacher should be trained for the new setting. Students also
lost their attention while there were technical failures. This is confirmed by 13% of
students in total. TAs also confirmed technical failure as a challenge for the process of
teaching and learning.

[TA] “Where we had problems with the microphone not picking up, and lots of noise in the
background, and stuff like that.”

Besides, some lecture time was wasted because of technical failures (confirmed by
8% of students) and lack of tools in the classroom, particularly the lack of good
microphone coverage in the main campus to ensure comprehensible audio playback at
the remote campus.

[TEACHER] “I didn’t have microphone, so I repeated the question.”

In the main campus, a camera was installed to record the teacher and lecture room
to give the remote students a feeling of “social presence” and engage them in the
lecture. However, some students (9%) had a problem with the class engagement, and it
was not as what they expected. Therefore, they asked for “more class discussions”. 9%
of the main campus students reported that they opposed being recorded on the video.
The new setup for the course hurt 12% of students; 8% percent stated that they needed
to change their learning habit because of the multi-campus setting. From the viewpoint
of the TAs, this negative impact originated from the technical failures:
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[TA] “because it [was] demotivating to sit there with a bad image and terrible sound and just
have to force yourself through the course.”

The new setting also influenced TAs’ work. They had to be in touch in order to be
sure about the connection between the campuses. They did not get any training for the
additional tools, and in many cases, they had to contact the technical staff. Technical
staff also had problems with cross-campus communication tools. The technical staff did
not have sufficient knowledge and skills to handle the technical problems when needed.
TAs confirmed this challenge. Furthermore, in the TAs’ point of view, the permission
level of a person from technical staff, who showed up in the classroom to solve the
problems was also critical.

[TA] “So at least make sure that there is one person with the right qualifications and admin
right to fix the system if something is not working correctly.”

Furthermore, the new tools influenced the relationship between teacher and stu-
dents. Because of the technology, it was impossible to have a direct interaction between
the lecturer and the main campus students on one side and the remote campus students
on the other.

[TEACHER] “It was not possible to have a dialogue, so it is hard to have any interaction with
[remote campus]. It misses out something.”

Students also identified some challenges in their relationship with the teacher. 23%
reported that they could not participate in the class discussion and 19% did not have the
same amount of attention from the teacher in comparison with single-campus courses.
The TAs also confirmed this:

[TA] “for the students I think the experience of being on the remote campus is probably a lot
less interesting … Because there is definitely a distance there that is hard.”

Because of a unidirectional setup, remote students had to relay their question the
local TA to be sent to the teacher via the TA at the main campus. This process was not
only frustrating to the TAs, but it also took TAs’ time:

[TA] “When students had questions. I had to make sure that the questions were sent up to
[Main campus] and to the lecturer and make sure that they got the answer.”

Contradiction with the Division of Labor. There was no local academic staff on the
remote campus, and it was a challenge for the teacher to observe and assess the remote
students.

[TEACHER] “I cannot be in two places at the same time. Then I would need some other
academic person at the other place to do this thing.”

The TAs complained about their role as it was different from what they expected.

[TA] “it is a fairly passive role, more of an administrative job, not so much of a teaching job.”

Being busy with the logistics, the TAs were not able to create a productive rela-
tionship with the student, helping them in their course material, exercise, and class
activities. Students confirmed this, and not a single student did receive help from the
TAs. Even though the TAs had communications, they were facing some challenges in
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their communication because there was no rule for the TAs’ communication, and they
did not receive any training.

The unavailability of the technical staff during the sessions was another challenge
for the TAs. Students (11%) admitted that it is good to have someone from technical
support staff in the classroom to solve the problems as soon as possible.

[TA] “The media center has not been available to actually help us with those problems during
the lecture itself.”

5 Discussion

This study aimed at identifying the challenges of integrating ICT into a traditional
course to offer it in a multi-campus mode. We used activity theory as a “lens” to
analyze both the qualitative and the quantitative data. It helped us to identify the
elements of the related activity system and their relationships. With the help of activity
theory, we, therefore, could determine the probable contradictions which are the results
of changes in any elements.

For the first research question, we found that there were some challenges related to
the rules, tools and the division of the labor.

Contradictions with Rules: Several reports have shown that the lack of rules is a
challenge for multi-campus courses [16, 41, 42]. Our findings support their work as in
our case, after the merger, rules at the university level were not updated to cover multi-
campus activities. This includes the lack of ICT strategies, which is in line with the
work of Stensaker et al. [4]. We also found that external rules such as GDPR can be a
challenge as it reduced the flexibility course delivery in our case.

Contradiction with Tools: There were some challenges related to tools such as
inadequate infrastructure, poor audio/video quality, technical failure, lack of interaction
with remote students. These are consistent with the work of Divanoglou et al. [39].

Contradiction with Division Labor. We found that lack of local academic staff was a
source of a challenge for the teacher, especially for students’ observation and exami-
nation. Our finding also shows that to keep the link between campuses alive, TAs were
responsible for logistics and technology. They, therefore, had much less time for
assisting the teacher and students in the process of education. Unavailability of tech-
nical staff in case of having technical problems was another challenge which agrees
with the findings of other researchers Ebden [7, 39].

With respect to the second research question, lack of rules to cover multi-campus
activities resulted in the selection of inadequate and inappropriate tools for lecture
sharing. Video-streaming tools did not support two-way discussion between two
campuses. So remote students did not have live interaction with the teacher. It made
TAs have constant communication with each other to relay remote students’ question to
the teacher. This took much of the TAs time with the students, so the TAs could not
establish productive relationships with teacher and students.
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Lack of ICT-strategies resulted in starting the semester without having technical
training and preparation for teaching staff and students. It was critical when there were
technical problems, which made the teacher be stressed and distracted students from
their learning. Our findings show that lack of local staff in the remote campus made
teacher worry about the students’ progress and outcome.

Concerning the third research question, we learned that the rules should be updated
to cover multi-campus activities. Rules should contain technical and pedagogical
training and preparation for teaching staff and students in the new learning spaces,
which is in agreement with Andrews and Klease [20]. Also, there should be a “well-
defined institutional ICT-strategy,” which supports ICT initiatives together with multi-
campus activities. This can help in the selection of adequate and appropriate tech-
nology and infrastructure. This is in line with Stensaker et al. [4]. We also learned that
TAs should be offered technical training to deal with some of the minor technical
problems. However, in order to solve more complex technical problems, there should
be technical staff to specifically assigned to support the multi-campus courses. The
availability of technical staff to deal with difficulties may help TAs to establish a
productive teacher-TA-student relationship. Furthermore, the presence of local aca-
demic staff for students’ observation and evaluation seems to be necessary.

5.1 Implication for Theory

The theoretical contribution of this paper is an addition to the stock of cases for which
activity theory can usefully be applied, demonstrating how the use of activity systems
as an analytic device for in-depth analysis of multi-campus education. The activity
system gave us a holistic overview and helped explain some complicated challenges.

5.2 Implication for Practice

Having done this research, we have acquired first-hand experiences and knowledge
about the challenges of offering a single campus course for more than one. The findings
from this study help in offering multi-campus courses in the mentioned university as
they are planning for more multi-campus courses. These findings help the university to
be aware of potential challenges to try to address them well in advance. For example,
by updating the rules, the university can have some training and preparation steps for
the teachers and students. It will help the teachers to modify their teaching method to
cover students in the remote campus. Furthermore, other higher education institutions
planning to organize their education similarly may find the results useful. This is
particularly relevant at this point of time after many countries have seen a wave of
mergers of universities and colleges into multi-campus institutions.

5.3 Limitations of the Research

Our research has a limitation in terms of scale, as in our case, the course was repur-
posed to cover only two campuses, though we believe that in case of having more
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campuses, some parts of findings can be generalized. Also, this research has a limi-
tation in the size of the students’ sample as 48 out of 200 students completed the online
questionnaire.

6 Conclusion

Our study shows how repurposing a single-campus course to a multi-campus setting
posed some challenges to the teacher such lack of ICT skill, lack of interaction, and by
posing an extra burden. This was stressful, making the teacher lose the focus on the
teaching process. Time was also wasted in dealing with technical problems and
inadequate infrastructure. Besides that, students had problems with tools, and they were
not properly prepared for the new setup. Technical problems distracted them from the
class. Remote campus students did not have direct interaction with the teacher, so they
were not deeply engaged in the lecture. The TAs, who in most cases assist with
teaching-related tasks, had to take responsibilities related to logistics and technology,
spending time on the technology set up and technical failure handling. They had to
have constant communication to monitor the link between campuses and to relay
remote students’ questions to the teacher. Technical staff faced some challenges with
the new setup as in some cases, they did not have enough technical skills, or they
lacked the right permission level.

Our research shows that multi-campus education is not just connecting two cam-
puses by using ICT. There should be careful planning for multi-campus courses. The
universities should provide clear and sufficient rules for using ICT in the classroom,
particularly for multi-campus courses. The roles should be defined clearly, especially
for the teacher and the TAs, so they know what to do when there are difficulties. To
observe and reduce the burden of the teacher, there should be local teaching staff that
students can contact in case of having difficulties with the lectures or course material.
Teachers, students, TAs, and even technical staff should be prepared for the new
setting. The division of work for staff should be modified if the universities want to
support the multi-campus courses efficiently.
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Abstract. Teaching Assistants (TAs) are an indispensable part of higher edu-
cation. TAs have two identities simultaneously: those of a student and of a
teacher. However, the role of TAs’ may not be clearly defined, resulting in a role
ambiguity. In this study, we have researched the TAs’ role in multi-campus
education. Data for this research was collected through interviews with eight
TAs at a Scandinavian multi-campus university who took a multi-campus TA
role for the first time. This paper summarizes these TAs’ work tasks in multi-
campus courses. Their tasks included setting up technology, dealing with
technical problems, and communicating with other TAs in the course. Our study
suggests that TAs’ challenges may be reduced if technical staff is caring for ICT
equipment and technical problems, if direct interaction is provided between
teacher and students, and if local teaching staff is involved in the activities at the
remote campus.

Keywords: Teaching Assistant � Multi-campus course � Activity theory �
Relevance theory � Role theory

1 Introduction

TAs are an integral part of higher education. According to Webster et al. [1], the role of
TA in higher education is the result of a more extensive development of backup role in
public welfare services like health, social and education. In higher education, it is more
common for a course to be offered with the help of one or more TAs. For instance, in
China, around 210K people were working in Chinese universities as TAs in 2000 [2].
TAs are essential for higher education as they help the academic staff, and teach
between one-third and half of the undergraduate courses ([3] as cited in [4]).

Despite the importance of the TAs’ role in higher education, yet, there is no clear-
cut definition for the role of TAs [5, 6]. Some studies investigated the TA’s role in
higher education [7–10]. However, with the advent of multi-campus universities, our
understanding of the TAs work and responsibility in multi-campus courses is
remarkably limited. To address this gap, this study tries to examine the role of TAs at a
Scandinavian multi-campus university who for the first time participated in multi-
campus courses. As the number of multi-campus courses increase at the university
level, new responsibilities arise. Our aim of doing this research is to identify the new
responsibilities of the TAs in the multi-campus setting and to study potential impacts
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on the TAs’ relationship with other actors, such as teachers and students. Also, we aim
to address the challenges which arise from the differences between TAs’ role in the
single- and multi-campus settings. Therefore, the research questions that we explicitly
are trying to address in this study are:

• RQ1. To what extent does the TA role in multi-campus courses differ from a single-
campus course TA role?

• RQ2. How can the challenges raised from these differences be addressed?

The significance of our contributions in this paper is threefold: First, it tries to
differentiate the role of TAs in multi-campus courses from the single-campus setting.
This is important, as there is little research considering the TA’s role in multi-campus
courses, and its differences from traditional courses. Second, it raises the reader’s
attention about the multi-campus TA role when assigning tasks other than what an
actual TA has, as it may cause negative influence on the Student-TA-Teacher rela-
tionship. Third, it provides a theoretical and practical evaluation of the existing
literature.

2 Literature Review

The TA role was introduced in the 1950s in the US [2]. According to Gilmore et al.
[11] it is for more than 50 years that TAs have taught up to half of the undergraduate
courses. Edmond and Hayler [12] reported that the role of TAs was the result of an
agreement in reducing the burden of the teachers. Raaper [13] defined TAs as post-
graduate students who are hired by higher education institutions to teach part-time
while. Often, a TA is also a doctoral student, and in some cases, a master’s student.
Edmond [14] believed that having a dual identity (student and teacher) in higher
education makes it arduous to establish a “professional identity” for TAs. This can be a
reason why there is an increase in the roles and responsibilities of the TAs [7–10, 15].
For example, Warhurst et al. [9] reported that besides the increase in the number of TAs
in Scotland, their roles are also expected to change significantly.

Having role ambiguity and increase in their responsibilities, TAs have some con-
cerns and challenges in their student- and teacher-life. Cho et al. [16] classified their
concerns into class control, external evaluation, role, time, and communication.
Gardner and Parrish [17] identified the following challenges that TAs are facing: Lack
of preparation, difficulties in balancing the time for research and teaching, lack of
pedagogical knowledge, and reliance on previous class experience. Lueddeke [18]
warned about assigning TAs in the classroom without proper preparation and training.
The literature frequently recommends TA training, preparation, and pre-hiring
assessment, but there is currently no rigorous program to do so. According to Smith
and Smith [19], it is needed to recruit TAs through a process similar to the one for new
academic staff, as currently TAs are chosen from students by a faculty member.

In the literature, researchers consider two kinds of relationship for the TAs: TA-
students and TA-teacher. The abovementioned challenges and concerns for the TAs
may result in an inefficient interaction between TA and students affecting the students’
learning quality and their perception. Equally important, a poor experience in teaching,
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may hurt the development of the TAs’ teaching skill, satisfaction, and motivation and
may result in the TA losing the interest in pursuing an academic position [20].

While Smith and Smith [19] studied the change of the TA role in an online course,
there is little research on the multi-campus TA role. In this study, we will try to explore
the TA role with the help of activity theory [21], analyses their role by the relevance
theory and the role theory. Moreover, we will summarize their expectations with some
recommendation in the conclusion section.

3 Theoretical Framework

In this study, in order to identify the role of TAs and their responsibilities in a multi-
campus course, we adopted the activity theory [21], in particular, the activity system
[22] as it is shown in Fig. 1. It provides a holistic view of a “real-world condition.”

Based on the Activity System, an external force changing one or some elements of
the system, may result in contradictions (e.g., incompatible evaluations, restrictions,
disagreement, etc.) within and between the elements. TAs, as a part of the community
in the activity system, help the teacher and students in the teaching and learning
process. Extending a single campus course to the multi-campus setting brings some
new responsibilities and consequently challenges to TAs as discussed later in this
paper.

To identify the relevance of the tasks assigned to the TAs in our case, we used the
relevance theory. As shown in Fig. 2, Gorayska and Lindsay [23], defined the rele-
vance as follows:

Fig. 1. Activity system

Fig. 2. Definition of Relevance adopted from Gorayska and Lindsay [23]
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“X is relevant to Y if Y is a GOAL and X is an ELEMENT of some PLAN which is sufficient to
achieve that GOAL.” Therefore, “X is irrelevant to Y if Y is a GOAL and X is NOT an
ELEMENT of any PLAN which is sufficient to achieve that GOAL.”

Wilks [24] involved an AGENT to the definition of relevance: “SOMETHING is
relevant to SOMEONE (who seeks to achieve some GOAL). Therefore, the definition of
relevance in the presence of an agent is shown in Fig. 3.

According to Gorayska and Lindsay [23], goal is known motivation, which
includes “aims, objectives, wishes, desire, interests, intentions, and wants.”. Goals are
reachable by an array of known actions. These actions include “methods, strategies,
and procedures,” which altogether shape the plans. Plans contain elements, which are
“operations, actions, and related necessities” to achieve the goals. Each element is
acquired from the knowledge source to support practical actions.

Moreover, we also used the role theory to analyze the process of taking a role
theory and the result of assigning different tasks to TAs. Rizzo, et al. [25] defined the
organizational role as “a position within an organizational structure that comes with a
specified set of tasks or responsibilities”. Therefore, a person who is assigned to a role
is expected to do a specific set of tasks related to that role [26]. However, managers or
employers do not often specify the roles accurately [27] resulting in reducing or
expanding the activities related to the roles and consequently to role conflict and role
ambiguity [28]. Role conflict means the role owner is asked to perform some tasks,
which is inconsistent or incompatible with each other. Role ambiguity rises when there
are no clear borders for the role, which means that the role owner does not know which
tasks, are related to his or her role. Role conflict, in turn, leads to role strain [29]. It
means that the role owner has difficulty in fulfilling the given role. Moreover, according
to Van Maanen and Schein [30], people must negotiate on the role while they are
taking a role. According to Deutsch [31], negotiating on a role can happen when both
parties have the same power to persuade their ambitions to reach their goals.

Based on the abovementioned theories and definitions, when somebody has a role,
he or she has a goal to achieve. Also, there are some elements and requirements which
are already planned to lead this person to his or her goal. So, an element is relevant to a
goal, if it is a member of the “plan” and it helps to achieve the goal. Hence, in our case,
AGENT is a person with a TA role whose GOAL is helping the teacher and students in
the education process, as well as acquiring experience in teaching as a future teacher.

Fig. 3. Definition of Relevance with the presence of an Agent adopted from Gorayska and
Lindsay [23]
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The role of a TA is planned to consist of those elements (as their tasks) and related
prerequisites, which help them to reach their GOAL.

In this study, to address the research questions, we used this theoretical framework
to analyze our data.

4 Research Methodology

Recently, a Scandinavian university has been merged with several state colleges to
become a multi-campus university. Leaders of the university, as Groenwald [32]
already discussed, have been facing a challenge related to quality assurance. They have
been trying to find a solution, which provides equal access to resources such as courses
and curricula with the same quality for students at different campuses. To address this
challenge, so far, there have been some initiatives to extend existing courses from a
single-campus style to a multi-campus setting to extend the course offering to students
at other campuses [33]. The technical solution was nearly the same in all cases, based
on unidirectional video streaming of lectures held by a single teacher at the main
campus to students gathered in a classroom at the other campus. For each of these
courses, one or two TAs were recruited at each campus to setting up and monitoring the
video stream and help the teachers and students as well.

In this study, in order to reach our aim, we had a semi-structured interview with
eight TAs (four doctoral students and four master’s students) who assisted in multi-
campus courses, in Fall 2018. As there had not been so many multi-campus courses at
the university level before, these TAs were among the first ones to act as multi-campus
TAs. The participants had already been involved in single-campus courses, and they
were familiar with the related responsibilities. Questions asked to the TAs only
addressed the new responsibilities in the multi-campus setting. We did not ask any
question about the single-campus TA role for comparing as it was already known by
the literature, and participants had already had experience in a single-campus setting.
Interviews were done either in-person at each campus or through Skype meetings. The
interviews varied in length from 20 to 30 min. The recorded files were then transcribed
and qualitative data analyzed with Nvivo 12. We used activity theory to specify the role
of TAs and their relationships with other stakeholders in the context of a multi-campus
course. The relevance theory helped us to examine the relevance of the new respon-
sibilities with the actual role of a TA in a multi-campus setting. The role theory also
helped us to analyze the challenges posed by the new responsibilities and specify TAs
expectations to fulfill the differences between two different course settings.

5 Findings

Concerning the activity theory for single-campus courses, a TA can be considered a
part of the community element and thereby will be having a direct relationship to the
teacher as subject and students as object and the related responsibilities defined based
on these relationships. The TA helps teacher and students in the teaching and learning
process, as shown in Fig. 4.
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In our multi-campus setting, as shown in Fig. 5, the TAs had more complex
relationships with other elements. Therefore, they were assigned some new and
additional tasks. These tasks were related to setting up technology, dealing with
technical failure, and communicating with other TA(s) to exchange the status of the
link between campuses and to relay remote campus students’ question to the teacher at
the main campus.

Participants in our study took the TA role in two different ways. Those who were
master’s student assigned to the TA role by the administration after sending the
application form, while the teachers assigned doctoral students to the role as a part of
their duty work. As an organizational role, the tasks of TAs were not clearly identified.
Also, none of the TAs received any formal training and preparation for the role of TA
in the multi-campus course. Before and after taking the TA role, they did not negotiate
over the assigned tasks:

[TA] “I got sort off thrown into it from the start.” “I was not really informed about that. I got to
learn that after I was chosen for the position.”

TAs identified that their role was not a practical role:

[TA] “It was more of an administrative job, not so much of a teaching job. I did not help the
students with understanding the course.”
[TA] “my entire duty was into the administration to look into administration kind of work.”

Fig. 4. TAs’ relationships in single-campus courses

Fig. 5. TAs’ relations in multi-campus courses
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The main reason for having such a role is that they were mostly busy with irrelevant
tasks such as followings:

Technology Setup. In our multi-campus setting, in order to share the lecture from the
main campus to the remote one, TAs had to show up in the lecture room 10–15 min
before the sessions, to set up the technology devices, make sure the link between the
campus was stablished, and the audio and video were being transferred between the
campuses seamlessly.

[TA] “I had to come in a reasonable time [15–20 min earlier] to make sure that everything
was set up and running.”

Deal with Technical Problems. During the lectures, TAs had to keep an eye on the
technical equipment connecting the campuses:

1. To deal with minor technical problems and provide the necessary equipment.

[TA] “I will be in the class whole time, in case there are some problems with the transmission.”
“That would be more on the technical level. Make sure that everything works. Making sure that
there are no technical issues. Also providing the necessary equipment on all campuses to make
sure that this works.

2. To contact technical support staff to inform the technical problems to come and
solve:

[TA] “Make sure that there are people available if something happens, which was the problem
we had.” “When we had technical issues with the streams not starting, the hard part was to
make technical contact with their maintenance unit up in [main campus].”

Communicate with Other TA(s). TAs on the same course but at different campuses
had to have constant communication with each other:

1. To exchange the link status and technical problems.

[TA] “It was more communication if there was something wrong with the stream …; the
automatic tracking camera is not always turned correctly. That kind of stuff.”

2. To relay the remote students’ questions to the teacher on the main campus.

[TA] “When students had questions to me, then I had to make sure that the questions were sent
up to [main campus] TA and to the lecturer (or guest lecturer) and make sure that they got the
answer.

The tasks mentioned above are crucial for a successful outcome of multi-campus
teaching. The responsibility to handle these tasks was not assigned to anybody else.
Therefore, assigned to these tasks, TAs had to give them higher priority than other
tasks. This created a role conflict for the TAs. It was difficult for them to balance their
tasks. Consequently, they did not have as much time to interact with students as they
were expecting.
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[TA]“you spend a lot more time coordinating and just making sure that pure technical aspects
of the course are working, like the live stream, rather than actually interacting with the students
and having that one-to-one interaction.”

These tasks made the TA role challenging for our participants. All of them indi-
cated that if they had a choice, they would not choose a multi-campus TA role. As a
potential improvement, they suggested that hired TAs were properly introduced to the
particularities of the multi-campus TA role before recruiting, and that a training and
preparation assistance was offered before the semester. In addition, they asked for the
presence of technical staff who can care for the technology and who can handle
technology-related difficulties. TAs having a local teaching staff in a remote campus
preferred not to spend time on communication with other TA in the course for remote
students’ questions. They also expected the university to install technology that would
provide a multi-directional link between campuses, which does not need for TAs’
communication.

6 Discussion

Our findings show that there were no changes to the TA recruitment process, but there
are new and challenging responsibilities assigned to them. TAs, who were doctoral
students, were assigned to the courses as a part of their duty work. Master’s students
were selected by a faculty member as mentioned by Smith and Smith [19], which is
common in TAs hiring. None of the TAs were offered any training for the new tasks
and responsibilities and were operating based on their knowledge and experience,
which is in agreement with the work of Lueddeke [18].

In this study, the process of the TAs role taking caused some friction between the
TA and the university. Firstly, because the role responsibilities were not clearly
communicated to the TAs when they were hired (role ambiguity). Secondly, because
during the semester, TAs were assigned to different types of tasks that, each required a
specific level of time and effort (role conflict). Finally, because the TAs had no means
for renegotiating the TA terms once they were hired (role-taking).

There are similarities between the role of TAs in this study, and those described by
Smith and Smith [19], as TAs were mostly busy with non-teaching tasks like dealing
with logistics and technology. For example, technology setup and dealing with tech-
nical failure are time-consuming and demanding tasks for multi-campus TAs. They
could solve some minor problems, but the complex ones were too demanding,
knowledge wise, and time wise (role strain). To solve these role conflicts, TAs sug-
gested the presence of technical staff or a facilitator who has just responsibilities other
than TAs’.

TAs in main and remote campuses also had to have constant communication to
exchange the status of the link between campuses. So, they had to spend much of their
time on monitoring technology to make sure the audio and video streamed smoothly
between campuses. Relaying the remote students’ question to the teacher was another
task that TAs were given. Remote campus TAs had to spend time to make sure that the
question was transferred to the teacher via the TA in the main campus. To solve this
problem, there is a need for a multi-directional link between campus that remote
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students can have direct interaction with a teacher in the main campus. Also, the
presence of a local teaching staff who can help remote students is another solution.
These tasks are not related to ordinary TAs’ role. First, these tasks were not already
planned for the role, and there were not the required prerequisites like training and
preparation. Second, the mentioned tasks were not on the list of tasks that lead a TA to
achieve his or her goal: helping the teacher and students in the education process and
prepare for future as a would-be teacher.

Our findings show that having a role in the education process, like a teacher, and a
role related to other tasks such as logistics and technology brings role conflict to TAs. It
was difficult for doctoral students to make a balance in terms of time and effort between
their research and different assigned tasks as TA (role strain). This finding is in line
with Gardner and Parrish [17]. Also, our finding supports the work of Lowman and
Andreoli Mathie [20], as TAs were busy with non-teaching tasks, they could not
establish a productive relationship with the students to help them in their learning
process. TAs’ tasks in multi-campus courses hindered them from having excellent
practical experience in teaching as a would-be teacher.

6.1 Implication for Theory

The theoretical contribution of this paper is giving an account to the activity theory in
identifying a role and its relationships in the context. Also, in this paper, the combi-
nation of the relevance and role theory helped us to find the relevance of the tasks to a
role.

6.2 Implication for Practice

Multi-campus universities can use our findings if they want to assign TAs for multi-
campus courses. Our findings can help them not to assign the tasks which are not
relevant to a TA role and prevent the possible negative impacts or at least provide some
training and preparation steps to make them ready for the new style of TA role.

6.3 Limitations of the Research

Our research has a limitation in terms of scale, as we covered courses share between
two campuses. However, we believe that in the case of more campuses, some parts of
our findings can be generalized. Also, this research has a limitation in the size of the
participants, as there were just eight TAs who took the multi-campus TA role.

7 Conclusion

In this study, we showed that as the role of TAs is not well-defined, TAs may be
assigned a variety of tasks that are not handled by others. Several new tasks needed to
be taken care of to ensure successful multi-campus courses, including administrative
and technical support tasks. These tasks included setting up technology, dealing with
technical problems, and communicating with other TAs in the course. It may seem
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easier for a multi-campus university to assign such unrelated tasks to TAs rather than
having to add them to the administrative and technical support staff. As demonstrated
in the cases studied in this paper, such an approach puts a heavy burden on the TAs.
This extra burden can impair the Students-TA-Teacher relationship and thereby have a
negative impact on the teaching and learning outcome.

To overcome these challenges, universities should provide some other roles in the
classroom, letting the TAs maintain their traditional roles – i.e., supporting the local
students in their learning. Alternatively, the universities should offer a training or
preparation step to allow them to become familiar with the new role and let them make
a choice. Finally, universities can install technology, which support a multi-directional
connection between the campuses that students can have direct interaction with the
teacher on the other campus to reduce the extra burden on the TAs.

References

1. Webster, R., Blatchford, P., Bassett, P., Brown, P., Martin, C., Russell, A.: Double standards
and first principles: framing teaching assistant support for pupils with special educational
needs. Eur. J. Spec. Needs Educ. 25(4), 319–336 (2010)

2. Chandrakar, C.L., Bentao, Y.: From learning theory to academic organisation: the
institutionalisation of higher education teaching assistant position in China. Int. J. High.
Educ. 7(3), 124–134 (2018)

3. Ericksen, S.: Teaching Fellows, Memo to the Faculty 13. Centre for Research on Learning
and Teaching, University of Michigan, Ann Arbor (1965)

4. Crewe, L.: Arena symposium: teaching assistants: graduate teaching assistant programmes:
the challenge ahead. J. Geogr. High. Educ. 20(1), 83–89 (1996)

5. Kerry, T.: Towards a typology for conceptualizing the roles of teaching assistants.
Educational Review 57(3), 373–384 (2005)

6. Smith, P.H.: The paradox of higher vocational education: the teaching assistant game, the
pursuit of capital and the self. Educ. Rev. 70(2), 188–207 (2018)

7. Graves, S.: New roles, old stereotypes–developing a school workforce in English schools.
Sch. Leadersh. Manag. 34(3), 255–268 (2014)

8. Webster, R., Russell, A., Blatchford, P.: Reassessing the Impact of Teaching Assistants:
How Research Challenges Practice and Policy. Routledge, Abingdon (2012)

9. Warhurst, C., Nickson, D., Commander, J., Gilbert, K.: ‘Role stretch’: assessing the blurring
of teaching and non‐teaching in the classroom assistant role in Scotland 40(1), 170–186
(2014)

10. Tucker, S.: Perceptions and reflections on the role of the teaching assistant in the classroom
environment. Pastor. Care Educ. 27(4), 291–300 (2009)

11. Gilmore, J., Maher, M.A., Feldon, D.F., Timmerman, B.: Exploration of factors related to the
development of science, technology, engineering, and mathematics graduate teaching
assistants’ teaching orientations. Stud. High. Educ. 39(10), 1910–1928 (2014)

12. Edmond, N., Hayler, M.: On either side of the teacher: perspectives on professionalism in
education. J. Educ. Teach. 39(2), 209–221 (2013)

13. Raaper, R.: ‘Peacekeepers’ and ‘machine factories’: tracing graduate teaching assistant
subjectivity in a Neoliberalised University. Br. J. Sociol. Educ. 39(4), 421–435 (2018)

14. Edmond, N.: The role of HE in professional development: some reflections on a foundation
degree for teaching assistants. Teach. High. Educ. 15(3), 311–322 (2010)

From Theory to Practice: TAs’ Role in Multi-campus Education 663



15. Minondo, S., Meyer, L.H., Xin, J.F.: The role and responsibilities of teaching assistants in
inclusive education: what’s appropriate? J. Assoc. Pers. Severe Handicaps 26(2), 114–119
(2001)

16. Cho, Y., Kim, M., Svinicki, M.D., Decker, M.L.: Exploring teaching concerns and
characteristics of graduate teaching assistants. Teach. High. Educ. 16(3), 267–279 (2011)

17. Gardner, G.E., Parrish, J.: Biology graduate teaching assistants as novice educators: are there
similarities in teaching ability and practice beliefs between teaching assistants and K–12
teachers? Biochem. Mol. Biol. Educ. 47(1), 51–57 (2019)

18. Lueddeke, G.R.: Training postgraduates for teaching: considerations for programme
planning and development. Teach. High. Educ. 2(2), 141–151 (1997)

19. Smith, K., Smith, C.: Non-career teachers in the design studio: economics, pedagogy and
teacher development. Int. J. Art Des. Educ. 31(1), 90–104 (2012)

20. Lowman, J., Andreoli Mathie, V.: What should graduate teaching assistants know about
teaching? Teach. Psychol. 20(2), 84–88 (1993)

21. Vygotsky, L.S.: Mind in Society: The Development of Higher Psychological Processes.
Harvard University Press, Cambridge (1980)

22. Engeström, Y., Miettinen, R., Punamäki, R.-L.: Perspectives on Activity Theory. Cambridge
University Press, Cambridge (1999)

23. Gorayska, B., Lindsay, R.: The roots of relevance. J. Pragmat. 19(4), 301–323 (1993)
24. Wilks, Y.: Relevance must be to someone. Behav. Brain Sci. 10(4), 735–736 (1987)
25. Rizzo, J.R., House, R.J., Lirtzman, S.I.: Role conflict and ambiguity in complex

organizations. Adm. Sci. Q. 15, 150–163 (1970)
26. Rogers, D.L., Molnar, J.: Organizational antecedents of role conflict and ambiguity in top-

level administrators. Adm. Sci. Q. 21(4), 598–610 (1976)
27. Kahn, R.L., Wolfe, D.M., Quinn, R.P., Snoek, J.D., Rosenthal, R.A.: Organizational Stress:

Studies in Role Conflict and Ambiguity. Wiley, Hoboken (1964)
28. Ebbers, J.J., Wijnberg, N.M.: Betwixt and between: role conflict, role ambiguity and role

definition in project-based dual-leadership structures. Hum. Relat. 70(11), 1342–1365 (2017)
29. Goode, W.J.: A theory of role strain. Am. Sociol. Rev. 25, 483–496 (1960)
30. Van Maanen, J.E., Schein, E.H.: Toward a Theory of Organizational Socialization. JIP Press,

New York (1977)
31. Deutsch, M.: The Resolution of Conflict: Constructive and Destructive Processes. Yale

University Press, New Haven (1977)
32. Groenwald, S.L.: The challenges and opportunities in leading a multi-campus university.

J. Prof. Nurs. 34(2), 134–141 (2018)
33. Hjelsvold, R., Bahmani, A.: Challenges in repurposing single-campus courses to multi-

campus settings. Læring om læring 3(1), 20–25 (2019)

664 A. Bahmani and R. Hjelsvold



Security in Digital Environments



Demographic Factors in Cyber Security:
An Empirical Study

Shweta Mittal(&) and P. Vigneswara Ilavarasan

Department of Management Studies, Indian Institute of Technology, Delhi, India
f12shwetam@iima.ac.in, vignes@iitd.ac.in

Abstract. Despite high quality information systems security in place, organi-
zations are vulnerable to cyber-attacks due to lapses in the human behavior. The
present paper explores the importance of human factors in cyber security using
an online survey data. It uses the work of Parson, Calic, Pattenson, Butavicius,
McCormac and Zwaans [23] in measuring the human aspects of cyber security
(leaving printouts, links from known source, website access, information in
website, password complexity, links from known source, plugging USB in
public places) and their linkages with the demographic factors (age, work
experience, academic discipline, qualification, and place). ANOVA was used on
a sample size of 165. It was found that demographic profile of employees and
students significantly differ in their perception towards the cyber security. The
paper has suggestions for information security awareness training programmes
to handle the inadequacies.

Keywords: Demographics � ANOVA �
Human Aspects of Information Security Questionnaire � Cyber security

1 Introduction

Humans can cause risk to cyber security, as any technical security solution or operation
can fail due to the human error. Information security threats cannot be stopped, evaded,
noticed or eradicated by completely relying on technological solutions [14, 15, 36].
Behavior of computer users’ can pose danger to an organization’s computer system.
Human behaviors can probably put the organization at danger by unintentionally or
intentionally revealing the passwords to others, providing sensitive information by
clicking on embedded web site links, or putting unknown media into work computers.
Research has found that human is the weakest link in safe guarding the organization’s
information security system [13]. Computer users’ immature and unintentional
behaviors are the reason behind information security breaches [24, 28, 39]. The data of
the current research states that 95% of security breaches incidents are due to human
errors. A technological system doesn’t guarantee a secure environment for information
[30]. It needs to be collaborated with mature human behaviors. [35] enquired about
information security and cyber security, though they are related but can be compared.
Information security consists of availability, integrity, and confidentiality. Cyber
security also comprises of humans in their personal capacity and society at large. In
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organizations, security on both the fronts can be established by collaboration of
technology and human behaviors [37].

Information security breaches can cost heavily to organizations and can also affect
their reputation [29]. Many studies suggest that employees’ information security
awareness plays an important role to attenuate the risk associated with their behavior in
organizations [1, 3]. Organizations invest heavily in technological aspects of infor-
mation security and tools but still security breaches incidents continue due to the lack
of attention to employees in organizations [16].

Cyber security is of paramount importance to individuals and organizations to
safeguard important and sensitive information about the clients. The researchers have
found that different human characteristics lead to low security practices and are more
prone to be a part of cybercrimes, still the work is limited in this area [11]. The research
has suggested that information security awareness (ISA) is important in lowering the
risks linked with information security breaches [3, 31]. Humans are consistently being
called as “the first line defense” against the information security threats [12, 26]. We
have used the Human Aspects of Information Security Questionnaire (HAIS-Q)
developed by [23] to understand the different aspects of cyber security factors with
respect to demographics.

Through a survey of 165 respondents comprising of students, working profes-
sionals at India, Bangladesh and other places, we make the following contributions.

• We used the HAIS-Q questionnaire and found that knowledge, attitude and
behavior (KAB) model didn’t hold well in our population.

• We deducted the constructs like password sensitivity, password complexity, links
from known source, links from unknown source, and etc. with the reliability 0.60
and above.

We expand on the work of [23] by using ANOVAto delineate the linkage between
demographic factors and cyber security.

The paper consists of seven sections. The first section introduced the paper. The
section two shares the theoretical background of the research. The section three dis-
cusses the importance of demographics. The section four presents the methodology.
The fifth section covers the analysis and findings of the study. The sixth section
discusses the findings. The final section concludes the paper with suggestions for future
work.

2 Theoretical Background

In today’s scenario, dangers associated with information security pose major challenges
for most of the organizations, as these dangers have dire consequences, including
corporate liability, loss of credibility, and monetary damage [7]. In organizations
ensuring information security has become an utmost managerial priority as well as
responsibility [5, 21, 27]. Research on the human perspective of information security
have focused on the employee behaviors and have found the factors that lead to risk the
information security. The employees can risk the information security because of their
ignorance, mistakes, and deliberate acts [10, 19, 20]. Organizations are organizing
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technological systems to safeguard their information and technological resources, but
still they depend on their employees. Employees who are consistently using infor-
mation and technology resources take certain roles and responsibilities in protecting
those resources, so we are interested in what demographic factors are responsible for
ensuring these roles and responsibilities.

Thus, we can understand how much the demography differences of employees
understand the need and impact of information security. If the demography differences
of employees are not reflecting information security behavior, then the organizations
need to tailor the training programs to influence or cultivate positive attitude towards
cyber security.

3 Demographics and Hypotheses

Demographics include number of characteristics in a human population. We have
focused on the following demographic characteristic: age, place, qualification, aca-
demic discipline, work experience and sector working presently. These represent
demographic characteristics which we analyzed how cyber security varies according to
the differences in age, place, qualification, academic discipline, work experience and
sector working presently. [9] found liberal arts students to be more susceptible to
attacks than other majors. [22] however, suggested demographics were not conclusive
in predicting attack susceptibility. There are few researches showing how demo-
graphics influence cyber security behaviors. [38] found that younger people were
significantly more likely to engage in the poor security practice of password sharing.
[34] found that age is an important demographic predictor in organizations. To this, the
prior research states that increasing age has lower attitudes towards its usage [18], and
acceptance behavior [8]. The reasoning for this could be that older people have less
computer experience, less open to change, and relatively are not good in managing
computer related documents. Further, older employees are more inclined to social
activities than in knowledge acquisition [6]. This could be another reason for older
employees being insensitive towards leaving the printouts. Individuals with lesser job
tenure are more inclined towards learning new things [25, 32, 33]. This rationale could
be the probable reason that employees with lesser experience are more susceptible to
clicking the links from known source, may be thinking that there could be some new
knowledge or information. Research clearly shows that education level (EL) is directly
associated to knowledge skills, and has positive effect related to behavior [2, 17]. Thus,
through this reasoning we can say that PhD qualified people have an intention to share
or contribute new learning enters the information in website, forgetting that it could be
detrimental to organization’s security. Further, different places and academic discipline
have different information security issues.

The following research questions were investigated:

1. Is there a difference in ‘Leaving print outs’ across different age groups?
2. Does the links from known source vary according to the work experience?
3. Is there difference in ‘Website accesses across different academic disciplines?
4. Does the cyber security (information in website) vary according to the qualification?
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5. Is there a difference in password complexity across different places?
6. Is there a difference in clicking links from unknown sources across different places?
7. Is there a difference in plugging USB in public places across different places?

4 Research Methodology

This research expanded the work done by the [23] on human aspects of information
security (HAIS). This research will help in comprehending different aspects of cyber
security with respect to demographic differences. We used Parson & team’s HAIS
questionnaire. In order to examine the questions, Analysis of Variance (ANOVA) was
used to test the differences across different groups.

4.1 Data Collection

The data were collected from the employees and students of India, Bangladesh and
other countries. We used the electronic version of the questionnaire and sent the link to
the participants. This helped the respondent to answer the questions at any time and
place, and this way we accelerated the process of data collection. With the aid of
Google, we received 200 questionnaires electronically. Thirty-five questionnaires were
not considered because of their incongruent responses. Finally, we received 165
questionnaires for data analysis.

4.2 Sample

The sample of 165 consisted of working (78.3%) and non-working (19.3%) profes-
sionals from India (70.5%), Bangladesh (26%) and other countries (3%). A total of
81% of respondents were Male. The mean age was 29.41 years, with an average
experience of 5.74 years. The sample was composed of arts and commerce (8.4%),
management and social science (55.4%), science (4.2%) and engineering (29.5%)
backgrounds. It comprised of undergraduate (30.7%), post graduate (59.0%) and PhD
(9.6%).

5 Measures

We used the HAIS-Q questionnaire and extracted eighteen constructs with the relia-
bility 0.60 and above. The deducted constructs with reliability are given in Table 1.

5.1 Data Analysis and Results

Cyber Security: Leaving Printouts
A one-way ANOVA was conducted to understand the perception of respondents
towards leaving printouts, in accordance to their age. Leaving printouts perceptions
varied according to the age at p < .05 for the four conditions [F (3,157) = 2.89,
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Table 1. Reliability of the constructs

Focus area Sub area Reliability

Password sensitivity It’s acceptable to use my social media passwords on my
work accounts

0.71

It’s safe to use the same password for social media and
work accounts
I use different password for my social media and work
accounts

Password
complexity

A mixture of letters, numbers and symbols is necessary
for work passwords

0.60

I use a combination of letters, numbers and symbols in
my work passwords

Attachments from
unknown source

I am allowed to open email attachments from unknown
senders

0.64

It’s risky to open an email attachment from an
unknown sender
I don’t open email attachments if the sender is
unknown to me

Links from known
sources

I am allowed to click on any links in emails from
people I know

0.62

It is always safe to click on links in emails from people
I know

Links from
unknown source

Nothing bad can happen if I click on a link in an email
from an unknown sender

0.64

If an email from an unknown sender looks interesting, I
click on a link within it

Download file I am allowed to download any files onto my work
computer if they help me to do job

0.75

I download any files onto my work computer that will
help me get the job done

Website access While I am at work, I shouldn’t access certain websites 0.61
Just because I can access a website at work, doesn’t
mean that it’s safe

Information in
website

I am allowed to enter any information on any website if
it helps me do my job

0.72

If it helps me to do my work it doesn’t matter what
information I put on a website

Social media
privacy

I must periodically review the privacy settings on my
social media accounts

0.62

It’s good idea to regularly review my social media
privacy settings
I don’t regularly review my social media privacy
settings

Work information
on social media

I can post what I want about my work on social media 0.68
It’s risky to post certain information about my work on
social media

(continued)

Demographic Factors in Cyber Security: An Empirical Study 671



Table 1. (continued)

Focus area Sub area Reliability

Laptop care When working in a café, it’s safe to leave laptop
unattended for a minute

0.79

When working In a public place, I leave my laptop
unattended

Public Wi-Fi and
sensitive files

I am allowed to send sensitive work files via a public
Wi-fi network

0.64

It’s risky to send sensitive work files using a public Wi-
fi network
I send sensitive work files using public Wi-fi network

Strangers and
sensitive file

When working on a sensitive document, I must ensure
that strangers can’t see my laptop

0.85

It’s risky to access sensitive work files on a laptop if
strangers can see my screen
I check that strangers can’t see my laptop screen if I’m
working on a sensitive document

Disposing the
sensitive printouts

Sensitive printouts can be disposed of in the same way
as non-sensitive ones

0.75

Disposing of sensitive print-outs by putting them in the
rubbish bin is safe
When sensitive print-outs need to be disposed of, I
ensure that they are shredded or destroyed

Plugging USB in
public places

If I found a USB stick in a public place I shouldn’t plug
into my work computer

0.76

If I find a USB stick in a public place nothing bad can
happen if I plug it into my work computer
I wouldn’t plug a USB stick found in a public place
into my work computer

Leaving printouts I am allowed to leave print-outs containing sensitive
information on my desk overnight

0.66

It’s risky to leave print-outs that contain sensitive
information on my desk overnight

Reporting of
suspicious acts

If I see someone acting suspiciously in my workplace, I
should report it

0.72

If I ignore someone acting suspiciously in my
workplace nothing bad can happen
If I saw someone acting suspiciously in my workplace,
I would do something about it

Security behavior of
colleagues

Nothing bad can happen if I ignore poor security
behavior by a colleague

0.80

If I notice my colleague ignoring security rules, I
wouldn’t take any action
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p = .037]. Post hoc comparisons using the Turkey B test indicated that the mean score
for the age range (>25 and � 27) (M = 4.52) and (� 25) (M = 4.16) was significantly
different than the age range (>32 and � 50) (M = 3.94).

Cyber Security: Links from Known Source
We found that Links from known source vary according to the experience of
employees in organization by conducting one-way ANOVA at the p < .05 for the four
conditions [F (3,159) = 3.727, p = .013]. Post hoc comparisons taking the Turkey B
test indicated that the mean score for the work experience (� 2) (M = 2.97) was
significantly different than the work experience (2 and � 3) (M = 3.56) and (>8 and
� 28) (M = 3.57).

Cyber Security: Website Access
Again, by applying ANOVA we found website access perception was different for the
academic discipline at p < .05 for the four conditions [F (3,156) = 4.19, p = .001]. The
mean score of the academic discipline Arts and Commerce (M = 3.32) was signifi-
cantly different from Management and Social Science (4.06), Science (4.32) and
Engineering (4.57) by using Turkey B test of Post hoc comparisons.

Cyber Security: Information in Website
Information in website varied according to the qualification by using one-way ANOVA
at the p < .05 for the three conditions [F (2,159) = 4.79, p = .01]. The mean score for
the PhD qualified people (M = 2.94) was different from Post Graduates (3.72) and
Undergraduate (3.72) by Turkey B test.

Cyber Security: Password Complexity and Links from Known Source
Password complexity and links from known source didn’t vary according to the place.
We used one-way ANOVA to get the results.

Cyber Security: Plugging USB in Public Places
Plugging USB in public places varied according to their place by applying ANOVA.
Plugging USB in public places was significantly different according to the place at the
p < .05 for the three conditions [F (2,158) = 3.09, p = .048]. The mean score for other
Places (M = 4.80) significantly varied from Bangladesh (M = 4.06) and India
(M = 4.31) by using Turkey B test.

6 Discussion and Findings

The results clearly states that there is a need to increase security awareness, and it has
been found that security awareness training is the most cost- effective form of security
control [4]. Precisely, from the results, we can advocate that the culture of cyber
security needs to be cultivated by providing training and workshops by laying emphasis
that if cyber security is not kept in mind it could be detrimental to their work. Age
differences show different behavior towards cyber security (leaving printouts). The
people in the age range of (>32 and � 50) are prone towards leaving important
printouts on their table. It is imperative that organization or colleges orient these people
how leaving these important papers could be harmful to the information framework of
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their respective companies. Employees who have an experience of (� 2) should be
provided with a training that by clicking any links in email could harm their data. These
trainings would make them cautious and vigilant towards link in email. People
specifically from Bangladesh should be sensitize through trainings that picking up and
plugging in USB drives can unknowingly open their organization to an internal attack
of virus. The results also concluded that the students from arts and commerce are more
inclined in accessing websites which could be harmful. They require an orientation
programme to address towards the safety of their data by avoiding the access to certain
websites. Further, the PhD students’ needs a training to be aware of entering any
information in website could have adverse effects on cyber security framework. These
results clearly point that age, work experience, place, academic discipline and quali-
fication differences require tailored training programes to cyber security issues.
Building on this, human intervention like putting the important print outs in the file,
avoiding certain websites, entering any information in website, picking up and plug-
ging in USB drives, forming simple passwords and clicking any links in email could
make the cyber security robust in the organization.

7 Conclusion

The organizations should adopt proper information security training, which in turn
brings the information security awareness, which is an important parameter for security
assurance. This study examined the relationship between cyber security issues (leaving
printouts, links from known source, website access, information in website, password
complexity, links from known source, plugging USB in public places) with demog-
raphy differences (age, work experience, academic discipline, qualification, and place)
to understand which are the significant relationship between demography and cyber
security. It was found that demographic profile of employees and students significantly
differ in their perception towards the cyber security. Our findings have important
implication for organization that students and employee’s perception towards cyber
security varies in accordance to their difference in age, work experience, qualification,
education and place. It can help organization identifying cyber security strength and
weakness across demography and can assist in developing the tailored information
security training programmes for the respective employees and students.

7.1 Future Directions

Building on the present study, future research could examine the human aspect of
information security and organization security culture. Future research can also con-
sider the different aspects of personality traits of human beings.
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Abstract. Technological advancements continue to disrupt how organi-
zations compete and create value in almost every industry and society.
The recent digital transformation movement has expanded the reliance
of companies and organizations in software technologies, such as cloud
computing, big data, artificial intelligence, internet-of-things, and also
increase the risk associated with software usage. This work aims at iden-
tifying security risks associated with these technologies from an engineer-
ing management perspective. We conducted two focused groups and a
literature review to gather and discuss the list of security risks. The find-
ings have implications for both practitioners to manage software security
risks and future research work.

Keywords: Digital transformation · Cybersecurity ·
Software vulnerability · Internet-of-Things · Cloud computing ·
Big data · Artificial intelligence

1 Introduction

Technological changes continue to disrupt how organizations compete and create
values in almost every industry and societies. Recent trending technologies, such
as cloud computing, big data, artificial intelligence, and internet-of-things have
expanded the reliance of organizations in data and data processing software.
Many companies have experienced an organizational process so-called “digital
transformation” to explore these new digital technologies and to exploit their
benefits [13,16]. However, this process is not risk-free. Before realizing the poten-
tial benefits of adopting such technologies, digital strategy makers should be
aware of pitfalls that might impact the digital transformation process [10].

Cybersecurity is recognized as a significant cross-cutting concern that influ-
ences various aspects of digital transformation, from the choice of technology to
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the financial outcomes [36]. The Center for Strategic and International Studies
estimates that “the likely annual cost to the global economy from cybercrime is
more than 400 billion US dollars” [28]. A recent industrial survey shows that
almost 60% of respondents experienced a phishing attack in 2015, and in 30% of
these organizations, it is occurring on a daily basis [9]. While considering soft-
ware technology to adopt, it is increasing demand on securing safety and security
of organizations’ data [3]. However, securing software is not a simple task, due
to not only the emergence and evolution of software technologies, but also the
peer pressure of digital transformation movement. While many organizations
recognize the importance of cybersecurity, it is still a limited understanding of
the actual effort on identifying and managing risks of cybersecurity [9]. Towards
a risk management framework for digital transformation, such as [8], we aim at
providing an overview of cybersecurity risks in digital transformation. Instead of
looking at organizational or managerial factors, the work focuses on engineering
aspect. Our research question is:

RQ: What are engineering-level security risks relevant to a digital trans-
formation process?

From an academic perspective, this paper contributes to business research about
digital transformation by a list of security concerns in emerging technologies.
From a practitioner’s perspective, the list can be used as a checklist for further
analysis when an organization wants to adopt one or many digital technologies.

The paper is organized as follows. Section 2 presents the terminology of secu-
rity. Section 3 describes our research methodology. Section 4 presents technology-
specific security challenges. Section 5 discusses the finding and concludes the
paper.

2 Terminologies of Security

In the software-driven world, it is common to consider security as a quality or
non-functional attribute of a software system. Software security is about making
software behave correctly in the presence of a malicious attack [17]. Software
security is always relative to the data and services being protected, the skills and
resources of adversaries, and the costs of potential assurance remedies; security
is an exercise in risk management [4,17]. Several distinguishable terms about
software security that are relevant to this work include:

– Vulnerability: a part of the software source code that possesses some weakness
in specification, development and operation which will allow any external user
to exploit it for any malicious activity.

– Error: a mistake caused by developers of the software is called an error.
– Fault: a piece of source code which on execution causes a failure to occur. It

is a hidden programming error caused by programmers.
– Failure: It is the deviation of software from its normal functioning. Software,

when exploited or targeted for attack is denied from performing its intended
functionality.
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– Attack: It is the event that exposes the software’s inherent errors. The indi-
viduals breaking into the system or program for any malicious activity are
termed as attackers.

The general objective of (software) security includes (1) availability, (2)
integrity, and (3) confidentiality [33]. Federal Information Processing Standard
199 defines the security categories, security objectives, and impact levels to which
SP 800-60 maps information types [33]. The security categories are based on the
potential impact on an organization when certain events occur, as shown in
Table 1.

Table 1. The three objectives of security

Security aspect FIPS 199’s definitions [33]

Confidentiality A loss of confidentiality is the unauthorized disclosure of
information

Integrity A loss of integrity is the unauthorized modification or destruction
of information

Availability A loss of availability is the disruption of access to or use of
information or an information system

Fig. 1. Research methodology

3 Research Methodology

The research approach adopted in this study is interpretivism [2]. Security risk
during digital transformation is subjective to managers and decision makers.
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To collect the relevant security risks for organizations, we performed focused
groups and literature review. Focused groups are successfully used to collect
ideas and initiate the process of further investigation of software engineering
phenomenon [34]. We invited managers, strategic decision makers of software
companies, software startups and researchers in both engineering and business
areas to participate. The first meeting included five participants from both soft-
ware industry and academia. During this meeting, we identified a list of emerg-
ing software-relevant technologies that organization might adopt in their digital
transformation process. We also came up with an initial list of security risks that
participants were aware of.

The major data collection approach in this work is a literature review. Due
to the time limitation, we did not adopt any systematic literature or mapping
study [24]. Moreover, the focus of this work is not exhaustively coverage of
security risks but raising the awareness of security as a cross-cutting concern in
digital transformation. We searched with the string: (“security” or “risk manage-
ment”) AND (“big data” or “artificial intelligence” or “mobile apps” or “digital
transformation” or “cloud computing” or “internet-of-things”). We collected risk
items from articles that are recent (preferable articles published after 2010), from
known journals and conferences, and articles with high citations. The review is
stopped when we can add no more new risk items. The final list of risks was
extracted from 28 articles given in the Reference section.

The second focused group was dedicated to discussing the relevance of iden-
tified security risks. Although there are different opinions on the importance of
each risk items in a specific context, we were consensus on the relevance of all
identified risks for the digital transformation process. The research process is
illustrated in Fig. 1.

4 Security Risks in Software-Relevant Technologies

The first focused group resulted in thirteen security risk items (65% of the risk
items from the literature review), showing that participants were aware of secu-
rity risks to a good extent. The final list includes 20 unique risk items that will
be presented according to software technologies below. Some risks that occur in
more than one technology will be presented in one category.

4.1 Mobile Security

Current smartphone devices provide lots of the capabilities of traditional per-
sonal computers (PCs) and, also, offer a large selection of connectivity options,
and inclusion of a wide variety of sensors such as biometric, GPS, compass, gyro-
scope, barometer, and camera. Although these smartphone functions are more
useful for users, often they are vulnerable to attacks. In recent year, researchers
have recognized the importance of mobile security [5,22,25]. The investment in
mobile application’s security has steadily increased [27]. Compared to the tra-
ditional computing environment, mobile presents some unique risks due to its
configurations [22]:
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– Resource-limited security mechanisms: Mobile devices have strict resource
constraints in both computational and power capabilities due to their mobility
and small size. Therefore, while complex security algorithms may scale in
standard non-constrained desktop environments, they can be less effective in
resource-constrained mobile environments.

– Varied use cases of mobile attacks: Compared to traditional computer attacks,
the case of botnets is not as straightforward [22]. Some of the traditional
attacks on hosted servers include spam, denial of service extortion, sensitive
data theft, and phishing. However, as much sensitive data such as login cre-
dentials are stored on mobile devices, attackers may still wish to target them
for harvesting data. Moreover, a mobile device is a one-stop-shop for hackers
to steal voice/SMS/data communications, track their physical locations in
real-time via GPS functionality, and even eavesdrop on non-cellular conver-
sations via the device’s microphone. Mobile devices may also act as bridges,
allowing penetration of an enterprise’s network [22].

– Platform obscurity: While many mobile platforms are based on commodity
operating systems (e.g., Android vs. iOS), they can look significantly differ-
ent from a security perspective. Besides, different platforms often associate
with their ecosystems of mobile apps and communities with different secu-
rity mechanisms [18]. In addition, platforms are often intentionally restricted
from modification and instrumentation due to mobile carrier agreements and
regulatory requirements.

– Diverse set of testing configurations Hundreds of different mobile devices are
on the market, produced by different vendors, and with different software
features and hardware components [20]. Mobile applications, while running
on different devices, may behave differently due to variations in the hardware
or O.S. components. Hence the protection of mobile devices includes thorough
security tests of various combinations of operational environments and mobile
devices’ configurations.

– Attacks via varied communication channels: Viruses can spread not only
through internet downloads or memory cards, but they can also spread
through Bluetooth, AirDrop (iPhone-specific communication) or even voice
recognition [25,26]. For instance, a virus can send unsolicited messages over
Bluetooth to smartphones and access unauthorized information.

4.2 Cloud Storage Security

Via different cloud business models1, organizations are now largely depending on
cloud computing for storage, processing and analysis of their data [39]. Despite
the affordable cost and easy-to-use as two major motivations for cloud comput-
ing, there can be serious threats to security if no proper governance is provided:

– Limited control of third-party services: It is more and more important that
customer’s data and computation tasks should be kept confidential from both

1 https://www.ibm.com/cloud/learn/iaas-paas-saas.

https://www.ibm.com/cloud/learn/iaas-paas-saas
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cloud providers and other customers who are using the service. User’s private
or confidential information should not be accessed by anyone in the cloud
computing system, including application, platform, CPU, and physical mem-
ory. Whether adopting public or hybrid cloud environments, a loss of visibility
in the cloud can mean the limited control on data security.

– Exposing data to public: Shifting stored data from local computers to cloud
servers also means that the data now might be searchable and exploitable by
public users [29]. Data stored in an IaaS environment can be encrypted to
decrease the risk of private data becoming public. However, this is not always
as easy as it sounds as the level encryption always depends on the type of
encryption method. Moreover, there are other security-relevant challenges of
searching, retrieving, and sorting encrypted data [1,29].

– Expensive on-cloud data auditing: The data owners would less control to
ensure data integrity of outsourced data storage than local storage. Moreover,
a large amount of cloud data and the users constrained computing capabilities
to make data correctness auditing in a cloud environment is expensive and
even formidable [29].

– Exploitable Application programming interfaces (APIs): Cloud vendors pro-
vide their customers with a range of APIs, which can also be a source of
security threats. They may have been deemed to be initially, and then at a
later stage be found to be insecure in some way. This problem is compounded
when the client company has built its own application layer on top of these
APIs. The security vulnerability will then exist in the customer’s own applica-
tion. This could be an internal application, or even public facing application
potentially exposing private data.

While in-house storage infrastructure is entirely under the control of the com-
pany, cloud services delivered by third-party providers do not offer the same
level of granularity with regards to administration and management. Although
private cloud services could be more secure than legacy architecture, there is
still a potential cost for data breaches and downtime.

4.3 Securing Big Data

Big Data is defined via the three V: the magnitude of data (volume), the struc-
tural heterogeneity of datasets (variety) and the rate at which data are generated
(velocity) [12]. Security issues could not be discussed without the context of Big
data processes and infrastructures for data management and analytic [6,32].

– Risks of switching database models Switching from relational databases to
NoSQL databases should be done with a careful evaluation due to the dif-
ferences of security mechanisms between these two types of databases. For
instance, in Cassandra2 databases, nodes in a cluster can communicate freely
and no encryption or authentication is used [23,37]. Moreover, all communi-
cation between the database and its clients is unencrypted. It is shown that

2 http://cassandra.apache.org/.

http://cassandra.apache.org/
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NoSQL has not been designed with security as a priority, so developers or
security teams must add a security layer to their organisations.

– Outsourcing data control: Big data administrators may decide to mine data
without permission or notification [37]. Whether the motivation is curiosity
or criminal profit, the adopted security tools need to monitor and alert on
suspicious access no matter where it comes from. If the big data owner does
not regularly update security for the environment, they are at risk of data
loss and exposure, as seen in Cloud Computing models (Sect. 4.2).

– Efficient mechanisms for volume and velocity: The sheer size of a big data
installation, terabytes to petabytes, is too big for routine security audits.
Moreover, most big data platforms are cluster-based, this introduces multiple
vulnerabilities across multiple nodes and servers. Besides, classical method to
make sure data integrity is that getting all data blocks from the server and
has been verified by client [23]. However, this way is inapplicable on big data
space. Hence, auditing big data is an active research topic recently [14].

4.4 Security and Internet-of-Things

Internet-of-things refers to a systems of sensing devices, hubs, gateways, and
servers that provides services on top of a networked of connected devices [21].
Internet-of-things implies the compositions of multiple hardware, communica-
tion and software technologies that we have mentioned in the previous sections.
Here we describe security issues that is specific for the whole Internet-of-things
systems [3,31,35] (Table 2).

Table 2. Security concerns across layer of IoT systems

IoT layer Typical security concerns

Application layer security Authentication, access control, security audit, etc.

Network layer security Wireless network security, secure routing, firewall,
content analysis, etc.

Physical layer security Attack detection, intrusion response, cryptography,
virus control, etc.

– Cross-layer security approaches: Sensing layers could be a subject to phys-
ical attacks, including invasive hardware attacks, side-channel attacks, and
reverse-engineering attacks [11]. Application layers, including cloud comput-
ing, big data, can be compromised by malicious code, such as Trojans, viruses,
and runtime attacks (see Sects. 4.2 and 4.3). Communication protocols are
subject to protocol attacks, including man-in-the-middle and denial-of-service
attacks [30].
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– Flexible system architecture [3]: IoT systems would require multiple and
diverse security protocols and standards in order to support (i) multiple secu-
rity objectives (e.g., secure communications, DRM), (ii) interoperability in
different environments (e.g., a handset that needs to work in both 3G cellu-
lar and wireless LAN environments), and (iii) security processing in different
layers of the network protocol stack. The overall security architecture should
be flexible enough to adapt easily to changing requirements.

– Hardware-based versus software-based security solutions [31]: There is a rich
body of literature on security architectures for Internet-of-Things systems,
mainly due to the broad range of devices considered as embedded systems. On
one hand, hardware-based security solutions might be complex and expensive
for low-end embedded systems. On the other hand, software-based isolation
of components might not satisfy security and performance requirements.

4.5 Security and Artificial Intelligence (AI)

There have been increasing scientific discussions about AI and cybersecurity
[19]. Research shows that 60% of surveyed people think AI could be positively
used to find attacks before they do damage. AI’s strength is its ability to learn
and adapt to its current environment and the threat landscape. If deployed cor-
rectly, AI would be able to consistently collect intelligence regarding new threats,
attempted attacks, successful breaches, blocked or failed attacks and learn from
all of it. However, AI could also be configured to learn the specific defenses and
tools that it runs up against, which will allow it to be able to better breach them
in the future. Viruses could be created that host this type of AI, which produces
malware that can bypass even more advanced security implementations. More-
over, hackers do not even need to tamper with the data itself, and they could
work out the features of code that a model is using and mirror it with their own
code they are using with malicious intent so the algorithm is not able to catch it.

4.6 Security and Digital Transformation

Digital transformation, lead by organizational strategy, is causing explosive
growth in digital organizations [10]. It is creating new ways to engage customers,
collaborate with partners, and achieve operational efficiency. We discuss here the
security risk at the business level:

– Securing adopted technologies: These are technologies mentioned above,
including smartwatches, health bands, smart home devices, smart cars and
voice assistants, artificial intelligence, big data analytics, etc. These products
and services need to be provided with suitable security controls mechanisms
(detail in Sects. 4.1 to 4.5) to handle the vulnerabilities, threats and attacks
for these technologies.

– Business-driven risk management: Risk management techniques are used to
identify information risks arising out of business processes. In digital business,
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processes are dynamic and evolve, which traditional risk modeling can not
handle. Moreover, digital businesses depend on using data and assets, which
increase the risk profile—for example, the use of consumer data for digitizing
retail.

– Evolving user behaviors: The digital world is built around the consumer or
user. The user is given the tools to make a choice. The user can define the level
of engagement, such as sharing location information to get relevant services.
Traditional security models treat users as the weakest link. This means that,
now, the weakest element has the most power.

– Regulation support: Regulations are changing to support digital business and
control standards for managing risk and privacy. A good example is the Gen-
eral Data Protection Regulation (GDPR). Compliance assurance and suste-
nance need to transform to adapt to the relevant changes.

Fig. 2. An overview of security risks associated with emerging technologies

5 Discussion and Conclusions

Digital transformation is recognized as a complex issue, which managers need to
balance between achieving organizational agility and other objectives [7]. While
there exists research about organizational and managerial risks of digital trans-
formation [7,38], to the best of our knowledge we found no previous research
on engineering-level risks of cybersecurity for digital transformation. Similar
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research about product engineering, for instance, is about risk management at
system architecture level [15].

While digital transformation is considered as strategy-driven actions with
risk-taking becoming a cultural norm [10], we found that strategic decision-
makers were aware of technical risks associated with the technologies they would
adopt. Organizations transform their business by taking advantage of technolo-
gies such as mobility, Internet-of-Things and cloud computing, there are security
risks in digital transformation to consider. In business models that rely on the
quality of offered software-based services and products, cybersecurity has a direct
impact on both value creation and financial aspects.

Based on focused groups and literature review, this paper presents a list of
security risks for emerging software-based technologies. As shown in Fig. 2, the
security risks were presented according to the technology stack. The adoption
of these technologies in digital transformation can be assisted by this list to
reduce the negative impact of software vulnerabilities on business activities. The
findings from this study are based on limited empirical evidence. Hence, we do
not claim for the comprehensiveness of the list. Future research can adopt surveys
or case studies to investigate cybersecurity concerns of digital transformation
systematically. Last but not least, this work treats digital transformation at a
conceptual level. Future work can explore in detail the process of transforming,
i.e., possible effect before, during, and after the transformation.
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Abstract. This qualitative study focuses on how small- and medium-sized
enterprises (SMEs) can realize benefits and create information technology
(IT) value by investing in cloud enterprise resource planning (ERP) systems. We
interviewed 19 respondents from cloud providers and cloud clients and found
that their SMEs experienced both benefits and challenges when implementing
cloud ERP systems. The digital value was obtained through work process
automatization, fast updates of system functionalities, enhanced security of data
storage, and increased access to critical business data from multiple digital units.
Challenges in realizing these benefits related to organizational compliance with
standard solutions and the need for organizational changes for employees to
optimize system usage. The SMEs preferred an informal process for realizing
benefits and creating digital value from the system. In contrast, the providers
wanted to integrate benefits realization as part of their formal implementation
methodology. Based on frameworks identified in the literature, we integrate a
benefits realization model with an information systems value model to under-
stand how SMEs realize benefits and create business value from cloud ERP
systems. We contribute to the SME literature and explain the value creation
process for SMEs implementing cloud ERP systems.

Keywords: Cloud-based ERP system � SaaS � Benefits realization �
IS business value

1 Introduction

Enterprises face an increasingly turbulent and competitive business environment, and
advanced information systems (IS) functionality is essential to stay competitive and
profitable. Obtaining and maintaining state-of-the-art IS functionality is challenging for
any company, but it is particularly challenging for small- and medium-sized enterprises
(SMEs) because of their limited human and financial resources [1, 2].
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SMEs make up more than 99% of the enterprises in market economies, provide
more than 50% of the employment in industrialized countries and contribute signifi-
cantly to economic development [3]. Thus, the survival and growth of SMEs are crucial
to the income and welfare of citizens—in any industrialized country. It is, therefore,
important for SMEs to utilize new technology innovatively and realize its potential
benefits [1].

Cloud computing is a promising way to effectively provide advanced IS func-
tionality to SMEs [4]. The software-as-a-service model offers SMEs advanced enter-
prise system functionality as a subscription service over the Internet [5]. Customers can
utilize state-of-the-art enterprise resource planning (ERP) systems without investing in
servers or human IT capabilities, making such systems feasible even for small com-
panies [6, 7]. However, there is still a lack of knowledge about how SMEs realize value
from such technology [8]. We have, therefore, explored how cloud-based ERPs are
implemented in SMEs. To guide our investigation, we have addressed the benefits and
challenges of cloud-based ERPs and explored how SMEs realize the benefits of this
technology. We conducted a qualitative study comprising interviews with both pro-
viders of cloud-based ERP systems and SMEs using cloud-based ERP systems. The
study was guided by the following research question: How do SMEs generate benefits
and create business value from cloud ERP systems? The paper is organized as follows:
The next sections present related work on cloud computing and benefits realization.
Then, we present the research method, followed by the results, a discussion, and
implications. Finally, we offer concluding remarks.

2 Background

Cloud services have recently gained popularity among enterprises. Such services vary
from small applications to large business-critical systems, platforms, and infrastructure.
Cloud providers give customers access to a wide variety of IT services over the
Internet, freeing them from the restrictions of locally installed software and local
infrastructure or traditional application service providers (ASPs) [9]. They also make it
feasible for small companies to implement advanced IT functionality that they could
not acquire otherwise due to limited resources and a lack of IT capability [10].

Cloud services are the modern operating model for ERP systems. Cloud-based ERP
systems can be defined as ERP software distributed over the internet, and such systems
are usually accessed via a browser. Cloud-based solutions allow customers to acquire
an ERP system without having to manage hardware, software, or updates, while also
reducing upfront system costs. Cloud-based ERP solutions offer functionality similar to
that of terrestrial systems; however, their infrastructure (software, hardware, etc.) is
delivered and managed by the suppliers [11].

The literature has identified several benefits related to cloud ERP systems, such as
time savings, reduced costs, scalability, updates, and easy access [4, 12, 13]. Some
scholars have posited that many of these benefits materialize by themselves when a
company implements an ERP in the cloud [14], while others maintain that many
important benefits do not materialize without deliberate benefits management processes
[15, 16]. It is, therefore, important to understand how the benefits from SaaS ERP can
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be fostered. Further, evidence suggests that many IT projects fail to realize their
planned benefits and that success depends on certain inhibitors and facilitators [17].
The term benefits management can be defined as “the process of organizing and
managing such that the potential benefits arising from the use of IT/IS are actually
realized” [18, p. 36]. The approach emphasizes that benefits only appear through
changes made by individuals or groups of users and that these changes must be
identified and managed to succeed. Benefits management and change management are,
therefore, closely related [19]. Realizing the maximum value of IT investments depends
particularly on three competencies: benefits planning, change management, and ben-
efits realization. This last competency requires companies to conduct organizational
changes, especially when implementing such extensive systems as ERPs.

In this paper, we have utilized Ward and Daniel’s [18] benefits management model
to understand why and how potential benefits are realized [18]. The model consists of
five steps in an iterative process: (1) identifying and structuring benefits, (2) planning
benefits realization, (3) executing benefits realization, (4) evaluation and reviewing
results, and (5) potential for further benefits. The stages in the benefits realization
model are necessary to better achieve the potential benefits of the IT investment. They
relate to the organization’s ability to achieve value from the IT investment. In addition,
we wanted to combine the benefits realization model with an IS business value model;
it is important to understand how businesses create value from their IT investments by
embedding benefits management into the IS value creation process.

There are a number of IS business value models, such as Schryen’s IS business
value model [20], Soh and Markus’ IT business value process model [21], and Melville
et al.’s IT business value model [22]. Since Ward and Daniels’ benefits management
model is a process model, and our findings are consistent with this perspective, we
argue that a process model will best capture how benefits realization contributes to IS
value creation. We have, therefore, integrated the benefits management model stages
into Soh and Markus’ [21] value creation process model [21] to get a better under-
standing of our findings (see Fig. 1).

3 Research Approach

We conducted an inductive qualitative study in Norway comprising semi-structured
interviews as the primary empirical data source. In total, 19 interviews were carried out.
The informants were drawn from two different providers offering cloud-based ERP
systems (8 informants) and nine SMEs that use these solutions (11 informants). The
companies involved operate in different business domains, including logistics, travel
industry, health care, manpower and recruiting services, IT business, and voluntary
organizations. The informants from the providers were working as senior consultants,
while the informants participating from the SMEs had company roles such as CIO,
project manager, financial director, administrative leader or accounting controller. The
interviews were mostly conducted face-to-face at the companies’ sites. A few inter-
views were conducted through Skype. The interviews lasted approximately 1 h and
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were taped and fully transcribed. The interviews were largely dialogue-based [23]
(the interview guide is presented in the Appendix). Secondary data sources included
internal project documents.

The empirical material was systematized and reduced [24]. Then, long statements
were condensed to shorter quotes to filtrate the essence of the text, and sequences in the
text were interpreted to generate themes [25]. We combined previous research studies
documented in the literature (e.g., studies focusing on cloud ERP implementation, IT
value models, and concepts from benefits realization models) with our empirical
findings to gain a broader understanding of how SMEs can generate digital value by
implementing cloud-based ERP systems. The insight from the two provider organi-
zations and some of their SME customers allowed the generation of thick descriptions
and rich insight into the implementation of cloud-based ERP systems and perceptions
of IT value creation. The content of the interviews had a retrospective character, and
the findings represent stories and events from both ongoing and completed cloud ERP
projects in which the informants are or were involved.

4 Results

The interviews focused on the benefits of cloud ERP systems and how SMEs can
realize these benefits and create value from these investments.

All respondents emphasized that cloud-based ERPs simplify and automate several
work processes and manual tasks through standardization and making employees work
more intelligently. Several SME informants also noted that the ERP system was easy
and intuitive to use, and that user support was easily available due to a large number of
users. One of the provider informants explained that cloud-based ERP systems are
better than on-premise systems regarding automatization: “cloud-based systems are
easier to keep updated with new functionality, and thus it is possible to achieve more
automation.”

We also found a difference in the degree of automation the system supported and
that the SMEs had different expectations regarding enhancing and creating new pro-
cesses. Some of the SMEs sought to automate a number of manual processes, while
others sought to automate as many processes as possible and integrate the ERP system
with other systems to ensure inter-system communication. These SMEs had higher
expectations of the system and a better understanding of how the system could be
exploited. In addition, they expected more from the providers regarding process
awareness and support to realize maximum automation and optimization of work
processes. The main benefits identified from the study are summarized in Table 1.

None of the SMEs stated that they performed planned benefits realization pro-
cesses. Nevertheless, several informal benefits realization steps were activated. These
steps were not standardized as a part of the implementation methodologies applied by
the vendors. Table 2 briefly summarizes the benefits realization steps the SMEs per-
formed. The steps are based on Ward and Daniel’s [18] benefits realization model,
which identifies which activities are performed in each step.
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Most of the SMEs explained their needs and expectations to their provider, who
provided feedback on how the system would support these requirements. In some
cases, the provider explained this during the sales meeting, and the SMEs got a sense of
the benefits they could achieve by adopting the system. However, most of the SMEs
had not documented their expectations and had no appointed person responsible for
following up on these benefits. One of the two providers was interested in imple-
menting benefits realization as part of its future methodology and suggested that the
SMEs chart their expected benefits. The other provider had developed a value proposal
to present to the customer. This value proposal was a summary of the benefits cus-
tomers could achieve based on information provided during the sales process. Since
none of the SMEs had a prepared plan for realizing benefits, it became difficult to
explain how the realization of benefits was performed.

The most challenging issue in the benefits management process was activating
organizational change. Though cloud ERP systems are easy to implement, employees
still need to change their routines and work processes to optimize the system. One
consultant highlighted this: “The most challenging thing is the people working in the
company. No doubt about that. The employees are worried about doing something
wrong in the system before they get to know it properly. That is easy to overcome. But
there are people that do not want to change. There is a quite big group that has this
personality.” SMEs might choose to implement a cloud ERP system because of its ease
of implementation; however, to realize the benefits, various change activities may be
necessary. As one informant shared: “With regard to the amount of time spent in the
implementation, we see that we are well below compared to traditional systems. But
that does not mean that customers are able to learn the system faster. You need to focus
on this after the implementation.” Furthermore, several consultants pointed out the
difficulty of changing a business’ mindset when shifting from an on-premise system to
a cloud-based system: “When establishing a cloud-based system, then we need to

Table 1. Benefits of cloud-based ERP systems in SMEs.

Themes of benefits identified Explanations

Simplifying and
automatizing work processes

Work processes are standardized, automated, and simplified
based on “best practice”

Future-oriented technology The system develops over time through new solutions,
technology, and modern digital designs

Security ERP systems are offered by professional providers that take
security seriously

Cost reduction The system reduces customers’ costs, releases resources,
shifts responsibility for the IT infrastructure to the provider,
and reduces the need for internal IT competencies

Continuous updating System updates happen automatically for all users
Saving time The system supports fast implementation, automatized

processes, and diversity of units (e.g., mobile units)
Availability The system is available through a web browser and several

mobile units
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inform employees that we are using a cloud-based system. So, the biggest challenge is
to get the employees to realize the benefit.” This explains the importance of informing
the entire business about the benefits of the system and the process to understand the
value of the change. The findings indicated that some SMEs felt they lost control of
their own systems when they moved to a cloud solution and became part of a larger
cloud ERP user community. A consultant from one of the providers believed that this
challenge is especially true for businesses with strong IT departments, as members of
IT departments may express strong resistance if they feel that they are losing control
and power. Moreover, customers may feel that they lose control when processes
become automated, as they cannot access each of the steps. One of the consultants
pointed out that this is a common challenge for accountants who have worked in their
own way for a long time. A willingness to change and the ease of implementation were
perceived as benefiting by the implementing company, indicating the degree of
maturity: “If you succeed or not, depends very much on the maturity of the company.”
However, this problem was considered to be larger in a cloud-based environment than
in an on-premise ERP environment.

Some of the SMEs emphasized that the implementation methodology was not
entirely appropriate for their business. They thought the methodology was very good
for implementing the system itself but felt that it did not support or suggest any process
or benefit improvements. As a result, they did not change their processes as they
originally wanted.

However, the enterprises had to adapt to the system to get the most out of it. The
SMEs had different approaches to managing the organizational changes to achieve
maximum system benefits, but there were some similarities. Specifically, all SMEs
performed employee training. Some did this together with the provider, while others
performed training internally.

One of the consultants from the provider side pointed out that it is difficult to give
concrete figures on the benefits of cloud ERP systems as the quantification of concrete
benefits depends on several prerequisites. The consultant noted that such quantification
is not impossible; however, it requires industry knowledge and an understanding of
how the customer’s company works. Some of the consultants pointed out that evalu-
ating benefits was a natural task at the end of the project when they discussed with the
customers how the implementation had turned out. Based on these conversations, the
consultants would write a “lessons learned” report to support future improvement.

One of the partners of the providers worked to make benefits realization an integral
part of the process, such that they followed up with customers following implemen-
tation. The providers pointed out that the many benefits of a cloud-based ERP system
are easy to evaluate informally following an implementation. These benefits include,
among other things, increased work process efficiency, the lack of need for an IT
infrastructure, and the release of resources. One of the SME informants emphasized
how they obtained efficiency gains: “[Efficiency] was easy to observe. With the new
system, it is easy to handle a bulk of [transactions] at the same time. So, instead of
spending one minute per customer, then we use five minutes for 100 customers.” Some
informants also mentioned that they had meetings with the provider both along with the
way and after the implementation when a review of whether the goals were reached or
not was conducted. Some informants mentioned that, even though they did not
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formulate a benefits realization plan, they had clear goals for what they wanted to get
out of the implementation. These goals were discussed after the implementation. In
general, few evaluation activities were carried out, but various goals were evaluated
informally in project status meetings. Though the effects were not measured, several of
the SMEs informally noted the benefits of the implementation.

The SMEs under study were satisfied with the implementation of the systems and
regarded them as successful. Moreover, they noted that several of the benefits of a
cloud-based ERP system manifested after extended use. These benefits were often
associated with streamlining and automating processes, improving utilization of the
system, and developing skills through learning by doing. It took time to explore all the
system’s functions; therefore, it was easier for users to identify new benefits and
potential benefits when they had more experience. Both of the providers experienced
that their customers achieved more benefits when using the system on a continuous
basis: “Some of the values are already realized after three to four months in the project.
While other values take more time to realize [because of higher task complexity].”

None of the SMEs formally identified potential extended benefits. Some noted that
they were constantly working to optimize and become more effective, but that these
efforts were not necessarily in the context of the cloud-based ERP system. In some
cases, employees offered requests for improvements, but this was not a pre-planned
event.

The providers and the SMEs had different perspectives on benefits realization. The
following quote from an SME illustrates this: “We are not the kind of organization that
develops measurable benefits before we conduct a project. We have some hypotheses
and some resolute goals we want to achieve and follow up. But we do not have a
systematically structured plan. We are not so fond of the benefits realization concept at
all, especially if we need to pay for it.”Moreover, the SMEs thought that the benefits of
the system were clear and that there was no need for a formal realization approach:
“The benefits were very clear when we implemented a new cloud-based ERP system,
even if they were not documented and measured.” In addition, the SMEs were not
familiar with the concept of benefits realization: “I think there are many terms for this,
but people do not always use the same term. We are always operating to make
everyday life better, but we may not call it benefits realization. We aim to change the
system to get something better, nothing worse.” The providers had a somewhat dif-
ferent opinion on this, arguing that it was important to be aware of benefits realization
approaches to obtain better value from the system, as illustrated in the following
quotes: “I think customers could have used the system better by being more aware of
benefits realization.” Furthermore: “You could certainly get paid for having a benefits
realization plan for projects. It should be a responsibility both with us and the customer,
where we are responsible for initiating and telling the customer that it could be a good
idea.”

Creating Business Value from Cloud-Based ERP Systems 697



5 Discussion and Implications

We have explored how SMEs aim to generate benefits and create value from their
cloud ERP systems. In addition, we have identified challenges in obtaining benefits and
creating value.

Previous literature has identified organizational change as a key challenge. When
an organization adopts a cloud-based ERP system, it leads to a number of business
process changes [26]. Organizational change is crucial for realizing benefits and is an
important part of the benefits management process. Companies must learn to handle
processes and data differently. The literature describes that the challenges for organi-
zational change are greater among larger businesses than among SMEs, as fewer SME
employees facilitate personal follow-ups [27]. This can explain why few of the SMEs
experienced an organizational change to be a challenge.

The results of this study are partly consistent with previous literature. Both the
literature and the results revealed by the providers identified organizational change as a
central challenge, as companies must change their thinking and their processes from
previous systems. We found that the companies underestimated change management in
the benefits and value creation process when implementing a cloud-based ERP system.
As a sales tactic, consultants often argue that implementation is fast. This may cause
customers to believe that changes will be rapid and require little effort.

The SMEs under study did not follow a formalized benefits realization approach;
thus, no benefits realization approach was institutionalized as a formal and standardized
process in their organization. There were several reasons for this. Some thought it was
more expensive than necessary, while others believed that the benefits of a cloud-based
ERP system were so clear that there was no need for a formal benefits realization
approach. If an IT project goes according to plan, it may achieve the desired benefits.
However, if companies focus only on tangible benefits, they may miss other important
benefits [18, 28].

Table 2. Benefit realization plans and actions for cloud-based ERP systems in SMEs.

Benefits realization Explanations

Identification and focus
on benefits

Several of the SMEs identified benefits through dialogues with
the provider, sometimes developing a value proposal

Planning of benefits
realization

None of the SMEs had developed a formal benefit realization
plan

Executing the benefits
realization plan

None of the SMEs had a formal benefit realization plan to
execute; however, some practiced change management

Evaluation of benefits Informal evaluation through dialogues with the provider and
observation of use

Potential for extended
benefits

None of the SMEs formally identified potential for extended
benefits; however, some were working on optimizing and
increasing the effectiveness

Perspective on benefit
realization

The SMEs did not see the need for a formal benefit realization
focus, while the providers were more receptive towards this idea
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The ERP literature points out that benefits realization has always had a low priority
among SMEs [29, 30]. There may be several reasons for this. For example, evaluating
IT investments and benefits realization may be seen as too extensive and complex and
not worth implementing [28, 31]. Furthermore, the benefits realization effort is per-
ceived to be too expensive [28]. Finally, SMEs feel that they have too little time to
implement procedures and that the extent of the implementation is too small to justify
the benefits realization measures [31].

On the other hand, the benefits realization literature suggests that the value gained
from benefits realization is greater than the cost of implementing the measures [18].
One of the basic assumptions in the literature on information systems is that IT has no
inherent value [19]. To realize and sustain benefits, any potential benefits must first be
identified together with the necessary organizational changes. Ownership and
responsibility for the realization of each benefit must be established, and the ways in
which the benefits are to be realized must be planned in detail. Introducing benefits
management significantly increases the likelihood of achieving a full range of benefits.
Benefits management also supports a clear understanding of how an organization’s
personnel should work together to achieve the desired benefits [19]. We found that the
informants believed that benefits realization was better suited for larger businesses than
for SMEs. However, Peppard et al. [19] demonstrated that small businesses also benefit
greatly from a focus on benefits realization [19].

Several of the studied SMEs identified potential benefits with the help of the
suppliers. One of the providers developed a value proposition that specified potential
benefits, and this value proposition was reviewed at the end of the project to evaluate
whether the project had been successful. Apart from this, however, none of the SMEs
developed any plans for how to realize benefits. Without such plans, it is hard to see
how companies can realize the benefits effectively. Some researchers have asserted
that, if SMEs choose the right system, they can realize some benefits without further
benefits realization planning [29]. However, other researchers have posited that the
benefits do not come automatically and that they need to be managed actively [19].

Our findings indicate that some of the potential benefits of a cloud-based ERP
investment in SMEs are considered too obvious to necessitate a benefits realization
plan. Nevertheless, we believe that SMEs can better achieve the potential benefits of
the system by implementing such an approach and that a benefits realization plan can
help them realize all benefits more effectively. If an enterprise saves time and resources
without a clear plan for how to exploit these savings, it will not achieve any business
value [19].

As mentioned in the background section, we wanted to utilize the IS value model
developed by Soh and Markus [21]. This model depicts the link between IT invest-
ments and organizational performance. This can be perceived as a chain of necessary
conditions, such that enhancing organizational performance requires IT impacts, which,
in turn, require IT assets and IT investments. In this context, IT investments mean
investments into the cloud ERP system, any required new infrastructure, human
resources, and management capabilities [20]. IS assets consist of IT, human resources,
and, in our context, the cloud ERP system. IS impacts refer to one or more of the
following benefits: improved operational efficiency of processes, new/improved
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products or services, and strengthened organizational intelligence and dynamic orga-
nizational structure [21, 22].

Benefits management will help develop and explicate the potential benefits of an
ERP system and clarify how to manage the process of achieving this value. The
benefits management process is an important means to contribute to the IT conversion
process, the IT use process, and the competitive process geared toward realizing the full
range of potential value. We conceptualize how benefits management can be integrated
into the IS value model in Fig. 1 and illustrate its contribution to IS value creation in
the discussion below.

We argue that the lack of benefits management is a serious limitation when SMEs
adopt cloud-based ERPs. SMEs do not realize the full range of benefits and, therefore,
miss a substantial portion of the potential value. The first benefits management stage,
Identifying and structuring benefits, builds the rationale for adopting cloud-based ERPs
and, therefore, improves the likelihood of securing appropriate financial and human
resources for the implementation process. The second stage, Planning benefits real-
ization, prepares the organization for performing the required organizational changes.
The third stage, Executing the benefits realization plan, involves implementing the plan
in practice. We, therefore, suggest that the first three stages of Ward and Daniel’s [18]
framework support the IT conversion and the IT use processes and help the organi-
zation achieve appropriate IT assets and impacts. Figure 1 combines the IS value
model and benefits management into a framework to illustrate how SMEs create value
from their IT investments by integrating benefits management into the value creation
process.

6 Conclusion

We have explored how cloud-based ERPs create digital value in SMEs. SMEs expe-
rience several benefits and challenges related to cloud-based ERP systems and a lack of
benefits management. The digital value was achieved through the automatization of
work processes, fast system updates, enhanced security of data storage, and increased

Fig. 1. Framework for understanding how SMEs realize benefits and create value from IT
investments (e.g., ERP cloud systems; adapted from Ward and Daniel and Soh and Markus [18,
21]).

700 E. Hustad et al.



availability of business-critical data. Organizational change was difficult to implement
and was the most important challenge in the benefits management process. We found
that the SMEs had no formal benefits management processes and that they preferred an
informal process for creating digital value from the cloud ERP system. In contrast, the
providers wanted to integrate benefits realization as part of their formal implementation
methodology. Without such plans, it is hard to see how companies can realize benefits
effectively. The main contribution is a conceptualization of how benefits management
can be integrated into the IS value model. We thus propose that the benefits man-
agement process would be a valuable addition to Soh and Markus’ [21] IT value
creation model.

This research has several limitations. It was performed in one country with a small
number of informants and, therefore, has limited generalizability. Further research
should explore this pertinent issue in other contexts, using the present research as a
basis for subsequent quantitative studies to provide generalizable results.

Appendix – Interview Guide

1. What do you think are the most significant benefits when implementing a cloud-
based ERP system?

2. What do you think are most challenging when implementing a cloud-based ERP
system?

3. Did you experience any challenges in the implementation process and how did you
handle the challenges?

4. Did your organization carry out any activities to prepare the employees? (training,
competence building, etc.)

5. Did you have a meeting with the supplier where you discussed what benefits you
could possible achieve from the system?

6. Did you create a plan or strategy to achieve expected benefits?

• If no: why not?
• If yes: Can you elaborate on the plan and strategy in the organization?

7. Did you evaluate the achievement of the benefits during the implementation
process?

8. Do you know if the various benefits were measured quantitatively during or after
the implementation?

9. Did a specific employee have the responsibility for making sure that the benefits
were realized?

10. Did you have a follow-up plan after the implementation regarding achieving the
expected benefits?

11. Did you achieve specific benefits after the system went live? Would you say that
you achieved more benefits than previously assumed?

12. Have you made new goals after the system went live – regarding how you can
better utilize the system? Ex. become more effective?

13. Were there any gains you did not realize?
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14. Did you have to change processes to adapt to the system?
15. What were typical changes you had to make?
16. Did someone have responsibility to take care of executing the changes?
17. How did you experience the willingness to change among employees?
18. Did you assess whether the implementation was successful/unsuccessful?
19. How was success considered?
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Abstract. Globalisation and technology advancements have disrupted the
organisational landscape and with the proliferation of new technology; risk
management is fundamental to transforming the business especially considering
the dynamic nature of the digital society organisations now exist in. However,
the challenge faced by the enterprise risk management (ERM) function oper-
ating in such a dynamic and transformative environment, is the capability to
continuously innovate, evolve and transform its risk management processes to
meet the needs of the organisation. Questionnaire survey research examined the
relative importance of 18 critical success factors for dynamic ERM. Factor
analysis revealed that the appropriate grouping of the 18 critical success factors
(CSFs) are ERM charter, ERM processes, and ERM business alignment. These
findings should empower organisations to identify risk management processes
influencing agility in the risk management practise applied.

1 Introduction

Globalisation and technology advancements have disrupted the organisational land-
scape. In a time of extraordinary economy and market disturbances, as well as changing
market conditions, organisations are faced with the challenge of being competitive and
having to meet customer requirements [1]. Organisational flexibility is defined in terms
of an organisation’s response to change, as well as the ability to judge environmental
change and respond readily [2]. Therefore, organisations are required to be fast
moving, rapidly creating new products through the use of different exponential tech-
nologies and methods, while possessing the capabilities to respond to aggressive
competitors, quickly navigate volatile markets and successfully penetrate new markets
[3]. The ability of an organisation to be responsive to changing conditions requires that
it addresses ambiguity which may be generated through innovative initiatives and
market change [4]. The reliance of risk management practices to aid in these decision
making processes and addressing ambiguity, are therefore vital, taking into account
uncertainty and its effect on achieving the organisation’s objectives [5].

Although attempts have been made to solve this more dynamic risk management
capability problem by suggesting the integration of the risk management processes with
the agile development processes, the proposed integration model lacked guidelines on

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
I. O. Pappas et al. (Eds.): I3E 2019, LNCS 11701, pp. 704–717, 2019.
https://doi.org/10.1007/978-3-030-29374-1_57

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_57&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_57&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-29374-1_57&amp;domain=pdf
https://doi.org/10.1007/978-3-030-29374-1_57


how to actually conduct risk management in a dynamic and responsive environment
[6]. Therefore, in order to guide such responsive organisations towards more dynamic
risk management, this research study considers the following research question: what is
the relative importance of critical success factors that will enable dynamic ERM in
responsive organisations? We will reflect on this research question by considering
ERM in general, the nature of responsive organisations and the role of CSFs towards
more dynamic risk management.

The remainder of the paper is structured as follows: in Sect. 2 we provide the
background to the study presenting an overview of risk management, as well as risk
management principles, processes and models. The approach to this study is discussed
in Sect. 3 where after we provide an overview of quantitative findings in Sect. 4. In
Sect. 5 we present the CSFs for dynamic risk management in responsive organisations
and conclude in Sect. 6.

2 Background

In a progressively digital world, organisations are faced with challenges to sustain or
establish a competitive advantage in the market and stay ahead of competitors [7, 8].
Responsive organisations are designed, structured and operate differently from the
traditional organisations. Dynamic, exponential and disruptive thinking have been
introduced in these organisational environments with goals of experiencing exponential
growth [9]. How an organisation is structured and operates informs the organisations
ERM practices. Therefore, to perform effective risk management, constant alignment
should exist between the organisation and enterprise risk function [3, 10], with ERM
integrated into the organisations decision making processes. As a decision making tool,
ERM should be aligned to the organisation with specific focus on the organisation’s
processes, in order to assist in the active and effective management of risk across the
business [11]. ERM defines a “process that combines the organisation’s entire risk
management activities in one integrated, holistic framework to achieve a comprehen-
sive corporate perspective” [4, 12, 13].

Several existing ERM frameworks are used by organisations. The Committee of
Sponsoring Organisations of the Treadway Commission (COSO) [14] and the
ISO31000 [11], are well known risk frameworks. COSO addresses the need for
organisations to improve their approach to managing risk to meet the demands of an
evolving business environment. With the adoption of COSO, organisations should be
able to understand risk impacting the outcome of the business strategy and objectives.
ISO3100 is currently best practice for risk management frameworks and incorporates
best practice from COSO [13]. It provides a generic guideline for risk management, not
intending to impose uniformity of risk management practices. ISO 31000 includes a
detailed list of the suggested principles for risk management, and has an open system
model to fit multiple needs and context. Both COSO and ISO consider the important
influences that culture and biases carry in decision-making and risk management
practices, but no guideline is given on how responsive organisations operating in
dynamic and changing environments, can implement more dynamic risk management
practices [12, 13].
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Furthermore, adequate risk management capabilities are needed when operating in
an environment of uncertainty [9, 15]. This is opposed to the current systematic and
linear risk management approach applied [16], that is in line with the organisational
structure of the traditional organisation which is linear in nature [17, 18]. Responsive
attributes will guide organisations towards implementing essential components for
managing risk.

In the next sections we present a high level synopsis of ERM and responsive
organisations, as well as an overview of CSFs in the context of ERM.

Enterprise Risk Management
Organisations of all forms, types and sizes face a range of risks that can affect the
achievement of the organisation’s objectives. These organisational objectives can relate
to a range of organisational activities, such as operations and processes reflected in
terms of strategic, operational, financial and reputational outcomes and impacts [19].
An enterprise wide approach to risk management draws together these impacts to
provide a structured approach to consider the potential impact of all types of risks on all
processes, activities, stakeholders, products and services [20]. Stakeholders, both
external and internal to the organisation, are now much more concerned with risk [20],
understanding that adequate risk management capabilities are needed when operating
in an environment of uncertainty [15].

Before an organisation select the most effective strategy or decision, it needs to
understand the risks being taken when seeking to achieve objectives and it needs to
assess the organisations exposure, risk profile, financial position and acceptable risk
and reward trade-off [13]. Therefore, for the ERM to be effective, it must be directly
connected to company strategy, and designed to recognise events that could have an
impact on organisational performance as defined by its strategic objectives [19].
A successful ERM initiative can affect the likelihood and consequences of risks
materializing, as well as deliver benefits related to better informed strategic decisions,
successful delivery of change and increased operational efficiency [4, 19]. Other benefits
include reduced cost of capital, more accurate financial reporting, competitive advan-
tage, improved perception of the organisation and better marketplace presence and
enhance informed decision making ability [19, 21].

As organisations attempt to gain maximum benefit from ERM in the current
dynamic organisational environments, we consider the nature of responsive organisa-
tions in the next section.

The Nature of Responsive Organisations
The development of new technology influences the design of organisations and their
ways of work [22]. For organisations to thrive in an environment of continuous and
often unanticipated change, they are required to quickly adapt by reshaping the culture
of the organisation, reforming business practices to cater for more collaborative and
robust management, provide for the increased use of iterative practices and consider
rigorous change management [1, 23, 24]. The shift in organisational design principles
from old to new distinguishes speed, flexibility, integration and innovation as key
success factors [22]. Therefore, organisational attributes that provide for flexibility is
needed in an environment that is continuously changing [3, 25].
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To consider the nature of responsive organisations, we reviewed various definitions
of responsiveness from the literature in order to identify the essential attributes
embedded within those definitions as shown in Table 1. For each responsive organi-
sation attribute, we provide a brief description, as well as the references for the par-
ticular attribute. The purpose of Table 1 is to guide the CSF identification towards
responsiveness.

Table 1. Attributes of responsive organisations

Responsive organisation attribute
and references

Description

Slimmer, flatter and adaptable
organisational structure [26, 27]

Employing organisational structures that are lean and
foster flexibility; an organisation with fewer layers of
management (flat), is able to respond more flexibly to
business challenges

Robust learning, knowledge and
adaptation processes [26, 27]

Ability to integrate working and learning, focus on
life-long learning and learn and work effectively both
as individuals and in teams

Disposal of non-core activities [26] Outsourcing, separation from core business or selling
off of non-core activities

Delegation and decentralisation [26] Assignment of decision making to the customer
interface, with few management layers between
customers and decision points, utilising more lateral
communication

Fast moving and non-linear
eco-system [28, 29]

Risk management in a dynamic and rapidly growing
organisation must be differently defined and executed

Measurement of output [2, 26] Assessment and remuneration based on output rather
than position in the organisation, as well as
measurement of organisational agility

Responsive to various stakeholders
[25, 30–32]

Customising engagement to the individual customer,
suppliers and community

Access to skill [26, 30] Skills capacity planning and acquisition of skills to
enable response to diverse customer needs

Cohesion and high degree of
readiness [33, 34]

React purposefully and within an appropriate
timescale, to significant events, opportunities or
threats (especially from the external environment) to
bring about or maintain competitive advantage; handle
disturbances in an organic fashion

Diversity of employees [26] Extent to which resources contrast in their competence
and attitudes, market value, and their work, life style
and learning preferences

Culture of trust [3, 34] Create a collaborative environment where failure is
not feared
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According to Table 1, responsive organisations represent flexible organisational
structures with few levels of management that enable clear accountability and decision-
making. Responsive organisations operate with a high degree of readiness to pur-
posefully address any business- or external environment changes, grounded in a culture
of trust. Employees are highly skilled with a strong focus on continuous learning and
assessed on output. These findings are confirmed by the all-encompassing definition
presented by Dove [4, 27]: “an effective integration of response ability and knowledge
management in order to rapidly, efficiently and accurately adapt to any unexpected (or
unpredictable) change in both proactive and reactive business/customer needs and
opportunities without compromising with the cost or the quality of the product/
process”.

For responsive organisations, the challenge now faced by the ERM function is the
question of linearity, where risk management processes are planned, and methodically
and systematically applied [17]. Risk management agility within organisations is not
easily attained due to organisation-wide functions and processes still functioning and
operating in a linear manner [17, 35]. Traditionally, risk management has always
followed a more linear approach to the identification, assessing, managing and moni-
toring of risks, providing drawn-out projections of emerging risks and tracking currents
risks within the control environment of a stretched period of time [25]. Therefore,
adequate risk management capabilities are needed when operating in an environment of
uncertainty and risk management should be the product of both responsiveness and
capability [15].

In order to identify CSFs for dynamic ERM in responsive organisations, we con-
sider ERM CSF categories in the next section.

Risk Management Critical Success Factors
CSFs refer to a limited number of characteristics, conditions, or variables that have a
direct and significant impact on the effectiveness, efficiency, and viability of an
organisation [21]. Activities associated with CSFs must be performed at the highest
possible level of excellence to achieve the intended overall objectives [36]. The main
principle of ERM is that it delivers value to the organisation [13]. In order for an
organisation to understand the characteristics of ERM and what it is to deliver on, ERM
practices operate on a set of principles [2]. Such principles define the essential features
of ERM, describing what ERM should be in practice, while including information on
what ERM should deliver on [13]. Furthermore, such principles point to a systematic
process that involves activities of communicating and consulting, establishing the
context and assessing, treating, monitoring, reviewing, recording and reporting of risk
[11, 20].
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By considering the factors identified in the sections above and the literature, we
extracted 18 relevant CSFs depicted in Table 2. Key decisions in an organisation are
informed by a range of possible outcomes, and these outcomes are rarely binary. The
CSFs depicted in Table 2 point to a well-developed capability to identify, measure,
manage and monitor risks across the organisation e.g. adequate internal reporting, risk
indicator tracking, timeous communication to and involvement of all stakeholders, as
well as a structured approach. Furthermore, the dynamic nature and the ability to adapt
to changing risks and varying business cycles, are reflected in CSFs such as effec-
tiveness agility, responsive to change and accommodation of a changing organisation.
Explicit consideration of risk and risk management are supported by value creation, the
identification of new risks using internal and external information and ultimately
moving from prevention of risks to exploit risk. In addition, these CSFs should also
accommodate emerging risks and other non-quantifiable risks as a result of extreme
internal or external organisational events [21].

Table 2. Critical success factors for enterprise risk management in responsive organisations

Critical success factor References

Adequate internal reporting of framework effectiveness [18, 21, 37]
Appropriate and timeous communication of framework modification [11, 18, 20,

38]
Clear risk management framework development and implementation
accountability

[18, 38, 39]

Consider internal and external organisational context [15, 20, 40]
Continuous suitability-checking of risk management framework [18, 39]
Creates value for the organisation [13, 20, 38,

41]
Effectiveness agility and resilience dependent [12, 18, 40]
Embedded in organisational decision making [21, 37, 41]
Facilitation of continual improvement and enhancement of the organisation [38, 41]
Foster skills diversity and expertise [18, 39, 40]
Integral part of organisational processes [21, 37–39]
Integration of risk management within overall risk management system [39, 42]
Iterative and responsive to change [18, 39, 40]
Joint practitioner and business contingency planning [21, 38]
Regular review of risk management policy and framework in response to
changes

[2, 37, 39]

Risk indicators tracking directly aligned to business performance indicators [18, 38, 42]
Risk management practice should accommodate changing organisation [38, 40, 43]
Systematic, planned and structured approach [20, 21]
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3 Research Approach

Our overall objective of this paper was to provide CSFs for dynamic ERM in
responsive organisations. These CSFs empower organisations to identify risk man-
agement processes influencing agility in the risk management practise applied. Eigh-
teen CSFs as identified from the literature are given in Table 2. However, it is
necessary to investigate these factors with respect to relative importance and underlying
groupings: Are these CSFs equally important? Can these CSFs be reduced to fewer
essential factors?

In order to answer these questions, we chose quantitative research, namely factor
analysis, to determine the underlying patterns amongst these CSFs. We utilised survey
research as a research strategy with the selection of a large sample of participants from
a pre-determined population of interest [44]. By choosing survey as a research strategy,
it allowed us to obtain the same kind of data from a large group of people, in a
standardised manner [45]. We utilised an on-line questionnaire for data collection as a
questionnaire enabled the collection of a large data set over a short period of time [46].
The attributes of responsive organisations (Table 1) and the CSFs defined (Table 2)
were included in the design of the on-line questionnaire. After the online questionnaire
was pilot tested to ensure that all items were clear and meaningful, respondents had to
provide data on their role and years of experience. They also had to rate the 18 CSF
statements using a 5-point Likert rating scale.

Specific criteria and rationale were used in identifying the research participants for
the online questionnaire i.e. risk practitioners working in a risk function, professionals
working in a business function that engages with the risk fraternity, and professionals
with a business strategy understanding. Convenience sampling was used where research
participants are of the target population that meet certain practical criteria, such as easy
accessibility, geographical proximity, availability at a given time, or the willingness to
participate [47]. A web link to the questionnaire, was emailed to the identified target
audience, which comprised of 319 research participants representing various organi-
sational structures and business sectors. The total number of respondents (refer profile in
Table 3) for the questionnaire was 183, yielding a response rate of 57%.

Table 3. Profile of questionnaire respondents

Respondent profile % of
respondent
profile

Respondent
role

% of
respondent
role

Respondent
tenure

% of
respondent
tenure

Risk practitioner 35.6% Executive 7.9% <5 years 10.1%

Senior
Manager

23.6% 5–10 years 16.3%

Professional
(engaging with risk)

45.8% Middle
Manager

29.1% 11–20 years 51.1%

Junior
Manager

5.6% 21–30 years 16.9%

Professional (strategic role,
engaging with risk)

18.6% General
staff

27.5% 31–40 years 5.1%

Specialist 6.2% 40 years
above

0.6%
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Based on the specific criteria used to identify potential research participants, 35.6%
of respondents are risk practitioners as shown in Table 1, 45.8% is professionals in
business functions engaging with the risk function and 18.6% are professionals in
business functions that in addition, engage specifically with business strategy in their
roles. In terms of research participants’ roles, 31.5% are in senior and executive
management, 34.7% are in management, 27.5% indicated that they are general staff
members and 6.2% indicated specialists. With reference to tenure, between 11–30 years
account for 67.4% of the research participants highlighting extensive industry expe-
rience. 5.1% of research participants have a tenure of between 31–40 years and 0.6%
has a tenure of more than 40 years.

In the next section, we discuss the quantitative analysis of the data collected in
order to derive CSF groupings for dynamic risk management in responsive
organisations.

4 Data Analysis and Findings

The relative importance of the CSFs (Table 4) identified from the literature was
explored by means of a Likert rating scale (1 = strongly disagree, 5 = strongly agree)
questions in a questionnaire instrument. Statistical analysis undertaken with SPSS v25
included descriptive analysis, reliability tests using Cronbach’s alpha, one-way analysis
of variance and factor analysis. The Cronbach’s alpha reliability for the factors is 0.914
suggesting that the 18 CSFs has excellent internal reliability [40, 48]. This implies that
the factors are closely correlated with each other.

Factor analysis is used to identify a relatively small number of factor groupings that
can be used to represent relationships among sets of many interrelated variables [39,
49]. This technique was applied to the questionnaire data to explore the groupings that
might exist among the CSFs enabling dynamic ERM. Varimax rotation method was
used to produce factor loading that minimizes the number of variables with high
loadings, either positive or negative, for each factor [50]. For the CSFs extracted from
the literature, the factor analysis shows that 18 CSFs can be grouped into 3 principal
factors depicted in Table 4 and interpreted as follows:

• Factor grouping 1 represents enterprise risk management charter.
• Factor grouping 2 represents enterprise risk management processes.
• Factor grouping 3 represents enterprise risk management business alignment.

After the Varimax rotation, factor grouping 1 (ERM charter) accounts for 27.14%
of the total variances between CSFs, while factor grouping 2 (ERM processes)
accounts for 23.93% of variances between CSFs. Factor grouping 3 (ERM business
alignment) accounts for 19.16% of the total variances between CSFs. In the next
section we present individual statistics and discuss each factor grouping in detail.
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5 Factor Analysis of Critical Success Factors for Enterprise
Risk Management in Responsive Organisations

Factor grouping 1, ERM charter, consists of 7 CSFs all reflecting high factor loading
[49]. The factors with the strongest association (0.871 and 0.860 respectively), are
appropriate and timeous communication of framework modification and clear risk
management framework development and implementation accountability. It is key that
any changes to an ERM charter are communicated timeously to ensure that no
accountability gaps, for charter development as well as charter implementation, are
created through the modifications. The next 3 CSFs with a strong association (0.775,
0.750 and 0.745 respectively) call for a fit-for-purpose and appropriate ERM charter.
Adequate internal reporting of framework effectiveness ensures that the ERM charter

Table 4. Rotated factor matrix (loading) of critical success factors for ERM

Factor components Component
Factor 1 Factor 2 Factor 3

Appropriate and timeous communication of framework
modification

.871

Clear risk management framework development and
implementation accountability

.860

Adequate internal reporting of framework effectiveness .775
Continuous suitability-checking of risk management framework .750
Consider internal and external organisational context .745
Regular review of risk management policy and framework in
response to changes

.722

Integration of risk management within overall risk management
system

.705

Integral part of organisational processes .817
Embedded in organisational decision making .800
Facilitation of continual improvement and enhancement of the
organisation

.775

Creates value for the organisation .775
Foster skills diversity and expertise .724
Systematic, planned and structured approach .543
Joint practitioner and business contingency planning .508
Effectiveness agility and resilience dependent .936
Risk management practice should accommodate changing
organisation

.918

Iterative and responsive to change .907
Risk indicators tracking directly aligned to business
performance indicators

.834

Note: Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
Rotation converged in 5 iterations.
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remains relevant for the organisation through measuring its effectiveness, as well as
continuously checking the suitability of the risk management framework. This process
of continuous optimization is achieved by consciously considering the internal and
external organisational context. This comprehensive monitoring and alignment of the
ERM charter, relates to the next CSF with fairly strong association (0.722) as any
changes in the internal or external environment, reporting, measurement or account-
ability, will trigger a regular review of the risk management policy and framework in
response to changes. This CSF also points to the fact that an organisation must ensure
that their ERM remain relevant and aligned in times of any change impacting the
organisation. The last CSF in factor 1, also with the lowest association of 0.705, is
integration of risk management within overall risk management system. ERM involves
establishing actions to respond to risk and implement adequate internal controls with
which to limit the possibility of occurrence or consequences of risk, if it materialized.
In order to ensure efficiency in achieving objectives, the process must be coherent and
convergent, integrated to objectives, activities and operations carried out within the
organization. The entire ERM system must be managed. ERM charter update is
required whenever the organisation changes its strategic objectives, or when the risk
policy changes.

Factor grouping 2, ERM processes, consists of 7 CSFs with integral part of
organisational processes and embedded in organisational decision making depicting
the highest association (0.817 and 0.800 respectively). A dynamic approach to ERM
calls for preventing losses, as well as regarding risks as a source of competitive
advantage. This approach requires that all organisational functions (human resources,
sales, finance, procurement, information technology, legal, strategic development etc.)
participate in the organisational risk management process. Facilitation of continual
improvement and enhancement of organisation and creates value for the organisation
both have a significant association of 0.775. The role of ERM is to enable organisations
to determine what level of risk it is prepared to accept to achieve its strategic objectives,
add value to activities and to achieve planned goals. This is achieved through a
structured process to ensure that the outcome is coherent and that risk response mea-
sures are integrated. ERM can therefore guide the organisation to improve work
according to the benefits of good risk management. Work improvement requires
employees to obtain the necessary skills in order to monitor and control based on
principles of efficiency and effectiveness. The next CSF in factor 2, foster skills
diversity and expertise with an association of 0.724, points to the fact that employees,
regardless of their hierarchical level in the organisation, should be aware of the
importance of ERM to achieve planned results. The lowest association of 0.543 and
0.508 respectively are associated with the CSFs systematic, planned and structured
approach and joint practitioner and business contingency planning. From the
description of the other CSFs in factor 2, the structured approach and ERM knowl-
edgeable employees are re-enforced and implied.

Factor grouping 3, ERM business alignment, consists of 4 CSFs – all with high
loading. Effectiveness agility and resilience dependent with an association of 0.936
points to the key requirement that a dynamic approach to ERM should be based on an
enhanced level of organisational agility. Furthermore, organisational resilience builds
upon, and extends beyond, existing strategies for the management of unforeseen risk; it
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is based on a more organic capacity in the organisation. This CSF is a key mind set in
terms of ERM principles. The following two CSFs with high loading (0.918 and 0.907
respectively) are risk management practice should accommodate changing organisa-
tion and iterative and responsive to change. Risk assessment is an essential component
of the organisation, as the employees change, regulations change, suppliers change, etc.
the objectives must be reviewed or new ones established. This change mind set on the
organisational risk profile, informs the emergence of new risks and modification of
existing risks. The last CSF in factor 3, risk indicators tracking directly aligned to
business performance indicators, has a high association (0.834) and points to the
philosophy that risk management is integrated and aligned to business strategy. A more
proactive focus is required to ensure that key performance indicators (and the resulting
outcomes) are achieved, by proactively identifying risks associated with those key
performance indicators and managing those risks.

The three factor groupings with their CSFs will have a direct impact on the
effectiveness and efficiency of ERM. ERM is a powerful tool that enables the organ-
isation to have a view of the risks affecting the achievement of strategic and operational
objectives. At the same time, ERM provides the process of identification, analysis and
assessment of risks taking into account the events of and change in the organisation,
which can take negative shape and are associated with risks or positive shape and are
associated with opportunities.

6 Conclusion

In order to address the lack of guidelines on how to conduct risk management in a
dynamic and responsive environment, this research identifies three factor groupings of
18 CSFs for effective ERM in responsive organisations. The three dimensions describe
factors to consider in establishing and monitoring risk management policies and
frameworks (ERM charter), defining risk management processes (ERM processes) and
aligning risk management processes with business (ERM organisational alignment).
These groupings give a holistic view of critical factors to take into account when
responding to risk while transforming risk management practices to meet the dynamic
needs of the organisation.

Although our starting point with identifying CSFs was related to responsive
environments, one could argue that the CSF groupings identified are equally applicable
to risk management in linear, traditional organisations. The existing risk management
frameworks are not meant for dynamic, responsive organisations. Further research is
therefore needed on how existing frameworks can be extended to be appropriate in
continuously changing environments.
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Abstract. German enterprises are often characterised by low levels of digital
maturity. One reason for this is a lack of required structural changes on the path
towards digital transformation. We consider a prescriptive framework, the
digital transformation framework (DTF), which contains four structural
requirements for digital transformation. Based on 16 interviews with German
digitalisation experts, we aim at an evaluation of the DTF. The outcome is an
enriched version of it containing seven structural requirements including the
newly identified factors culture of change, agility of organizational structure,
and integration of cloud computing and platforms. The extended DTF sheds
light on additional facets of the digital transformation and thus supports man-
agers in navigating their undertaking in this dynamic environment. Corre-
sponding implications for research and practice are discussed.

Keywords: Digital transformation � Evaluation � Interviews �
Prescriptive framework � Structural requirements

1 Introduction

Digital transformation is characterised by converging social, mobile, analytics, and
cloud (SMAC) technologies and continuing miniaturisation with increasing processing
power, storage capacity, and communication bandwidth [1]. Digital transformation
denotes the changes digital technologies can cause with regards to a company’s
business model, resulting in adapted products or organizational structures [2]. Con-
sequently, digital technologies have the power to complement and enrich existing
products and services and enable entirely new business models [3]. In the context of
this enormous and often radical change of the business landscape, new ways to cope
with the situation and to develop strategic approaches are required by managers [4].
However, many companies struggle with their digital transformation. This is especially
true for the German business landscape, which shows a relatively low level of digital
transformation compared to other countries [e.g. 5].
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But what are the reasons for this lack of digital maturity of German business? In
this paper we focus on one potential aspect: structural requirements. Structural
requirements refer to the organisational setup of a company and refer to “organizational
structures, processes and skill sets that are necessary to cope with and exploit new
technologies” [2, p. 124]. Thus, the focus lies on the integration of digital technology
into the organisational structure [6]. Related examples are new roles and responsibil-
ities such as the Chief Digital Officer [7], or the recruitment of employees who possess
and maintain high levels of digital competency [8]. Structural requirements are deemed
necessary for an organisation’s digital transformation [2]. Companies that fail to
consider these aspects face a higher risk of failing in their efforts toward digital
transformation [9].

However, there is little empirical research regarding specific structural requirements
for digital transformation [10]; especially lacking are comprehensive overviews of
these factors. For instance, Holotiuk and Beimborn [11] analysed 21 industry reports
and identified organisational requirements and structural changes as critical success
factors for a digital transformation, but also found that these factors require further in-
depth analyses.

Structural requirements for digital transformation are primarily mentioned in
studies dealing with the development of digital strategies [12–14]. On a more concrete
level, Hess et al. [2] suggest four structural topics required in their digital transfor-
mation framework (DTF): operational change, responsibility for digital transformation,
integration of new activities, and building of organisational competencies. Compared to
most existing papers on digital transformation, the DTF is a guideline with a significant
practical value, as it offers so-called strategic questions for managers regarding digital
transformation.1 Due to its outstanding practical value and the pioneer character of the
DTF, we have chosen this framework as model of reference. The DTF can be con-
sidered as prescriptive since it supports managers in their decision making in the
context of digital transformation. This is in line with recent calls for more relevance and
practical value of IS research [15]. However, it must be noted that the empirical basis of
the DTF are three case studies from the media industry. Although Hess et al. formulate
their framework in a way that it is applicable to other industries as well, we believe that
confronting the DTF with findings from other domains, and consequently a potential
update of the DTF, would strengthen its applicability. Thus, the objective of this study
is to assess and, if required, to extend the DTF by naturalistic evaluation, meaning that
findings from other domain’s experts are analysed and integrated. Therefore, while
placing the focus on German organisations, we formulate three research questions:

RQ1: Which structural requirements identified in our cross-domain analysis are not
part of the initial DTF of Hess et al. [2]?
RQ2: Which structural requirements identified in our cross-domain analysis are
already part of the initial DTF of Hess et al. [2]?

1 This statement can be underscored by the fact that we have used the DTF of Hess et al. for
developing digital strategies during executive education programmes at our business school. Overall
feedback of the executives on the DTF was positive, especially regarding its ‘practical value’.
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RQ3: Which structural requirements of the initial DTF of Hess et al. [2] could not
be identified in our cross-domain analysis?

The paper is structured as follows. First, we present the theoretical basis – the
digital transformation framework (DTF) of Hess et al. [2] – in the theoretical back-
ground section. In the research design section, we outline our research approach before
results are described in the findings section. In the discussion, we debate our findings;
our paper ends with a conclusion.

2 Theoretical Background

The role of technologies and their impact on firms has led to a substantial rethinking of
the strategic role of IT among scholars and practitioners alike. In recent decades the so-
called alignment view [16], which postulates IT strategy as aligned with but also
subordinate to business strategy, has been the dominant perspective. Obviously, due to
the transforming power of digital technologies [17, 18] and the corresponding
increased importance of IT strategy, the alignment view no longer reflects the actual
situation. Thus, IS scholars have argued for a fusion between IT strategy and business
strategy, which is called digital business strategy (DBS) and defined as “organisational
strategy formulated and executed by leveraging digital resources to create differential
value” [19, p. 472].

Although DBS has attracted remarkable attention (e.g., a special issue of MIS
Quarterly in 2013), its lack of transformational aspects has been criticised [2, 6]. Matt
et al., for example, have proposed an enhancement of DBS, focusing on the digital
transformation strategy (DTS). In contrast to DBS, which emphasises describing
desired future opportunities or strategies, DTS “is a blueprint that supports companies
in governing the transformations that arise owing to the integration of digital tech-
nologies, as well as in their operations after the transformation” [6, p. 340].

Furthermore, Matt et al. [6] transfer their DTS into a digital transformation
framework (DTF). Given this conceptual basis, Hess et al. [2] suggest a DTF with
concrete strategic questions – a prescriptive model – which can be used to develop a
digital transformation strategy. The DTF consists of the four dimensions: use of
technologies, changes in value creation, structural changes and financial aspects. Hess
et al. [2] develop a set of corresponding strategic questions relevant for digital trans-
formation. Moreover, they provide potential answer categories for each of the questions
but emphasise that “there are no universal, definitive answers” to them [2, p. 137].

Given the research goal of our study, to explore structural requirements for digital
transformation and to evaluate the DTF of Hess et al. [2], we place our focus on
structural changes. This dimension refers to “variations in a firm’s organisational setup,
especially concerning the placement of the new digital activities within the corporate
structures” [6, p. 341] which equals our understanding of structural requirements in our
study. Hess et al. [2] suggest four structural requirements: responsibility for digital
transformation, organisational positioning of new activities, operational changes, and
building of competencies. In the following sections of this paper, we will refer to these
structural requirements, e.g., during our content analysis.
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3 Research Design

3.1 Data Collection

Recalling our three research questions and in line with the explorative approach of our
study, we decided to interview experts in the field of digital transformation of German
enterprises to find answers to our research questions. Experts are individuals who
provide domain-specific knowledge and skills obtained through multiple years of
professional experience in a certain field. These individuals provide an adequate per-
spective on a subject matter, especially for explorative questioning [20].

In order to assure the validity of our data collection, experts from three different
domains were selected (triangulation): mid- or top-level industry managers and exec-
utives from German enterprises dealing with digital transformation, senior consultants
working on German digital transformation projects cross-industry and experienced
researchers who investigate digital transformation in German companies academically.
We thus followed a purposeful sampling. To be specific, in our case we conducted a
maximum variation approach allowing for both exploring different angles on the topic
and identifying important shared patterns that cut across cases [21]. The wide range of
industrial sectors (ranging from automotive to IT and telecommunications), as well as
the different company sizes (ranging from 1,000 to 400,000 employees), ensured that
various challenges of digitisation were brought up in the interviews. In total, 16 semi-
structured expert interviews were conducted.

All of the semi-structured interviews were carried out via Skype or over the phone.
To ensure flexibility while guiding the interviews, we chose a set of open-ended
questions (e.g., What are the structural requirements in the context of the digital
transformation of a company?; What are the challenges on the way towards a digital
enterprise?; What changes need to be made in a company to take advantage of the
opportunities offered by digitisation?). Interview participation was voluntary, and
anonymity was promised. The interviews were transcribed and took, on average,
40 min.

After eleven of the 16 interviews, a theoretical saturation was perceived. Such
saturation indicates a redundancy of information [22]. That is, many of the respon-
dents’ answers were quite similar, even across the different domains of expertise (i.e.,
research, industry and consultancy). Such redundancy of information in the analysis
suggests an adequate sample size [23]. This observation also underpins the reasoning of
Guest et al. [24] that, in a relatively homogenous sample (i.e., in our case, similar in
terms of expertise level), a theoretical saturation can be expected to occur after six to 12
interviews.

3.2 Data Analysis

For the analysis of the interview transcripts, we applied the ‘Gioia methodology’ [25].
This approach aims to address issues related to ‘qualitative rigor’ and can be considered
as an established approach for conducting qualitative research and is applied in various
studies of high quality [e.g., 26].
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The first analytic step according to Gioia et al. is building so-called first-order
concepts. First-order concepts directly correspond with the interviewees’ terminology;
they should “adhere faithfully to informant terms” [25, p. 20]. Therefore, a passage of
the text with a specific content was marked as a first-order concept. This was done for
the entire corpus (i.e., 16 transcripts). For gaining a manageable number of first-order
concepts, we searched for similarities and differences among the concepts and grouped
them with suitable category labels. The QCAmap-Software2 supported us during this
step in the coding and categorisation process and facilitated a subsequent transparent
determination of intercoder-reliability. The initial coding procedure was conducted by
two researchers independently. They agreed in 86% of the cases and clarified the
remaining cases during a discussion with a third researcher.

The first-order concept set developed in the previous step was analysed regarding
its structure and with the objective of developing more abstract second-order themes.
Second-order themes ‘help us describe and explain the phenomena we are observing’
[25]. This step is challenging, as we as researchers must think at multiple levels
simultaneously: at the interviewee’s level and at the abstract second-order level.
Because of this challenge, we carefully considered the DTF and its structural
requirements (operational change, responsibility for digital transformation, organisa-
tional positioning of new activities, and building of organisational competencies) for
developing second-order themes. This included two steps. First, we assigned fitting
first-order constructs to one of the four extant structural requirements (e.g., the first-
order concept ‘new positions and roles’ was assigned to the DTF requirement ‘re-
sponsibility for digital transformation’). Second, we developed new second-order
themes for those first-order concepts we were unable to assign to one of the existing
requirements. At this stage, we considered the abstraction level of the four extant
structural requirements and applied the same abstraction level when developing new
requirements at the second-order level.

Finally, it was investigated whether second-order themes might be aggregated. This
step is of minor importance, compared to first-order concept and second-order theme
development, since the latter already aims to answer the research question [25].
However, we apply the aggregate dimension view for illustrating which themes are
established (i.e., already part of the initial DTF) or novel.

4 Findings

The process diagram in Fig. 1 depicts the outcomes of the various stages in the Gioia
methodology. The illustration reveals all the structural requirements for digital trans-
formation, mentioned by the interviewees, following our data analysis approach. In
total, 18 distinct requirements (i.e., first-order concepts) have been highlighted.

Thirteen of the 16 experts deemed agility, in terms of organisational structure, as
significant for organisations in mastering the digital transformation. Change, in the
process of organisational thinking, was expressed by eleven participants as a structural

2 https://www.qcamap.org/.
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requirement for a digital transformation. Likewise, this code was mentioned most often,
with a total of 22 instances in the 16 interviews. Nine of the 16 respondents identified a
clear process structure as relevant in this context. The first-order concepts – i.e., IT
infrastructure, continuous learning and new positions and roles – each came up in six of
the expert interviews; the first-order concept digital HR was mentioned by seven
experts. In each case, one-fourth of the respondents identified the following first-order
concepts as requirements for organisations’ digital transformation: focus on customer’s
needs, clear responsibilities, democratisation of decision making, a top-down process in
decision implementation, flexibility, innovative learning methods, and data security.

5 Discussion

5.1 Comparison of Our Findings with the DTF

In the DTF [2], four structural requirements are formulated. We were able to identify
three of these four (i.e., operational change, responsibility for digital transformation,
and building of organisational competencies), while one requirement was neither
directly nor indirectly mentioned (i.e., organisational positioning of new activities).
This is basically the answer on two of the three research questions, namely the question
regarding those structural requirements identified in our cross-domain analysis which
are already part in the DTF (RQ2), and the question regarding structural requirements
from the initial DTF which could not be identified in the cross-domain analysis (RQ3).

Hess et al. [2] discuss three different sub-topics of operational change: products and
services, business processes, and skills. We found all three aspects during our analysis.
Products and services relate to statements, which we have coded as customer focus.
Many respondents emphasised the meaning of clear and lean processes, which can be
linked to business processes in the initial DTF.

The second key topic we found is responsibility for digital transformation. Similar
to the subtopics suggested in DTF (i.e., group CEO, business unit CEO, group CDO,

1st-Order Concepts 2nd-Order Themes Aggregate Dimensions

Structural 
Requirements 

(Hess et al. 2016) 

Operational Change 
Clear Process Design

Focus on Customer‘s Needs
Lean Structure

Culture of ChangeChange in Organisational Thinking
Culture of Mistakes

Responsibility for Digital Transformation

New Positions and Roles 
Clear Responsibilities

Democratisation of Decision Making
Top-down Processes 

Agility of Organizational Structure
Agility

Flexibility

Building of Competencies

Digital HR

Innovative Learning Methods
New Understanding of Jobs  

IT Infrastructure
Data Security

Platforms

Integration of Cloud Computing and 
Platforms

Newly Identified 
Structural 

Requirements

Continuous Learning

Fig. 1. Findings based on qualitative content analysis according to Gioia et al. [25]
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and group CIO), many respondents mentioned specific top management roles, partic-
ularly the Chief Digital Officer (CDO); thus supporting recent studies in which the
rapid emergence of this new role has been investigated [7]. Furthermore, many
respondents named aspects such as top-down decision making and a clear leadership
strategy regarding digital transformation as important.

Also, the topic of building competencies could be identified in our analysis.
Considering the suggested subtopics of the DTF (i.e., internally, partnerships, company
takeovers, external sourcing), we were able to find statements mostly related to the
building of competencies ‘internally’. The interviewees often mentioned the topic of
innovative learning approaches, e.g., using MOOCs or other online formats. They also
emphasised that only a digital HR approach can facilitate building organisational
competencies internally. Another aspect with high priority among the interviewees are
the individual digital competencies (or skills) of employees, which is in line with
current research on this topic [e.g., 8]. In this context, the interviewees mentioned
continuous learning, with a focus on digital competencies (i.e., new understanding of
jobs), as one of the key challenges in today’s business world. Furthermore, freedom
and trust were mentioned as important complementary aspects when developing
competencies.

Although we were able to identify significant parts of the structural requirements
mentioned in the DTF of Hess et al. [2], one topic could not be found: organisational
positioning of new activities (integrated vs. separated). This might be due to the dif-
ferent perspectives of the study by Hess et al. [2] and our research. The authors of the
initial DTF had a stronger focus on business model aspects and digital transformation
as a whole. We, instead, place focus on the specific aspect of structural requirements
for digital transformation.

5.2 New Structural Requirements for Digital Transformation

In addition to the topics already suggested in the DTF of Hess et al. [2], we were able to
elaborate three new structural requirements for digital transformation: culture of
change, agility of organisational structure and integration of cloud computing and
platforms (see also Fig. 2). This is the answer on RQ1, that asks for structural
requirements identified in our cross-domain analysis which are not part of the initial
DTF of Hess et al.

Eleven of the 16 interviewees mentioned a change of organisational culture as key
for digital transformation. During the interviews, we asked how this rather abstract term
might be made more concrete. We found that there seem to be two different under-
standings of a culture of change. The first meaning is similar to the recently popular
notion of ‘disruption’. But contrary to existing research on disruption [e.g., 27, 28], the
interviewees use the term simply to describe fundamental changes. In this context, a
change culture indicates that an organisation, specifically its managers, allow or even
seek proactive, basic alterations. One of the experts expresses this view in the following
statement: ‘It is important for an organisation [in order to profit from the opportunities
of digital transformation] to engage in a radical rethinking and reorientation, to be able
to change things and leave old structures to find new ways’ (Interviewee #7).
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The second understanding of culture change that we could identify is a more
evolutionary one. It is characterised by allowing mistakes and interpreting them as
starting points for improvement, compared to a setting in which mistakes have a purely
negative image. Besides this openness to experimentation and failing, no additional
fundamental changes take place. A respondent formulates this idea as ‘a culture and
processes allowing that things go wrong, where you can experiment a lot, that is still
positive, even if five projects fail’ (Interviewee #11).

The next new factor we were able to identify is the agility of organisational
structure. Again, two different subtopics emerged. First, many respondents mentioned
innovative organisational structures such as the liquid organisation. The interviewees
emphasised the disappearance of classical functions and departments, replaced by a
more project-oriented framework, in which employees are grouped according to their
complementary competencies: “They [organisations] should quit department structures
and organise according to competencies” (Interviewee #10). Freelancing replaces
classical employee-employer relationships. Leaders focus on outcomes and interpret
themselves as moderators instead of supervisors. This goes along with new approaches
and tools such as Design Thinking and SCRUM.

Second, the other understanding of agility refers to a more stable and hierarchical
organisational structure. While digital aspects are more and more integrated, organi-
sations stick to their classical organisational chart; however, they are often accompa-
nied by new roles. An expert stated that in order to be agile it is crucial to ‘create new
positions’, such as ‘a data scientist, community manager or digital consultant’ (Inter-
viewee #14). In this context, these positions are not seen as being responsible for digital
transformation, but of importance regarding organisational agility as they encourage
quick responses to market opportunities.

Both experts’ interpretations of agility of organisational structure rest on the firm’s
ability to adapt to new circumstances by realigning its structure and competencies. In
line with recent definitions of agility in an organisational context [e.g., 29], the
interviewees mention time-related aspects such as responding to new market oppor-
tunities quickly. Talking about agility, interviewees describe the structural require-
ments necessary for organisational agility such as specific approaches (e.g., Design
Thinking and SCRUM) and related changes of the technological infrastructure, and
new positions.

The last new structural requirement that we identified refers to the integration of
cloud computing and platforms. The interviewees underlined the meaning of a ‘sound
and valuable’ IT infrastructure (Interviewee #4) and the need for cloud computing and
‘platforms for exchanging information’ (Interviewee #7). Another very important
aspect is data security: ‘Data and IT security are obvious requirements for an organi-
sation’s digitalisation’ (Interviewee #7). Two sub-categories regarding cloud comput-
ing and platforms can be identified in terms of the ownership. Today, infrastructure,
platforms, software, and even entire business processes can be obtained from external
vendors. In this context, [30, 31] goes as far as to interpret IT as a commodity that does
not provide any competitive advantage.

On the other hand, obtaining infrastructure, platforms, and services externally goes
along with risks and challenges. For instance, customers might not want their private
data handled by third-party companies. Thus, while the need for cloud computing and
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platforms is indisputable from the interviewees’ perspective, a company should care-
fully balance the question of ownership.

Based on our analysis, we suggest the following enriched structural changes section
of the DTF (see Fig. 2). The shaded area indicates the new topics and respective
strategic questions.

6 Conclusion

While being one of the first empirical papers about the structural requirements for
digital transformation of German companies, we have been able to explore new ele-
ments: culture of change, agility of organisational structure and integration of cloud
computing and platforms. These requirements complement existing factors suggested
by Hess et al. [2]. Thus, we can present a comprehensive set of structural requirements
for digital transformation which is based on a cross-domain analysis, and we can
develop an advanced version of the DTF, as shown in Fig. 2. We discuss subtopics that
were extracted from the interviews, which can be applied by managers to carefully
analyse their organisations in terms of digital transformation.

Corresponding managerial implications of our study are manifold. Our findings
indicate that digital transformation is a rather complex and multifaceted process. From
a leadership perspective, a substantial understanding of various internal and external
aspects is required. The extended DTF supports managers to cope with such demands,
but it can only provide a starting point. Digital transformation, as implied in the term, is
a dynamic phenomenon. Managers need to understand that there will be a continuous
need for learning (e.g., regarding technological innovations). Thus, they must ensure a
learning-friendly environment. Beyond that, managers must answer the questions of
whether and how technological innovations might improve the effectiveness and effi-
ciency of their organisation. Thus, a digital transformation project, as is often
announced in companies, might be misleading. Instead, leaders should aim at imple-
menting a dynamic and open-digital mindset in their companies.

The goal of this study was to explore structural requirements for the digital
transformation of a company. The factors (i.e., requirements) we were able to identify
might serve as the starting point for developing theory [4, 25]. However, this would
require careful elaboration of causal relations between the constructs as well as their

Structural changes (enriched)

Responsibility for DT strategy? Group CEO Business Unit CEO Group CDO Group CIO

Organisational positioning of new 
activities? Integrated Separated

Operational changes? Products and services Business processes Skills

Building of competencies? Internally Partnerships Company takeovers External sourcing

Culture of change? Disruptive Evolutionary

Agility of organisational structure? Liquid organisation Hierarchical organisation

Cloud computing and platforms? Ownership lies outside the firm Ownership lies with the firm

Fig. 2. Enriched structural changes section of the DTF proposed by Hess et al. [2]

726 M. Murawski et al.



underlying dynamics [32]; this was not part of our study. Thus, further research efforts
should be invested in an improved understanding of such factors, with a focus on their
completeness, their relations and underlying mechanisms.

Considering the DTF of Hess et al. [2], we have focussed on one specific aspect
(i.e., structural requirements) which is one out of four categories. While we think that
the structural requirements are the most fundamental aspect of the DTF, a more
comprehensive naturalistic evaluation would be to analyse the other categories of the
DTF, as well.

Another limitation lies in the cultural context. We interviewed experts from Ger-
many. Considering the distinct features of the German culture (e.g., regarding uncer-
tainty avoidance or long-term orientation [33]), we believe that integrating data from
other cultures might lead to different results. For instance, the category of culture of
mistakes can be expected to be more common and accepted in countries with a lower
uncertainty avoidance (e.g., USA) than in Germany [34, 35]. Also, the dimension of
data security is likely to differ among countries. In Europe, for example, data security is
widely established and in the focus of the public whereas, in the USA, it is much less
emphasised. Considering the high score of Germany for the dimension of long-term
orientation [34, 35], it can be assumed that disruptive change is not favoured in this
culture. The USA, again, is a suitable counterexample in terms of long-term orienta-
tion, as can be seen in the wide acceptance of disruptive behaviour in its culture [33].
Aside from cultural considerations on a country level, further research could focus on
organisational culture [e.g., 36] which has also proved to be an important field of study
in IS and management [37]. Therefore, future research in the field of digital transfor-
mation should focus on additional cultural contexts, as may serve as a basis for
identifying and understanding such differences.
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Abstract. With the popularity of digital transformation programmes becoming
widerspread, our study is motivated by a need to understand who has the
responsibility for digital transformation across different types of organisations
and industries. We take a specific focus on the Chief Digital Officer which has
been considered the most fast growing executive role in the recent years. In
particular, in this paper, we present a research in progress study that aims to
examine the role of Chief Digital Officer in enabling digital transformation in
traditional, pre-digital organisations, and to identify its impact on the IT
department of these organisations. The empirical study is based on the quali-
tative approach with its main dataset deriving from a series of semi-structured
interviews. The study is expected to have both theoretical and practical impli-
cations on the management of digital transformation.

Keywords: Digital transformation � Digital technologies �
Chief Digital Officer � Chief Information Officer � Leadership

1 Introduction

Digital transformation has been receiving an overwhelming attention by both aca-
demics and practitioners alike. While on the one hand, organisations such as digital
start-ups are born with and because of digital technologies, known as born-digital, on
the other hand, traditional, pre-digital, organisations have to find ways to embrace
digital transformation into their operations and strategies whilst overcoming structural
and cultural barriers. Reports have placed digital transformation high up on the busi-
ness agenda [1]. In this paper we are interested in investigating the role of the Chief
Digital Officer (CDO) in digital transformation, a fast growing role in the executive
management team of many organisations [2], the impact that this role has on the
transformation programme as well as on the IT department of the organisation.

In what follows, we review literature on digital transformation exploring the
opportunities and challenges it provides to pre-digital organisations. We then discuss
the role of Chief Information Officers (CIOs) who have traditionally been expected to
lead IT-enabled change in organisations and introduce the emerging role of CDOs.
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Following these, we introduce the research design of the study and its expected
contributions.

2 Literature Review

2.1 Digital Transformation: Concept, Opportunities and Challenges

With the emergence of digital technologies that encompass smart and interconnected
systems, and the popularity of artificial intelligence, digital platforms, cloud computing,
social media, as well as big data and data analytics [3], an increasing literature exists on
the potentials of these technologies in transforming organisations. For example, the
adoption of artificial intelligence creates new opportunities and challenges for
employees and organisations by automating, transforming and possibly augmenting
work and work boundaries, control, coordination and expertise [4, 5]. Further, the
opportunities of platforms and platformization tend to cross organisational boundaries
where network of actors (including platform owners and customers) together create
value [6, 7]. Further, empirical studies have examined the role of digital platforms in
promoting digital transformation among SMEs [8]. Many of the important innovations
within digital technologies build on cloud computing [9], and with prior focus on cost
reduction, cloud computing now also provides strategic impact [10]. Summing up
research within business intelligence and analytics, it is evident that studies increas-
ingly focus on big data [11, 12]. One opportunity arising here is for businesses to
analyse data, including unstructured data, from use of social media and an increasing
amount of sensors [13]. Lastly, studies of social media adoption points to both potential
use internally [14, 15] and externally [16], as well as how to succeed with the adoption
process [17]. Accordingly, digital transformation programmes often encompass a wide
range of technologies adding to their complexity and challenges whilst opening up a
range of opportunities for the organisations involved.

Different definitions have been given to digital transformation. Table 1 captures
some of these definitions:

Table 1. Definitions of digital transformation.

Sources (in chronological order) Definition

Bharadwaj, El Sawy, Pavlou,
and Venkatraman [18]

Increasing scope and scale of digital business strategy,
speed of decision making, and sources of value creation
and capture

Westerman, Bonnet, and
McAfee [19]

The use of technology to radically improve performance
or reach of enterprises

Gruman [20] The application of digital technologies to fundamentally
impact all aspects of business

McAfee and Brynjolfsson [3] Employing machine, platform, crowd and rebalance with
human mind, product, core

(continued)
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It follows from the table above that though some definitions on digital transfor-
mation have given an emphasis on the use and application of digital technologies,
others have taken a broader focus that includes a strategic perspective of digital
innovations and their impact on the wider business context and beyond. Siebel [24]
posited that digital transformation is all about change, including change in the way
products are designed all the way to how products are serviced. According to Cascio
and Montealerge [25], the implications include: “…transforming the very foundations
of global business and the organizations that drive it […] not just helping people to do
things better and faster, but they are enabling profound changes in the ways that work
is done in organizations” (p. 350). Digital transformation strategies are found to have
dimensions of use of technologies, changes in value creation, structural changes and
financial aspects, where the latter is necessary for the others to take place [26]. With
these, digitalization transforms business models, operational processes and user
experience [9].

Studies exist on the vital role that digital transformation plays in revamping
organisations whilst also identifying the different dimensions of digital transformation
[19] as well as how they gain wider stakeholders’ approval and become institution-
alised [22].

Westerman and Bonnet [27] posit that large traditional organisations need to
rethink key managerial assumptions they often have about the type of customer service
they offer, extend the automation and integration of their operations and their pre-
digital strategic assets. In their view, these pre-digital assumptions may constrain
developments in digital initiatives and therefore act as challenges in their implemen-
tation, and need to be revisited and adjusted in order to effectively embrace digital
transformation. As such, according to Kane et al. [28], digital transformation should be
guided by a business digital strategy as well as an organisational culture that encour-
ages innovation and collaboration. Leadership has also been found to be another key
factor for successfully transforming an organisation to being a digital organisation [29].

Table 1. (continued)

Sources (in chronological order) Definition

Chianas, Myers and Hess [21] A holistic form of business transformation enabled by
information systems (IS) that is accompanied by
fundamental economic and technological changes at both
the organizational and industry-level

Hinings, Gegenhuber and
Greenwood [22]

The combined effects of several digital innovations
bringing about novel actors (and actor constellations),
structures, practices, values, and beliefs that change,
threaten, replace or complement existing rules of the game
within organizations and fields

Vial [23] A process where digital technologies create disruptions
triggering strategic responses from organizations that seek
to alter their value creation paths while managing the
structural changes and organizational barriers that affect
the positive and negative outcomes of this process
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In this paper, we extend research in this area by taking a specific focus on the lead-
ership of digital transformation programmes. It is our position that the nature of digital
transformation that radically integrates digital technologies in business initiatives,
processes and structures calls for a change in IT leadership to one that is a digital
business integrator and not just an IT manger. For this, we examine the role of chief
digital officers, a fast growing role in the senior management of numerous pre-digital
organisations.

2.2 Chief Information Officers and Chief Digital Officers

Traditionally, IT-driven business change was a responsibility of the IT department and
the Chief Information Officer (CIO). This was supported by an increasing acknowl-
edgement in the information systems literature that the long term sustainable business
value of IT resides in its complementarity and integration with business strategies,
structures and competences [30]. According to Willcocks et al. [31] the IT department
has four primary tasks which include: ensuring technical capability, managing external
supply, eliciting and delivering on business requirements and IS governance and
leadership. These tasks, which are inter-linked, contribute to nine associated core IT
capabilities with IT leadership as the central one and ranging from architecture plan-
ning, IT implementation, business systems thinking, relationships building and vendor
development.

Despite these capabilities and responsibilities linked to CIOs, recent research has
posited that CIOs have not managed to gain strategic leadership positions in their
organisations [32] as their role is perceived to be more technology rather than business-
orientated. A study of time management for CIOs showed that the main priority for
most CIOs is ensuring delivery of infrastructure, applications and projects, and that this
makes it difficult to spend as much as time as they would like on more strategic
activities [33]. This may therefore explain the emerging role of CDOs in leading
company-wide digital transformation programmes.

According to an industry report, the role of CDOs presents the organisation’s
intention to embrace digital transformation [34]. Extant literature has emphasized the
strategic involvement of CDOs in creating and implementing digital transformation
projects. Further, according to a McKinsey report [35], the role should be given to
someone who has obsession with the customer. Similarly, Horlacher and Hess [36]
found that the CDOs they studied exhibit a strong customer focus and have an aim not
just to improve but personalise customer experience.

Tumbas et al. [37] find that CDOs intentionally emphasize their skills and expertise
in ‘digital’ as a way for distinguishing themselves from other senior management. They
do so in order to gain legitimacy and strengthen their identity within the organisation.
In this study, CDOs were also found to view the IT department as having more
operational and cost saving function as opposed to their own role who they perceive as
more revenue enhancing, transformational and customer facing. Singh and Hess [38]
have also described CDOs as entrepreneurs who are highly customer focused, digital
evangelists who are disseminating the digital strategy across the organisation, and
cross-functional coordinators as they are expected to inter-link the whole company with
digital technologies. Therefore apart from IT competency which is a critical skill for
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CDOs, these post-holders should also show competency in change management skills,
digital pioneering and inspiration skills (ibid).

In this paper, we adopt Goffman’s [39] dramaturgical analogy which named roles in
organisations according to the most common characters in a play: protagonists (the
leading character in a play), deuteragonists (secondary character with supporting role),
tritagonists (minor character). Accordingly, we view CDOs as protagonists for digital
transformation in their organisations. As leading figures, CDOs are expected to be on
central stage, take decisions and follow these through to their implementation.

Two research questions are driving the study: First, how is the role of Chief Digital
Officers enabling digital transformation in traditional pre-digital organisations? And,
second: How is the role of CDOs changing IT departments and IT leadership?

3 Research Design and Initial Findings

Our research approach comprises of an exploratory qualitative approach and includes
two phases. Phase 1 of our data collection, involved the collection of job adverts of
CDOs and related posts (e.g. Head of Digital, Digital Director) across different
industries. LinkedIn was used for this purpose for a two month period (mid March- mid
May) with the aim to understand the qualifications, experience and requirements of the
role in different organisations and industries.

Phase 2, which will be taking place in early summer 2019, involves a series of
semi-structured interviews with CDOs and CIOs across a selection of organisations.
Particular emphasis in the interviews will be paid on the strategic role of each of these
roles and their inter-relationships and the influence they exert or are expected to exert
on each other. Thematic analysis will serve as our analytical approach. Data will be
collected in both UK and Norway by both authors.

In Phase 1, we collected 25 adverts which were from a variety of industries and
encompassed both public and private firms as well as large corporates (e.g. construction
and media companies) and independent organisations (e.g. hotel boutiques and fashion
houses). Tentative findings present CDOs as protagonists, though the nature of the
transformation initiative may vary from strategic to marketing and technology. Our
analysis show that public sector organizations tend to give a strategic focus to the
position, expecting the person in the role to drive forward the digital transformation
process/programme. Private companies, maybe due to being better resourced in terms
of digital knowhow and capability, tend to give a narrower focus to their CDOs, often
being linked to digital marketing and content management. Also where CDOs are
expected to drive forward the strategic transformation of the organisation, there is also
the expectation for them to work closely with other executives especially in marketing
and IT and provide digital transformation technical leadership. Overall, what we can
see is that emphasis on strategic direction varies across the different sectors covered in
the job adverts.

734 J. Engesmo and N. Panteli



4 Research Design and Initial Findings

This far, we have conducted a literature review in the areas of digital transformation,
CIOs and CDOs in order to develop our research questions, and we have also started to
collect data. At the time of the conference we will be presenting the initial results of
both Phase 1 and 2 of our empirical study.

We expect to contribute to the Information systems literature with this research-in-
progress paper, and in particular to the literature on digital transformation. Our study
has implications for the management and leadership of digital transformation pro-
grammes as well as for IT departments which we will present at the conference.
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Abstract. For several decades, maturity models have been regarded as a magic
bullet for enterprises’ economic growth processes. In these models, domains are
structured and divided into (mostly linear) levels that are used as benchmarks for
enterprise development. However, this approach has its shortcomings in the
context of complex topics like digitalization. As we understand it, digitalization
defines a conceptual approach to a phenomenon that is individually important
and promising in different ways for different enterprises. Consequently, existing
maturity models in their current form are not able to reproduce the full extent of
digitalization for enterprises, as the models are too general—especially for
SMEs of different sizes and from different sectors. In our research, we propose a
maturity model approach that introduces the concept of roles as a possibility to
depict enterprises’ specific components, which are then added to a static core
model. By doing so, the resulting maturity model is more flexible and scalable
for SMEs’ specific needs. Furthermore, we introduce a new assessment
approach for defining whether improving digitalization is truly relevant and
worthwhile for the enterprise.

Keywords: Maturity model � Individualization � Digitalization relevance �
Role

1 Introduction

Recent developments, like the digitalization of economic processes, increase the
pressure on enterprises of all sizes to adapt and digitally transform in order to remain
competitive and efficient. Hence, companies search for tools that can help determine
their current benchmarking position or that can assess their subsequent market position
compared to a predefined best-practice performance. One famous example of these
benchmarking tools is Maturity Models (MMs). An MM is primarily a structured,
systematic elaboration of the best practices and processes within a domain that are
related to the functioning and structure of an organization. An MM is divided into
different levels, which are used as benchmarks for the maturity of an organization. Due
to their general applicability and their simple development, many MMs have emerged
in both science and practice over the last decade. MMs are especially favored when it
comes to the defining, delimiting, and accounting for newly-emerging social or tech-
nical phenomena, such as digitalization or Industrial Internet/Industry 4.0 and its
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impact on enterprises. MMs are also favored for the classification of SMEs, as these
companies are financially incapable of undergoing well-coordinated digitalization
programs.

However, despite their wide range of applicability, MMs are not widely known of
or implemented. A recent study revealed that scientific and consultancy Industry 4.0-
MMs are quite unknown in business practice, although potential applicants stated a
need for and interest in these models in general [1]. Apparently, if Industry 4.0 is
considered a proxy for digitalization, a mismatch exists between the generated benefit
of existing MMs and the needs of enterprises. Existing models fail in their ability to
depict sector-specific organizational structures and characteristics. The
definition/development of maturity level is generalized, vague, or not precise enough to
be adapted by SMEs of different business sectors.

By designing a new concept of digital maturity within an MM that adapts to the
specific components of a sector, we will be able to describe the benefit to an enterprise
of moving along the maturity scale. With the application of this new concept for SMEs’
individualization, our role-based relevance MM is able to adapt to specific SME
characteristics, representing individual relevance of digital process improvement for
each concrete SME.

2 Maturity Models: Concept and Criticism

Maturity, as a “state of being complete, perfect or ready” [2], is demonstrated by
separating organizational growth process into linear levels. In staged MMs, each of
these levels has a pre-defined set of characteristics that represent a certain level of
maturity. Only after fulfilling all requirements in one level can a higher level be
reached. In continuous MMs, the enterprise’s maturity scoring can be executed on
different levels. The final maturity score can be the weighted sum of single charac-
teristics on different levels or several maturity levels in different dimensions [3].
The MM focus varies depending on workforce, processes, or management orientation,
and on application areas such as software development, HR, and marketing. In addition
to the wide range of applicable areas, its relatively rapid development promotes high
dissemination.

Numerous best-practice articles exist on the development of MM, as the topic is
widely discussed in research [e.g., 4–6]. However, some voices are critical of these
somewhat-simplified, methodical, step-by-step development approaches. Pöppelbuß
et al. [6], for instance, criticize the lack of an empirical foundation, which often leads to
simply copying model structures without considering a conceptual grounding based in
literature. Lasrado et al. [7] further criticize the lack of validation for selected variables
and appropriate dimensions, as well as the lack of operationalization of maturity
measurements. Moreover, they insist that a linear course of maturation must be a
prerequisite for creating and applying an MM. The concept of equifinality (which
postulates that an outcome can be achieved by more than one path) is rarely considered
in MM development. Another critique is the lack of individualized MMs in terms of
application and assessment. Taking up this aspect, our research focuses on a more
individualized and flexible approach to an MM for digitalization; we consider this
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phenomenon as multi-dimensional, which cannot be captured by applying an existing
(linear) approach to maturity. In order to meet this demand, we design a new type of
MM, applying an empirical development approach and a different understanding of
“moving along the maturity ladder.” As a result, we become able to explain the benefits
of improvement per level for distinct business sectors.

3 Towards a Conceptual Approach for a New Maturity
Model

Considering the above-mentioned shortcomings of existing MMs, we intend to develop
a new MM concept approach to measure digitalization, especially in SMEs. Digital
transformation is a highly complex but promising process for all business sectors.
Nevertheless—due to a variety of possible digitalization processes internal to, external
to, and between enterprises of all sectors—the anatomy and individual progress of
SME digitalization must be captured. Our research question (RQ), therefore is: how can
the concept of an MM be concretized for static characteristics of SMEs (domain, size,
and sector) as well as for dynamic components of individual SMEs (achieved and
required digitalization conditions)? To answer this RQ, we develop a new MM con-
cept, which evolves from a broad cross-enterprise to an individualized, enterprise-
specific focus.

3.1 The Construction of the Maturity Model Framework

Due to the dual character of our MM concept, we combine static and dynamic con-
ceptual components (Fig. 1). A Core Model unites the foundational concepts of MM
(Fig. 1(i)): the maturity scale on the x-axis, the digitalization scale on the y-axis, and
the pooling of digitalization-relevant factors for multiple SME sectors and for multiple
sizes of a considered domain. A literature analysis and expert interviews may be used
to detect digitalization-relevant factors for the pool, as these depend heavily on the
practical experience of domain experts. At this stage, the maturity constructs are still
unspecific, as the concepts are individualized to the research framework afterwards.

Since allocating concrete factors to maturity levels depends heavily on the sector
characteristics of the SME, we utilize the idea of a role. A role is a common concept
that has gained attention in the past few decades in multiple disciplines in software
engineering but also in organizational modeling [e.g., 8]. In our model, a role specifies
the selection and allocation of factors from the pool to the maturity levels in the
maturity scale of the Core Model. As a role is utilized to represent a class or sector of
enterprises (e.g., a role for the class of “small-sized non-international transport logistic
enterprises”), it can be chosen or exchanged depending on the model user’s intention.
In particular, a user needs to select a role, which specifies the x-axis of the dimension
chart. This contains information on the different levels l with the maturity character-
istics for the SME. Thus, instead of using the same levels for different kinds of
enterprises, the role-based approach allows us to more precisely identify maturity
levels, depending on the requirements represented by a role. The levels of an “inter-
national logistics” enterprise may differ widely from a “national logistics” enterprise.
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One possible method for assigning factors from the pool to the maturity levels of a role
involves using a set-theoretic approach called Qualitative Comparative Analysis
(QCA). This allows multiple combinations of necessary and sufficient conditions to be
detected, which lead to a specific outcome (e.g., maturity level of an SME; blank
bubbles per level (Fig. 1(ii))). A similar approach was taken by [9], who used set
theory to create an MM. However, the role only has static information about the SME
with regard to the level structure. Enterprise-specific information (such as the factors’
fulfillment or the current level of the SME) are determined in the subsequent indi-
vidualization (Fig. 1(iii)).

3.2 The Individualization of the Maturity Model

The individualization of the MM (Fig. 1(iii)) represents the dynamic part of our MM,
as it directly involves the user (SME) of the model. After the user has selected their
corresponding role, the instantiated model appears with the predefined factors at the
respective level (Fig. 1(ii)). Through user interviews and questionnaires, the SME is
asked to specify its current equipment and development status. With this step, the
already-fulfilled digitalization-related conditions, techniques, and processes (=factors)
are queried and recorded in the x-axis of the model (Fig. 1(iii), filled bubbles). The
level reached by the SME is the highest level at which all factors are fulfilled (e.g.,
level 4 in Fig. 1(iii)).

The individualized MM consists of the influence and calculation of a digitalization
quotient d on the y-axis. It is determined by surveys on additional, not-yet-digitalized,
enterprise-specific processes, deriving digitalization potential for possible improvement
steps for the SME. The gradient is an abstraction of the enterprise’s fulfillment of the
targeted digitalization maturity levels. It relates the processes of the respective level to
the overall digitalization processes of the enterprise (mapped between 0 and 1).
A maturity curve is created by combining the digitalization quotients of the levels.

Thus, the increase of maturity between the levels reflects a relevance r of the SME’s
individual digitalization. This depends on the applied role as well as on the individual
calculated digitalization quotient d per level (Fig. 2).

Fig. 1. Procedure model for the application and instantiation of the role-oriented MM.
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3.3 The Concept of Digitalization Relevance

The y-axis represents a scale for the value range of our metric, digitalization quotient d,
which ranges from 0 to 1. The quotient expresses the degree to which the aggregation
of the current and previous maturity levels affects the enterprise’s digitalization. A high
quotient can be understood as indicating that many processes have already benefited
from digitalization on this maturity level, while a low quotient means that the enterprise
has only marginally benefited from the levels achieved so far. The quotient is generally
determined by the ratio of the sum of already-digitalized processes in current and
previous levels with the total number of processes in the enterprise that can be
digitalized:

dl ¼
Pl

i¼1ðpiÞ
pn

ð1Þ

where l is the approached level and n is the total number of maturity levels. However,
the concrete mathematical calculation is still being researched. We could include, for
example, process complexity with different weights. However, this is not the focus of
this short paper. The plotting of the quotient d on the x-axis results in a monotonously
increasing curve. Thus, calculating the derivation of the curve between two levels
indicates the digitalization relevance,

r ¼ Dd
Dl

ð2Þ

According to our understanding, relevance—as significance or meaningfulness—is
a “complex but systematic and measurable concept if approached conceptually and
operationally from the user’s perspective” [10]. We incorporate this concept into our
MM as we conceptually design the model and involve the SME’s characteristics in
creating the maturity path.

By the progression of the resulting curve, the maturity path for an SME is deter-
mined, and it represents the decisive component of the resulting MM. The relevance
r defines the individual benefit of an SME moving from one maturity level to the next.
Applied to the interpretation of the model, the derivation is an indicator of the rele-
vance of digitalizing additional processes in an SME. With decreasing relevance
(compared to the previous r), the enterprise can decide whether it is reasonable and

Fig. 2. Two domain-specific MMs, instantiated with different roles.
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profitable to digitize upcoming processes, in relation to costs/expenses/time to be
invested. Since the curve—and, accordingly, the derivation—can vary in its signifi-
cance, the relevance for each SME is unique. Thus, different SMEs may have different
relevance values while achieving the same maturity level with identical roles. However,
different SMEs can still be compared by the maturity level of their current relevance in
digitalization.

The above-mentioned approach for a single, domain-specific MM can be extended
to other domains by following the development approach, which will also be elaborated
upon as part of our research (method artefact).

4 Contribution and Future Work

The top-down conceptual MM approach introduced here, from coarse orientation (core
model) to an individualized focus (role and relevance orientation), allows for better
assessment of digitalization for a decisive SME. Our concept would allow maturity to
be graphically and arithmetically demonstrated, taking process path dependencies into
account. It reveals up to which point it is reasonable for an SME to continue to
digitalize itself. Contrary to the current trend of “the more digitalization, the better”, our
MM offers the opportunity to give concrete instructions to enterprises from different
industries and sectors, taking their individual situations into consideration.

The next research steps will focus on a prototype of a domain-specific MM. We
intend to define the desired domain and to conduct a literature analysis and expert
interviews concerning the domain’s digitalization-relevant business processes (factor
pool). After that, the digitalization quotient formula must be refined to take into account
the corresponding processes of the enterprises and their characteristics. Furthermore,
we will construct a representative role, with its specific relevant factors, out of the pool.
We will apply QCA to determine their assignment and maturity order, and we will test
our digitalization algorithm in concrete SMEs. Several iterations and evaluations will
help improve the formula and its impact for guided digitalization within SMEs.
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Abstract. Open innovation ecosystems rely upon inter-organisational knowl-
edge transfer to support co-creation. Despite the significance of this process, and
an abundance of open innovation research, empirical investigation and discus-
sion of diverse knowledge transfer conditions across open innovation ecosystems
remains unaddressed within existing literature. Using a mixed-method approach,
this study investigates how knowledge, firm, and partner-relationship charac-
teristics affect the successful exchange of knowledge between ecosystem part-
ners. Interpretive Structural Modelling was employed to ascertain expert
opinions regarding the interrelations between the transfer conditions. The com-
binatory nature of these conditions, and their integration into solutions for suc-
cess, was further explored utilizing fuzzy-set Qualitative Comparative Analysis.
Results indicate that conditions for knowledge transfer success are highly
interrelated and co-dependent. Limitations and implications are discussed.

Keywords: Open innovation � Ecosystem � Knowledge transfer � fsQCA �
ISM

1 Introduction

The rapid evolution of today’s business environment necessitates the acquisition and
integration of diverse, novel capabilities, generated through ecosystem engagement [1].
Innovation ecosystems engage multiple organisational actors to collaborate across a
range of industries, coevolving their capabilities for innovative purposes [2] which
relies upon inter-organisational knowledge transfer [3]. Despite the significance of this
process, limited research has prioritized the conditions for knowledge transfer between
ecosystem partners. Bacon, Williams and Davies [4] utilize fuzzy-set Qualitative
Comparative Analysis (fsQCA) to analyze knowledge transfer conditions for open
innovation but fail to concretely ascertain their importance. Innovation-related out-
comes have been analyzed by other scholars utilizing fsQCA [5] as well as additional
novel techniques such as Interpretive Structural Modelling (ISM) [6]. Existing litera-
ture reveals that individual-level analyses remain unexplored [7]: moreover, Ritala,
Kraus and Bouncken [8] call for the application of more novel techniques for
ecosystem analyses. Against this backdrop, this research aims to assess ecosystem
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partner perceptions of the extent to which combinations of conditions are responsible
for knowledge transfer success, in the context of innovation ecosystems. A mixed-
method approach will be utilized to investigate two research questions: firstly, do
specific conditions carry greater prominence when transferring knowledge success-
fully? This will be determined through ISM. Secondly, are there multiple solutions for
knowledge transfer success? Using the principles of complexity theory, this will be
investigated through fsQCA.

The remainder of this paper is structured as follows. Section 2 explores current
research surrounding knowledge transfer within innovation ecosystems. Section 3
presents the conditions applied within this research based upon a review of existing
inter-organisational knowledge transfer literature. Section 4 identifies the sample and
methods and explicates the chosen analytical techniques. Sections 5 and 6 demonstrate
the main results arising from ISM and fsQCA respectively. Section 7 discusses these
results.

2 Existing Literature

Open innovation [9] comprises a paradigm that supersedes traditional in-silo ideation,
with organisations transferring knowledge across their organisational boundaries.
Approaches to open innovation evidence its facilitation by a greater openness towards
external knowledge sources [10]. Involving the movement of knowledge between
actors, effective knowledge transfer is argued to be critical for innovation [11].

Extant research denotes that the increasingly complex nature of knowledge
necessitates multiple partnerships with organisations who can deliver on distinct
innovative requirements [11]. Knowledge is argued to transfer more readily between
organisations who construct a solid inter-organisational network [12]. In the context of
open innovation, ecosystems constitute an evolution of the inter-organisational network
principle, and encompass a key resource for extrapolating external knowledge. Inno-
vation ecosystems are comprised of multiple organisational actors, who collaborate
within cooperative and competitive environments to generate new products and support
innovative developments [2]. Ecosystem partnerships thus develop so that organisa-
tions may share ideas [3] expediting the open innovation process through enabling
firms to access high-quality, relevant knowledge from multiple sources.

Despite increasing research activity surrounding inter-organisational knowledge
transfer for open innovation in the context of ecosystem-level analyses [13, 14] sig-
nificant gaps remain. Holistic examinations of successful knowledge transfer within an
ecosystem context are necessary [7] to potentially explicate the high failure rate of
innovation partnerships: empirical examinations of factor interdependencies could
address this detriment [7]. Determinants of inter-organisational knowledge transfer
success remain well researched [15, 16] but hierarchical associations between con-
stituents within ecosystem contexts are unexplored. What is absent from extant
research is a directed focus toward the significance of knowledge transfer success, and
importance of its determinants, in the context of open innovation ecosystems. Recent
reviews of open innovation literature [14, 17] further emphasize that this area remains
under-researched: this research addresses this gap.
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3 Conceptual Outline

Based on a review of sixty-four articles examining factors for inter-organisational
knowledge transfer [4], three predominant groupings arose from the most common
conditions: knowledge, relationship, and firm-related. Due to existing research
proposing many definitions of knowledge transfer success, with no generally accepted
definition, this research outlines successful knowledge transfer to involve the ‘re-
sourceful exchange of knowledge between organisations, involving measurable and
effective knowledge absorption, application and satisfaction by the recipient organi-
sation’, in line with Bacon et al. [4].

3.1 Knowledge Characteristics

The nature of the knowledge exchanged between organisations can affect ease of
transfer. Explicit knowledge, retaining more information-based qualities, arguably
transfers more readily than tacit knowledge, which purports more personal attributes
grounded upon individual experiences [18]. Explicit knowledge is designated as more
translatable due to greater ease in articulation [18]: thus, the type of knowledge
exchanged between organisations can impact the overall transfer process. Furthermore,
the ability of the recipient organisation to understand the knowledge exchanged further
facilitates transfer [15]. The degree of understanding possessed by the recipient
organisation is mediated by the ambiguity of the knowledge itself [19]. This causal
ambiguity perpetuates a lack of clarity surrounding the underlying origins and com-
ponents of knowledge [20] which impedes the transfer process. Thus, knowledge-
related conditions for transfer success include knowledge type, the degree of under-
standing possessed by the recipient organisation, and low causal ambiguity.

3.2 Relationship Characteristics

Existing literature suggests that characteristics of inter-organisational partnerships
contribute to knowledge transfer success. Trustworthy partnerships arguably motivate
organisations to collaborate and exchange information [21]. Trust refers to a positive
expectation that partners will execute their obligations as a knowledge transferee and
will reliably source the relevant information [21]. Further research [18] argues that trust
strengthens a partnership. Relatedly, the strength of inter-organisational ties further
affects the transfer process [10]. Strong ties encourage organisations to share detailed
and complex knowledge, and correlate with increased knowledge exchange [16]. Trust
and tie strength formulate the relationship characteristics category.

3.3 Organisational Characteristics

Recipient organisation characteristics further affect knowledge transfer success. Simi-
larities between organisational cultures, in terms of shared beliefs, values and practices
arguably enable knowledge transfer [10]. In order to learn from a partner, however,
organisations must propagate an intent to do so. Learning intent acts as a driving force
for pursuing inter-organisational partnerships, increasing knowledge transfer [19].
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However, enthusiasm surrounding knowledge acquisition requires support to enable its
absorption by the recipient firm. This final characteristic - absorptive capacity [22] -
encompasses an organisational ability to recognize potential knowledge value, diffuse it
internally, and utilize it beneficially, which in turn encourages knowledge transfer
across organisational boundaries [15]. Hence, cultural similarity, learning intent, and
absorptive capacity formulate organisational conditions for knowledge transfer.

3.4 Combinations of Conditions

Aside from the eight most prevalent conditions, many other factors were cited within
existing research: this reinforces that no single condition can be identified as respon-
sible for knowledge transfer success. Pappas [23] states that multiple and equally
effective configurations of causal conditions can exist for a given outcome. In line with
complexity theory, this research proposes that there is no single, optimum configuration
that best represents knowledge transfer success: the construct cannot be reduced to a
singular model of best-fit. The knowledge transfer conditions are expected possess
equal importance (Fig. 1).

4 Research Method

4.1 Sample

This research adopts a mixed-method approach. During the first phase of data collection,
a questionnaire was distributed to eleven key stakeholders, deemed experts in ecosystem
engagement. Participants were sourced from a multinational keystone organisation, and
included partner management coordinators, alliance managers, and strategic partnership
managers. The majority of participants possessed over seven years of experience. The
questionnaire extracted their opinions of the relationships between the transfer condi-
tions. Each question was used to ascertain the pairwise relationship between the con-
ditions, requiring participants to select from four options: (1) condition 1 influenced

Fig. 1. Conceptual model
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condition 2, (2) condition 2 influenced condition 1, (3) the conditions influenced each
other, or (4) the conditions possessed no relationship. These questions were used to
assess each of the pairwise relations, resulting in a total of thirty-four questions.

The second phase of data collection involved semi-structured telephone interviews,
using a multi-industry sample of twenty ecosystem partners from a range of organi-
sations, differing in size and scale. All organisations were engaged in inter-
organisational partnerships within open innovation ecosystems and were sourced
through purposive sampling. Participants were required to assess the presence of each
condition within their ecosystem partnership on a seven-point semantic differential [24]
scale. Additional unstructured questions supplemented the scales to present participants
with the opportunity to offer further insights into their ratings. Knowledge transfer
success was also measured using five-point semantic differential scales to assess the
five separate components of the definition of transfer success – resourcefulness of
transfer, measurable outcomes, effective absorption, effective application, and
satisfaction.

4.2 Analytical Tools

The aim of the first phase of data analysis was to detect the interrelations between
conditions, whilst pinpointing their hierarchical significance: ISM [25] was employed
to achieve this. An interactive and interpretive method, ISM relies upon expert con-
sensus to ascertain how variables are related. Within existing literature, expert opinions
are often sought through questionnaires [26, 27]. ISM alleviates complexity through
decomposing a given system into several elements, using this to generate a structural
model and visual hierarchy of the conditions representing the system structure [28]. In
this manner, ISM prioritizes and improves understanding of the key relationships
between the conditions [28] which proved particularly fruitful in this context.

The second phase necessitated an analysis that would illuminate how the transfer
conditions contributed to knowledge transfer success. FsQCA purports that a given
combination of causal conditions can represent one of several paths to an outcome [29].
It enables the comparison of multiple cases, whilst capturing their diversity and
complexity. FsQCA comprises a configurational approach, where individual cases are
viewed as compositions of interrelated components [30]. FsQCA possesses particular
suitability for this research due to its systematic comparisons of cases within a small-N
sample [30]. The notion of equifinality, an underlying tenet of fsQCA, further eluci-
dates its application, in that multiple configurations are expected for the outcome.
Additionally, the notion of causal asymmetry, where conditions leading to the presence
of an outcome differ from those leading to its absence, evidences the suitability of
fsQCA for exploring the expectedly causally asymmetrical notion of success.

4.3 Stages in ISM

The application of ISM within any research context is comprised of a series of stages
[28]. Firstly, the variables to be investigated are identified. The type of relationship
between these variables is selected: in this study, a contextual relationship of ‘influ-
ences’ was chosen. Participants are asked to use their expertise to decide upon the
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pairwise relationships between the variables. Four notations indicate the direction of
the relationship between two exemplary factors, i and j: V = i influences j; A = j
influences i; X = i and j influence each other; O = no relationship. These VAXO
notations are represented within a structural self-interaction matrix. The pairwise
relations are then converted into 1s and 0s within a reachability matrix, based upon the
following logic. If the (i, j) entry is V, then the (i, j) entry in the reachability matrix
becomes 1, and the (j, i) entry becomes 0. If the (i, j) entry is A, then the (i, j) entry in
the reachability matrix becomes 0 and the (j, i) entry becomes 1. If the (i, j) entry is X,
then the (i, j) and (j, i) entries in the reachability matrix both become 1. If the (i, j) entry
is O, then the (i, j) and (j, i) entries in the reachability matrix both become 0. The
reachability matrix then requires further refinement based upon transitivity, which
states that if A is related to B and B is related to C, then A and C are related.
Transitivity alters the entries for variables which are indirectly related, resulting in a
final reachability matrix, which displays the driving and dependence power of the
variables. This produces a final digraph.

4.4 Stages in FsQCA

FsQCA requires that data be calibrated into fuzzy sets, which encompass variables that
are continuous in nature: they can retain degrees of membership within a set. In this
study, the type of knowledge transferred was split into tacit and explicit knowledge,
and assigned three-value fuzzy set memberships of 1, 0.5, and 0. All other conditions
were assigned seven-value fuzzy set memberships. In line with Ordanini et al. [31], the
semantic differential scales were used to outline membership values: full membership
was fixed at 6, the crossover point was set at 4.5, and non-membership was fixed at 3.

To calibrate the outcome, participant responses to outcome scales were averaged,
and applied as baseline values. If participants had responded with a score higher than
the average, their response was re-coded as 1; if it was lower, 0. Applying this principle
across the five statements, these scores were then re-averaged for each participant, and
used as the fuzzy-set values for outcome membership. Scores of above 0.8 constituted
full-membership; 0.5 was a crossover point; and 0.2 was outlined as non-membership.

Following the calibration procedure, fsQCA produces a truth table, containing all
logically possible combinations of cases. Cases with consistency values of less than 0.8
and frequency values of less than 1 [30] were removed from the analysis.

5 ISM Results

Based upon the expert opinions, the Structural Self-Interaction Matrix (SSIM) was
developed utilizing the VAXO notations (Table 1).
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The SSIM matrix was converted into the Initial Reachability Matrix (IRM) by
converting the scores into 1s and 0s (see Sect. 4.3). It has been excluded here due to
space limitations. The IRM was further refined based upon transitivity to obtain the
Final Reachability Matrix (Table 2): all 0 values were converted to 1, with the con-
versions indicated by an Asterix.

Due to the driving and dependence power, and therefore the reachability and
intersection sets, being the same for all conditions, there is only one level present in the
final digraph (Fig. 2). As such, both the conical form of the reachability matrix, and the
driving and dependence power diagram [6] have been excluded.

Table 1. Structural self-interaction matrix

Knowledge
Type

Understanding Causal
Ambiguity

Trust Tie
Strength

Cultural
Similarity

Learning
Intent

Absorptive
Capacity

Knowledge
Type

Understanding X

Causal
Ambiguity

V X

Trust V X X

Tie Strength X O X X

Cultural
Similarity

X X X V V

Learning
Intent

X X X O A X

Absorptive
Capacity

X X X X X X X

Table 2. Final reachability matrix

Knowledge
Type

Understanding Causal
Ambiguity

Trust Tie
Strength

Cultural
Similarity

Learning
Intent

Absorptive
Capacity

Dependence
power

Knowledge
Type

1 1 1* 1* 1 1 1 1 8

Understanding 1 1 1 1 1* 1 1 1 8

Causal
Ambiguity

1 1 1 1 1 1 1 1 8

Trust 1 1 1 1 1 1* 1* 1 8

Tie Strength 1 1* 1 1 1 1* 1 1 8

Cultural
Similarity

1 1 1 1 1 1 1 1 8

Learning
Intent

1 1 1 1* 1* 1 1 1 8

Absorptive
Capacity

1 1 1 1 1 1 1 1 8

Driving power 8 8 8 8 8 8 8 8
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6 FsQCA Results

Eight solutions are displayed for knowledge transfer success (Table 3). Large circles
denote the presence of a core condition, indicating a strong causal relationship with the
outcome, and small circles signify the presence of a peripheral condition, which exhibit
weaker relationships with the outcome [32]. Circles with crosses indicate condition
absence: blank spaces represent redundancy.

Fig. 2. Final ISM diagraph

Table 3. Solutions for knowledge transfer success

Solution

Configuration
1 2 3 4 5 6 7 8

Tacit
Knowledge 

Explicit
Knowledge 
Under-
standing 
Causal 
Ambiguity
Trust

Tie 
Strength

Cultural 
Similarity

Learning 
Intent
Absorptive 
Capacity

Consistency 0.88 0.96 0.89 0.87 0.96 0.94 0.88 0.83

Raw Coverage 0.16 0.17 0.27 0.23 0.09 0.10 0.10 0.12

Unique Coverage 0.10 0.11 0.08 0.03 0.05 0.03 0.03 0.05

Overall solution coverage 0.68
Overall solution consistency 0.93
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The solutions can be grouped according to their core and peripheral conditions.
Solutions one and five display the absence of Explicit Knowledge as a core condition.
However, while the absence of Cultural Similarity and Learning Intent are core con-
ditions within solution five, Learning Intent is present within solution one. Solutions
three, four and seven display the core causal configuration Cultfz*Learnfz. They differ
on the redundancy of Trust within solution four, redundancy of Absorptive Capacity
within solution three, and the absence of Understanding, Trust, and Absorptive
Capacity within solution seven. Solutions two, six, and eight are unique.

The overall solution coverage score of 0.68 indicates that the solutions explicate a
substantial proportion of the outcome. Overall consistency is high at 0.93 and
demonstrates a highly significant subset relationship [30].

7 Discussion

Both the ISM and fsQCA results retain significant implications for knowledge transfer
success. In response to the first research question of this study, the application of ISM
within the first phase of analysis highlighted that no condition possessed greater
prominence. Conditions for knowledge transfer are highly co-dependent. To further
investigate the conditions, the fsQCA findings reveal eight distinct solutions for suc-
cess, assisting both theoretical and practical endeavors in terms of increasing under-
standing of how knowledge is transferred successfully. In terms of the second research
question, fsQCA confirmed that knowledge transfer success derives from multiple
solutions. The fsQCA findings reflect equifinality, displaying eight distinct solutions:
additionally, no configuration met the consistency threshold when analyzed against the
absence of the outcome. The findings are therefore causally asymmetrical – the con-
figurations for knowledge transfer success are distinct from those which contribute to
its absence.

7.1 Theoretical Implications

This study complements and extends current research by presenting an alternative
perspective of how knowledge transfer conditions combine. Previous studies have
categorized conditions according to their characteristics, and utilized fsQCA to identify
configurations for innovation-related outcomes [4, 5, 33]. This research provides
empirical evidence for how different combinations of organisational, relationship and
knowledge-related conditions are not only mutually inclusive, but causally significant
for the outcome. The results of this research additionally verify extant studies that
examine determinants of knowledge transfer success [4, 15, 16] whilst extending
previous findings through revealing condition interrelations and their multiple effects
upon the outcome, utilizing ecosystem partner perceptions as the unit of analysis.

Additionally, this study addresses a significant research gap, through amalgamating
ISM and fsQCA as analytical techniques. ISM has also been integrated with other
‘fuzzy’ analyses [33–35] whilst fsQCA is commonly synthesized with statistical
techniques such as Structural Equation Modelling [35]. However, fsQCA and ISM are
seldom combined in the same study, particularly in innovation-related contexts.
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7.2 Managerial Implications

The research findings also possess important practical implications. Both the ISM and
fsQCA results reveal the interdependent nature of the knowledge transfer conditions.
Organisations should thus reflect on the presence of such conditions, and cultivate them
if missing. Additionally, an awareness of the strong interrelations between all condi-
tions should be engendered: deficits in the presence of particular conditions could be
addressed through the mediating effects of other conditions. However, the significance
of individual conditions should not be overlooked. The fsQCA solutions demonstrate
the pertinence of specific core and peripheral conditions: these should be noted, and
their importance emphasized in practice.

7.3 Limitations and Future Research

A number of limitations are present within this study and could be addressed through
further research. The fsQCA results reveal that 32% of the outcome remains unex-
plained: therefore, other conditions may be responsible, and could be identified through
further research. Whilst ISM and fsQCA possess particular suitability for small-N
analyses, the results are still grounded upon a small sample. Further studies could
alleviate this through conducting larger scale studies employing quantitative tech-
niques. Finally, this research was conducted on a sample of respondents from European
ecosystems: cross-country analyses could be conducted to assess the role of ecosystem
contexts.
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Abstract. Digital disruption is the phenomenon when established businesses
succumb to new business models that exploit emerging technologies. Futurists
often make dire predictions when discussing the impact of digital disruption, for
instance that 40% of the Fortune 500 companies will disappear within the next
decade. The digital disruption phenomenon was already studied two decades ago
when Clayton Christensen developed a Theory of Disruptive Innovation, which
is a popular theory for describing and explaining disruption due to technology
developments that had occurred in the past. However it is still problematic to
understand what is necessary to avoid disruption, especially within the context of
a sustainable society in the 21st century. A key aspect we identified is the
behavior of non-mainstream customers of an emerging technology, which is
difficult to predict, especially when an organization is operating in an existing
solution space. In this position paper we propose complementing the Theory of
Disruptive Innovation with design thinking in order to identify the performance
attributes that encourage the unpredictable and unforeseen customer behavior
that is a cause for disruption. We employ case-based scenario analysis of higher
education as evaluation mechanism for our extended disruptive innovation the-
ory. Our position is that a better understanding of the implicit and unpredictable
customer behavior that cause disruption due to additional performance attributes
(using design thinking) could assist organizations to pre-empt digital disruption
and adapt to support the additional functionality.

Keywords: Digital disruption � Design thinking �
Theory of Disruptive Innovation

1 Introduction

Digital disruption was coined in the early 1980 to describe the phenomenon of failed
companies such as Kodak that unexpectedly failed due to digitization and emerging
technologies. The irony of this specific case is that Kodak developed the first digital
camera that digitized photography but failed to capitalize on the technology that lead to
their eventual closing down [1]. A similar case is that of the Smith-Corona typewriter
company that was established in 1886 [2]. Smith-Corona was well positioned as a
typewriter technology leader during the eighties when personal computers were
introduced, for instance, introducing a cartridge ribbon in 1973 that eliminated
the annoying problem of ink-stained fingers when replacing the inked ribbon [2].
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Smith-Corona failed to capitalize on the developments in word processing and viewed
the personal computer market as a rival technology that they could counter with
continued improvements in typewriter technology. This strategy lead to their demise
about 20 years later when they were bought over by a private company during their
second bankruptcy and ceased manufacturing of all typewriters [2].

The cases described are of companies that were large, well-managed and well
positioned as technological leaders, however, they became victims of technological
developments that created new customer bases and eroded their market share. This
phenomenon was named in the 90’s by Bower and Christensen in Disruptive Tech-
nologies: Catching the Wave [3] and The Innovator’s Dilemma [4]. The original work
subsequently developed into the Theory of Disruptive Innovation (TDI), which still
remains one of the most significant theories regarding disruption two decades later [4,
5]. A key observation of DTI is that companies focus on their most-demanding
mainstream customers as their most important sources of revenue, and this cause them
to ignore emerging technologies1 due to relative performance that does not satisfy the
needs of these mainstream customers [3]. Mainstream customers demand better per-
formance and therefore often oppose emerging innovations in favour of developments
in existing technologies. In addition, company structures are built to support profit
value networks and eliminate risk, and such value networks disregard emerging
innovations representing risk and low profits. In the case of Kodak, digital photos could
not match the quality of chemically developed photos for a while. In the case of Smith-
Corona, large companies had typist pools with typists extremely capable on manual
typewriters who regarded word processors as cumbersome and difficult to operate
because, for example, a printer had to be installed before a typed document could be
produced. However, in both cases the emerging innovations had additional function-
ality important to non-mainstream customers, which resulted in a fast growing adoption
and new businesses that could refine the innovations until the performance matched
those of the existing technologies. At this point and in spite of all the original oppo-
sition, the mainstream customer base typically abandoned existing technologies in
favour of the emerging innovations causing disruption of the market and failure of the
companies that was hooked into existing technologies [3–6].

Whilst TDI is useful in understanding disruption in retrospect, the impact of dis-
ruption is devastating and there is a need to develop such insights into disruption that it
is possible to at least pre-empt full blown disruption that causes organizations to fail.
This need is identified by scholars of disruptive innovations [5, 7, 8] and some of the
more recent work on the TDI such as Disruptive Strategy attempts to address this
challenge by assisting existing organizations to develop strategies for growth [5, 9].
However, we suggest that strategies that emerge from existing structures and value
networks do not address the core challenges of disruption because it ignores the
unpredictable behavior of low-profit adopter of a new technology with new function-
alities. The investment, structures and legacy of organizations maintaining existing
technology and functionality would still impede their capability to recognize and
address disruptive innovations because they operate within an existing solution space.

1 The recent work on Christensen’s theory replaced the term technology with innovation.
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Existing value networks has as core focus solving the explicit need of customers using
sustaining innovations based on existing solutions. Disruptive innovations also solve
the customer needs, but not as effective and what ultimately lead to rapid adoption of
disruptive innovations, is the additional functionality that the low-demand users find
particularly useful. This additional functionality is mostly implicit, causing unpre-
dictable customer behavior and emerges with adoption of the innovation. The purpose
of our work is to identify this additional functionality (represented by performance
attributes in TDI) through design thinking.

An example that illustrates this adoption behavior is a known scholar that used several
typewriters in addition to being an early adopter of a personal computer. When explicitly
asked howhewould generate his scientific reports, he stated that he typed them.However,
the additional functionality provided by word processing programs such as the ability to
easily correct mistakes and store digital versions of documents that could serve as a basis
for further work at a later stage, lured him into using aword processor as a primary writing
tool. This was an implicit choice and was never explicitly stated; he never got rid of his
typewriters even after word processors were the status quo. What this case illustrates is
that it is precarious to focus on what customers explicitly express as they would probably
state the status quo. Discussing disruption within the context of the key solution space
functionality (i.e. writing in the age of typewriters) would not necessarily expose the
implicit user needs fulfilled by the additional functionality of disruptive innovations. We
therefore investigated alternative mechanisms that promote an explicit focus on unpre-
dictable, implicit user behavior decoupled from the existing status quo and solution space.
Design thinking, especially given recent developments within IS, represents such a
paradigm [10]. Design thinking is a human-centered method that adopts the principle that
‘innovation is made by humans for humans’ and it focuses on understanding the human
before thinking solution [10, 11], which is relevant to this study where focusing on
existing solutions are part of the factors that were identified as contributing to disruption
according to the TDI. We need to understand implicit customer needs and behavior
without the solution space, and design thinking is appropriate for this as solution design
only enter quite late into design thinking methodologies [12].

In this paper we report on initial work that use design thinking with the Theory of
Disruptive Innovation in order to work towards an extended TDI. We propose that an
understanding of implicit human needs and behavior due to additional performance
attributes through design thinking could potentially expose why a disruptive innovation
would be rapidly adopted. We used case-based scenario analysis as an evaluation
method of the extended TDI. The remainder of this paper is structured as follows: the
next sections provides background on TDI and design thinking, followed by Sect. 4
that describes extending TDI with design thinking. Section 5 introduces cased-based
scenario analysis as evaluation while the final section concludes.

2 Theory of Disruptive Innovation

The Theory of Disruptive Innovation (TDI) (Fig. 1) is the core work of Christensen
that focuses specifically on disruption caused by innovation, in contrast to the work on
theories of digital innovation [13, 14]. TDI as described originally uses hard disk
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performance to differentiate between sustaining and disruptive technologies given
performance trajectories. The Y-axis depicts a performance attribute [4]. Sustaining
technologies maintain a steady rate of improvement that gives customers better per-
formance on existing attributes. In contrast, disruptive technologies originally perform
much worse on the key existing attribute (so they have a low value on the Y-axis) but
they provide a different set of attributes [3, 4, 15]. Christensen’s theory subsequently
states that mainstream customer adoption of a technology requires high performance on
key attributes, and because companies are structured to prioritize delivery to main-
stream customers (or are ‘held captive’ by their best customers), they disregard low-
profit customers that adopt low performance (potentially disruptive) technologies.
A disruptive technology delivers on another set of attributes, which results in rapid
adoption and subsequent growth with regards to performance on key performance
attributes until it outperforms the existing sustaining technology. At this point the
mainstream customer base abandons the existing technology and adopt the disruptive
innovation resulting in the disruption of the company with the focus on the sustaining
technology [3, 4, 15].

Later developments of TDI proposed refinements of the model as basis for a
framework on disruptive innovation and the notion of technology is incorporated into
innovation [5, 15]. Most of this work favors strategies and frameworks for companies
to detect and manage disruption, as well as mechanisms that could be used to structure
or reorganize companies for optimum disruptive growth [7, 9, 16]. An observation of
TDI is that the model used as basis for discussion (refer to Fig. 1) is often ambiguous.

Fig. 1 The Disruptive Innovation Model (based on versions from [4, 5, 7, 15]) (Several versions
of the model have been published [4, 5, 7, 15]. Disruption is depicted linearly but with different
gradients and even sometimes as an exponential curve. In some latter versions a ‘different
measure of performance’ is depicted on a third axis (Figs. 2 and 3, p. 44 [7]))
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The trajectories initially indicate technology growth but are afterwards used to describe
customer adoption and demand. This might lead to misinterpretation, which is the
bases of some of the critique against the theory [17]. Some critics claim that the theory
is outdated or that the cases on which the theory was based, such as disk drives, are
selective. Others claim that disruption itself is a vague concept not well defined, and
that the theory does not provide a satisfactory explanation thereof [18–20]. However,
proponents of TDI insist that it remains one of the basis theories that explains dis-
ruption even though it is acknowledged that refinements, specifically with regards to
the capability to pre-empt disruption, are necessary [8, 21]. The work reported on in
this paper supports this research agenda and propose that understanding the human
needs and behavior that drives adoption of an innovation is a significant indicator of its
possibility to disrupt. We also propose that these needs are implicit and unpredictable,
and therefore not readily distinguishable using established market analysis or
requirements engineering (RE) techniques, especially ones that acknowledge an
existing solution space or are bound to the status quo. Even though social goals or
emotional goals are recognized and integrated into established RE techniques [22],
these techniques have as basis approaches already working towards specific solutions.
We adopt the position that any strategies that is based in existing solutions spaces and
organizational structures do not address the core aspects of disruption. The focus on
existing solutions and legacy functionality of existing organizations impedes their
capability to recognize disruptive innovations with additional functionality that address
implicit needs and behavior of emerging customers. We therefore do not attempt to
augment ongoing work on DTI but propose a human centered approach that under-
stands what human needs and behavior drive the rapid adoption of disruptive tech-
nologies. This is in line with the sentiment expressed by Yu and Hang [21] on future
DTI research in that a question of ‘tremendous interest’ remains ‘how to find emerging
markets and understand the needs of new customers’. We identified design thinking as
such a human centered approach because it emphasizes the understanding of human
needs and behavior before proposing any solution.

3 Design Thinking

Design thinking refers to a process of creating artifacts through creation, prototyping,
feedback and redesign. What distinguishes design thinking from other creative
approaches, is its open-ended, often playful explorations “leading to solutions that
avoid decisions and combines best possible choices” [12] (p. 336). This is in contrast to
science and engineering where the design process is precise and repeatable within strict
scientific boundaries, focusing on finding solutions [23].

Different design thinking methods exist but all center on the user and understanding
the user with empathy [10]. Gasparini [24] considers empathy as an emotional response
(one feels what others feel) and cognitive response (one understand what others
experience from their perspective). Both these types of empathy inform design
thinking. An emotional feeling can be transformed into an attribute whereas certain
approaches can be used to foster cognitive empathy of designers. He furthermore
shows how cognitive empathy can be gained by using ‘experience prototyping’, for
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example to understand the everyday challenges and feelings of a person that use a
wearable medical device. This understanding implies more than just what a user says,
but focus more on user needs and what a user does. For example, the International
Standards Organization proposes a methodology that uses design thinking as starting
point for requirements discovering and specification [23]. Hehn et al. [25] also shows
promising results from the combination of design thinking and RE approaches when
creating innovative software systems. Given digitization and digital disruption several
advocates of design thinking believes that the focus on the user and really under-
standing user needs and motivation within complex and messy environments at least
provides some measures to address the associated challenges.

A well known design thinking method, the Stanford d.School Design Thinking
method, starts with a comprehensive empathy mode that has as core goal establishing
empathy with the user without any bias towards specific solutions [25]. The empathy
mode then flows into a define mode that precisely describing a problem with insight
and preserving the emotion and need but without a considering any solution [26]. An
example of a result of the define mode is a set of user statements of the form [USER]
needs to [User’s NEED] because [INISGHT] [27]. After the define mode, the method
proposes the ideate mode, which is the mode that for the first time considers solutions,
but the intent is to suggest “radical design alternatives” by “going wide” rather than
focusing on a specific solution, followed by prototyping and testing modes. However,
in contrast to known development methods, the prototyping and testing modes has as
main purpose understanding and refining user needs, and not as such providing solu-
tions. As stated, we believe that understanding user needs without any presupposed and
existing solutions is core towards understanding disruption because user needs are the
driving force for the adoption of emerging disruptive innovations.

4 Design Thinking and the Theory of Disruptive Innovation

By focusing on additional functionality of disruptive innovations, we complement the
Theory of Disruptive Innovation in two ways: (1) Extending the performance attribute
(PA) that serves as the basis of the theory by adding functionality performance values;
and (2) using design thinking to determine existing and additional functionality per-
formance values through the identification of implicit and explicit user needs.

We propose this complement as the first step to the development of a Theory of
Disruptive Innovation that is pre-emptive in nature, and not just explanatory.

4.1 Extending the Performance Attribute of the Theory of Disruptive
Innovation

As discussed, performance serves as the basis of TDI. The performance attribute
(PA) is depicted on the Y-axis of all the models of the theory as rendered in Fig. 1 and
is used to differentiate between sustaining and disruptive innovations, as well as the
adoption behavior of mainstream or emerging customers. The current applications of
the theory focus on assisting existing companies with identifying and managing
innovations in order to sustain growth. We claim that strategies within existing
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paradigms and solutions impede the capability to recognize and address disruptive
innovations because the additional functionality that the low-demand users find par-
ticularly useful emerges with the rapid adoption of the innovation.

Even though the performance attribute (PA) is key to DTI, limited in-depth
investigations into what is meant with performance exist. When TDI centered around a
single technology such as disk drives, performance was disk drive capacity [3].
However, when the innovation is Uber, performance is vaguely defined [15]. We argue
that the vague meaning of this performance attribute leads to most disagreements about
the nature of disruption, the value of the theory or critique against the theory, as well as
the capability to pre-empt disruption.

A scrutiny of the PA discussions indicates that the performance is always men-
tioned within context of a functionality that responds to a specific user need. A dis-
ruptive innovation is described as an innovation that provides additional functionality
(or as described as ‘different measures of performance’ (Figs. 2 and 3, p. 44 [7]). We
therefore propose that the Performance Attribute (PA) implies a sum of a set of basis
functionality performance values ðf Þ and the sum of a set of additional functionality
performance values ðf 0 Þ: PA ! f1 þ f2 þ ; . . .; þ fnf gþ f

0
1 þ f

0
2; . . .; þ f

0
m

� �

.
A functionality performance value is defined as a response to a user need for

example the speed-of-typing. When the innovation is sustaining, there would neces-
sarily be no or few additional functionality performance for example PA ! f1 þ f2f g
where f1 may be the speed of typing and f2 the size of the typewriter and when both
have high values, the position on the Y-axis is high). When an innovation is disruptive,
there are several additional functionality performance values ðf 0 Þ. Originally the sum of
the values would be low as the innovation is not mature, but the combination of values
are attractive enough for adoption by a large community of users. The innovation
necessarily see rapid adoption from the community of users that find the additional
functionality attractive resulting in PA rapidly growing as the sum of the different
additional functionality performance values each increase until the determining func-
tionalities are of sufficient value to disrupt existing innovations.

In order to determine functionality performance values (both basic and additional),
it is necessary to understand user needs, and therefore we extend the performance
attribute of TDI with design thinking as discussed in the next section.

4.2 Determining Functionality Performance Values Through Design
Thinking

The predominant publications on TDI starts with discussions on the difference between
sustaining and disruptive innovations by referring to its performance, and subsequently
discuss customer adoption of these innovations, including how additional functionality
or different performance attributes lead to disruptive innovations. Innovator’s Solution
states that being more predictable does not “entail learning to predict what individuals
might do. Rather, it comes from understanding the forces that act upon the individuals
involved in building businesses”. The remainder of the work then focuses on indi-
viduals within businesses and presents several strategies for companies to innovate and
grow based on the theory.
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We propose that existing company structures that are representative of a specific
solution space or paradigm prohibits its participants to effectively detect the different
disruptive customer behavior that are the result of additional functionality of disruptive
innovations. We suggest that the additional, often implicit and unspoken user needs
that disruptive innovations address are core to understanding, and therefore pre-
empting, disruptive innovations. Because these user needs are implicit and unknown,
we employ solution independent design thinking that focus on thoroughly under-
standing the user through empathy. Using the extended Performance Attribute in the
previous section PA ! f1 þ f2 þ ; . . .; þ fnf gþ f

0
1 þ f

0
2; . . .; þ f

0
m

� �� �

we therefore
propose the following steps:

(1) Determine the context of the innovation and determine the basis functionality of
the innovation (e.g. typing).

(2) Determine the set of basis functionality performance values ðf Þ (e.g. speed of
typing).

(3) Establish the basis PA as PA ! f1 þ f2 þ ; . . .; þ fnf g
(4) Using the basis functionality of the innovation as well as basis functionality

performance values (steps 1 and 2), identify as many as possible alternative
innovations that address or could possibly address the basis functionality (that
would typically be low on the PA of step 3).

(5) Establish a solution independent design thinking team (the team should not in
any way be proponents of existing sustaining innovations, therefore should not
belong to organizations that support or maintain sustaining solutions).

(6) Use design thinking empathy to ‘deeply’ understand the needs and behavior
(both explicit and implicit) of the early adopters and users of the alternative
innovations as well as the forces and paradigms these users embrace. This could
be in the form of the d-school define mode namely a set of user statements of the
form [USER] needs to [User’s NEED] because [INISGHT] [27].

(7) Determine the initial set of additional functionality performance values f
0� �

in
order to evaluate the disruptive innovation through:

PA ! f1 þ f2 þ ; . . .; þ fnf gþ f
0
1 þ f

0
2; . . .; þ f

0
m

n o� �

:

(8) Use the additional design thinking methods and steps (e.g. prototyping) to refine
the user understanding, as well as propose radical and creative innovations
(independent from existing solutions).

(9) Refine the set of additional functionality performance values f
0� �

in order to
evaluate the disruptive innovation through PA ! f1 þ f2 þ ; . . .; þ fnf gþð
f
0
1 þ f

0
2; . . .; þ f

0
m

� �Þ.
(10) Feed the results back into the proposed strategies of the TDI for company growth

and development (e.g. decisions of how such proposed innovations should be
explored and developed (in-house or spin-off)).
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5 Evaluation: Case-Based Scenario Analysis

As an initial evaluation of the proposed extended TDI for this paper, we adopted case-
based scenario analysis. Scenario analysis is an approach that investigates alternative
futures based on storyline-driven modeling [28, 29]. Such scenario analysis has been
adopted in research that attempts to understand complex social contexts, especially
where implicit knowledge has an impact such as in our research. We used the extended
TDI as the storyline for the scenario analysis with higher education as case.

Higher education (HE) is defined as education beyond secondary level, usually
provided by a higher education institution (HEI) such as a college or a university [30].
Given the emergence of several alternative mechanisms for higher education such as
online courses and MOOCs [31], we initiated an investigation into disruptive inno-
vation within the context of HE. Several discussions on whether MOOCs are potential
disruptors for HEI abounds [32–35], and for this study we take the position that
MOOCs provide additional functionality such as on-demand specific training when
required by the changing nature of the workplace, as well as accessibility, customiz-
ability and affordability in contrast with classical HEI structures [34]. In the modern
workplace claims are often made that a degree is already outdated when it is bestowed
and that alternative life-long-learning training technologies will replace HEIs [36]. We
used interviews with diverse role-players including middle management as well as
enrolled students at HEIs to collect information and did a thematic analysis on the
information acquired. We specifically investigated how the provision of higher edu-
cation by HEIs differ from the alternative MOOC education mechanisms, and we
identified accredited certification (degrees or diplomas) as the main differentiator,
followed by structured learning environments (i.e. face-to-face lectures at specific
venues at specific times and an established curriculum). For our scenario analysis we
executed Steps 1–7 as Steps 8–10 represent design thinking iterations for the refine-
ment of user needs analysis and proposed innovations. We executed Steps 1–7 as
follow:

(1) The context of the innovation is the provision of HE.
(2) The basis functionality performance values (f ) for this scenario analysis was

identified to be accredited certification (degrees or diplomas) and structured
learning environments.

(3) PA = provision of HE ! f1(providing accredited certification) + f2(providing
structured learning environments)

(4) For the scope of this paper, the scenario analysis will only consider MOOCs as an
alternative possible disruptive innovation. MOOCs measure low on the PA of step
2 namely the provision of accredited certification and structured learning envi-
ronments such as face-to-face lectures at specific locations and times.

(5) An initial execution of Step 5 was done by recruiting design thinking students.
However, during the team brief we realized that these students (as participants in
the education of an established HEI) are adopters of the ‘existing solution’ and
their evaluation of MOOCs was therefore biased; they believed that a degree is
necessary the solution to future job security in contrast with the HEI disruption
sentiments. This supported our position that adopters of existing solutions do not
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consider the potential of disruptive innovations, and we rephrased step 5 to be the
establishment of a solution independent design thinking team. Limited opportu-
nities within the scope of this study prohibited the establishment of a completely
independent team, and we assigned a design thinking trainer knowledgeable about
MOOCs and their possibilities to do an initial execution of Step 6.

(6) An initial empathy investigation into the needs of users that adopt MOOCs
identified a number of user needs. The main reason why users enter HE is to be
employable, and even though the mainstream advocates for employability still
emphasize degrees, several additional voices emerge that emphasize alternative
qualifications [37]. The exorbitant cost of HE is a huge challenge, and several
people feel excluded and often angry because of the entry barrier. In addition,
students can seldom work to support studies because they have to move to close
proximity of a campus and the structured learning environment (i.e. face-to-face
lectures). The accessibility of MOOCs as well as the freedom to learn wherever
and whenever possible make them an attractive alternative to HE, however,
uncertainty about the value of MOOC and online certifications still provide a
barrier. The flexible course structure where users could choose the most relevant
courses are particularly attractive. The delivery mechanism that enable users to go
back to video lectures assists with better learning because core concepts can be
revisited. Users realize that continuous education and up-skilling will be a pre-
requisite to the future workplace and for such requirements, MOOCs are a key
resource. Users do not necessarily complete courses, but use ‘high value’MOOCs
to obtain the skills necessary to better perform at existing jobs.

(7) An initial set of additional functionality performance values f
0� �

therefore
include: (1) providing ease of access to learning; (2) providing flexible course
structures; (3) providing flexible learning environments (that support the freedom
to learn wherever and whenever possible); (4) affordability; and (5) provide
flexible delivery mechanisms of course content (for instance through videos).

The additional functionalities provided give insight into the reasons why users
adopt MOOCs. The structured learning environments that are regarded as an advantage
of existing HEI are actually considered a barrier by most online education adopters.
Given the movement of MOOCs to provide acceptable and competitive accreditation
mechanisms, which is one of the most valuable performance attributes determinants of
HE, it is possible to argue that online education might possibly disrupt existing higher
education, and existing HEIs could consider alternative mechanisms that support the
identified additional functionalities that encourage user adoption.

6 Conclusion

In this paper we report on initial work to extend the Theory of Disruptive Innovation
(TDI) using design thinking as a first step to identify additional functionality repre-
sented as performance attributes in order to pre-empt disruption. Our complement to
the theory includes an extension of the performance attributes of the TDI in addition to
a design thinking method that could be used to establish the often-implicit user needs
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and behavior that support the adoption of disruptive innovations. Further research
includes refinement of the performance attribute and functionality performance values,
as well as a refinement and extensive evaluation of the proposed design thinking
method. The ability of the theory to better understand digital disruption would assist
organizations to mediate and pre-empt the impact thereof.
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Abstract. There are few studies conducted on personal processes within the
Business Process Management (BPM) domain. Personal processes are looser
and more context- and person-dependent compared to the clearly defined
business processes. This makes it more challenging to create solutions in this
domain. In this study, a taxonomy is developed for personal processes. We used
the data collected from semi-structured interviews that we have conducted with
a diverse population. We built a taxonomy with 4 classes and 22 subclasses,
further organized by 6 characteristics and 3 dimensions. The proposed taxon-
omy is intended to guide practitioners and researchers by identifying the range
of processes, by understanding the relationship among process types, and by
organizing the knowledge within the Personal Process Management (PPM) do-
main. As such, our work would lead to creating new methods, tools, and
approaches for increased effectiveness of PPM solutions.

Keywords: Business Process Management � Personal Process Management �
Taxonomy � Semi-structured interview

1 Introduction

Personal Process Management (PPM), as an extension to Business Process Manage-
ment (BPM), focuses on the processes within people’s personal lives. Planning a
marriage event, choosing and registering for a college, making soup, or applying for a
visa are some examples of personal processes. In many cases, personal processes
highly depend on the context and the individuals involved.

Several taxonomies are suggested within the Business Process Management (BPM)
domain, i.e. for BPM techniques [1], requirement changes attributes [2], unstructured
workflows [3], execution exceptions [4], process flexibility [5, 6] and time rules [7]. Yet,
no taxonomy has ever been developed with a focus on personal processes.

Taxonomies construct the knowledge core of domains which help the researchers to
understand and analyze them and lead to an improvement in corresponding domains
[8]. This statement also defines the main motivation behind this study: to create the
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knowledge core in the PPM domain and support the practitioners with an overview of
personal processes so that different applications, methods or approaches can be
developed for different classes. As study [8] highlights, it is necessary to create clas-
sifications for more advanced theories. Taxonomies not only reduce confusion but also
aid understanding [9]. Nickerson et al. [10] list various studies showing the role of
taxonomies in the information systems (IS) research literature and state that “classifi-
cation is a fundamental mechanism for organizing knowledge”.

The main objective of this paper is to propose a personal process taxonomy by
using the method suggested by Nickerson et al. [10]. Accordingly, we conducted semi-
structured interviews with 20 people of different ages and occupation groups. From
those interviews, more than 60 process examples emerged. Using the responses, we
applied an inductive approach of taxonomy development following [10]. We define the
personal process taxonomy step by step by listing classes, subclasses, and their
properties, and by illustrating each of them by giving examples.

This paper is organized as follows. In Sect. 2, we outline taxonomy studies con-
ducted within the BPM domain. In Sect. 3, we justify and describe the method that we
have used. In Sect. 4, we describe the resultant personal process taxonomy in detail.
Finally, in Sect. 5, we conclude the paper with discussion of the contributions of this
paper, and future work.

2 Taxonomy Studies in BPM Domain

In the BPM domain, there are several studies proposing taxonomies from various
perspectives. [11] shows an ontological model and a taxonomy of BPM systems. It also
shows the hierarchy of interface, execution engine, metrics and their subclasses per-
tinent to software industry BPM systems. Shaw et al. [12] propose a BPM system
architecture showing core technologies as building blocks. They list the full set of
levels and core technologies and how they merge into a BPM system along with the
transmission and processing of modeling characteristics. [9] highlights a taxonomy that
would be used in expressing the purpose of any evaluated BPM technology.

Study [1] gives a taxonomy of business process modeling and IS modeling tech-
niques. It states that the taxonomy can be used in evaluating and selecting suitable
modeling techniques by the decision makers, depending on the needs of the projects.
On the other hand, in [13], project types in BPM are classified and three major and two
minor classes by using multivariate data analysis techniques are suggested.

In study [14], a list of BPM and flow automation definitions are made and a
standard set of terms and concepts to support clear communication in industry are
given. Five BPM categories are listed to make the clarification: Administrative and
Task Support (Visual), Team Process Support Tools (Collaborative), Application
Specific (Preconfigured), Integration-Focused, and Application Independent.

In study [7], Arevalo et al. focus on the temporal dimension of business processes
and define a time rule taxonomy which leads to “business temporal rules with current
BPMN standard” in a declarative way.
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In study [4], Zhao et al. try to find solution to the deficiency in support for
exception handling for current business process programming languages for semantic
web services by providing an exception taxonomy.

In [2], a taxonomy of change with four main classes are suggested: “time of
change”, “origin of change”, “type of change”, and “structural effect of change” that
can be used in detecting changes before they are reported. A taxonomy for BPM
flexibility with a focus of change is also suggested in study [6]: abstraction level of
change, subject of change, and properties of change.

[5] gives a taxonomy of process flexibility by listing four types: flexibility by
design, deviation, underspecification, and change. This distinction is made based on the
conducted literature study. These four categories are evaluated, and it is seen that these
types can be found in the literature and in practice.

In summary, within the BPM domain, there is a wide spectrum of taxonomy studies
including taxonomies of technologies, modeling techniques, project types, definitions,
temporal dimension of processes, exceptions, change, and flexibility. Yet, these
examples do not suggest a taxonomy directly from the processes themselves.

There are two studies which have similarity with ours by directly focusing on the
processes themselves. The first one is presented by [3] which gives a taxonomy of
unstructured workflows with the aim of analyzing those workflows and determining if
they can be changed into equivalent structured forms. Yet, this study creates the
taxonomy using the relationship of the control elements of the workflows, regardless of
the context or the domain of the process.

In the second study [15], a systematic literature review is conducted and organi-
zational information-processing theory is employed to identify the differences among
processes. The goal is to minimize the wasted efforts by understanding different
management requirements for different processes. By using the data obtained from
other studies within the literature, this study considers context-specific BPM practices.
Yet, its scope covers business processes within organizations. None of these studies
outlines a taxonomy of processes within everyday life considering contextual factors.

3 Method

In this study, first we conducted semi-structured interviews with 20 respondents to
bring up a set of personal processes. Then, we used the responses from the interviews
in developing a personal process taxonomy. In taxonomy development, we followed
the seven-step method proposed in study [10] which is also used by many IS research,
i.e. [15–18]. Study [10] presents a better alternative to ad hoc way of developing
taxonomy in the IS domain by showing that the proposed method has requisite qualities
developed based on well-established taxonomy development literature.

3.1 Data Collection: Semi-structured Interview

To understand things that cannot be observed like experiences, attitudes, thoughts,
intentions, comments, perceptions, and reactions; qualitative researchers use inter-
viewing as an effective method [20]. We used semi-structured interviews to gather
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information from a diverse population. As it is stated in [19], “the semi-structured
interview provides a repertoire of possibilities”. While the interview is structured
enough to point to a specific topic, it also leaves space to the participants to offer new
ideas. The questions are mostly open-ended, which allows the discovery and gathering
of unforeseen or unpredicted information.

The Sample of the Study. In this study, we used diversity (maximum variation)
sampling, which is a type of purposive (judgmental) sampling. We interviewed 20
people from 18 distinct occupations. The minimum conditions for selecting the par-
ticipants were that the participant should be using a mobile device and that should be
actively managing the daily life processes of themselves. We tried to reflect the
diversity of the population within the sample by choosing from different genders, age
groups, occupations, and education degrees. The age distribution of participants can be
seen in Fig. 1. The youngest participant is 22 years old whereas the oldest one is 60.
The education levels of the participants can be seen in Fig. 2.

3.2 Seven Steps of Taxonomy Development

To develop a taxonomy by the personal processes gathered from the semi-structured
interview, we followed the seven-step method proposed by Nickerson, Varshney and
Muntermann [10]. Figure 3 shows the steps of the taxonomy development method.

Fig. 1. Age distribution

Fig. 2. Educational degree distribution
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Step 1 – Determine Meta-characteristics. Meta-characteristic is defined in [10] as
“the most comprehensive characteristic that will serve as the basis for the choice of
characteristics in the taxonomy”. Our goal is to structure personal processes related
knowledge. The target users are both researchers and practitioners interested in per-
sonal processes who may create new applications, methods or approaches for managing
personal processes. The scope of the taxonomy is limited to processes of people using a
mobile device and actively managing the daily life processes of themselves. In these
terms, processes of a person such as a child using a mobile phone yet having a life
highly dependent on parents, or an elder living independently in a community yet not
using a mobile device does not fall within the scope of this study. Considering all these
aspects, we define the meta-characteristics of our taxonomy as ‘connection between the
management approach of the process owner and the personal process’.

Step 2 – Determine Ending Conditions. We used eight objective and five subjective
ending conditions proposed in study [10]. These conditions determine when to end the
process of developing the taxonomy.

Step 3 – Approach. We used inductive (empirical-to-conceptual) approach for all
three iterations.

Fig. 3. The taxonomy development method [10].
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Steps 4, 5 and 6 – Identify a Subset of Objects, Identify Common Characteristics
and Group Objects, Group Characteristics into Dimensions to Create Taxon-
omy. In each iteration, we evaluated a new subset of personal processes gathered from
the semi-structured interview. At the end of the three iterations, we finished evaluating
all the personal processes gathered from the interviews. The outcome is the following
common characteristics:

• Essential: Some processes are essential to have an independent daily life.
• Optional: Some processes are optional in terms of having an independent daily life.
• Routine: Some processes routinely take part in personal lives.
• Ad Hoc: Some processes occur in an ad hoc manner.
• Obliged: Some processes are completed to fulfill some obligations. These processes

emerge from something the person owns or is responsible for.
• Not Obliged: Some processes emerge from something other than the things that the

person owns or is responsible for.

We grouped these characteristics into three dimensions:

• D1: Necessity (Essential, Optional)
• D2: Occurrence (Routine, Ad Hoc)
• D3: Obligation (Obliged, Not Obliged)

Step 7 – Ending Conditions Met? At the end of the third iteration, ending conditions
are met and we concluded the taxonomy development.

4 Taxonomy of Personal Processes

Using the characteristics in the previous section, we defined a personal process tax-
onomy as in Table 1. We grouped the process examples that we have collected from
the semi-structured interviews, in four groups: Diversions, Emergencies, Instrumental
Activities of Daily Living (IADL), and Responsibilities. Those four classes have 22
subclasses in total. During the development process of the taxonomy, we kept in mind
to bring the qualitative attributes listed in [10] to the taxonomy: concise, robust,
comprehensive, extendible, and explanatory.

4.1 Instrumental Activities of Daily Living

Activities of Daily Living (ADL), Basic Activities of Daily Living (BADL) and IADL
terms are well known terms used in healthcare. BADL are needed for fundamental
functioning of a person whereas IADL are needed additionally to have an independent
life in a community. We considered using IADL not BADL, as we interpreted that
managing BADL with some IS would not be effective. BADL consist of the following
‘toilet hygiene’, ‘self-feeding’, ‘dressing’, ‘grooming’, ‘physical ambulation’, and
‘bathing’ [21].
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A modification of IADL listed in [21] has 7 subclasses:

• Handling finances (stated as “ability to handle finances” in [21]).
• Housework, (stated as “housekeeping” and “laundry” in [21])
• Mode of transportation,
• Preparing meals (stated as “food preparation” in [21]),
• Shopping,
• Taking medication as prescribed (stated as “responsibility for own medications” in

[21]),
• and Use a form of communication (stated as “ability to phone” in [21]).

Handling Finances: Although money management is mostly about decision making,
processes can also be very vital as in the example of invoice payment timings.

Housework: An example process emerges after a dinner consist of activities: clearing
the table, loading the dishwasher, starting the dishwasher, wiping the table, sweeping
the floor, emptying the dishwasher, putting the dishes into the cupboards.

Table 1. Personal process taxonomy

D1: Necessity D2: Occurrence D3: Obligation

Essential Optional Routine Ad Hoc Obliged Not Obliged

Diversions Exercising X X X X
Hobbies X X X X

Social activities X X X X
Travelling X X X X

Emergencies Accidents X X X
Injuries and sickness X X X
Missing
flight/train/bus case

X X X

Lost wallet case X X X
IADL Handling finances X X X

Housework X X X

Mode of transportation X X X
Preparing meals X X X

Shopping X X X
Taking medication as
prescribed

X X X

Use forms of
communication

X X X

Responsibilities Business processes X X X X

Care of pets X X X X
Child rearing X X X X
Citizenship
responsibilities

X X X X

Garden care X X X X
Real estate care X X X X
Vehicle care X X X X
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Mode of Transportation: Using different means of transportation may lead to different
processes. For instance, going from one point to another in a city by mass trans-
portation may have activities like getting on a bus number X, then going 3 stations by
tram, finally walking 400 m.

Preparing Meals: Any dish recipe, which list actions to be completed in a given order,
is a good example for a “Preparing Meals” type of process.

Shopping: The person may have a long shopping list. There could be many shop and
product alternatives. Also, the timing, following the discounts, or closeness to the
shops could be some possible concerns of the person. If the person wants to optimize
the time and money he spends, or the quality he buys, then the process of shopping
becomes computationally complex.

Taking Medication as Prescribed: Taking medication is a common part of any
medical care. Usually the timing and dosage of taking medication are significantly
important. So, tracking the process becomes more important.

Use a Form of Communication: This subclass is composed of many atomic activities
like making a phone call or sending an e-mail. Combining these activities with other
surrounding activities, we get some simple processes. For instance, we can think of a
person starting her computer and sending an e-mail (signing in, writing the e-mail,
entering to-cc-bcc lists, sending the e-mail).

4.2 Responsibilities

This class consists of processes that emerge from the things that the person owns or is
responsible for. For instance, if the person owns a dog, then she should handle the
processes regarding dog care like tracking the vaccination guidelines or meeting the
daily needs of walking or feeding. Although there are fewer than 10 subclasses listed
under the class “responsibilities”, the number can easily increase depending on the
variety of belongings the person has.

Business Processes: Business processes serve for organizational goals. This collection
of activities takes place in a person’s life in case that person has a business. From the
perspective of that single person, business processes that she is involved in are pro-
cesses as a set of responsibilities in her personal life. Depending on the organizational
culture and policies, sometimes these processes intertwine with other, more personal
processes. In the first case, there could be a more effective way of managing this
collection of processes by dealing with them all together.

Care of Pets: Some examples would be taking the dog to walks periodically or fol-
lowing vaccination schedules of the pet.

Child Rearing: Some activities that would exemplify such processes would be feed-
ing, playing, or taking the child to a doctor.

Citizenship Responsibilities: Having a citizenship from a country comes with many
processes to be completed. Some examples could be voting or compulsory military
service in countries or serving jury duty.
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Garden Care: Watering the grass, disinfecting the tools, controlling the weeds, and
mulching are some activities that may take place in garden care processes.

Real Estate Care: For instance, a person having a house should complete house
maintenance tasks in the lifespan of that house, like inspecting the fire extinguisher,
getting the air conditioner ready for the summer, getting the chimney cleaned, or
paying the taxes of the house.

Vehicle Care: Some examples would be changing the tires, getting the car cleaned, or
keeping up with insurance payments.

4.3 Diversions

“Diversions” are the processes that divert from basic or instrumental daily living
processes and responsibilities. The causes or motivations behind those processes are
intangible things like happiness, health, curiosity, etc. “IADL” processes should take
place in a person’s life in order for him to have an independent life in a community.

Exercising: This subclass consists of mostly structured processes. These processes
could be created by domain experts and followed by the person.

Hobbies: Following a guitar lesson, doing ear training, improving the technique,
practicing scales, chords, or arpeggios could be given as example activities that would
form a personal process of learning guitar.

Social Activities: This subclass consists of social events like organizing a home party
or some gathering activity with some friends. Processes related with social activities are
mostly people centric as the main purpose of social activities are consorting with or
joining with other people.

Traveling: Arranging for flight and hotel, listing the attraction points in a city, and the
order of visiting these attraction points can be given as examples of activities and
relations that would create traveling type of processes.

4.4 Emergencies

The fourth class consists of processes that are completed in unplanned occasions like
“what should a person do when he has lost his wallet?” or “what should a person do
when she misses her flight?”. Following four examples are collected from the semi-
structured interviews that we have conducted. The number of subclasses can be
increased by collecting new example cases.

Accidents: The activities that should be performed when an accident occurs would
create processes to be considered under the accidents subclass.

Injuries: The activities that should be performed when an injury occurs would create
processes to be considered under the injuries subclass.

Lost Wallet Case: If a wallet is lost, what should the person do? The answer would
create a process. As an example answer: the person should think of the last time he saw
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the wallet, and ask the people who might have seen it and check the places he passed
since then. If he couldn’t get a positive response, he should call the banks depending on
the credit or bank cards in his wallet, so that he can cancel those cards. He should
inform the police that he has lost his ID cards. Depending on the items he has lost with
his wallet, new activities can be added to the process. The order of the activities would
mostly be affected by the importance and urgency of the activities.

Missing Flight/Train/Bus Case: The activities that should be performed when a
person misses a flight, train, bus, etc.

5 Discussions and Conclusions

In this paper, we propose a taxonomy for personal processes by using the method
presented by [10] as it is “based on well-established literature in taxonomy develop-
ment”. As the input data for the taxonomy development, we used the empirical results
of semi-structured interviews that we have conducted with a diverse population. As a
result, in this taxonomy, there are four main classes which are composed of 22 sub-
classes in total. The taxonomy is open for extension in terms of new classes and
subclasses. The following questions would help in defining the properties or attributes
of corresponding subclasses and the related processes.

How Frequently is the Process Executed? The number of times in a period that a
person completes a process would also be considered as an important dimension. Some
personal processes are completed just once or twice in a lifetime (low frequency) as in
the example of marriage. Some personal processes are completed much more fre-
quently (high frequency) like preparing breakfast. There are also some other processes
that are in between high and low frequency personal processes (medium frequency) as
in the example of course registration in a university. For instance, in some universities,
a student completes course registration twice in a year for 4 years. There are two
important points here in this question:

• Although it is not necessarily needed, it is difficult to set specific boundaries
(number over time) to define which processes are in classes high, medium, or low
frequencies. The borders may even change from person to person.

• Having fuzzy boundaries between frequency classes does not affect the importance
of having those classes.

How Important/Critical/Serious Is the Process? Some processes are more critical
than the others. The actions of that process must be followed completely without any
errors. The process of following medical treatment routines is more critical than the
process of traveling. Some actions in seeing a city may be skipped without any critical
consequences. Yet, it would not be the same for skipping an action in the process of
some medical treatment.

Does the Process Have a Legislative, a Regulation, or Some Other Strict Process
Definition? If the process is executed depending on a legislative process, then it is
assumed that the steps cannot be changed. The case whether the process has a
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legislative or not would affect the flexibility of it. This type of processes also takes
significant amount of time in personal lives. Driver’s license registration or child
adoption processes can be given as examples.

Is the Process Data Driven or Judgment Driven? Some processes can be managed
more effectively by solely using the available data and some predefined objectives like
minimizing time, money, or energy consumption. On the other hand, other processes
are affected more by the judgments of the person. The process of profession selection is
more like a judgment driven process than a data driven process whereas visa appli-
cation process is a data driven process.

The sample size and extent of the semi-structured interview is rather limited, as we
consider our work as an initial investigation of the validity of the approach, and to
assess its expected success. As the development of any class of mobile and computer
applications is an evolutionary process, the initial first steps are usually taken in small
increments, while the validity and the appropriateness of the approach are frequently
and carefully monitored and evaluated. Corrections at the beginning are clearly easier,
more efficient, and less intrusive than latter ones. Given the encouragement of the
initial limited survey, and now equipped with the experiences from this initial probe,
we are now confident to extend and expand our investigation. The purpose of the
dissemination of our findings is to avail others from joining our effort and giving them
head start so that they do not need to start from scratch.

The role of this taxonomy is to guide practitioners and researchers by structuring
personal process classes, making the relationship among process types clear, and
arranging the knowledge within the PPM domain. This understanding would eventu-
ally help practitioners and researchers in suggesting methodologies or techniques to be
used in effective management of personal processes.

As in any academic study, we take a promising idea and push it to its logical and
practical limits to evaluate its usefulness. The current study is an attempt to best address
the robust development of the emerging field, and subsequent applications of PPM. As
in any academic study, one cannot guarantee the eventual unqualified success of the
approach taken. However, reporting on the results of the diligent and honest scientific
efforts is an enriching contribution to the body of academic literature. Our initial study
and experience indicate that our work has so far provided encouragement for its use-
fulness and eventual benefits.

The paper is a report on the work accomplished so far. The development of a PPM
system is a complex issue which will most likely take time to evolve and mature before
it settles into a universally accepted technology. Our approach is to embark on this
process following the most scientifically rigorous methodologies available. Accord-
ingly, we dwell on a taxonomy, which we hope will not only start the research and
development process on a scientific footing, but also facilitate the emergence of
heterodoxical approaches not immediately available through customary software
development efforts.
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Abstract. In this paper we present a virtual collaborative student project across
two universities in the UK and Norway. The students involved were all Master
students in Digital Innovation & Analytics and Digital Collaboration retro-
spectively. The project also had an industry partner, Cisco, and was set up as
part of students’ learning in their corresponding universities. Five student-based
Global virtual teams (GVTs) were formed. We draw on the experiences of these
GVTs to gain better understanding of students’ experiences in dispersed col-
laboration giving particular focus on the leadership practices adopted in student-
based GVTs. Our analysis of the GVT members’ experiences and reflections
show that the way leadership was enacted had a role to play in the collaboration
within the GVT. Overall, students appreciated being given the opportunity to be
part of a globally dispersed project and were able to identify lessons learned and
skills that they gained from the experience. Further, students were able to get
practical experience in being part of virtual teams and to implement some of the
ideas and approaches that they have learned from theory and in class discus-
sions. For example, personal qualities that are central to success in virtual teams,
i.e. communication skills, intercultural skills, interpersonal skills, methodolog-
ical and technical skills, team working skills and leadership skills.

Keywords: Global virtual teams � Collaboration � Leadership �
Dispersed projects � Pedagogy

1 Introduction

Technological advancements as well as an organisational interest in recruiting talent
regardless of location, has contributed to the increasing use of globally dispersed virtual
teams. It is therefore not surprising that university lecturers, especially within the
Information Systems discipline, have been setting up global virtual student projects in
order to expose students to the opportunities and challenges of working in virtual
teams. Such projects necessitate a virtual collaboration where students from different
universities are often asked to work on a project as part of their assessment within a
specific timeframe. The task mandates the use of web-based technologies and a
cooperative effort on the part of all team members who are then often assessed as a
group. Organising student-based global virtual teams (GVTs) offer opportunities for
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enhancing teaching and learning practice as well as for enabling students to gain skills
in managing and leading effectively in the online space [8] which ultimately contribute
to increasing their employability and career development. In this paper, we present one
such project between a university in the UK and a university in Norway that have
among others the purpose of encouraging students to learn about leading online col-
laborations and developing effective dispersed collaborations in general. Drawing on
this project, we aim to develop a better understanding of the leadership practices
adopted in student based GVTs in order to develop effective collaborations in the
dispersed setting. Though numerous pedagogical studies exist to-date on student-based
globally dispersed teams, this is the first study to our knowledge that takes a focus on
leadership specifically examining how students may develop their leadership capability
in the online setting.

Following this introduction, we review the relevant literature on student-based
GVTs, collaboration and leadership in the virtual team context. We then describe our
GVT and the involvement of the two universities in this endeavour and explore the key
themes that we have encountered in this project, illustrated by student comments and
insights. Finally, we present what we consider are effective leadership approaches in
the student-based GVTs and identify recommendations to other instructors for
organising successful GVTs.

2 Student-Based Global Virtual Teams

Many university instructors now engage with their students through diverse virtual
learning platforms. These mediated environments may be restricted to within country
designs [2, 14] or to between two or more countries [7, 15, 23, 24] as part of a student’s
learning process. The latter contribute to the emergence of global virtual teams. These
are teams that consist of globally dispersed students who work on a joint project in a
technology-mediated environment. In this way, collaboration in student-based GVTs
are carried out across time and space as well as across organizational boundaries adding
diversity to students’ project teams. For the instructors, online collaborative tools such
as Blackboard, Moodle and WebCT among others, have enabled the design of
numerous virtual student-based projects often at a global scale providing opportunities
for innovations in teaching and learning.

A study by Alavi et al. [2] that compared two distributed courses (one with campus-
based students and the other with non-proximate distant students) with a traditional
classroom based course, found that the students involved in the distant distributed
course shown higher levels of critical thinking skills. Similarly, Piccoli et al. [18] in a
study on the effectiveness of web-based learning environments found that learning in
such environments has fostered increased computer self-efficacy among students.
Virtual student teams are important for enhancing students’ learning as well as for
giving insights into virtual team dynamics by simulating work based scenarios that our
students are likely to experience in the ‘real’ world. In this way, such practices equip
students with necessary skills in how to manage effectively virtual team projects and
online collaborations [8]. In what follows, we discuss two key factors for the success of
GVTs: collaboration and leadership.
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3 Collaboration

In a globally distributed environment collaboration between the dispersed team
members rely heavily on digital technologies to achieve common outputs. Within this
setting, limited social cues restrict the occurrences of familiarity and trust development
whilst raise the likelihood of misunderstanding and conflicts that have negative effect
on effectiveness and efficiency of collaborative teamwork and team dynamics [12].
Though misunderstandings occur in collocated teams too, it is aspects of virtual teams
such as time differences, delays in information exchange and limited social cues that
can exacerbate conflict [6]. It is often assumed that due to the greater diversity of
members’ backgrounds in GVTs [22], but also the computer-mediated nature of GVT’s
communications [1], the likelihood for conflicting goals and opinions are greater.
Research has also suggested that such teams are more likely to suffer from problems of
information distribution [5], more likely to face difficulties in creating and maintaining
good working relationships, and more likely to have problems developing trust in each
other [10]. It follows, therefore, that developing effective collaborations over distance
in a technology-mediated setting becomes a major challenge for GVTs.

Collaboration implies that a shared end result is achieved by mutual effort of
different parties (individuals, teams, organisations) involved in a collaboration process.
However, there are different ways to collaborate towards achieving the shared end
result. For example, teams involved in collaborative projects can work together or
separately. Linked to this, existing literature has distinguished between two different
collaboration patterns: interdependent mutual engagement (i.e. working together) and
independent cooperative work (i.e. working separately). The former implies joint
orchestrated effort and involves communication in sense of dialogue and group dis-
cussion. The latter implies that the process of achieving the shared outcome is sub-
divided in tasks and takes the form of cooperative working achieved through division
of labour [21]. Nevertheless, regardless of the differences between these patterns,
effective collaboration should maintain mutual influence between the different parties
involved in the collaborative arrangement. To reinforce this, we adopt Robey et al.’s
[20] ‘intertwine’ concept. According to them: “First, intertwining literally refers to the
weaving, braiding, and entangling of filaments such as silk, wool or hair. … Second,
intertwining figuratively means ‘mutually involved’ …[this] not only suggests that
separate elements are engaged, but also that each element’s contribution depends on its
reciprocal involvement with the other element” [20, p. 118]. In their study, they
identify four key features of intertwining: reinforcement, complementarity, synergy and
reciprocity. Their approach in relation to our present study suggests that the different
parties that engage in collaborative activities are not substitutes, but interacting influ-
ences. Table 1 presents the key dimensions of the intertwining effect and shows their
relevance to GVT students’ collaborations.
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Our first proposition following the above discussion is:

Proposition 1: Effective collaboration in student-based GVTs has an intertwining
effect.

4 Leadership

Literature on leadership and virtual teams has identified three types of leaders within
this context: appointed or designated leaders, emergent leaders and shared leaders.
With regard to the former, for example, Kayworth and Leidner [11] studied 13 student-
based virtual teams which contained at least one designated team leader from each
participant university. They explain the choice of the appointed leaders as follows:
“high levels of prior work experience among team leaders helped to ensure a more
realistic setting for the study” (p. 13). Having an appointed leader also has disadvan-
tages: Firstly it means that the researchers (or instructors as it was in this case) do not
allow any team member to gradually and naturally emerge as a leader; and secondly by
allocating team leaders’ roles in a team, this has an immediate effect on team
interactions.

Further, other studies have elicited that leaders emerge from the interactions that
take place within the virtual team (e.g. [3]). These authors suggest that for a member to
become a leader, he or she should actively participate in several activities within the
group, make fruitful contributions to discussions and exert leadership and management

Table 1. Key features of intertwining and relevance to VT students’ collaborations.

Feature Definition Relevance to GVT collaborative
projects

Reinforcement Each element amplifies the effect
of the other element

The combination of the different
parties’ activities and idea which
provide potentials for new ideas
and activities

Complementarity The strengths of the one
complement the other’s weakness

The strength is the ability to
exchange information and
knowledge regardless of time and
space

Synergy The combination of elements
create new properties which did
not previously exist

Going beyond the boundaries of
their university programme and
which encompasses characteristics
of each different subgroup,
contributing to new ideas and
opportunities

Reciprocity The elements are mutually
interdependent and that there is an
equal partnership between them,
rather than a leader-follower
relationship

Both parties co-exist equally; the
one is not more important than the
other
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skills such as encouraging other members to take part and develop coordination among
members’ interaction [19]. The frequency with which virtual team leaders [25] com-
municate with their team members has been seen as an indication of effective
leadership.

More recently, studies have also pointed to evidence of shared leader-
ship. Chamakiotis and Panteli [4] for instance have shown in their study of GVTs in an
industry-academia collaboration project that several individuals may enact the role of a
leader depending on their expertise and the stage of the project. They also shown that
different leaders may co-exist to support different aspects of the project. From a
learning perspective, it is our view that all students should be given the opportunity to
develop leadership skills online as this will be important for their employability and
career development in an increasingly global and virtual workplace.

Moreover, in their attempt to identify effective leadership practices, some
researchers have referred to key phases of the virtual team lifecycle, describing the
practices that leaders should adopt during each phase in terms of facilitating interac-
tions, developing synergies and improving the overall team performance [26, 27].
According to this literature, the three phases of the virtual project lifecycle include: the
welcoming, performing and wrapping up phases. In the welcoming phase, the general
purpose or mission of the team is clarified, with resources and roles being allocated.
Due to the members’ diversity and dispersion, it is important at this early stage to
embark on a socialisation process so as to promote synergies and shared understanding
of the goals of the team. During the performing phase, team members are expected to
complete the tasks assigned, attend meetings, report back to the team and share their
work in progress with other members. The performing phase also involves the team
moving the goal forward and meeting deadlines. Once action is underway, the virtual
leader will provide the team with feedback about the task and their performance.
Motivating the team should occur on a continual basis. Further, there should be
acknowledgement of and communication about what has been completed towards
reaching the team’s goals during this phase. Finally, during the wrapping up phase the
overall success of the team is celebrated and members are prepared for redeployment to
another team. The extant literature has emphasised the role of the virtual team leader
during all three stages of the virtual team lifecycle. For example, the ability to develop
trust [9, 16] has been showed to be an essential characteristic of effective GVT leaders
[13, 27]. Following from this discussion the second proposition of our paper is:

Proposition 2: Leadership has a significant impact on the effectiveness of student-
based GVT collaborations.

We examine these issues by focusing on a specific GVT project that involved
students from two universities, in the UK and Norway.
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5 The Student Based Global Virtual Team Project
Between UK and Norway

The project was a collaboration between Royal Holloway University of London
(RHUL) and the Norwegian University of Science and Technology (NTNU) and took
place in the Spring Term of the academic year 2018–19. In particular, Master pro-
gramme students from both universities (Master in Digital Innovation and Analytics
and Master in Digital Collaborations respectively) were asked to work on a group
project. The project had a four week duration; it officially started on February 1st and
the deliverable was due on February 27th. In total, there were 32 students involved, 22
at RHUL and 10 at NTNU. The RHUL students belonged to multiple ethnicities and
consisted of an international cohort from countries including India, China, Thailand,
South Korea, Singapore, Brazil, Japan, Russian, Romania and UK. The 32 students
were split into five teams; 3 of the teams consisted for 6 members (4 RHUL and 2
NTNU) whilst two teams consisted of 5 RHUL and 2 NTNU members). The teams had
no prior history and were not expected to work together again in the future. CISCO
became the industry partner for this collaborative project. The partner had a dual role;
first it offered access to a cisco web-conferencing system, Cisco webex; and second, it
provided topics for the students to work on. The themes allocated involved topical
issues that the business world faces and all related to different aspects of collaboration
technologies.

Both sets of students were attending a course or degree programme on Digital
Collaborations. They were told that the purpose of the project was to encourage them to
acquire specialized knowledge by applying what was covered in the course whilst
giving them the opportunity to extend them academic knowledge of the subject by
working on a specific online collaborative team project. The project was not just for
assessment - it was part of deepening what they have learnt during the lectures whilst
giving them the opportunity to gain practical skills by working on a real virtual project.

Each group worked on a topic sponsored by Cisco and had access to Cisco Webex
for their online group collaborations. Under current GDPR (General Data Protection
Regulation) they needed to opt in to use the Cisco tool. Each team was given a different
topic to work on, but all topics were on different aspects and or different sectors where
digital collaborations were used. The groups also had the opportunity to organise one
virtual coaching session with a Cisco collaboration Technology expert to get formative
feedback on their progress. It was up to each group to make the arrangements for this
meeting themselves. The formal deliverable of the project was a 20 min presentation on
their assigned VPT topic. The RHUL students were assessed on this presentation as
well as on their ability to respond to questions linked to the presentation. Overall, the
performance of all five teams that participated in the collaborative project was rated by
the RHUL instructor between good to excellent; no team was assessed poorly.

Drawing on their VPT experience, the RHUL students were asked to write an
individual reflection report with a focus on: “Leading successful virtual teams whilst
promoting collaboration and creativity among its members”, which they submitted a
month after the group presentations took place. The NTNU students were asked to give
a presentation on the VPT experience and to clearly identify the opportunities and
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challenges of being part of a VPT and lessons learned. All the VPTs gave a good
presentation that gave clarity to how they experienced working in a VPT. The students
from NTNU all said that working in a VPT was interesting and relevant to their
education and future job, regardless of the opportunities and challenges they had met.

5.1 Communication Medium

With Cisco as the industry partner for this GVT project, the students were given access
to the Cisco web conferencing tool: Webex Teams. A link was sent to all students prior
to the commencement of the project that was guided them to an online training on how
to use the medium. The students were encouraged to use this medium for their video-
conferencing meetings with their dispersed partners. However, their communication
was not restricted to this medium and each VPT could incorporate other media too:

“The team used Web-ex to carry out video calls, however, the platform had minor
glitches and Messenger was used as a supporting communication tool. Additionally,
the team used Google Docs to share and live-update files as Web-ex did not have that
option” (GVT5, Y).

5.2 Leadership and Collaboration in the RHUL – NTNU GVT Project:
Evidence from the Five GVTs

The study examined the case of five global virtual teams were examined formed as a
result of a collaborative project between two universities in the UK and Norway. The
GVTs were characterised by a high degree of geographical and cultural dispersion and
experienced time and language differences, limited homogeneity among team members
in different organizations and temporality. By drawing on the intertwining concept
(Table 1) and its core dimensions, it is notable that there was evidence of the
reciprocity and complementarity dimensions in most if not all of the teams. In their
group presentations, two of the groups clearly identified the contribution made by their
Norwegian collaborators, e.g. technology or industry examples: “These examples were
provided to us by our Norwegian members” (GVT 1). In the case of GVT4, there was
also evidence of complementarity and synergy developing their collaboration where
expertise from the different subgroups in the two university was united to develop new
ideas and knowledge: “Our Norwegian collaborator guided us through the topic as he
had prior experience with it” (GVT 4, Yu).

5.3 Self-appointed, Emergent and Shared Leaders Were Evident Across
the Five GVTs

In GVT 1, no single individual emerged as a leader. Instead there was an attempt to
develop shared leadership with every member taking on responsibility for the project.
As one put it: “It was natural for us to expect a democratic co-leadership in university
assignments” (GVT 1, UK). However, it was recognised that this was not working well
because of the lack of a leader to take responsibility of the big picture in the team
process. A Japanese RHUL member noted: “in my culture, it is a nature process for
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members to follow a leader and only in rare occasion where the leader needs to get a
second opinion, another person may get involved”.

In GVT 2, the UK based members made a conscious effort develop shared lead-
ership. For this, they agreed in their first meeting that each meeting will be facilitated
by a different member. This led to very good working relations among the dispersed
members, to the point that a Norwegian student said: “I wish I was attending the
presentation in the UK – I am curious to see how it all went”.

“Though I have had industry experience I never worked in a virtual team setting;…
it is was an interesting and important project which added to my experiential projects
… a very useful experience for a future career in business” (GVT 2 UK, M).

In GVT 3, some delays were exhibited in terms of starting the project with the first
week gone and no communication was arranged among the VPT members. When this
finally happened, the leadership role was shared among 2 members both in RHUL
during the welcoming stage of the project. One of these individuals led the socialisation
process and set up ice-breaker activities, while the second encourage communication
about the skills that each member brought to the team and task allocation. When the
second individual was absent in the second group meeting, the first individual took on
the leadership role till the end of the project. The group was found to have worked well
with their dispersed members and the Norwegian students’ input to the presentation
was clearly acknowledge and valued. Where collaboration suffered was among the UK-
based members and it believed to be due to the cultural diversity of this group, with the
Chinese and Indian students being particularly quiet: One of the emergent leaders
acknowledged that though “The VPT was successful in socialising with the Norwegian
students, we were less successful in socialising with the local students” (GVT3, UK,
A). “This project was a good opportunity to improve our employability and career
development” (GVT 3, UK F).

In GVT 4, an individual emerged as a leader early on in the project. His leadership
style described by himself and others was seen as a transactional style due to being
goal-orientated and task driven, aiming to direct, coordinate and correct members: “Our
leader showed organisational skills and an ability to bring team members together
through communication and enthusiasm” (GVT4, UK, M). The three stages of the VT
lifecycle was acknowledged by team members, which reflected on the activities that
took place within each stage. It was acknowledged that not enough effort was put in
developing rapport and icebreaking activities in the welcoming stage, however
according to another member, the leader was found to start each meeting by asking
each member what they have been up to, thus making an effort on build social relations
with other members. Also, it was felt that opportunities should have been created for
other members to enact the leadership role too: “I should have allowed different
members to take responsibility or facilitate the different meetings each week; as well as
enhancing their skills, it would have enhanced their motivation and creativity too”
(GVT 4, UK, Yu). “The Norwegian student stayed active and energetic throughout the
project and we had the chance to embrace diversity in opinion, skills and background”
(GVT 4, UK, M).

In GVT 5, a UK based member was appointed as the team leader: “I was chosen as
a leader by the RHUL members”; this indicates that the appointed was not discussed
with the NTNU members according to whom: “Y put herself forward as the leader and
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we accepted it”. It was acknowledged that this role was not discussed and that this was
a case of a self-appointed leader early in the project. It was acknowledged that in this
GVT, not enough time was spent in the welcoming stage and getting to know each
other: “When given the opportunity to work in a VPT, if time allows, building rapport
would be beneficial. Gaining a greater understanding of individual skill sets will also
allow for better division of work … as well as clearer expectations for all members
involved” (GVT5, UK M).

5.4 Students’ Reflections on the Student-Based GVTs

All students had the opportunity to reflect, both verbally and in writing, on the GVT
collaboration following the completion of the project:

“The virtual project was a very valuable experience and it provided the opportunity
to implement leadership theory and put into practice” (GVT 3, UK A).

“This experience can only make one wiser and make them more knowledgeable for
future events” (GVT 4, UK S).

“The way we build trust among the group members was by meeting the deadlines
the group agreed upon” (GTV 2, Norway).

“Online start-up meeting were extremely useful to get to know each other and
establish team roles” (GTV 4, Norway).

UK students also reflected specifically on the e-leadership roles enacted within their
GVT, commenting on their own leadership style and that by their fellow members.
Some members showed a very good awareness of this role. For example: “our objective
was to draw on the strengths and to overcome the challenges of working in a virtual
setting… with leadership our team increased in productivity and we were able to
become more cohesive as a group” (GVT 3, UK A). Where a GVT only adopted the
shared leadership style, it was felt that this did not work very effectively. Instead, in the
case where shared leadership was accompanied by an emergent leader, the results were
more positive both in terms of team performance and team dynamics.

Overall, it was shown in their reflections that students would welcome a more
flexible, fluid and shared leadership approach where more members take on the role of
the leader. They appreciated that this would enhance everyone’s learning and improve
their skills in working in the virtual team environment:

“When carrying out the role of an e-leader, I understood the underlying difference
in contrast to working only locally” (appointed leader, GVT 5, UK Y). The same
appointed leader however acknowledged in her reflection that the leadership role
should be a more fluid one: “If provided, we had more time for project completion, this
fluid inter-transferrable leadership position would be possible as well as exploration of
more ideas and research topic wise” (GVT 5, UK Y).

6 Pedagogical Issues on Using GVTs in Teaching

Following their GVT experience, students were asked to make recommendations for
improving these kind of projects. They identified three areas where in their views
change was needed. We present these below and also add our response as instructors:
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Students’ recommendation 1: More time to be allocated to the project.

Instructors’ Response: The project had four weeks duration. Four out of five GVTs
did not start the GVT meeting until the second week of the project and after being
prompted by the instructor. In one case, the UK-based members had an initial meeting
without inviting their Norwegian collaborators. A pedagogical implication of this is
that students need to be reminded that virtual teams often operate on a temporary, short
term basis. Nevertheless, all three stages of the VT lifecycle should be implemented
with particular emphasis being given to the welcoming stage where all members need
to be included. Developing rapport and social relations are crucial at this early stage of
the team process for promoting team identity and collaboration.

Student Recommendation 2: The meeting with the industry expert to take place
earlier in the project in order to clarify project aims.

Instructors’ Response: Though the need to clarify project aims at the earliest possible
as this is important for the project development, it is also acknowledged that students
should be given the chance to figure out the project aims themselves. In this case the
aims had flexibility and therefore students could bring their own ideas as to how to
approach the project. The industry expert also agreed with this view by adding: “part of
the journey to success is realising which resources are available and (how) to make best
use of them ☺” (industry expert, email).

A criticism given to existing studies that used student-based GVTs is that these are
not always realistic team settings as the students tend to get very clear instructions as to
what the task is about and therefore what is expected of them in order to fulfil the task.
The reason for giving clear instructions is of course linked to the need to systematically
measure students’ performance. Outside academia however, virtual team members may
not have clear goals. Instead, project members need to spend time developing the goals
of their team. For example, it has been argued that student-based VTs experience
limited team dynamics and interactions which may be necessitate efforts to clarify team
goals and expectations and therefore cannot represent real-life business environments
where power dynamics prevail [4]. Similarly, research has shown that it is more likely
for a virtual team to experience high levels of trust when its members work together to
develop the goals of their team than those teams whose members do not spend time to
develop a shared understanding of what the team goals are [17].

Student Recommendation 3: The need for the project deliverables to be the same
across the different member groups in the different universities.

Instructors’ Response: We readily acknowledge that this is important. In our case,
this was not possible for the specific project as the instructors in Norway had already
made arrangements for alternative assessments. Therefore whilst the UK based students
were assessed on the group presentation, the Norwegian students were not, even though
they were asked to make a contribution and collaborate with the UK based members to
jointly develop the presentation.

These pedagogical issues can be summarised as follows:

• Instructors should emphasize the temporal dimension of VPTs and that students
need to make the most of the time they have available working on the project.
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• To make it more realistic for students, instructors should give a degree of flexibility
to students to set up their own specific objectives, guided by the general goals of the
project.

• The universities involved should agree on common deliverables and assessment
methods.

7 Conclusions and Implications

The main aim of this study has been to develop a better understanding of the leadership
practices adopted in student based GVTs. It has been driven by our position that
leadership has an impact on effective collaborations in the dispersed setting. Using the
case of a virtual collaborative project set up between a university in the UK and a
university in Norway, it was found that the way leadership was enacted had a role to
play in the collaboration within the GVT. The teams with self-appointed leaders were
found not to have put significant effort in developing team relationships and trust which
are prerequisites for effective collaborations. For all team members, this was the first
time that they had worked on a virtual collaborative project. In their reflections, they all
acknowledged that despite the problems and difficulties experienced, through the GVT
project, they were able to understand the role and important of effective leadership
practices and appreciate some of the norms needed to facilitate virtual team success.
Moreover, the findings suggest that GVT leaders, either appointed or emergent, should
encourage social interactions at an early stage of the GVT in order to enhance team
dynamics, avoid isolation and improve interpersonal relations among virtual team
members. Such practices are effective ice-breakers and can increase the opportunities
for collaboration.

Overall, giving the opportunity to students to lead and not just be part of GVTs can
contribute to invaluable experiences and can enhance students’ employability and
career development.
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Abstract. Crime is a reality that effects everyone in the world. Even developed
countries such as the United Kingdom, Canada and Germany are not exempted
from crime occurrences. Although these indicators are substantially less than
developing countries such as South Africa, the existence of crime is a worldwide
phenomenon. In this paper we explore the extent to which social media, in
particular Facebook are used in the fight against crime.
The study adopts a social technical approach in its investigation, considering

the symbiotic relationship between communities (the organisation), Facebook
and the utilisation of Facebook to complete tasks (technical subsystem), team
members and structure to report crime in virtual communities (social subsystem)
and current governance structures (environmental system). Based on a study of
297 crime fighting Facebook communities in South Africa, we found a positive
correlation between the number of Facebook crime fighting communities per
region and the crime rates for a particular region. Furthermore, we noticed that
the regions with the most crime communities also had the most Internet con-
nectivity per household. Both findings are indicative of a functional symbiotic
relationship between the technical subsystem and the social subsystem. How-
ever, it highlights the fact that these structures are initiated by communities
therefore lacking strong intervention from the environmental system, in this
instance governmental bodies. We propose that governmental agencies formally
recognise social media platforms as social crime fighting tool. Secondly, we
suggest that governmental entities should focus on infrastructure related chal-
lenges as part of their attempt to combat crime.

Keywords: Social media � Crime prevention � Facebook �
Cohesive community

1 Introduction

Crime is a reality that affects everyone in the world, irrespective of their developmental
classification status. Although a substantial difference between the number of crime
occurrences and crime type exist between countries from different developmental
classifications, the fact remains that crime occur. For example, when violent crimes
(such as murder) are investigated, a country such as South Africa is listed as having
three cities in the top 50 in 2017/2018 [1]. On the other hand, developed countries such
as United Kingdom, Canada or Germany do not appear on the list.
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In a developing country such as South Africa, local authorities have called for local
communities to work together to actively participate to combat crime. After the release
of the 2014/2015 crime statistics the local Police Minister, Nkosinathi Nhleko, said that
businesses, communities and the police need to work together to curtail crime in South
Africa [2]. This call is a repeat of an earlier call by the Member of the Executive
Council (MEC), Nomusa Dube-Ncube, who expressed his shock at the brutal killing of
one of its members [3]. He stated that “It is incidents such as this heinous crime that
remind us that crime and violence remain a grave challenge in our communities and
that as society we need to galvanise each other’s strength to isolate the criminal
elements that threaten social cohesion and harmony in our communities” [3].

Communities have been ‘taking up the fight’ against crime in the form of Social
Networking Crime Fighting communities – specifically Facebook. These “crime
fighting communities” were established with the specific purpose to combat crime in
the area. In [4] it was reported how a CPF uses Facebook to execute their mandate and
found that the CPF community shares two types of information: firstly information
relating to the building of a cohesive community. Secondly, information related to the
creating of awareness of crime in the area. In a second study [5] investigated how
Facebook is used to locate people who have been reported missing by family or friends
in South Africa. Graphs were used to indicate differentiated roles of the Facebook
communities. Whilst some communities act mainly as originators of the messages,
others act more as distributors or end points of the messages.

On an international level similar studies, where communities act both as originators
and distributors of messages to contribute to a specific cause, have been conducted.
One such instance was the utilisation of a Facebook group to assist with the finding of
an Australian woman, Gillian “Jill” Meagher that went missing after an evening out.
Although the study reported on the “collective practices of meaning-making in
response to public crime events” [6], it was a good example of how Facebook com-
munities were utilised. This is in line with the findings of Hattingh [4] and Powell et al.
[6] that confirms that social networking sites, such as Facebook, are used in the fight
against crime and crime related activities.

This paper will extend on previous studies by answering questions regarding the
representation and focus of communities on Facebook and the probable correlation
between said communities and crime levels. The study will furthermore add to the
existing understanding of the use of technology and community participation in the
fight against crime in developing countries. This will be achieved through a structured
review (using specific keywords) of Facebook communities/groups. The study is based
on a socio-technical approach as the main theoretical underpinning considering the
assumed symbiotic relationship between communities (the organisation), Facebook and
utilization of the Facebook environment to complete tasks (technical subsystem), team
members and structure in the virtual community (social subsystem) and current gov-
ernance structures (the environment). This will hopefully expose the weak points in the
socio-technical value chain.

The remainder of the paper follows the following structure: in Sect. 2 we provide
an introduction to the socio-technical theory [7]. In Sect. 3 the literature will be pre-
sented in accordance with the socio-technical theory introducing the environment, the
organizational system and the social and technical subsystems. The approach to this
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study is discussed in Sect. 4 where after we discuss the results in Sect. 5. We conclude
the study in Sect. 6.

2 Social Technical Theory

Socio-technical theory focus on the interrelationship between technical subsystems and
social subsystems with the main objective of creating a balanced, effective, symbiotic
relationship in the context of an organisation or social system governed by the rules and
regulations of a bigger environmental system [7]. It is postulated that, the more
effective the interrelationship, the greater the benefits as a result of the interaction
between the subsystems [7]. Socio-technical systems refer to the interaction between
team members in a social system or organisation whilst the technical system refers to
the utilisation of technical tools and techniques that enable the interaction (referred to
as tasks) [7].

In the instance of Facebook communities, the organisation sub system refers to a
virtual community, i.e. CPF in Facebook. The community interacts within the virtual
community through the utilisation of Facebook, in this instance the social networking
site (or Web 2.0 tool) [8] enabling connectivity and information sharing amongst
members. The virtual community share the same values, i.e. to contribute to a safer
community through collaboration. These values are built into the use and capabilities of
technology (the technical subsystem). For example, strict security measures by means
of membership only groups can be enforced in order to vet members for membership
eligibility prior to joining the group. As a result, potential members with criminal intent
is identified prior to the allowing membership.

This virtual FB community is a classic example of a self-organising community [9]
with a shared interest of contributing to a safer local community. The environmental
system provides the overall governance and unspoken rules to the other
systems/subsystems (organisation, technical and social). For example, the prevention
and possible prosecution of ‘hate speech’ when using the virtual community is gov-
erned by the inherent rules and regulations of the local government.

3 The Organisational System: Cohesive Communities

The causes, impact and response to crime as well as the relationship between these
factors have been a much researched area internationally [10–12]. One study of much
importance is research conducted by Leverentz and Williams [10] that investigated
how physical communities react to, and subsequently attempt to control crime by
adopting various crime-control strategies. They have identified three responses or
strategies to crime namely “reliance on public alliances, tentative public-parochial
partners and grassroots public engagement”. Bendler et al. [13] has investigated the
utilisation of social media data (Twitter) to predict crime related activities using pre-
dictive analysis and virtually published their results as part of a “virtual neighborhood
watch” group. Using predictive analysis to predict crime based on historic events are
perceived by many authors as key to combat future crime.
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Research on the impact of crime in South Africa has increased significantly, par-
ticularly with publications such as this one, dedicated to report on the state of, and the
progress in the fight against crime in South Africa. Crime patterns are not evenly
distributed which makes it difficult to predict and manage [14]. Recent statistics
indicated that the Western Cape has the highest level of reported crime experience at
9.7%, followed by Gauteng with 9.1%. The lowest level of reported crime experienced
was in Limpopo with 4.2%. There has been a focus on two main areas in the fight
against crime: Cohesive community participation and the use of technology. A cohe-
sive community is defined as a community where “there is a common vision and sense
of belonging for all communities, the diversity of people’s different backgrounds and
circumstances is appreciated and positively valued” [15]. The cohesive community is
also referred to as the organisation in the social-technical theory, whilst the use of
technology forms part of the technical subsystem. In the sections to follow each of
these two areas or subsystems will be elaborated upon. However, first the environment
in which these two subsystems exist need to be considered and will be discussed next.

3.1 Environment: Governance Structures

Any community initiative needs to occur within the confines of the law. This include
community initiatives that support the fight of crime. In support of the CPF initiative of
the SAPS, Choi, Lee and Chun [16] state that the police force (the environmental
system) needed the support of communities in order to be effective in providing
community safety. In their extensive literature survey they identify a number of factors
that motivate citizens to participate in crime prevention activities: (1) confidence in the
police, (2) personal safety, (3) attachment to the area, and (4) crime problems in the
community.

The importance of CPFs are further highlighted in research by Rey [17] where the
author focused on the identification and measuring of online crime prevention com-
munities to ensure the healthy (and therefore effective) only communities.

Even though the South African Police Service (SAPS) has a social media presence,
the platforms are only used to engage with citizens. They urge citizens not to use social
media platforms to report a crime as the type of information required (normally by an
operator) is too specific and the response time to these posts cannot be guaranteed [18].

3.2 Social Subsystem: Using Cohesive Communities to Combat Crime

Sampson and Raudenbush [15] found that cohesive communities display lower levels
of crime and social disorder due to the collective effort by the community to meet their
common goal. Lee [19] found that socioeconomic status, lifestyle and neighborhood
characteristics have no influence on the possibility of becoming a victim of violent
crime, such as robbery and assault, when one is part of a cohesive community because
of high levels of social control. Even though Roberts and Gordon [12] found that social
cohesion can pull citizens apart due to the fear of crime, it was found in a previous
study [4] that community cohesion had a positive effect on the community. This was
also supported by an earlier study conducted by Wedlock [11] found that there was a
3% decrease in residential burglary, 4% decrease in motor theft, 2% decrease in theft
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from motor vehicles and 3% decrease in violent crime with every 1% increase of sense
of community experienced by neighborhood communities.

3.3 Technical Subsystem: Using Technology to Analyse and Predict
Crime

The use of technology in the fight against crime can take two forms: using technology
in the analysis of crime statistics and using it to predict the possibility of crime
occurrence. Firstly an example of the former is the interactive crime statistics map(s)
based on the annual crime statistics released by the SAPS and created by the Institute
for Security Studies. The visual representation of the SAPS crime statistics allow
citizens to view the crime trends since 2004 per category, per municipality and per
police station. In addition to the SAPS’ statistics the Crime Hub provides information
on public violence per region [20].

Secondly technology allows for the prediction of crime. Cherian and Dawson [21]
employed machine learning and other statistical techniques to classify and predict
average crime incidents in the coming weeks and months. Also, the illustrative study of
Lancaster and Kamman [22] proposed a data linking methodology that can analyse the
demographic characteristics of police precincts to predict the murder rate at precinct
level. This methodology allows for more sophisticated measurements to investigate
certain associations between the risk factors identified in the ecological framework
(consisting of the individual, relationship, community and societal). One of the most
important indicators that could be identified using this methodology will be that
between crime and the community which includes “feelings of belonging or percep-
tions of social or group integration, and a willingness to show solidarity”. This con-
nects the “technology” aspect to the community aspect.

The previous discussions have considered community participation independent of
the usage of technology to combat crime. Web 2.0 technologies and more specifically
social networking platforms allows normal citizens to partake of the content creation
platforms, especially in the form of social networking participation. In the following
section we will discuss how communities utilize Web 2.0 technologies to combat
crime.

3.4 Interaction Between Social and Technical Subsystems: Communities
Using Web 2.0 Technology to Combat Crime

The increased Internet access of South Africans have enabled more citizens to take part
in digital activities. According to World Wide Worx and Ornico’s South African Social
Media Landscape 2018 study there has been a sharp increase in social media uptake.
31% (16.74 million) of all South Africans now use WhatsApp and 26% (14.04 million)
of all South Africans use Facebook [8]. Social networking platforms such as Facebook
provide an ideal tool for citizens to participate in the fight against crime. Citizens can
now “post” about an event or upload photos and videos with GPS coordinates without
much effort. The most prominent use of social media in the fight against crime was
during the Boston Marathon bombings where it was used to identify the bombers
successfully. In response to this successful use of social media McCullagh [23] stated
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that “a traditional manhunt becomes something much different in the age of Twitter,
Instagram, and face recognition”.

Twitter has been used in the fight against crime. Wang, Gerber and Brown [24]
developed a model that predicts hit-and-run incidents uniformly across all days.
Bendler, Brandt, Wagner, and Neuman’s [13] research focused on how Twitter can be
used to create a sort of virtual neighborhood watch (NHW) which will create a secure
environment for tourists and residents. It will also help the police and authorities in
identifying patrol spots. The latter is accomplished through the live prediction from
media streams. Gerber [25] further analysed the use of Twitter to predict crime by
analysing the tweets using kernel density estimation. He identified a number of “per-
formance bottlenecks” that could have an impact on the use of Twitter in an actual
decision support system.

In South Africa Featherstone [26] investigated how Twitter can make communi-
cation more useful in terms of data gathering, prediction and plotting broader patterns.
She showed in a second paper how Twitter can be used to identify vehicle descriptions
to assist in reducing or predicting crime [27].

In [14] the Internet access at home, at work, using mobile devices and at other
facilities were reported. It should be noted that a citizen can access the Internet at more
than one location, therefore the total percentage of Internet access can exceed 100%.
Taking this into account, Gauteng has the highest level of Internet access with 119.7%
followed by Western Cape with 113%, Kwa-Zulu Natal with 76.7%, Free State with
75.4%, Mpumalanga with 75.1%, Northern Cape with 73.4%, Eastern Cape with 69%,
North West with 67.7% and Limpopo with lowest level of access at 49.4%.

Mobile Internet access is by far the most accessible option of accessing the Internet
as it can happen anytime, anywhere. This is not surprising as currently there are 20.8
million smart phone users in South Africa [28].

4 Research Methodology

The aim of this research project is to explore the extent to which communities fight
crime using Facebook groups/pages as part of a bigger socio-technical system. In
reaching the aim the following questions need to be answered: (1) To what extent are
crime fighting communities represented on Facebook? (2) What is the focus of these
communities? (3) Is there a correlation between the number of crime fighting Facebook
communities, the membership rate of the crime fighting Facebook communities and the
crime rate on provincial level? (4) What are the weak areas considering the various
subsystems (organisation, technical, social and environmental) in the bigger socio-
technical system?

In answering the first research question the researchers conducted a review of
Facebook communities between 22 March and 30 May 2016. Facebook’s built-in search
engine was used to search the following key words to identify “crime fighting commu-
nities” on Facebook: “CPF”, “Community police (to pick up “Policing” and “Police”)”,
“Crime”, “Concerned citizens”, “Crisis”, “Emergency”, “Intelligence bureau”, “Neigh-
borhood watch”. The search was restricted to South African groups/pages that were in
English. The keywords were derived by following a snowball sampling approach, where
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thefirst keyword “CFP” derived from thefirst study [4]was used as the initial community.
The researchers then observed which pages/groups were linked to the initial community
to derive the remaining keywords.

The researchers recorded, in an MS Excel spreadsheet, the keyword used in the
search, whether it was a group or page, the title of the group/page, membership
numbers, the description of the group/page, which province the group/page covered
and whether mention was made of any other means of communication, like WhatsApp
and interesting observations. The researchers also captured the latitude and longitude of
each area obtained from the LatLong.net in the spreadsheet which helped them to plot
all the Facebook communities that were identified through the search, on a map of
South Africa. This map is generated by MS Excel Powerview and is illustrated in
Fig. 1. The size of the bubble is related to the number of communities in that particular
area. The overlapping bubbles indicate the concentration of members in a specific area
as an individual can be a member of more than one community and the number of
communities in a very small area.

In order to answer the second research question thematic content analysis [26] was
used to analyse the descriptions (as stated on their Facebook profiles) of the top
member groups, as well as all the posts for the past week (6 July 2016–13 July 2016)
which will be used to obtain an understanding of the focus of each group/page. In order
to answer the third research question the researchers utilised the results illustrated in
Fig. 1. No further data was gathered to answer the fourth research question as data
gathered to answer question one to three will be used to apply to the concept of a socio-
technical system.

Fig. 1. Facebook communities in South Africa
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5 Discussion of Results

The aim of this paper was four-fold: firstly, to identify the number of crime fighting
communities on Facebook in South Africa, secondly to understand the focus of said
communities thirdly to determine if there is any correlation between the communities
and the crime levels and fourthly to use the data gathered in order to identify possible
weak links in the various subsystems of the socio-technical system. The results will be
discussed in accordance with these question.

5.1 The Number of “Crime Fighting Communities” on Facebook in SA

In meeting the first aim, the Facebook search, using the keywords stated above, have
revealed 297 dedicated crime fighting Facebook communities throughout South Africa.
The Eastern Cape has 18 communities (91 364 members), Free State has 7 commu-
nities (12 645 members), Gauteng has 114 communities (299 336 members), Kwa
Zulu Natal has 29 communities (65 935 members), Mpumalanga has 10 communities
(16 884 members), North West has 11 communities (23 44 members), Western Cape
has 71 communities (153 712 members) and Limpopo has 6 communities (3820
members). Furthermore, there were 31 national communities which are not associated
with any specific area/province. In total more than 1.1 million in South Africans belong
to crime fighting communities. (It is possible for a citizen to belong to more than one
community simultaneously). The communities considered is by no means an exhaus-
tive list of crime fighting communities, it was observed that a number of the com-
munities also had websites, WhatsApp groups, Zello accounts, Twitter accounts or use
“old fashioned” citizen band radios. The usage of multiple (mainly) social media
platforms by the communities are in line with a previous study by Hattingh [4] where a
single CPF used multiple platforms.

Although the number of communities dedicated to crime in SA was impressive the
most interesting finding of this study is that, by using the keyword listed previously, no
Facebook crime fighting communities were found for the Northern Cape Province.

5.2 The Focus of the “Crime Fighting” Facebook Communities

Facebook Communities typically had a description that invites community members to
partake in the fight against crime. From the quotes below, it can be seen that these
communities were dedicated to “fighting crime”.

“Reporting and fighting crime - by the community for the community” [Concerned Citizens
page, GP]

Communities are now standing together to make headway in the fight against crime
by supporting one another. The following post illustrates the call from the community
for the community to assist.

“The Time Has Come……we have to all pull together and watch over each Other. Crime is out
of hand and out of touch. Everyone needs an immediate update of Crime and emergencies in
your Area, so that anyone in the Vicinity can Respond and assist immediately, like all Good and
caring Citizens should …” [Crime group, KZN]
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In addition to identifying the “mission” of each Facebook community by reviewing
their descriptions, a total of 210 posts were reviewed across the top five communities.
The analysis have generated a number of themes which supported those that have been
identified in a previous study [4] which included “reporting”, “awareness”, “alertness”,
and “update”. The cohesive community principle of cohesive community as introduced
in [4] was extended by requesting “assistance” from the community members. For
example, community input was requested on a vehicle accident that occurred (assis-
tance theme), general information regarding awareness tips (awareness theme), infor-
mation sharing regarding activities in the community to “Be On the LookOut” (BOLO)
for armed robbery suspects, missing people, suspects involved with a murder/robber/
vehicle theft etc. (alertness theme). The reporting and updating activities in followed in
the same vein as previous studies. However, there have been much more updates
provided to the community members compared to the first study. 12% of the posts were
updates to “crime events” that occurred. This includes updates regarding armed rob-
beries, vehicle theft, ATM bombings etc. Research has shown that updates are
important and seen as “rewards” for communities when communities help by providing
the intelligence when solving a problem [4].

The data revealed a few more crime categories identified compared to the first
study. This includes posts related to drugs which includes updates on successful drug
busts but also awareness regarding the dangers of using drugs and who to contact when
help is needed with regards to rehabilitation. Furthermore, hijacking’s, ATM bombing
and public violence/protests were the other new crime categories that were identified.
The new crime categories can be a result of firstly, the larger “affected area” as three of
the five groups under consideration were “National groups” (i.e. not related to a specific
area) and secondly due to the time the snapshot of posts were taken – just before the
government elections.

Finally, even though three of the five groups were “National”, the theme of
cohesive community, identified in the previous study persist as there were 73 infor-
mation sharing posts which included posts with photos/videos/newspaper articles on
incidents such as drug busts, substation being on fire, road collisions that happened in
the past week etc. These posts were not updates per say (an update is defined as a
response to a specific incident) but it kept the communities informed about activities in
their area/surrounding areas.

5.3 Correlation Between the Communities and the Crime Levels

When comparing the number of communities to the crime statistics as presented above,
it shows that Limpopo province has the lowest level of experienced crime events [14].
Limpopo only has six crime fighting communities with a mere 3820 members in total.
With a population of more than 5.72 million [14] people the Facebook crime fighting
communities are only accounting for 0.0007% of the population of Limpopo. One
reason for this might be that Limpopo has the lowest Internet access level of 49.4%
[14].

On the opposite end of the scale, Gauteng, the smallest province have a total of 114
different crime fighting Facebook communities, with a total membership of more than
299 000. Gauteng also has the second highest experienced crime level and has the
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largest Internet access level. The high crime rate, high population and high Internet
access level might explain why Gauteng has by far the most crime fighting commu-
nities on Facebook, in South Africa. It can therefore be argued that there is a correlation
between the crime levels, the number of social media crime fighting communities and
to a lesser extent the availability of Internet access in the province.

5.4 Possible Weak Links in the Various Subsystems of the Socio-technical
System

Based on the discussion above it is therefore evident, and safe to say, that the
organisation system is a strong, functional subsystem although it was anticipated that a
stronger focus on the objective of crime fighting would prevail. The majority of the
communities work together with the SAPS and security companies (as illustrated in the
quote below) in the fight against crime.

“Independent Group to report Crime, creating a vigilant community helping each other
bringing the Community, Police, Sector Police and Security companies together in fighting
crime”. [Crime group, WC].

Figure 2 illustrates the socio-technical system of crime fighting communities on
Facebook.

However, the utilisation of the technical subsystem by means of a computer
mediated communication platform (Facebook) has enabled members to contribute to a
greater, common cause despite geographical dispersed challenges.

The technical subsystem, (the social media platform, in this instance Face-book), is
an effective tool to use in the fight against crime. Internationally social media platforms
are used as a crime prevention tool [29]. Citizens of South Arica, through the utilization
of Facebook Communities and other social media platforms have already showed a
willingness to work with the SAPS and other security organisations, however the

Fig. 2. Facebook as a socio-technical used by crime fighting communities
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impression is that this initiative is driven from the citizens’ side. The environmental
system (SAPS and other governmental institutions) perhaps need to formally recognize
the potential of social media as a crime fighting tool and dedicate resources to assist
citizens in the monitoring of social media crime reports and deploy the necessary
members to act on these reports. If this issue can be addressed it can contribute to a
stronger environmental subsystem to the benefit of the organisation subsystem. Social
media platforms or the technical subsystem is an inexpensive medium to formulate a
crime fighting network.

6 Conclusion

This paper has confirmed and extended previous findings on the successful use of
Facebook as a crime fighting tool by communities in South Africa. The paper has found
that 297 Facebook communities, over eight provinces, exist that are dedicated to the
fight against crime. The findings indicated a correlation between the number of crime
communities and crime rates. As the power of social media as a crime fighting and
prevention tool has been confirmed in this study and previous studies, it is recommend
that the SAPS formally recognise and adopt social media platforms as a crime fighting
and prevention tool. Government needs to develop a formal strategy, incorporating all
relevant departments, to enable citizens through the provision of affordable data and
infrastructure to participate in the fight against crime. It is envisaged that, if these
challenges are addressed, the environmental subsystem, which have been identified as a
weak link, will contributed to a stronger, much more effective socio-technical system.
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