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Abstract. Matrix factorization is an advanced recommendation strat-
egy based on characterizing both items and users on a vector of latent
factors inferred from rating patterns. These vectors represent, somehow,
a characterization of the user preferences in a lower dimensionality space.
Although matrix factorization is more accurate that other recommenda-
tion strategies, the main problem associated with this approach is that
the discovered factors are opaque and difficult to explain to the final
user. In this paper we propose a personalized case-based explanation
strategy that uses the latent factors to find similar explanatory cases
already rated by the user.

Keywords: Case-based explanation · Personalised explanation ·
Matrix factorization

1 Introduction

Recommender systems are typically based on one of two strategies. The content
filtering approach creates a profile for each user or product to characterize its
contents and recommends a similar product that matches the user profile. For
example, a movie profile could include attributes regarding its genre, year, direc-
tor, actors, and so forth. An alternative approach is collaborative filtering that is
more flexible and generally more accurate than content-based techniques. Col-
laborative filtering relies only on user ratings and analyzes relationships between
users and items, or between items to identify new user-item associations [1]. Rec-
ommendations resulting from content-based strategies are more comprehensible
for users, as they are based on the explicit user preferences.

Since its success during the Netflix prize challenge the matrix factorization
algorithm [2] has became one of the most successful algorithms to generate per-
sonalized recommendations. Matrix factorization is an advanced strategy that
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Table 1. Recommended movie using matrix factorization

Movie Id. Movie title Year Director Stars Predicted

223 Clerks 1994 Kevin Smith Jason Mewes
Jeff Anderson

4.042

attempts to merge the content and collaborative information in a single model
based on characterizing both items and users on a vector of factors inferred from
the ratings patterns. Although these vectors represent, somehow, a character-
ization of the user preferences, they are opaque collections of numeric values
computed by the algorithm. In this paper we propose using these vectors to
define a personalized similarity metric between items for every user. Case-based
explanations focus primarily on finding explanatory cases that are similar to the
recommended item [20]. Then, we use these cases to interpret the opaque output
of the matrix factorization recommendation algorithm.

From the point of view of recommender systems, we propose an item-based
explanation, since it uses items to justify a recommendation [16]. The main
advantage of this approach is that it allows users to assess the quality of the
recommendation by comparing items, that ideally should be similar according to
the user’s criteria. The main challenge of these case-based explanation strategies
is to find a similarity metric that matches the user’s criteria. Current content-
based approaches [13] are based on the comparison of item’s features, leaving
aside the user’s interpretation of these features. Therefore, in this paper we
use the vectors of factors that characterize the user preferences to compute a
similarity metric that finds related items in order to explain the recommendation.

Let’s motivate our approach with an example. Given a user that has rated
several movies in a dataset, the matrix factorization algorithm recommends
“Clerks”. Table 1 shows its features and Table 2 shows the most similar rated
movies using as similarity metric the cosine of the vectors of factors extracted
from the matrix factorization.

Here, “The usual suspects” is the most similar but there is not a clear intu-
ition about the reasons for this similarity from the point of view of the canonical
content-based distance. According to that distance, “The usual suspect” won’t
be chosen as an item for comparison as there are no common features between
both movies (leaving aside the year). However, our hypothesis is that the vector
of factors resulting from the matrix factorization is able to capture relations that
make sense from the user’s point of view. For example, the user may like politi-
cally incorrect movies and the matrix factorization has captured that factor, and
therefore making both movies similar.

Section 2 reviews the related work in explanations in recommender systems.
Section 3 explains the matrix factorization method. Section 4 describes how to
define a personalized similarity metric between items for every user that is used
to retrieve the explanatory cases. Section 5 evaluates the similarity metric asso-
ciated to our case-based explanation model demonstrating how to get relevant
explanatory cases without additional knowledge on the item features. Section 6
concludes the paper and describes the ongoing lines of work.
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Table 2. Most similar movies according to the vectors of factors resulting from the
matrix factorization

Movie Id. Movie title Year Director Stars Rating Similarity

50 The Usual Suspects 1995 Bryan Singer Kevin Space

Kevin Pollak

5.0 0.796

163 Desperado 1995 Robert Rodriguez Quentin

Tarantino

Salma Hayek

5.0 0.750

596 Pinocchio 1940 Norman Ferguson Mel Blanc

Cliff

Edwards

5.0 0.665

151 Rob Roy 1995 Michael Caton-Jones Liam Nesson

Eric Stoltz

5.0 0.646

101 Bottle Rocket 1996 Wes Anderson Andrew
Wilson Lumi
Cavazos

5.0 0.465

2 Related Work

Using explanations in recommendation systems is an important area of research
in this type of systems. One of the main problems with recommendation sys-
tems is that users do not know why a product has been recommended to them.
Recommender systems that use explanations improve user confidence in those
recommendations [20]. In addition, users consume more products resulting from
a explainable recommendation process [7].

Nowadays there are many works that apply explanations in recommender
systems. In a previous work [3], we carried out an in-depth study of the expla-
nation systems applied to recommendation systems. As a result of this study,
we developed a theoretical model to classify the explanation systems according
to their characteristics. According to this model, explanation systems employ
different methods to obtain the knowledge needed to generate explanations. The
model we present in this paper is knowledge-light and the only knowledge con-
tainer employed is the algorithm, and more precisely, the similarity between
items and the user’s experiences.

In [12] we find explanation system for movie recommendation systems based
on the similarity between plots. Movie similarity is based on the characteristics
that are in common between the characters and the interactions of the characters
in the plot. The IMVEX system [5] is a rule-based system that personalizes
the explanations for different types of users. The knowledge base used is the
user profile. The system developed by [11] shows an explanation system for
a recommendation system for groups, based on the similarity of preferences
among the members of the group. In [17], we found a system that displays the
recommendations along with the characteristics that have been involved in the
selection of the best candidates for the recommendation. Another example of a
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system that takes into account similarities between user preferences and item
characteristics is the framework presented in [23].

We are particularly interested in experience-based explanations, which use
the past actions of the user and her history of interactions as a source of
knowledge to generate explanations. CBR-based explanations are an example
of experience-based explanations. There are different works based on CBR. The
work in [4] reviews classic systems that use CBR as a way to find similar cases
that are used as an explanation of recommendations. In [19], the attribute with
the highest weight in the similarity metric is selected in order to find the similar
cases that may be of interest to the user as an explanation of the recommenda-
tion. In [8] we found a case-based system to explain the detection of healthcare-
associated infections. The work in [15] describes a case-based recommender sys-
tem for hotels, where cases are obtained from users’ reviews. The explanations
of the recommendations are based on features obtained from this information.
The PSIE (Personalized Social Individual Explanation) approach [18] includes
explanations to group recommender systems and social explanations with the
aim of inducing a positive reaction to users in order to improve their perception
of the recommendations. In [14] we found a CBR system that uses the difference
between the query and the case descriptions to explain all recommendations.

Finally, there are some works to explain recommendations provided by sys-
tems based on latent factors. This is due to the fact that these systems work very
well, but they are difficult to explain. In [10] the authors describe the TriRank
system, which extracts information from the reviews to improve the transparency
of the recommender system. Another work that tries to explain the recommenda-
tions obtained from matrix factorization is [24]. The explanation model consists
of determining which movies have influenced the rating predicted by the matrix
factorization algorithm. In [21], authors propose a method called Tree-enhanced
Embedding Method (TEM) that uses embedding-based and tree-based models
to extract explanations of recommenders systems based on collaborative filtering
and latens factors.

In the following section we explain how a recommendation system based on
matrix factorization works. In addition, we explain what information we will be
able to use from this algorithm to generate the explanations.

3 Recommendation Using Matrix Factorization

Matrix factorization is one of the most commonly used methods for creating a
latent factor model applied to recommendation systems. To create the model,
the algorithm uses a R ∈ R

U×I matrix that contains the ratings that users (U)
have made on a set of items (I). The main problem with the R matrix is that
it is very sparse, that is, it only contains a small part of the ratings. The goal
of matrix factorization is to complete the R matrix by relating users to items
through latent factors of N dimensionality.
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To do this, we apply the Simons Funk’s model [6]. We define P ∈ R
U×N

matrix, which relates each user from U to the factor dimensions (N), and Q ∈
R

I×N matrix, which relates the set of items I to each factor dimension (N).
This way, a user u ∈ U is associated with a vector pu ∈ P that measures the
preferences of the user on items according to the corresponding latent factors. On
the other hand, an item i ∈ I is associated with a vector qi ∈ Q that measures
how the item is reflected according to the latent factors. The dot product of both
vectors will give us the user’s u rating prediction (r′

ui) of item i, as illustrated
in Fig. 1:

r′
ui = puqTi (1)

Fig. 1. Matrix factorization general schema.

A recommender system uses a R′UxI matrix, which contains the estimations
for each user and each item. This matrix is the result of multiplying P and QT

matrices.

R′ = PQT (2)

From this matrix we will obtain the items that will be recommended to a
specific user. To learn the values of P and Q the system minimizes the error
between the rating prediction and the known ratings. In our learning process we
use the stochastic gradient descent method. In this process, the algorithm runs
through the known rating set (rui ∈ R). For each rating, the system computes
the error between this rating and its prediction.

eui = rui − puqTi (3)
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Once the error is known, the values of pi and qu are modified by a magnitude
proportional to γ in the opposite direction of the gradient. The new values will
be:

qi ← qi + γ · (eui · pu − λ · qi) (4)
pu ← pu + γ · (eui · qi − λ · pu) (5)

Once we have described the general schema of the matrix factorization rec-
ommendation technique, following sections will depict our proposal for using the
Q matrix to find explanatory cases, because this matrix captures user preferences
through the factor vectors.

4 Retrieval of Explanatory Cases Using the Q Space

Case-based explanation requires a set of similar items that will be presented as
explanatory examples. These items must be similar to the item recommended
by the system according to the user preferences. As we described in the previous
section, P matrix describes users as factor vectors, meanwhile, Q matrix contains
factor vector representations for every item, both of them using a N dimensional
space. The dot product of user and item vectors, puqTi computes the estimated
rating for a user u and item i. This way, pu contains the description of the user,
and qi a general description of the item according to the preferences of all the
users in the dataset. As the goal of the explanation process is to obtain expla-
nation items in a personalized way for each user, we need initially to transform
the Q matrix to represent the items according to the concrete user u. To do so,
we transform the Q matrix into a collection of vectors where each N-dimensional
vector represents the description of an item qi multiplied by the user preferences
pu:

Qu = {qu1 , . . . , quM} (6)
where qui = puqi

Here, qi ∈ R
N and M = |I| is the number of items in the dataset. This

collection of vectors summarizes the user u preferences, where several factor
vectors are more discriminant that others. The example in Fig. 2 shows that the
vectors represented in columns 1, 12 and 14 are the most discriminant in order
to compute the predicted rating of an item. It is important to note that these
vectors are personalised for every user as it is the result of multiplying Q by pu.
Therefore, the Qu matrix is completely different for every user.

This fact is illustrated by Fig. 3, which shows the factor value distribution
of the Qu vectors for two different users given the same set of movies. We can
clearly observe that the characterization of both users is different, allowing us
to use Qu as a description of the user’s profile. However, the characteristics of
the matrix factorization algorithm does not provide a symbolic description of
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Fig. 2. Visualization of the Qu matrix capturing the user preferences in a collection of
M vectors (number of items) with dimension N (in this example M = 20 ×N = 14).

these factors that could be used to explain the results. We cannot even have an
intuition of what these vectors exactly mean for each user, as they are numeric
values computed by the algorithm. But we can exploit this Qu matrix to define
a personalized similarity metric between items for every user.

Matrix Qu describes the items according to the user rating patterns. But,
to generate the explanations using a case-based approach, the system will only
use the items that the user has previously rated. That is, the system filters the
items that the user has not rated yet from the Qu matrix. The result is a new
matrix Qu′:

Qu′ = {qui ∈ Qu : rui �= ∅} (7)

Now, we can define a similarity metric over this space to calculate the sim-
ilarity between two items according to the user’s perception. We propose using
the cosine similarity function to compare qui vectors of each item. The benefit of
using this similarity function is that it does not take into account vector magni-
tudes, which allows item comparison without having to obtain a prior knowledge
about the latent factors for each user:

simQu

(i, rec) = cos(qui , qurec) =
qui · qurec

|qui | · |qurec|
(8)

Once the similarity metric is defined over the R
N vector factors space, the

set of explanatory cases is obtained by selecting the most similar rated items.
The explanatory case set (Exp) includes the k items of Qu′ that are more similar
to the recommended item (rec) as described in Algorithm 1.

5 Evaluation

We have described a case-based explanation model where the explanatory exam-
ples are retrieved from the Qu matrix that captures the user preferences in a
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Fig. 3. Factor value distribution of the Qu vectors that summarizes two users’ profiles
(preferences) with dimension N = 14. Top figure corresponds to the matrix shown in
Fig. 2.

N-dimensional space. To evaluate our model we will prove that the explanatory
examples retrieved using simQu

are more relevant to the user than the items
that we would retrieve using simI , that is, a content-based approach that can
compute the similarity for every pair of items. A benefit of our approach is that
it is knowledge-light, in opposition to the classical content-based approach using
I.

Our experiments demonstrate that our model provides personalized results
without requiring any knowledge about the items’ description. It overcomes one
of the main problems associated with content-based approaches, namely that
they require gathering external information that might not be available. Our
model does not need the I description matrix, but only the R matrix that
includes the users’ ratings.
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Algorithm 1. Computation of the explanatory cases set
Input: R, P, Q, u, rec, k
Output: Exp

1 pu ← P [u]
2 rui ← R[u, i]
3 Qu ← {puq1, . . . , puqm : qi ∈ Q}
4 Qu′ ← {qui ∈ Qu : rui �= ∅}
5 Exp ← {}
6 while k > 0 do
7 Exp ← Exp ∪ {i : argmax

qui ∈Qu′
sim(qui , qurec)}

8 Qu′ ← Qu′ \ qui
9 k ← k − 1

10 end
11 return Exp

5.1 Datasets

To test our hypothesis we have used the popular movie domain. In this evaluation
we used two public datasets. The first one is the 100k MovieLens dataset [9],
which contains 100,000 ratings made by users in the MovieLens recommendation
system. This dataset will be used by the matrix factorization algorithm. The
second dataset contains the features of 5,000 movies [22]. These descriptions
have been extracted from IMDB1. More concretely, the movie features that we
used in the evaluation are: genres, directors, actors, screenwriters and the decade
in which the movies were released. This second dataset let us to compare the
quality of our examples compared to a classical content-based approach.

In the evaluation we selected the movies that both datasets have in common.
The final dataset used for the evaluation contains 11,477 ratings made by 587
users on 164 movies. 90% of the dataset has been used to train the P and Q
matrices of the recommender system. Regarding the sparsity of the training
matrix, it represents the 11% of the complete matrix. The remaining 10% of
the dataset has been used to perform the evaluation. Moreover, in order to
perform a stratified evaluation according to the rating values, we have created
another dataset where each fold has the same rating value. To create the stratified
dataset, we have selected 34 items for each rating value2. We have made this
selection randomly, and we have repeated it 100 times. Then, we have got 3400
items for each rating value. This second evaluation set will verify that the system
works better by eliminating the bias of the most popular ratings.
1 https://www.imdb.com/.
2 This is the highest possible value as the dataset only contains 34 items rated with

2.5 as shown in Table 5.

https://www.imdb.com/
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5.2 Methodology

As we have explained before, in this evaluation we try to demonstrate that the
items we recover using the simQu

metric are more relevant as a personalized
explanation of a recommendation. To prove it, we have to compare the retrieved
examples to those cases we would retrieve using a classical content-based app-
roach.

In order to define a content-based similarity metric using the I matrix we
need a binary representation of the item description, where each vector posi-
tion represents if the item has that description feature or not. To build these
descriptions we have converted the multivalued features of the film descriptions
(genres, directors, actors, ...) into binary values. This way we avoid the bias of
knowledge-rich approaches that use more elaborated metrics to compute these
multivalued features. Another advantage is that we could use the same cosine
metric to compare both item descriptions in Qu and I:

simQu

(i, rec) = cos(qui , qurec) (9)
simI(i, rec) = cos(I[i], I[rec]) (10)

To estimate the quality of the recovered explanatory cases, we are going to
compare them with the recommended item. Our evaluation metric will com-
pute the Root Mean Square Error (RMSE) between the estimated rating r′

ui

for the recommended item and the average of the actual user ratings for the k
explanatory cases, either retrieved using simQu

or simI . In the evaluation we
used different k values, with k ∈ {1, 2, 3, 5, 10}.

The intuition behind this evaluation is that, given a recommended item to
be explained, the explanatory cases should have a real rating given by the user
similar to the estimated rating provided by the recommender system for the
recommended item. As we are using a stratified evaluation, this approach let us
validate if the proposed method could be useful to explain both positive (high
estimated rating) and negative recommendations (low estimated rating).

5.3 Results

Table 3 shows the RMSE values that we have obtained using both similarity
metrics. We observe that the use of the simQu

metric to retrieve the explanatory
cases decreases the RMSE value. In other words, the rating given by the user to
the cases that are recovered with the descriptions of qui are more similar to the
rating estimated for the recommended item than using binary descriptions in a
content-based style. The third column shows the improvement percentage using
the methodology proposed in this paper. In the table we see that the best result
is with the value of k = 1 where the improvement is 5.5%.

The corresponding results of the stratified evaluation are shown in Table 4.
We observe again the best results with low k values. The explanation for this
behaviour, both in the complete and the stratified dataset, is the highest perfor-
mance of the simQu

metric when presenting few explanatory cases. On the other
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Table 3. RMSE using the complete evaluation set.

k simI simQu

Improvement (%)

1 1.211 1.144 5.53
2 1.194 1.144 4.16
3 1.189 1.136 4.47
5 1.190 1.143 3.94
10 1.179 1.148 2.67

Table 4. RMSE using the stratified dataset.

k simI simQu

Improvement (%)

1 1.229 1.125 8.47
2 1.208 1.139 5.71
3 1.211 1.134 6.34
5 1.199 1.146 4.42
10 1.180 1.148 2.71

Fig. 4. Graphical representation of the improvement percentage of the simQu

met-
ric with respect to the content-based approach simI . Left heatmap corresponds to
the results of the complete dataset shown in Table 5, whereas heatmap on the right
corresponds to the stratified dataset detailed in Table 6. Red cells represent negative
improvement (content-based approach is better than latent factors metric). (Color
figure online)
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hand, as the number of explanatory cases increases, the content-based approach
is able to leverage its worse performance.

Next, Tables 5 and 6 show the results segmented by the rating value3. As a
general result, we can conclude that the latent factors obtain better results than
the content-based approach. The corresponding improvements (in percentage)
are illustrated by Fig. 4. This figure let us observe that the similarity metric
based on the vector of factors is not only able to explain a movie that the user
may like (high predicted ratings), but also to explain why the user won’t like a
move. It is specially remarkable for those movies with a very low rating, where
our approach achieves the highest performance. This figure also illustrates the
behaviour of the proposed similarity metric when presenting to the user few
explanatory cases, that was summarized by Tables 3 and 4.

Table 5. Detailed RMSE using the complete dataset segmented by the rating value.

Rating Size k = 1 k = 2 k = 3 k = 5 k = 10

simI simQu
simI simQu

simI simQu
simI simQu

simI simQu

1 37 1.18 0.77 1.08 0.83 1.10 0.85 1.07 0.89 0.99 0.93

2 85 1.04 1.09 0.99 1.02 1.02 0.98 0.98 0.97 0.98 0.97

2.5 34 1.09 0.91 1.03 0.95 1.06 0.93 0.98 0.94 0.99 0.92

3 295 0.98 0.89 0.95 0.87 0.93 0.87 0.94 0.89 0.93 0.89

3.5 95 0.84 0.84 0.81 0.81 0.82 0.81 0.86 0.84 0.86 0.84

4 304 0.90 0.88 0.93 0.91 0.91 0.89 0.92 0.90 0.91 0.90

4.5 66 0.97 0.94 1.05 0.91 1.02 0.92 1.00 0.96 0.94 0.93

5 219 1.06 1.03 1.03 0.98 1.02 0.99 1.01 0.97 1.00 0.98

Table 6. Detailed RMSE using the stratified dataset segmented by the rating value.

Rating Size k = 1 k = 2 k = 3 k = 5 k = 10

simI simQu
simI simQu

simI simQu
simI simQu

simI simQu

1 3400 1.18 0.77 1.08 0.83 1.10 0.85 1.07 0.89 0.99 0.93

2 3400 1.04 0.99 1.00 1.01 1.02 0.98 0.97 0.97 0.98 0.97

2.5 3400 1.09 0.91 1.03 0.95 1.06 0.93 0.98 0.94 0.99 0.92

3 3400 0.98 0.88 0.94 0.87 0.93 0.87 0.93 0.89 0.93 0.89

3.5 3400 0.83 0.85 0.81 0.81 0.82 0.80 0.86 0.84 0.86 0.84

4 3400 0.92 0.90 0.93 0.93 0.91 0.91 0.92 0.92 0.92 0.91

4.5 3400 0.99 0.95 1.06 0.91 1.02 0.92 1.01 0.96 0.94 0.93

5 3400 1.05 1.02 1.02 0.97 1.02 0.98 1.01 0.97 1.00 0.97

3 Ratings 0.5 and 1.5 have been removed due to the low number of items.
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6 Conclusions and Future Work

Case-based explanation approaches in recommender systems typically use previ-
ous items rated by the user in order to explain a recommendation. The novelty
of the approach described in this paper is that it infers a similarity measure from
the vector of factors obtained by the matrix factorization algorithm and uses this
similarity measure to capture the preferences of the user from previous rating
patterns (cases). We have proposed a case-based explanation model where the
explanatory cases are retrieved from the Qu matrix, computed by the matrix
factorization algorithm, instead of using an item description space, as the Qu

captures the user preferences in a N-dimensional space.
Matrix factorization decomposes the user-item interaction matrix into the dot

product of two lower dimensionality matrices, P and Q, using N latent features.
This way, each row in P represents the strength of the associations between a
user and the latent features. Similarly, each row in Q represents the strength
of the associations between an item and the latent features. In this paper we
propose combining both P and Q matrices to get a personalized representation
of the items in a lower dimensional space according to the user preferences.
Although these vectors of latent features are not easy to understand and they
cannot be directly exploited to explain the recommendation, we propose to use
them in a case-based explanation style. We use the personalized Qu matrix in
order to find those past items rated by the user that are related to the current
recommendation in that latent factor space.

The empirical evaluation that we have conducted compares the quality of the
explanatory cases obtained by our proposal with a canonical content-based app-
roach. Results reveal a clear improvement specially remarkable for explanatory
cases with low ratings. This way, we can provide explanations with a positive
or negative perspective, showing examples of why an item is interesting to the
user or not. The similarity metric based on the latent factors also achieves good
results when proposing explanation based on very few items.

As future work we would like to evaluate this approach with real users and
to compare our similarity metric to retrieve the explanatory cases with other
similarity distances. We also plan to evaluate this approach using an external
recommender system acting as a black box. This way, we do not need to know
the underlying recommender algorithm, and compute the Q matrix to obtain
explanatory examples instead of using this matrix to provide recommendations.

We would also explore the possibility of associating a semantic description to
the latent feature vectors that capture the user preferences. If we could correlate
these vectors to a semantic description of the items or the user’s profile we could
provide a more detailed explanation about the recommended item. However,
as explained in this paper, this correlation is not intuitive and very difficult to
obtain.
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