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Chapter 11
Influences of Motor Systems 
on Electrosensory Processing

Krista Perks and Nathaniel B. Sawtell

Abstract The first central stage of electrosensory processing in fish has proven to 
be a particularly useful model system for examining the general issue of how motor 
systems and behavior influence sensory processing. This chapter reviews this litera-
ture, focusing on a substantial body of work elucidating the synaptic, cellular, and 
circuit mechanisms for predicting and canceling self-generated sensory inputs. 
Some additional functions of motor corollary discharge signals in weakly electric 
mormyrid fish are also discussed along with the implications of studies on electro-
sensory systems for other sensory modalities and brain structures, including the 
auditory system and the cerebellum.
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11.1  Introduction

Laboratory studies of sensory processing typically focus on characterizing neural 
responses evoked by sensory stimuli delivered to passive subjects (Churchland et al. 
1994). However, under most natural circumstances, sensory information is acquired 
actively through movement and exploration. Movements allow animals to acquire 
more and better information about the world but also pose a fundamental challenge 
for the nervous system. Self-generated sensory inputs could interfere with the 
detection and processing of behaviorally relevant stimuli or trigger inappropriate 
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motor behaviors. The fact that such difficulties seldom arise raises the question of 
how sensory-processing structures in the brain distinguish between patterns of 
sensory-receptor activation due to external events and those due to the animal’s own 
behavior. This so-called “reafference problem” has long been recognized and affects 
most, if not all, sensory systems (von Holst and Mittelstaedt 1950; Crapse and 
Sommer 2008).

Studies of electrosensory systems in fish have provided a detailed illustration of 
how this fundamental problem in neurobiology is solved. Neurons in the first stage 
of electrosensory processing generate specific predictions about the electrosensory 
consequences of the animal’s own behavior. Combined experimental and theoretical 
studies of electrosensory systems have provided an account of how these predic-
tions, termed negative images, are formed at the level of synaptic plasticity, cells, 
and circuits. By canceling out the effects of self-generated inputs, negative images 
enhance detection and behavioral responses to external stimuli. This chapter reviews 
these studies and discusses their implications for other sensory systems and brain 
structures, including the mammalian auditory system and the cerebellum. This 
chapter also reviews some additional functions that have been identified for the 
prominent and well-studied electric organ corollary discharge (EOCD) system of 
weakly electric mormyrid fish.

11.2  Electrosensory Systems and the Problem of Reafference

Studies of both passive and active electrosensory systems have demonstrated that 
reafference, defined as sensory stimulation related to an animal’s own behavior, 
drives responses in electroreceptors. In elasmobranchs (the group that includes 
sharks, skates, and rays), ventilatory movements of the gills modulate the fish’s own 
standing bioelectric field, which, in turn, modulates the firing of afferents innervat-
ing exquisitely sensitive ampullary electroreceptors that serve passive electroloca-
tion in these fish (Montgomery and Bodznick 1999). In weakly electric mormyrid 
fish, the electric organ discharge (EOD) pulses (serving active electrolocation) have 
been shown to strongly affect ampullary electroreceptors involved in passive elec-
trolocation (Bell and Russell 1978). Studies of the passive electrosensory system of 
mormyrid fish provided the first evidence for negative images in an electrosensory 
system and is discussed in detail in Sect. 11.4. The EOD of weakly electric fish sets 
up a self-generated electric field that is modulated by objects in the environment and 
drives responses in afferents innervating mormyromast electroreceptors for active 
electrolocation. In these fish, swimming movements alter the position of the elec-
tric organ relative to electroreceptors on the skin, causing modulations in the fish’s 
self- generated electrical field as large or larger than those due to objects in the 
environment (Sawtell and Williams 2008; Fotowat et al. 2013). Some species of 
mormyrid fish have highly mobile chin appendages used for foraging (Amey-Ozel 
et al. 2015). Because this appendage is densely covered with electroreceptors, 
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its rapid movement during foraging behavior is also likely to be a major source of 
reafference (Engelmann et al. 2009).

The manner in which the brain solves the reafference problem likely depends 
both on the nature of the self-generated signals and how they compare with the 
external signals that the system has evolved to process. If the animal’s own behavior 
results in patterns of receptor activation that are very different from those due to 
external events, invariant spatial or temporal filtering strategies may contribute to 
removing reafference. Along these lines, a “common-mode rejection” mechanism 
for suppressing spatially uniform ventilatory reafference has been described in elas-
mobranchs (Montgomery 1984). Whereas electroreceptor afferents are strongly and 
uniformly modulated by ventilatory reafference, second-order neurons in the hind-
brain show much weaker responses (Montgomery and Bodznick 1999). This differ-
ence is due, in part, to a commissural GABAergic inhibitory pathway that suppresses 
activity patterns that are shared by electroreceptors located on the opposite side of 
the body (Duman and Bodznick 1996). In many cases, however, the characteristics 
of reafference are similar to those of behaviorally relevant signals, necessitating 
more complex solutions.

Sperry (1950) and von Holst and Mittelstaedt (1950) performed a pioneering 
series of behavioral experiments in fish and flies that suggested that ambiguity in the 
origin of sensory stimulation could be resolved at central processing stages by inte-
grating sensory information with additional signals related to the animal’s own 
movements and behavior such as motor corollary discharge. A challenge for subse-
quent neurophysiological and neuroanatomical studies was to pinpoint such signals 
in the brain. In the case of vision, where the question of how visual perceptual sta-
bility is maintained in the face of rapid eye movements has been extensively stud-
ied, these were termed extraretinal signals (Grusser 1986). Roles for both motor 
corollary discharge signals related to eye movements and ocular proprioception 
have been identified in maintaining stable and accurate visual perception in pri-
mates (Sun and Goldberg 2016). However, due to the complexity of the neocortical 
structures involved, circuit-level questions regarding how visual and extraretinal 
signals are integrated have been difficult to address. The convergence of peripheral 
sensory input with multiple streams of information related to movements and 
behavior, including both corollary discharge and proprioception, is a prominent fea-
ture of the first central stage of electrosensory processing in the brains of fish. The 
relative simplicity of these circuits and their close proximity to the sensory periph-
ery has made it possible to gain a detailed mechanistic understanding of how these 
circuits solve the reafference problem.

Finally, it should be noted that changes in sensory input due to behavior can also 
convey useful information (Gibson 1979). This is particularly clear in active sensory 
systems, such as the active electrosensory systems of weakly electric fish in which 
the animal generates signals used for sensing. A brief example of how motor corol-
lary discharge signals in mormyrid fish may aid in the processing of information 
contained in the fish’s own EOD is given in Sect. 11.5.2. Although not reviewed in 
depth here, electric fish are also a useful model system to address the general 
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 question of how an animal’s motor behavior may enhance sensory processing and 
perception. For example, when encountering a novel object, weakly electric fish 
engage in stereotyped patterns of movement termed probing motor acts (Toerring 
and Moller 1984). It has also been suggested that mormyrids use self-motion-
derived electrosensory cues (analogous to optic flow in the visual system) to judge 
the distance of objects (Hofmann et al. 2017). Clearly, some components of sensory 
reafference are not canceled out and may, in fact, play critical roles in perception.

11.3  Convergence of Electrosensory and Behavior-Related 
Signals in Cerebellum-Like Structures

The first central stage of electrosensory processing in the brains of fish occurs in 
hindbrain structures that share numerous similarities with the cerebellum in terms 
of their evolution, development, patterns of gene expression, and circuitry (Bell 
2002; Bell et  al. 2008). The so-called cerebellum-like electrosensory processing 
structures discussed in this review are the dorsal octavolateral nucleus (DON) in 
elasmobranchs and the electrosensory lobe (ELL) of weakly electric mormyrid and 
gymnotiform fish (Bell and Maler 2005). Although strikingly similar in numerous 
respects, the electrosensory systems of these three groups of fish appear to have 
evolved independently (Finger et al. 1986). Cerebellum-like sensory structures are 
also found in other vertebrate sensory systems and include the dorsal cochlear 
nucleus (DCN) in the mammalian auditory system, the medial octavolateral nucleus 
(MON) in the mechanosensory lateral line system of fish, and the optic tectum in the 
visual system of teleost fish (Fig. 11.1).

Primary afferent fibers from electroreceptors terminate in the deep layers of the 
DON and ELL where they form a map of the sensory surface. Principal cells of 
these structures have basilar dendrites that are affected either directly by electrore-
ceptor afferents or indirectly via interneurons. The spiny apical dendrites of princi-
pal cells receive numerous excitatory inputs from the thin, unmyelinated axons of 
granule cells that course long distances through a molecular layer, like the parallel 
fibers in the molecular layer of the cerebellar cortex. The molecular layer also con-
tains GABAergic interneurons that receive parallel fiber input and provide feedfor-
ward inhibitory input to principal cells, similar to the molecular layer interneurons 
of the cerebellum.

In the elasmobranch DON and gymnotiform ELL, the main site of integration of 
electroreceptor and parallel fiber inputs are glutamatergic output neurons that proj-
ect to higher stages of electrosensory processing in the midbrain. In the mormyrid 
ELL, such integration occurs in both glutamatergic output neurons as well as in a 
more numerous class of GABAergic neurons known as medium ganglion (MG) 
cells (Meek et al. 1996, 1999). MG cells inhibit the output cells and hence occupy a 
position in the circuitry of cerebellum-like structures that is similar to that of the 
Purkinje cells in the cerebellum. This similarity is particularly clear for the teleost 
cerebellum where cerebellar output neurons are located adjacent to the Purkinje 
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cells (as in the mormyrid ELL) instead of in a separate deep cerebellar nucleus 
(as in the cerebellum of most other vertebrates).

Instead of being located in a layer beneath the Purkinje cells, as in most verte-
brate cerebella, granule cells in cerebellum-like structures are typically found in 
external granule cell masses. The granule cells themselves are similar in size and 
morphology to cerebellar granule cells. These granule cell masses are similar to the 
cerebellar granular layer in that they contain large GABAergic Golgi cells and, in 
some cases, a specialized class of glutamatergic interneuron known as the unipolar 
brush cell (UBC; Campbell et al. 2007; Borges-Merjane and Trussell 2015). Mossy 
fiber inputs to granule cells arise from numerous brain regions and convey a variety 
of signals including motor corollary discharge signals related to the EOD and 

Fig. 11.1 Local circuits of some cerebellum-like structures (A–D), the teleost cerebellum (E), and 
the mammalian cerebellum (F). All cerebellum-like structures and the cerebellum receive input 
from a granule cell-parallel fiber system in a molecular layer (blue). Cerebellum-like structures 
receive a separate input from peripheral sensory receptors (orange) and the cerebellum receives a 
separate climbing fiber input from the inferior olive in the brainstem (orange). For all of the cir-
cuits shown, parallel fibers convey signals, such as motor corollary discharge and proprioception, 
relevant for predicting components of the peripheral sensory or climbing fiber input that are self- 
generated. Green, GABAergic Purkinje-like cells of the mormyrid electrosensory lobe (ELL) and 
mammalian dorsal cochlear nucleus (DCN) as well as the Purkinje cells of the teleost and mam-
malian cerebellums; White, excitatory efferent cells; CN, cerebellar nucleus; DGR, dorsal granular 
ridge; DON, dorsal octavolateral nucleus; EGp, eminentia granularis posterior; GCD, granule cell 
domain; IC, inferior colliculus; PE, preeminential nucleus
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 ventilation and swimming movements; proprioceptive signals related to the 
 movements and position of the tail, trunk, and fins; electrosensory input from higher 
processing stages; and input from other sensory modalities such as the mechanosen-
sory lateral line, (see Bell 2002; Bell et al. 2008 for original references).

11.4  Mechanisms for Predicting and Canceling  
Self- Generated Sensory Input

In vitro and in vivo electrophysiological studies and computational modeling of the 
DON, the mormyrid ELL, and the gymnotiform ELL all point to a common func-
tional logic for this organization (Bell et al. 1997a; Bell 2001). Namely, the granule 
cell-parallel fiber system conveys signals that are used to cancel out predictable 
components of the electrosensory input to principal cells, including those due to the 
animal’s own movements and behavior.

11.4.1  Negative Images: Neural Correlates for Sensory 
Predictions

Direct evidence for the generation and subtraction of predictions of electrosensory 
input patterns has been obtained from in vivo recordings of principal cells in the 
DON of elasmobranchs and the ELL of both mormyrid and gymnotiform fish (see 
Bell et al. 2008 for original references). In each case, pairing artificial electrosen-
sory stimuli with central predictive signals (a proprioceptive or motor corollary dis-
charge signal in the case of the mormyrid ELL; a proprioceptive or electrosensory 
signal in the case of the gymnotiform ELL; and a proprioceptive, electrosensory, or 
motor corollary discharge signal in the case of the elasmobranch DON) results in a 
marked decline in the response to the paired stimulus over a timescale of ~5–10 min 
(Fig. 11.2). Such changes cannot be explained by adaptation of peripheral receptors 
or fatigue of postsynaptic responses because they are not observed when the same 
electrosensory stimuli are delivered unpaired to central signals. Strikingly, these 
experiments also reveal changes in the response to the predictive signals alone (after 
turning the stimulus off) that resemble a negative image of the response to the previ-
ously paired (and now predicted) stimulus. The negative images develop over the 
same timescale as the decline in the paired response and are specific to the sign as 
well as to the spatial and temporal patterns of principal cell activity evoked by the 
stimulus.

Further evidence that negative images reflect a memory-based process comes 
from studies of the passive electrosensory system of the mormyrid ELL. In the mor-
myrid ELL, negative images are induced by pairing the motor command to produce 
the EOD with an electrosensory stimulus; the emission of the actual EOD is blocked 
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in these experiments by a paralytic agent. After turning the stimulus off, negative 
images decay on roughly the same timescale over which they are formed (5–10 min). 
However, if the EOD motor command is blocked by injection of the action potential 
blocker lidocaine into the EOD command nucleus, then negative images persist for 
at least 30 min. This finding suggests that the decay of negative images normally 
observed after pairing is not simply a passive “forgetting” but rather that negative 
images may be due to a persistent form of synaptic plasticity. Related experiments 

Fig. 11.2 Formation of negative images of predicted sensory responses in three different 
cerebellum- like structures. A: raster display of the responses of a cell in the ampullary region of 
the mormyrid ELL. Each dot represents an action potential, and each row shows the spiking activ-
ity time-locked to each electric organ discharge (EOD) command (t0). At the beginning of the 
experiment (top), the command alone has no effect on the cell’s spiking activity. An electrosensory 
stimulus is then time-locked to the EOD command (vertical black line indicates onset), which 
evokes a pause-burst spiking response. After several minutes of pairing, the stimulus is turned off, 
and a response to command alone that was not present before the pairing and that is a negative 
image of the previously paired sensory response is revealed. By the end of the experiment (bottom), 
the cell no longer responds to command alone (as in the beginning of the experiment). From Bell 
(1986). B: raster display of spiking responses of a cell in the gymnotiform ELL. The tail is moved 
back and forth passively. Each row of dots shows the response to one cycle of movement. Initially, 
the tail bend has no effect on the cell. An electrosensory stimulus that evokes a burst-pause response 
is then delivered in phase with the movement. The electrosensory stimulus is turned off after sev-
eral minutes of pairing, revealing a response to tail bending alone that was not present before the 
pairing and that is a negative image of the previously paired sensory response. From Bastian 
(1995). C: spiking responses of a cell in the elasmobranch DON. Each histogram shows the aver-
age response to one cycle of ventilation. Initially, the cell does not respond to the exhalation  
(Ex)-inhalation (In) ventilatory cycle of the fish (top histogram). An electrosensory stimulus that 
evokes a burst-pause is then delivered in phase with the ventilatory cycle. The response to ventila-
tion plus the electrosensory stimulus decreases during 25 min of pairing. Turning off the electro-
sensory stimulus after pairing reveals the presence of a response to ventilation alone that was not 
present before and that is a negative image of the previously paired sensory response. From 
Montgomery and Bodznick (1994)
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in the elasmobranch DON paired an electrosensory stimulus with brief bouts of pas-
sive fin movements, separated by longer periods of rest (Zhang and Bodznick 2008). 
Negative images formed under these conditions persisted after rest periods of up to 
3  hours but were rapidly extinguished when passive movements were delivered 
without a stimulus. These experiments demonstrate how negative images could 
function in the context of episodic behaviors such as swimming.

The function of negative images is not restricted to canceling out self-generated 
electrosensory inputs. In the mormyrid and gymnotiform ELL, granule cells receive 
input from a higher stage of electrosensory processing, the midbrain preeminential 
nucleus (Bastian and Bratton 1990; von der Emde and Bell 1996). Such inputs allow 
for negative images to be formed based on electrosensory information. Experiments 
in both the gymnotiform ELL and the elasmobranch DON have shown that negative 
images are formed when strong, focal activation of principal cells is paired with a 
spatially diffuse electrosensory stimulus (Bodznick et al. 1999; Bastian et al. 2004). 
Studies of gymnotiform fish have suggested that such negative images serve to can-
cel out interference due to the EODs of other fish. More generally, negative images 
based on electrosensory information could serve to remove any persistent spatial or 
temporal correlations in electrosensory input.

The discovery of negative images in electrosensory systems provided a striking 
confirmation of the longstanding ideas of von Holst, Mittelstaedt, and others that 
central signals could be used to predict and cancel out reafference. These findings 
were of obvious functional importance because they provided a mechanism for 
selectively removing the effects of self-generated stimuli while maintaining sensi-
tivity to external stimuli. As described in Sect. 11.4.2, a number of advantageous 
features of electrosensory systems, including their accessibility to detailed electro-
physiological studies, have allowed for significant progress in understanding the 
mechanisms of negative image formation.

11.4.2  Sites and Synaptic Mechanisms of Negative Image 
Formation

Several lines of evidence indicate that the formation of negative images is due to 
plastic changes occurring within the cerebellum-like structures themselves. Pairing 
predictive signals with intracellular current injections in vivo results in the forma-
tion of negative images in principal cells in all three groups of fish, indicating that 
synaptic inputs to the recorded cell are plastic (Bell et al. 2008). Given the diversity 
of signals involved in negative image formation, synapses between parallel fibers 
and principal cells are the most natural candidate for the site of the plastic changes. 
Immunohistochemical studies have shown that N-methyl-d-aspartate (NMDA)-type 
glutamate receptors are present in the apical dendrites of principal cells in the DON 
of elasmobranchs and the ELL of both mormyrid and gymnotiform fish (Bell et al. 
2008, Zhang and Bodznick 2010). NMDA receptors are known to play central roles 
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in the induction of associative synaptic plasticity in many brain regions, including 
the hippocampus and cerebral cortex. Direct physiological evidence for plasticity at 
parallel fiber synapses with principal cells has been obtained in all three classes of 
fish (Bell et al. 2008; Harvey-Girard et al. 2010). In principal cells of the DON, pair-
ing electrical stimulation of parallel fibers with an electrosensory stimulus results in 
depression of the response to parallel fiber stimulation alone. Pharmacological 
blockade of NMDA receptors disrupts negative image formation in vivo in both the 
elasmobranch DON and the mormyrid ELL (Zhang and Bodznick 2010; Enikolopov 
et al. 2018).

In vitro studies of the mormryid ELL provided evidence for the plasticity of 
parallel fiber synapses onto one class of principal cells, the MG cells. MG cells 
fire two types of action potentials, known as narrow and broad spikes (Grant et al. 
1998). The narrow spikes occur at high rates and originate in the axon, whereas 
the broad spikes are infrequent, originate in the proximal dendrites, and back-
propagate into the molecular layer. Hence, the two spike types in MG cells are 
similar in some respects to simple spikes and complex spikes in Purkinje cells 
(Sawtell et al. 2007). Repeated pairing of broad (but not narrow) spikes with elec-
trical stimulation of parallel fibers results in persistent changes in the strength of 
parallel fiber-evoked excitatory postsynaptic potentials (EPSPs; Bell et al. 1997b). 
Critically, the polarity of the changes depends on the relative timing between the 
EPSP onset and the postsynaptic spike. EPSPs that preceded postsynaptic broad 
spikes by 50 ms or less are depressed, whereas those occurring at other delays are 
potentiated. The depression is dependent on postsynaptic calcium- and NMDA-type 
glutamate-receptor activation (Han et al. 2000). This was one of the first demonstra-
tions of spike timing- dependent synaptic plasticity in the vertebrate brain (Markram 
et al. 2011).

A distinctive feature of the plasticity rule described in the mormyrid ELL is that 
presynaptic inputs that shortly precede, and hence could contribute to evoking a 
postsynaptic spike, are weakened. In more common Hebbian forms of plasticity, 
including those found in the hippocampus or neocortex, presynaptic inputs that pre-
cede a postsynaptic spike are strengthened. For this reason, plasticity in the ELL 
was referred to as anti-Hebbian. A similar form of anti-Hebbian plasticity occurs at 
parallel fiber synapses onto principal cells in the gymnotiform ELL (Harvey-Girard 
et al. 2010). In this case, brief bursts of pre- and postsynaptic spikes are required to 
induce synaptic depression and no potentiation is observed. It was immediately 
realized that such anti-Hebbian plasticity could potentially explain the negative 
image formation observed in principal cells in vivo. This intuition was formalized 
by computational models that showed how anti-Hebbian plasticity rules of the type 
demonstrated experimentally provide a simple and powerful mechanism for cancel-
ing principal cell responses that are predictable based on parallel fiber inputs 
(Nelson and Paulin 1995; Roberts and Bell 2000). Increases in principal cell firing 
that occur together with (i.e., can be predicted by) parallel fiber input are opposed 
by the weakening of parallel fiber synapses. Conversely, predictable decreases in 
principal cell firing are opposed by increases in parallel fiber synaptic strength.
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11.4.3  Granule Cells Provide a Basis for Negative Image 
Formation

Modeling studies have highlighted the critical role of granule cells in providing the 
raw material out of which negative images are sculpted via parallel fiber synaptic 
plasticity. In the region of the mormyrid ELL involved in passive electrolocation, 
the ventrolateral zone (VLZ), negative images serve to cancel out responses evoked 
by the fish’s own EOD (Fig. 11.3). Although the EOD pulse itself is extremely brief 
(<0.5 ms), it evokes a bi- or triphasic pattern of activation in ampullary electrorecep-
tors that lasts ~200 ms (Bell and Russell 1978). To cancel out the effects of the 
EOD, negative images in the VLZ must be temporally specific in relation to the 

Fig. 11.3 Negative image formation in the mormyrid ELL. Medium ganglion (MG) cells (center, 
green) receive sensory input via electroreceptors (orange lines) along with motor corollary dis-
charge input via granule cells (blue lines). To encode behaviorally relevant external events, the MG 
cell must cancel the sensory input due to the fish’s EOD (bottom left orange box). EOD command, 
time of the motor command that drives the EOD. Previous results have shown that this is accom-
plished by the generation and subtraction of a temporally specific negative image of the self- 
generated electrosensory input (bottom right green box). An experimentally observed form of 
spike timing-dependent plasticity (top right gray box) at synapses between granule cells and MG 
cells can explain the negative images if granule cells exhibit a diversity of temporal responses that 
span the 200 ms over which negative images can be formed (top left blue box). EPSP, excitatory 
postsynaptic potential
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fish’s EOD motor command. Numerous studies, including experiments in which an 
artificial electrosensory stimulus is delivered at different delays after the EOD com-
mand, have confirmed that this is indeed the case (Bell 1982; Bell et  al. 1993). 
Negative images observed in such experiments are specific to the paired delay up to 
~200 ms after the EOD command. Modeling studies explained these paradoxical 
findings based on anti-Hebbian plasticity acting on a set of granule cells, each of 
which is active at a different delay after the EOD command, forming a temporal 
delay line (Roberts and Bell 2000). In the model, these temporally specific responses 
provided a baseline of excitation out of which negative images could be sculpted via 
associative synaptic depression and nonassociative potentiation. This model raised 
the important questions of whether temporal representations actually exist in gran-
ule cells and, if so, how they are generated. Because the motor command to dis-
charge the electric organ is a brief spike burst lasting just a few milliseconds, some 
cellular or circuit mechanism(s) would seemingly be required to generate the diver-
sity of temporal response patterns required by the model.

In vivo whole cell recordings from granule cells as well as additional cellular 
elements of the granule layer in mormyrid fish shed light on both of these questions 
(Kennedy et al. 2014). The recordings showed, as expected based on past results, 
that EOCD inputs to granule cells were highly stereotyped bursts restricted to short 
delays after the EOD command. In contrast, granule cell responses were more tem-
porally diverse and delayed. A particular class of interneuron providing excitatory 
synaptic input to granule cells, the UBCs, appeared to be the source of the diverse 
and delayed responses. This is consistent with in vitro studies of UBCs in the mam-
malian cerebellum and cochlear nucleus that have found that UBCs possess a vari-
ety of synaptic and intrinsic properties capable of transforming brief synaptic inputs 
into more temporally diverse, sustained, or delayed output (Mugnaini et al. 2011). 
Importantly, granule cells do not form a perfect delay line like the one assumed in 
models. Instead, the majority show activity restricted to short delays, with a minor-
ity responding at longer delays. However, theoretical modeling shows that the anti- 
Hebbian synaptic plasticity rule measured in  vitro acting on the granule cell 
responses recorded in vivo is indeed sufficient to explain the formation of tempo-
rally specific negative images to EOD-driven ampullary responses and can also 
account for previously unexplained features of negative images observed in in vivo 
recordings (Roberts 1999; Roberts and Bell 2000).

Recordings in the mormyrid ELL have also suggested that granule cells provide 
a higher dimensional recoding of their mossy fiber inputs, consistent with theories 
of cerebellar granule cell function (Litwin-Kumar et al. 2017). In addition to EOCD 
inputs described above, proprioceptive and skeletomotor corollary discharges reach 
the granule cell domain of ELL via mossy fibers originating in the spinal cord 
(Requarth and Sawtell 2014), similar to spinocerebellar pathways described in other 
vertebrates. Although each granule cell receives just a few (2–4) excitatory inputs 
from mossy fibers or UBCs, it was shown that these inputs may be of different 
types, e.g., a proprioceptive signal and an EOCD signal (Sawtell 2010). Such inte-
gration may allow granule cells to selectively encode specific combinations of 
events, such as a particular tail position and a particular time after the EOD 
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 command. Collectively, such granule cell representations may provide the raw 
material for forming more complex negative images, such as those that would be 
required to predict and cancel the electrosensory consequences of the rapid and 
intricate probing motor acts made by mormyrid fish when exploring a novel object 
(Toerring and Moller 1984).

11.4.4  Behavioral Significance of Negative Images

Although it was suggested at the time of their discovery that negative images serve 
to enhance the detection and processing of behaviorally relevant stimuli, an experi-
mental demonstration of this was not provided until many years later (Enikolopov 
et al. 2018). Recordings of neural responses of ELL neurons to prey-like stimuli 
before, during, and after negative image formation directly demonstrated the time 
course and extent of improvements in the neural encoding of prey-like stimuli due 
to negative images. Weakly electric mormyrid fish increase their EOD rate when 
they detect a stimulus (Post and von der Emde 1999). This simple unconditioned 
behavior, known as the electromotor novelty response, was used to demonstrate 
improvements in the behavioral detection of prey during negative image formation. 
The time course of improvements in neural coding and behavioral detection both 
matched the time course of negative image formation. Finally, pharmacological 
manipulations of synaptic plasticity in ELL were shown to disrupt both the neural 
and behavioral detection of prey-like stimuli, providing a causal link between the 
mechanisms of negative image formation and behavioral function.

11.4.5  Questions for Future Research

There is much still to be learned about the mechanisms of negative image formation 
and sensory cancellation in electrosensory systems. Most previous experimental 
and theoretical work has focused on understanding how negative images and sen-
sory cancellation can be explained by bidirectional plasticity of excitatory synapses 
between granule cells and principal cells. However, such single-neuron models are 
likely to be a gross oversimplification in that plasticity distributed across many neu-
rons at multiple sites in the network are likely to underlie sensory cancellation. In 
this regard, a major remaining puzzle about the mormyrid ELL is the functional 
importance of the two different classes of principal cells on which electrosensory 
input and parallel fiber input converge: the Purkinje-like MG cells and the glutama-
tergic output cells. Although both cell types exhibit anti-Hebbian plasticity at their 
parallel fiber synapses, the functional logic of such an arrangement remains unclear. 
If anti-Hebbian plasticity at synapses between parallel fibers and MG cells cancels 
the effects of the fish’s own EOD, it would seem that the MG cells could play no 
role in canceling the effects of the EOD in the output cells that are their main 
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synaptic targets. Interestingly, analogs of MG cells have not been described in the 
DON or the gymnotiform ELL but are present in the mammalian DCN, where they 
are known as cartwheel cells (Berrebi et al. 1990). The respective roles of plasticity 
of parallel fiber synapses onto cartwheel versus DCN output cells are similarly 
unknown (see Sect. 11.6.1).

Another question for future work relates to how negative images operate under 
more naturalistic circumstances in which electrosensory reafference is more varied 
and complex than in the limited experimental settings studied in the past, i.e., immo-
bilized preparations. Under natural conditions, electrosensory reafference depends 
on potentially complex interactions between electromotor behavior (e.g., EOD 
pulse rate), the movements of the fish, and the nearby environment. For example, 
the same change in tail position relative to electroreceptors on the skin is expected 
to have different effects on the fish’s electrical field depending on whether the fish 
is in open water or hiding in a crevice (a nonconducting boundary; Pereira et al. 
2005). In the simplest view, negative images could represent a prediction of the 
electrosensory consequences of behavior averaged over some relatively long times-
cale. Although compatible with what is known about ELL, such “average” predic-
tions might have limited utility if the characteristics of reafference are highly 
dependent on behavioral context on much shorter timescales. The fact that granule 
cells receive many different streams of information, including extensive feedback 
from higher stages of electrosensory processing, suggests the possibility that nega-
tive images may possess specificity for certain contexts and/or the capacity to gen-
eralize appropriately from one context to another. Recordings from freely swimming 
fish may allow such questions to be addressed experimentally (Fotowat et al. 2013).

11.5  Additional Functions of Electric Organ Corollary 
Discharge in Mormyrid Fish

Corollary discharge pathways associated with the motor command to discharge the 
electric organ are particularly prominent and accessible to study in pulse-type mor-
myrid fish (Fig. 11.4A; Bell et al. 1983). The role of EOCD inputs in negative image 
formation and cancellation of reafference in ELL was discussed in Sect. 11.4. 
However, the role of EOCD signals are likely to be more diverse as evidenced by 
anatomical and electrophysiological data suggesting that they impact many regions 
of the mormyrid brain, including higher brain regions such as the telencephalon 
(Prechtl et  al. 1998) and the hypertrophied cerebellum (Russell and Bell 1978). 
EOCD signals also likely impact the electromotor system that controls the rate and 
sequence of emission of the EOD (von der Emde et  al. 2000; Carlson 2002). 
Unfortunately, very few studies have addressed these issues. As discussed in Sects. 
11.5.1 and 11.5.2, additional functions of EOCD pathways have been identified in 
relation to the early processing stages of electrocommunication and active electro-
location in mormyrids.
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Fig. 11.4 Functions of electric organ corollary discharge (EOCD) in mormyrid fish. A: activation 
of the EOD command nucleus elicits an EOD. This reafferent stimulus evokes responses in affer-
ents of all three electroreceptor types. Concurrently, activation of the EOD command nucleus 
(green lines) drives electric organ corollary discharge (EOCD) input (purple lines) to the first 
central processing stages associated with each type of electroreceptor. The role of EOCD input in 
cancellation (via modifiable synapses) of sensory reafference in the cerebellum-like circuits of 
mormyrid ELL is reviewed (along with examples from other cerebellum-like electrosensory struc-
tures) in Sect. 11.4. Section 11.5 reviews two additional functions accomplished by EOCD input 
in the nucleus of ELL (nELL) and the granular cell layer of ELL in mormyrid fish. Adapted from 
Bell (1989). B: knollenorgan afferents (green) form mixed chemical-electrical synapses on the 
output cells of nELL (yellow), which are inhibited by EOCD inputs precisely timed to gate out 
responses to the fish’s own EOD in electrocommunication. C: mormyromast afferents form mixed 
chemical-electrical synapses on the granular cells of the ELL (yellow) and elicit inhibition via 
GABAergic large multipolar interneurons (LMI; gray). In addition to afferent input, granular cells 
receive a precisely timed EOCD-driven spike that seems to function in enhancing and recoding 
sensory responses to the fish’s own EOD in active electrolocation
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11.5.1  Inhibitory Gating of Self-Generated Input 
in the Electrocommunication System

In mormyrid fish, the detection and processing of EODs of other fish is mediated by 
a specialized class of electroreceptors known as knollenorgans, which terminate in 
a dedicated hindbrain nucleus, the nucleus of the ELL (nELL). The nELL is ana-
tomically separate from the ELL, which is the first processing stage for active and 
passive electrolocation. Knollenorgans respond to the EODs of other fish by firing 
a single action potential. However, the fish’s own EOD is far above the threshold of 
activation of knollenorgans, which must be sensitive enough to detect EODs of 
other fish at some distance to be useful for communication. How does the fish dis-
tinguish its own pulses from those of other fish? Knollenorgan afferents form mixed 
chemical-electrical synapses onto nELL output cells. nELL output cells also receive 
input from GABAergic neurons of the ventral lemniscus (Fig.  11.4B; Bell et  al. 
1981; Mugnaini and Maler 1987). Intracellular recordings from nELL output cells 
reveal two types of synaptic events: (1) EPSPs driven by stimulation of knollenor-
gan receptors and (2) inhibitory postsynaptic potentials time locked to the EOD 
motor command, which are driven by EOCD inputs to the nELL (Bell and Grant 
1989). The EOCD-evoked inhibition is brief, precisely timed, and appears to be 
entirely fixed or nonplastic. Critically, knollenorgan responses to reafferent input 
arrive during the peak of EOCD-evoked inhibition and hence fail to evoke an action 
potential in nELL neurons. Different nELL output neurons receive knollenorgan 
afferent input at slightly different latencies (although response latencies are fixed 
for each afferent) due to variable axonal lengths for receptors located on different 
regions of the body surface. Remarkably, a corresponding variation in the timing of 
EOCD-evoked inhibition is observed, which ensures a tight matching of the timing 
of the EOCD inhibition relative to reafferent input. Although remarkably simple, 
this corollary discharge gating strategy is extremely effective in nELL because of 
the brevity and fixed latency of the reafference.

11.5.2  Roles for Corollary Discharge in Active Electrosensory 
Processing in Mormyrid Fish

In contrast to the case of the passive electrosensory and the electrocommunication 
systems, the fish’s own EOD is the signal of interest for the active electrosensory 
system. Objects in the environment with conductivity different from the water alter 
patterns of EOD-induced current flowing through the fish’s skin. These changes cast 
electrical images on the skin that are encoded by a specialized class of tuberous 
electroreceptors known as mormyromasts. Mormyromasts typically fire one to four 
action potentials following each EOD with a precise latency that is a function of 
EOD amplitude at the receptor. Increases in EOD amplitude (as would be caused by 
a conducting object such as prey) cause decreases in spike latency, whereas 
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decreases in EOD amplitude (as would be caused by a nonconducting object such 
as a rock) cause an increase in spike latency (Szabo and Hagiwara 1967). The tim-
ing of spikes is extremely precise such that submillisecond shifts in spike latency 
convey information about EOD amplitude (Sawtell and Williams 2008). 
Mormyromast afferents synapse onto a class of small, highly numerous interneu-
rons in the deep layers of the ELL, known as granular cells (not to be confused with 
the granule cells that send parallel fibers to the principal cells discussed in Sect. 
11.4.3; Fig. 11.4C; Meek et al. 1999; Zhang et al. 2007). Several lines of evidence 
indicate that the granular cells also receive precisely timed excitatory EOCD input 
(Bell 1990; Bell and von der Emde 1995). Rather than blocking reafferent input, as 
in the electrocommunication system, this input appears to enhance EOD-evoked 
afferent input. Evidence for this comes both from physiological studies showing 
that ELL principal cells respond much more strongly when stimuli are delivered 
around the time of the EOD command and from behavioral studies showing that fish 
more readily detect and respond to an electrosensory stimulus when it is delivered 
within ~12 ms of the EOD motor command (Hall et  al. 1995). EOCD inputs to 
granular cells have also been hypothesized to play a role in “decoding” the tiny 
shifts in spike latency of mormyromast afferent input. Behavioral experiments have 
shown that fish can detect a 0.1-ms shift in the latency of an electrosensory stimulus 
(causing a shift in mormyromast spike latency) relative to the fish’s own EOD motor 
command (Hall et al. 1995). Recordings from ELL output cells show that informa-
tion about object-induced changes in EOD amplitude is coded by changes in spike 
number (as well as timing; Sawtell and Williams 2008). Such a transformation 
could be achieved, at least in part, by integrating precisely timed afferent spikes 
with a precisely timed excitatory EOCD input, although confirmation of this awaits 
direct in vivo recordings from granular cells.

11.6  Implications for Other Systems

The studies of reafference cancellation in electrosensory systems described in Sect. 
11.4 are relevant to a number of general issues in neuroscience. Predicting sensory 
events is a critical function of the nervous system as a whole and likely involves a 
diverse set of cellular and circuit mechanisms distributed across many brain regions. 
Studies of cerebellum-like structures provide a useful example of how the mecha-
nisms of such functions may be elucidated. Although sensory systems are typically 
studied in isolation from one another and also in isolation from motor systems, this 
reflects a methodological convenience more than a biological reality. Cerebellum- 
like structures in fish offer a system in which interactions between peripheral sen-
sory input and signals from other sensory modalities and motor signals are both 
prominent and well characterized. Finally, forging links between synaptic plasticity, 
well-defined neural circuits, and systems-level function is a primary, but rarely 
achieved, goal of neuroscience. Cerebellum-like circuits in fish provide a foremost 
example of a vertebrate system in which it has been possible to make such links. 
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In addition to these broad implications, studies of cerebellum-like electrosensory 
structures in fish offer more specific insights into a number of similar structures 
including the cerebellum-like DCN of mammals and the cerebellum itself.

11.6.1  Reafference Cancellation in a Cerebellum-Like Circuit 
in the Auditory System

The DCN at the first stage of auditory processing in mammals is a cerebellum-like 
structure and shares many similarities with the cerebellum-like structures in fish 
discussed in Sects. 11.3 and 11.4 (Fig. 11.1D; Oertel and Young 2004; Bell et al. 
2008). Fusiform cells are the major efferent cell type of the DCN (Cant 1992). Their 
basilar dendrites are contacted by primary afferent fibers from the cochlea, which 
form a tonotopic map in the deeper layers below the molecular layer. The fusiform 
cells extend their spine-covered apical dendrites up into the molecular layer where 
they are contacted by parallel fibers. The parallel fibers arise from granule cells 
located around the margins of the nucleus. The cartwheel cell is a second type of 
principal cell in the DCN. These cells are considered Purkinje-like in that they are 
GABAergic, have extensive spine-covered dendrites in the molecular layer, and 
share patterns of gene expression with Purkinje cells. Purkinje cells and cartwheel 
cells are similarly affected by genetic mutations in several mouse strains (Berrebi 
et al. 1990). Cartwheel cells inhibit the fusiform cells. Similarities between the local 
circuits of the mormyrid ELL and the teleost cerebellum were noted in Sect. 11.3. 
The DCN shares these similarities in that the parallel fibers of the DCN, like those of 
the mormyrid ELL and the teleost cerebellum, pass through and excite the dendrites 
of both efferent cells and Purkinje-like cells.

Movements of the animal’s pinna, head, or body have predictable effects on how 
the cochlea responds to an external sound source, and orofacial behaviors such as 
chewing, licking, and vocalization will also have predictable consequences on audi-
tory input. The granule cells of the DCN receive various types of input that provide 
information about such behaviors (see Bell 2002; Oertel and Young 2004 for origi-
nal references). Thus, the signals conveyed by parallel fibers in the DCN molecular 
layer could generate predictions about changes in afferent activity from the cochlea, 
as in other cerebellum-like structures. In vitro studies have revealed parallel fiber 
synaptic plasticity mechanisms remarkably similar to those found in cerebellum- 
like structures in fish (Tzounopoulos et al. 2004, 2007). For example, in both the 
mormyrid ELL and the DCN, plasticity at parallel fiber synapses onto Purkinje-like 
cells (MG cells in the ELL and cartwheel cells in the DCN) is anti-Hebbian, NMDA 
receptor-dependent, presynaptically expressed, and reversed by a timing- 
independent form of parallel fiber synaptic potentiation.

The numerous striking similarities between the circuitry and synaptic plasticity 
of DCN and cerebellum-like structures in fish suggest that they may perform similar 
functions. Evidence for this hypothesis was provided by a study in mice showing 
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that self-generated sounds related to licking behavior drove much stronger responses 
in neurons of the ventral cochlear nucleus than in putative output neurons of the 
DCN despite both classes showing comparable sensitivity to external sounds, even 
during licking (Singla et  al. 2017). Cancellation of reafference in this system 
depended, at least in part, on nonauditory signals conveyed by the parallel fiber 
system. Additionally, repeated pairing of an external sound at a fixed delay relative 
to licking led to a gradual reduction in the response to the paired sound, similar to 
cancellation of electrosensory stimuli paired with behavior-related signals in princi-
pal cells in fish. Although additional studies are needed, these results are consistent 
with a conserved reafference cancellation function for cerebellum-like structures in 
fish and mammals.

11.6.2  Implications for Cerebellar Function

The operation of cerebellum-like circuits associated with electrosensory processing 
in fish (and perhaps also those associated with mammalian auditory processing) 
appear similar in important respects to those in the cerebellum. Bidirectional plas-
ticity at parallel fiber synapses has been linked to the formation of negative images 
of predicted sensory input in cerebellum-like structures and to motor learning in the 
mammalian cerebellum (Ito 1984). In both cases, plasticity acts to alter principal or 
Purkinje cell responses to parallel fiber input under the guidance of a separate non-
plastic input. In the cerebellum, plasticity and learning are supervised by climbing 
fiber input from the inferior olive, whereas in cerebellum-like structures, the non-
plastic signal is the peripheral sensory input itself. Anti-Hebbian plasticity of paral-
lel fiber synapses in cerebellum-like structures generates negative images, which act 
within principal cells to oppose the effects of predictable electrosensory input. 
Plasticity of parallel fiber synapses onto Purkinje cells shapes what could be consid-
ered negative images of climbing fiber inputs. However, the main effect of such 
changes is not to directly cancel the effects of climbing fiber input within the 
Purkinje cells but instead to alter its simple spike firing patterns and thereby influ-
ence downstream neurons, i.e., those in the deep cerebellar or vestibular nuclei.

The similarities between cerebellar plasticity and negative image formation are 
nicely illustrated by the changes in Purkinje cell responses observed during delay 
eyelid conditioning. Delay eyelid conditioning is a classical conditioning paradigm 
in which a neutral stimulus, e.g., a tone, is paired with a periorbital shock or puff of 
air to the eye. Extensive past work has shown that information about the neutral 
stimulus, or conditioned stimulus (CS), is conveyed via the mossy fiber-granule cell 
system and information about the periorbital shock or puff of air, the unconditioned 
stimulus (US), is conveyed via climbing fibers (Medina et al. 2000b; Ohyama et al. 
2003). After repeated CS-US pairings, animals blink their eyes in response to the 
CS alone, in anticipation of the US. The learning of this conditioned response is 
cerebellum dependent. Such pairing also leads to the emergence of pauses in 
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Purkinje cells, the timing of which is matched to the CS-US delay (Jirenhed and 
Hesslow 2011; Halverson et al. 2015). Such pauses are believed to drive the condi-
tioned response by releasing cerebellar nucleus neurons from inhibition. Leading 
models of eyelid conditioning suggest that such Purkinje cell pauses emerge as a 
result of bidirectional plasticity at parallel fiber synapses such that synapses imme-
diately preceding the US-evoked climbing fiber are weakened, whereas others are 
strengthened (Medina et al. 2000a; Medina and Mauk 2000; but see Johansson et al. 
2014). Work in the mormyrid ELL provides a mechanism for how a brief signal 
(like the CS) can be recoded to generate a diversity of responses to the CS. Hence 
models that explain temporally specific learning and Purkinje cell responses in the 
context of eyelid conditioning closely resemble models of temporally specific nega-
tive image formation in mormyrid fish.

These similarities also extend to Marr-Albus and adaptive filter models of the 
cerebellum (Fujita 1982). In a proposal inspired in part by negative images and 
sensory cancellation in electrosensory systems, it was suggested that anti-Hebbian 
plasticity could improve vestibular ocular reflex performance by removing correla-
tions between mossy fiber inputs signaling eye movement motor commands and 
sensory error signals, i.e., retinal slip, conveyed by climbing fibers (Dean et  al. 
2002).

The function of some regions of the cerebellum may also be similar to that 
described for cerebellum-like structures in fish. A role for the cerebellum in the 
cancellation of self-generated sensory inputs has been demonstrated in regions of 
the primate cerebellum involved in processing vestibular information. Whereas pri-
mary vestibular afferents respond identically to passive and active, i.e., self- 
generated head, movements, neurons in the rostral fastigial nucleus have been found 
that respond selectively to passive head movements (Brooks and Cullen 2013). 
When the relationship between the intended head movement and its vestibular con-
sequences was abruptly altered, cerebellar neurons showed sensitivity to the now 
unexpected sensory consequences of self-generated movements (Brooks et  al. 
2015). This sensitivity declined as the animal adapted to the new relationship 
between motor commands and head movements. In addition to processing vestibu-
lar sensory input, many sensory areas of the brain are interconnected with the cer-
ebellum (Baumann et al. 2015). However, the functional role of the cerebellum in 
sensory processing remains unclear in most cases. Based on studies of cerebellum- 
like structures in fish, cancellation of predictable sensory inputs could be suggested 
as one such function.

In the context of motor control, a leading idea is that the cerebellum is involved 
in generating so-called forward models (Ebner and Pasalar 2008; Machado et al. 
2015). In a forward model, copies of a motor command are conveyed to the cerebel-
lum together with information about the current state of the system, such as posi-
tions and velocities of the limbs. The cerebellum then generates a prediction about 
the sensory consequences of the commanded motor act in the current context. 
Taking into account all that is known about the current state of the system, a forward 
model that predicts the sensory consequences of a motor command allows fast, 
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coordinated movement sequences. Classical symptoms of cerebellar damage, such 
as decomposition of movement, slowness, and tremor, can all be understood as due 
to the absence of predictive forward models and reliance on peripheral feedback 
(Nixon and Passingham 2001; Bastian 2006). Quantitative effects of Purkinje cell 
degeneration in mice can be understood in terms of a failure of forward model pre-
dictions (Machado et al. 2015). Furthermore, electrophysiological studies in nonhu-
man primates suggest that the Purkinje cell output from large regions of the 
cerebellar hemispheres is indeed more tightly coupled to predictions about 
 consequences of the movement than to the motor commands themselves (Pasalar 
et al. 2006). Although the forward model hypothesis seems plausible, what remains 
missing in the cerebellum is an understanding of how forward models are generated 
at the circuit level.

Examples of what are, in effect, forward models in the cerebellum-like struc-
tures of mormyrid and elasmobranch fish are described in Sect. 11.4. In these 
systems, corollary discharge signals come to elicit a prediction about the sensory 
input pattern that is expected to follow the motor command. As discussed, circuit 
mechanisms for generating such forward models are fairly well understood in 
cerebellum-like structures, the key ingredients being an appropriate plasticity rule 
acting on a sufficiently rich set of motor corollary discharge signals conveyed by 
granule cells. Hence, studies of electrosensory systems provide a proof of concept 
that forward models can indeed be generated within structures like the 
cerebellum.

11.7  Conclusion

Studies of cerebellum-like structures associated with electrosensory processing in 
fish have yielded unique insights into the fundamental question of how the nervous 
system distinguishes self-generated from external sensory input, including a rela-
tively complete mechanistic account of how copies of motor commands are trans-
formed into predictions of sensory events. These accounts are also notable in that 
they provide an understanding of how synaptic plasticity operating in a well-
defined circuit performs a complex and behaviorally relevant computation. Insights 
from these studies are likely to extend to other cerebellum-like sensory structures, 
including those found in the mammalian auditory system, as well as to the cerebel-
lum itself.
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