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Preface

This book contains the selected and peer-reviewed manuscripts that were presented
during the Conference on Language, Education, Engineering and Technology
(COLEET 2018), held at the University Kuala Lumpur Malaysian Spanish Institute
(UniKL MSI) from November 13 to 14, 2018. COLEET 2018 is an annual inter-
national conference aimed at presenting current and ongoing research being carried
out in the fields of mechanical, manufacturing, electrical, and electronics engi-
neering technology. This volume provides in-depth ongoing research activities
among academia of UniKL MSI, and it is hoped to foster cooperation among
organizations and researchers involved in the covered fields.

Kulim, Malaysia Muhamad Husaini Abu Bakar
Kulim, Malaysia Mohamad Sabri Mohamad Sidik
Esslingen, Germany Andreas Öchsner
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Study the Effect of Acetone
as an Inhibitor for the Performance
of Aluminium-Air Batteries

Mohamad-Syafiq Mohd-Kamal, Muhamad Husaini Abu Bakar
and Sazali Yaacob

Abstract Aluminium-air battery have high energy density, for example
8100 Wh kg−1 capable of replacing classical lithium based batteries. However, the
presence of parasitic reactions during the discharge process causes reducing
the lifetime of the aluminium-air battery. Organic inhibitors are able to prevent the
parasitic reaction, but it is likely to effect the battery performance. The aim of this
research is to study the effect of acetone as an inhibitor at aluminium-air battery.
Density functional theory (DFT) with B3LYP functional and 6-311G(d,p) basis set
was conducted to determine the inhibitor efficiency of acetone. Besides, the
aluminium-air battery was developed and tested to identify battery performances by
applying acetone with different concentrations (0, 2, 4, 6, and 8 mM). Results show
that increasing the acetone concentration will improve the inhibitor’s efficiency
from 12.5 to 50.0%. Further, the capacity of the battery can be increased with the
inhibitor concentration. It is observed that the battery capacity using acetone
(8 mM) is 0.028 Ah better than for a battery without acetone, 0.023 Ah. Therefore,
acetone can be considered as an inhibitor capable of preventing severe corrosion
against aluminium alloys and produces a good performance of aluminium-air
batteries.

Keywords Aluminium-air battery � Acetone derivatives � Inhibition efficiency �
DFT � Battery performance
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1 Introduction

In recent years, metal-air batteries have become an attraction for battery replace-
ment technology, as it offers many advantages [1–3]. The metal-air battery acts by
producing an electrochemical energy conversion that allows the chemical energy of
the metal to be converted into electrical energy [4, 5]. Moreover, the metal-air
battery has many types of material anodes, and the most attractive candidate is
aluminium [6–8]. The aluminium-air battery has in a theory of high energy density
of 8100 Wh kg−1 [3, 9].

The aluminium used as an anode electrode for aluminium-air batteries proved to
be effective with low atomic weight, low toxicity, low cost and high power
(2980 Ah kg−1). Aluminium can be extracted from abundant sources and is
accessible to discover. However, for this aluminium-air battery, self-corrosion will
occur on the surface of the aluminium electrode [7, 10]. Corrosion caused by
parasitic reactions leads to a reduction in the lifetime of this aluminium-air battery.
The reduced efficiency of the energy performance from this parasitic reaction makes
the commercialization of aluminium-air batteries difficult [11].

Several investigations have been proposed to solve the problem of the parasitic
reaction that occurs in this aluminium electrode, and the best method is to use an
inhibitor in the battery [12–14]. In previous studies conducted by Nie et al. [10], the
addition of organic compounds as inhibitors of an electrolyte solution can help to
reduce the corrosion of the parasitic reactions of the aluminium electrodes. The
organic inhibitors can act as activators of the dissolution of the aluminium elec-
trodes and do not stop the activity of the aluminium electrodes [10, 15]. It has been
shown that corrosion inhibitors consisting of acetone are effective in reducing the
corrosion of aluminium by forming a stable barrier layer [16, 17].

Generally, inhibitors with O or N atoms can produce a good barrier, but if the
inhibitor comprises both atoms is better [18]. The molecules of the inhibitors will
interact with the corrosion reactions of aluminium, and these molecules can block
the surface of the corrosive agent [19, 20]. The performance of these organic
inhibitors will depend on the electronic structure, mechanical properties, donor
density, molecular area, molecular weight of the inhibitor and the chemical prop-
erties of the adsorption coating formed on the metal surfaces [21, 22].

In this study, aluminium-air batteries are fabricating and tested to analyze the
difference in battery life without the inhibitor and the dissolved battery inhibitor.
Acetone with molecular properties capable of preventing corrosion on the metal
surface is used as an inhibitor in this study. The acetone will dissolve in the battery
electrolyte to see the ability of this inhibitor to inhibit parasitic reactions on the
surface of the battery’s aluminium electrode.

2 M.-S. Mohd-Kamal et al.



2 Experimental

2.1 Computational Study

Density functional theory (DFT) was used to obtain the molecules of acetone to
predict the energy molecular orbital [21, 23]. Combination of Becke three-parameter
hybrid (B3) exchange functional with the Lee-Yang-Parr (LYP) (B3LYP) as cor-
rection functional and 6-311G(d,p) basis-set was used in DFT to determine the
HOMO-LUMO energy for acetone [24, 25]. Figure 1 below shows the acetone
structure that was used as inhibitor in aluminium-air battery.

Furthermore, HOMO-LUMO orbital was used to calculated the energy gap,
electron affinity (EA) and ionization potential (IP) [26]. The value of the gap energy
is calculated using, E gap = ELUMO-EHOMO, the energy difference implies low
reactivity of the chemical species when the value is higher [27, 28]. The IP and EA
was calculated from the energy of HOMO and LUMO, respectively, within the
framework of Koopmans’ theorem [29]:

IP ¼ �EHOMO ð1Þ

EA ¼ �ELUMO ð2Þ

where EHOMO is the energy of HOMO and ELUMO is the energy of the LUMO,
respectively.

2.2 Materials

In this experiment, there are three important components to build aluminium-air
batteries which is an anode, cathode, and electrolyte [11, 30]. Figure 2a shows the
8 mm � 6.5 mm � 1.5 mm of aluminium alloy A1100 were used as an anodes
[5]. The aluminium alloy has the following chemical compounds (% by weight) at
99.5%, Cu 0.2%, Fe 0.95%, Mn 0.05%, Si 0.95% and Zn 0.1% [31].

Figure 2b shows the 8 mm � 6.5 mm � 1 mm of the air cathode which was
done by binding the iron mesh and the activated carbon. The activated carbon was
produced by the pyrolysis process, i.e. by was immersing in 2 M potassium
hydroxide for 24 h [32]. The air cathode used in the aluminium-air battery act as
catalyst energy to battery [33–35].

Fig. 1 The structure of
acetone
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The electrolytes used in this experiment were 1 M sodium hydroxide [11].
Several concentration of acetone (2, 4, 6, and 8 mM) were used to as inhibitor
[16, 26]. The different concentration of acetone dissolved in NaOH were used to
show the effect to the anode.

2.3 Weight Loss

Inhibition efficiency measurement was performed using the method of weight loss
of aluminium during battery test [19, 36, 37]. The measurement test focused on the
specimen (anode) by determining the weight (g). The initial weight of the specimen
was taken before inserting it into the battery. The battery was tested for one hour.
After one hour, the specimen was removed from the battery, washed with water,
dried and weighed.

Fig. 2 a Aluminium alloy used as an electrode. b Air cathode used in the aluminium-air battery.
c The parasitic reaction during battery discharge
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The weight loss of the specimens was calculated from the initial and final
weight. The experiment was repeated to see the concentration of inhibitors in the
1 M NaOH solution and acetone (2, 4, 6, 8 mM). This procedure shows the dif-
ference in weight loss of the specimen for an electrolyte that has different con-
centration of the inhibitor.

The efficiency of the inhibitor is determined using the following relationship [38]:

IE %ð Þ ¼ Wo �Wi

Wi
� 100 ð3Þ

where Wo is the weight loss without inhibitor and Wi is the weight loss with
inhibitor.

2.4 Battery Test

The aluminium-air batteries were developed with aluminium anodes, air cathodes,
and electrolyte NaOH. An aluminium-air battery test was performed using the
Arduino battery capacity tester at a constant resistance load of 10 X as shown in
Fig. 3. The aluminium-air batteries was being tested to see the lifetime capable of
the battery capability for one cell. This test distinguishes between batteries with
different concentration inhibitors.

Fig. 3 Experiment setup for Aluminium-air battery
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3 Results and Discussion

3.1 Optimised Geometry

Figure 4 shows the optimized geometry of the acetone structure. The optimized
geometry was determined by using the DFT method in which parameters such as
bond length and bond angle were compared after a HOMO-LUMO calculation.
There is no significant difference in geometry when the HOMO-LUMO calculation
was done and this shows that the optimized geometry is correct.

Table 1 shows the angles and bonds for the acetone structure which have 15
angles between the vertex carbon atoms. The atom angles CCC, CCO, HCH, and
CCH represent the optimized angles where every angle is mostly correct. Moreover,
there were 9 bonds optimized the for acetone structure where 8 single bonds and a
double bond are shown in Table 1. The Bond H–C, C–H, C–C represent the single
bonds and C=O is the double bond.

3.2 HOMO-LUMO Energy

Molecular orbital is describing the space where the probability of found electron is
high which can use to determine the inhibitor efficiency [39]. HOMO tends to
donate electrons to the other molecule that has less electron. LUMO is likely to be

Fig. 4 Optimized geometry of acetone structure
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the molecule whose orbital has fewer electrons and indicates the potential to receive
the electron from HOMO.

Figure 5 shows the acetone HOMO-LUMO orbital which were determined by
using DFT. The blue orbital shown in Fig. 2 is the positive base for the electron
movement, while red is for negative base. The HOMO orbital is the molecule that
easily donates the electrons to the LUMO orbital. The Orbital in HOMO illustrates
the movement of electrons that are donated and the LUMO orbital shows the best
area to accept electrons. The electron donor HOMO and the electron acceptor
LUMO produce the energy gap. The energy gap determines the electron conduc-
tivity in acetone and characterizes the acetone molecular chemical reactivity.

As shown in Fig. 2, the HOMO and LUMO energies determined are −6.861 and
−0.535 eV, respectively. Therefore, the energy gap is 6.326 eV. The reactivity of
acetone depends on the energy gap, where the energy gap is high, then the reactivity
of acetone is low. In addition, HOMO-LUMO orbital were used to estimate the

Table 1 Bonds and angles for the acetone molecule after optimization

Type Start atom Vertex End atom Angle (°) Length (Å)

Angle 1 CCC C2 C1 C3 117.0408 –

Angle 2 CCO C2 C1 O 122.0749 –

Angle 3 CCO C3 C1 O 120.8843 –

Angle 4 HCH H1 C2 H3 109.8777 –

Angle 5 CCH C1 C2 H1 110.1693 –

Angle 6 HCH H1 C2 H2 106.7050 –

Angle 7 CCH C1 C2 H3 109.9702 –

Angle 8 HCH H2 C2 H3 109.8736 –

Angle 9 CCH C1 C2 H2 110.1930 –

Angle 10 HCH H4 C3 H6 109.3171 –

Angle 11 CCH C1 C3 H4 108.8197 –

Angle 12 HCH H4 C3 H5 107.0489 –

Angle 13 CCH C1 C3 H6 113.3525 –

Angle 14 HCH H5 C3 H6 109.2665 –

Angle 15 CCH C1 C3 H5 108.8425 –

Bond 1 H–C H1 – C2 – 1.09536

Bond 2 H–C H4 – C3 – 1.09329

Bond 3 H–C H6 – C3 – 1.09121

Bond 4 C–H C2 – H3 – 0.08915

Bond 5 C–C C2 – C1 – 1.51602

Bond 6 C–H C2 – H2 – 1.09557

Bond 7 C–C C3 – C1 – 1.52419

Bond 8 C–H C3 – H5 – 1.09361

Bond 9 C=O C1 – O – 1.20882
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value of IP and EA. The HOMO energy to be the negative of the IP of the acetone
and the EA is known as accepting electrons. The value of IP and EA are 6.861 and
0.535 eV, respectively.

3.3 Inhibition Efficiency

Aluminium hydroxide caused by the corrosion of aluminium and the reactions of elec-
trolytes in the battery effects the performance of the cell [40]. The formation of an
uncontrolled oxide film that occurs in the battery contributes to decreasing the lifetime of
the battery.Reductionof the corrosionofmetal in an electrolyte solution is difficult due to
the specific addition of OH to the metal surface [41, 42]. Mainar et al. states that the
coagulation process occurs very challenging in the dissolution of metal in an alkaline
electrolyte that caused all theorganicmatter to be rejectedbycoating the layer.Therefore,
the acetone was synthesized by determining the inhibitor efficiency of acetone.

Table 2 shows the results of weight loss of aluminium alloy (anode) by several
concentrations during battery testing. Anode without acetone shows the highest

Fig. 5 The HOMO-LUMO orbital of the molecule acetone

Table 2 The values of inhibitor efficiency, weight loss, and inhibitor efficiency

Inhibitor Concentration (mM) Weight loss (g) Inhibitor efficiency (%)

Blank – 0.18 –

Acetone 2 0.16 12.5

4 0.14 28.57

6 0.13 38.46

8 0.11 50.0

8 M.-S. Mohd-Kamal et al.



weight loss which is 0.18 g. The corrosion happening in aluminium is higher due to
OH which Cn easily reach the aluminium surface. The weight loss of aluminium
was decreased when 2 mM of acetone was added in the electrolyte battery which is
0.16 g. Even though the value of weight loss decreased is small, but it can have
improved the inhibitor efficiency of 12.5% and control corrosion.

A 4 mM of acetone increased the inhibitor efficiency by a value of 28.57% and
reduced the weight loss of the aluminium anode. Acetone produced atomic O to
block the OH from contact with the aluminium anode. This is shown in Fig. 6
where O was absorbed into the aluminium alloy. The value of weight loss for an
acetone concentration of 6 mM was decreased to 0.13 g. The inhibitor efficiency
was depending on the reduction of weight loss, where the inhibitor efficiency for
6 mM was increased to 38.46%. The highest inhibitor efficiency was 50.0% from
acetone with 8 mM. Acetone worked very well in reducing corrosion with weight
loss for aluminium reduced to 0.11 g.

Figure 7 shows the value of the inhibitor efficiency resulting from the concen-
tration of acetone in the battery’s electrolyte solution. This efficiency value indi-
cates the agility of the acetone molecule capable of the controlling the erosion that
occurs in aluminium alloys. The efficiency value of inhibitor was shown with
different concentration capable of reducing the corrosion of acetone in aluminium.
As a result of this study, it can be observed that the concentration of acetone plays
an important role in the control of corrosion. The increase in the efficiency of the
inhibitor from 12.5 to 50.0% showed the ability of the acetone which acted on the
parasitic reactions that occur in the anode.

Fig. 6 Atomic O acting as an inhibitor to aluminium alloy
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3.4 Voltage Discharge Rate

The performance voltage of the aluminium-air battery can change over time. The
initial voltage of the aluminium-air battery can reach more than 1.3 V at room
temperature. This experiment demonstrated the ability of acetone as inhibitors to
improve the performance of the battery through the voltage discharge rate. Figure 8
shows the voltage performance at each concentration value that dissolves in the
electrolyte.

Experiments that take one hour for each different concentration represent slightly
similar voltage performance. It is considered that acetone can control parasitic
reactions, and is able to maintain the battery performance. This is shown in Fig. 8,

0

10

20

30

40

50

60

0 2 4 6 8 10

Ef
fic

ie
nc

y 
%

Concentration (mM)

Fig. 7 Inhibitor efficiency against concentration
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the voltage at the beginning of each concentration reaches more than 1.3 V. The
voltage in the batteries without acetone as an inhibitor has the same value as the
inhibitor batteries, although the corrosion in the aluminium alloys is higher than that
of the aluminium alloys that are supplied. Moreover, the battery with an 8 mM
concentration of acetone shows the highest trend of voltage discharge rate.
Therefore, the higher concentration of acetone can increase the value of the inhi-
bitor efficiency while maintaining the battery performance. However, it is also
possible that when the concentration value is too high, the battery performance will
decrease because the reaction between electrolyte and aluminium is not strong.
Therefore, the optimal concentration for the inhibitor should be emphasized.

An 8 mM concentration of acetone was selected to test the lifetime of the
aluminium-air battery. Figure 9 shows the difference voltage discharge rate
between a battery with acetone (8 mM) and without acetone. Both cells were tested
for 1 h, and it turns out that both values show the same trend, which is the char-
acteristic of aluminium-air batteries.

The graph indicates that the initial voltage is 1.35 V for the battery without
inhibitor. The graph shows a drastic declined in early stage of discharge until
reached 0.5 V. After that, the voltage continuous discharge slowly until reached a
voltage at 0.3 V as depicted in Fig. 9 within 1 h. The aluminium-air battery with
acetone (8 mM) shows the graph of voltage discharge almost the same as the
battery without the acetone. The maximum voltage of this battery is 1.45 V.
A drastically discharge voltage is shown in the graph above, whereat the voltage is
decreased from 1.45 to 0.6 V. Then, the discharge voltage slowly drops to 0.4 V
within 1 h. The performance of the battery voltage with acetone is better than for
the battery without acetone.
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Fig. 9 Discharge voltage rate performance for a battery with an inhibitor concentration of 8 mM
and without inhibitor
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3.5 Capacity Discharge Rate

The battery capacity is a significant role in the production of battery discharge
performance. The effective capacity of the battery needed performance is twice the
value of the capacity within a few hours for highly rated applications such as
electric vehicles. The performance of this capacity battery must be achieved for the
use at high power. However, the low power capability is also able to offer good
launch performance to smaller electronic applications. Therefore, this experiment
examined the performance of the aluminium-air battery capacity by looking at the
effectiveness of the acetone as an inhibitor on battery capacity.

Figure 10 presents the capacity of the aluminium-air battery with several con-
centrations of acetone during 1 h testing. The capacity of the battery was reaching
more than 0.02 Ah. The capacity trend of the battery shows increasing.

Table 3 shows the specific values of capacity of the battery within 1 h. Battery
without acetone represent the value capacity 0.023 Ah. The capacity battery with
2 mM of acetone demonstrate some improved at which the maximum capacity is
0.024 Ah. As shown, there are differenced capacities between the battery without
acetone and the battery with acetone. The capacity was increased with increasing
the concentration of acetone. An 8 mM acetone battery shows the highest capacity
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Fig. 10 The performance of capacity battery with several concentrations of acetone for 1 h

Table 3 Values of acetone
concentration and capacity of
the battery

Inhibitor Concentration (mM) Capacity (Ah) after 1 h

Blank – 0.023

Acetone 2 0.024

4 0.025

6 0.027

8 0.028
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performance at which the value capacity is 0.028 Ah. Therefore, the acetone is
capable of maintaining and improving the capacity of the aluminium-air battery.

4 Conclusions

Several concentrations of acetone (2, 4, 6, and 8 mM) were used as a corrosion
inhibitor to solve the problem of the parasitic reaction that occurs in the aluminium
electrode. The acetone can act as activators of the dissolution of the aluminium
electrodes and control the reaction of the anode and electrolyte. In this study,
aluminium-air batteries were developed and tested to analyze the difference in
battery performance with acetone and without acetone. The increase in the effi-
ciency of the inhibitor from 12.5 to 50.0% showed the ability of the acetone
molecule acting on the parasitic reactions. Furthermore, the capacity performance of
the battery without inhibitor shows the value at 0.023 Ah, but a battery with the
inhibitor (8 mM) has 0.028 Ah. The capacity value of the battery that has an
inhibitor is better than the battery without inhibitor. Thus, can conclude that acetone
can be used as an inhibitor that is capable of preventing severe corrosion against
aluminium alloys. Moreover, the selected acetone concentration is essential for the
electrolyte battery solution to produce a good chemical reaction.
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Performance Characteristics of Palm Oil
Diesel Blends in a Diesel Engine

Shahril Nizam Mohamed Soid, Mohamad Ariff Subri,
Mohammad Izzuddin Ariffen and Intan Shafinaz Abd. Razak

Abstract Continuous usage and excavation of crude petroleum create a global alarm
that in several years, the petroleum resources would be depleted. Researches on
biomass resources such as palm oil, to replace diesel fuel have been conducted
comprehensively to find the most suitable alternative fuel to diesel fuel. Blends of 20,
40, 60, 80 and 100%of palm oil (PO)with diesel were investigated in a single cylinder
diesel engine. Each blend was tested on a standard Yanmar 178F diesel engine at
various engine speeds (1000–1800 rpm) and various loads (200–1000 kW). The
performance and fuel consumption of the engine were analysed and compared.
Experimental results show that performance and fuel consumptions of the enginemay
produce better, equal or deteriorate when running on palm oil diesel blends.

Keywords Biomass � Palm oil � Diesel fuel � Diesel engine

1 Introduction

Biomass is an energy resource derived from organic materials such as plant and
animal that can generate power and electricity by using various methods. The
renewable and sustainable characteristic of biomass fuel is the most desired char-
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acteristic that researchers consider to replace the usage of hydrocarbon or fossil
based fuel. There are many types of methods in preparing biomass fuel such as
fermentation conversion, compose, thermal conversion and chemical conversion.
Other than that, biomass fuel derived from plant such vegetable oil also can be used
in internal combustion engines.

An experiment on diesel engine using vegetable oil was conducted a decade ago.
Rudolph Diesel tested his original diesel engine with peanut oil in the year of 1900.
The usage of vegetable oil in diesel engine was reduced a few years later, due to the
abundance and cheap supply of petroleum product [1]. Usage of peanut oil is one of
the earliest proof that a diesel engine is able to run with vegetable oil, and this leads
to long research for the alternative fuel.

Nowadays, many researchers do extend research to alternative fuels, mainly
using vegetable oil either pure or blends of vegetable oil with diesel. This research
was conducted mainly due to the growing concern towards environmental and
greenhouse effects that are getting worst day by day [2]. Furthermore, vegetable oil
resources also abundance in many types such as peanut oil, olive oil, sesame oil,
palm oil and many more. Naturally abundance makes the study of the alternative
fuel using vegetable oil more reasonable and giving a high impact for the
humankind in the future.

There are several advantages of vegetable oil compared to conventional diesel
fuel. The advantages of vegetable oil are easily acquired, renewable and environ-
mentally friendly. Besides, there are still many types of vegetable oil that have a
huge potential to be discovered. Vegetable oil can be renewed by replantation of the
plant, and vegetable oil seldom contains sulphur, aromatic hydrocarbon, metals or
crude oil residues that can lead to environmental pollution [2, 3]. One of the
promising and high potential vegetable oil is palm oil.

Palm oil or their scientific name Cocos Nucifera is one of the most promising
vegetable oil that can be acquired easily in a tropical country such as Malaysia. In
Malaysia, palm oil is one of the most important export commodity for the
Malaysian economy and is mainly used for cooking and food manufacturing. Other
than its main role in food industries, palm oil is also able to replace diesel fuel as an
alternative in diesel engines [3].

Pure palm oil is able to run on a diesel engine, but faces several degradations on
performance due to several problems. Problems such as the properties of palm oil
that are different from the diesel that may affect the components of the engine that
relate to the performance of the engine. This study was conducted to investigate the
performance of the diesel engine fuelled by palm oil and its blends with diesel with
specific ratios of palm oil to diesel in percentages.
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2 Literature Review

Vegetable oil can be divided into two categories that are edible and non-edible.
Previous research focused more on the vegetable oil that is mainly and easily
acquired from the respected country. Examples of successful experiments on
non-edible vegetable oils are using putranjiva oil, jatropha oil and karanja oil, while
soybean oil and palm oil were examples of successful research that run using edible
vegetable oils. A typical vegetable oil structure can be seen as in Fig. 1. R1, R2 and
R3 are the alkyl group representation [4].

Palm oil was completely miscible to the diesel fuel, thus making it suitable for
blending in any proportion of palm oil or diesel fuel [5]. Palm oil blends were
created by mixing the palm oil with diesel fuel with a certain percentage of palm oil
and diesel fuel. Both mixtures have about the same microstructure and were
expected not to react to each other. Biodiesel fuel blends, vegetable oil blends and
palm oil blends can be assumed to behave like that because both of the biodiesel
and diesel fuel were non-polar, miscible to each other and add up to volume when
blended to each other [5].

The difference between palm oil and diesel fuel properties can be observed from
the higher density, viscosity and lower heating value of palm oil compared to diesel
fuel. Palm oil possesses higher viscosity compared to diesel fuel. The high viscosity
of palm oil might create a poor atomization process of the fuel that leads to an
incomplete combustion, choking to the fuel injector, carbonization of piston ring
and accumulation of combustion fuel into the lubrication oil [2]. Moreover, it also
makes the diesel engine difficult to start at a low temperature and increases the
penetration of the fuel spray that can lead to the thickening of the lubrication oil [3].

Blending of diesel fuel with various quantities of vegetable oil can reduce the
viscosity of the vegetable oil. This technique can minimize the cost of fuel pro-
cessing and engine modification [2]. Preheating the vegetable oil before running on
diesel engine also can reduce the viscosity of the vegetable oil and avoid the fuel

Fig. 1 Vegetable oil
structure
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filter from clogging [6, 7]. The degumming process also helps on reducing the
viscosity of the straight vegetable oil [6].

Gross heating value or gross calorific value is the measure of the total energy
released when a substance is completely burned or combusted under the presence of
oxygen and standard condition. Vegetable oil possesses almost the same gross
heating value or gross calorific value compared to the diesel fuel. Diesel fuel has the
highest gross calorific value with the lowest viscosity. Due to almost the same gross
heating values, that makes vegetable oil the most suitable alternative substitute to
the diesel fuel [2]. The lower the percentage of vegetable oil on vegetable oil
blends, the lower the viscosity and the higher gross calorific value of the vegetable
oil blends [2]. Both diesel fuel and vegetable oil can be mixed together to obtain the
satisfied viscosity and the gross calorific value [3].

A diesel engine that runs with vegetable oil might be a promising future as an
alternative substitution even though the performance of the engine might be lower
when compared running with diesel fuel. Therefore, the usage of palm oil blends in
a diesel engine should be investigated to understand its characteristics and provide a
better way in improving the engine performance.

3 Experimental Set-up and Procedures

The experiments were conducted by testing a diesel engine fuelled by palm oil and
its blends to gather the engine performance data such as engine torque, power,
brake specific fuel consumption (BSFC), brake mean effective pressure (BMEP)
and thermal efficiency. The data were recorded to obtain the performance curve for
palm oil blends and compared to engine running with diesel alone.

3.1 The Engine

A Yanmar 178F compression ignition diesel engine was used in the experiment and
was mounted on the test rig. The engine was coupled with a dynamometer by using
the belting system. The engine power was rated at 4 kW at the maximum speed of
3600 rpm. The details about the engine specification are shown in Table 1. The
experimental setup used in this study is shown in Fig. 2.

3.2 Palm Oil Diesel Blends

Palm oil-diesel blends were produced by mixing palm oil with diesel with specific
quantities. Five different blends of palm oil were used in these experiments. The
details of the blends are shown in Table 2.
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Table 1 Specification of the compression ignition (CI) engine

Model name Yanmar 178F

Type Single cylinder, vertical, 4 stroke, air-cooled, direct
injection

Bore � stroke 7.8 cm � 6.2 cm

Displacement 296 cubic centimeter

Compression ratio 20:1

Rated power/speed 4 kW at 3600 rpm

Rotation direction (view from
wheel)

Clockwise

Nozzle pressure 200 kgf/cm2

Fuel tank capacity 3.5 L

Fig. 2 Yanmar 178F diesel engine coupled with engine dynamometer

Table 2 Five difference
mixture of palm oil-diesel
blends and its density

Fuel blends Composition Density(g/ml)

Diesel 100% Diesel 0.828

20%PO 20% Palm oil + 80% diesel 0.8386

40%PO 40% Palm oil + 60% diesel 0.8632

60%PO 60% Palm oil + 40% diesel 0.8784

80%PO 80% Palm oil + 20% diesel 0.8896

100%PO 100% Palm oil 0.9046
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3.3 Experimental Flow

The engine was run on diesel and five palm-oil blends to gather the performance
data for comparison purpose. After that, the data were analyzed and compared to
observe the performance of engine based on quantities such as torque, brake power,
BSFC, BMEP and ηbt. Performance of the engine was measured by a dynamometer
connected to the engine shaft. The speed of the engine was measured using a
tachometer. The torque of the engine was measured using a load cell attached to the
dynamometer while the fuel consumption of the engine was measured using a
burette. The formulae used to analyze the performance of the engine are as follows.

BP ¼ 2pNT ð1Þ

where N is the engine speed in rps and T is the torque produced by the engine.
Brake mean effective pressure can be calculated using Eq. (2),

BMEP ¼ 2BP
ALNn

ð2Þ

where A is the bore area, L is the stroke length, N is the engine speed in rps and n is
the number of the cylinder. Brake thermal efficiency can be calculated using
Eq. (3),

gbt ¼
BP

_mf :Qnet
ð3Þ

where _mf is the mass flow rate of the fuel, while Qnet is the calorific value of the fuel
when completely combusted. Brake specific fuel consumption can be calculated
using Eq. (4),

BSFC ¼ _mf

BP
ð4Þ

where _mf is the mass flow rate of the fuel, while BP is the brake power produced by
the engine.

4 Results and Discussion

4.1 Performance of the Engine on Diesel Fuel
and Palm Oil Blends

Figure 3 shows the engine torque for diesel and blends fuel throughout the load at
1000 rpm. From Fig. 3 it was found that all blends had shown similar
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characteristics as diesel. The torque of the engine was increased when the load was
increased. At 1000 rpm, the lowest engine torque was produced by 100% palm oil.
Surprisingly 80% of the palm oil-diesel blend had produced the highest torque
among all blends. The average engine torque at various engine speeds is shown in
Fig. 4. From this Fig. 4, it was found that the palm oil blends are able to produce a
better engine torque compared to diesel at 1000–1400 rpm. However, beyond
1400 rpm, the palm oil blends produced lower engine torque compared to diesel
alone.

Fig. 3 Palm oil diesel blends engine torque at 1000 rpm and various engine loads

Fig. 4 Palm oil diesel blends engine average torque at a various engine speeds
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Figure 5 shows the engine brake power comparison to diesel at 1000 rpm. Once
again, all blends had shown the same characteristic as diesel and the trends show
that the brake power increased when the load increased. Similar to engine torque,
80% of the palm oil-diesel blend had produced the highest brake power. The lowest
brake power was produced by 100% palm oil. On average brake power analysis at
various engine speeds (Fig. 6), it was found that all the palm oil-diesel blended
fuels are able to produce a brake power almost equal or higher than diesel fuel at
low speed (1000–1400 rpm). But it starts to decline after 1400 rpm.

Fig. 5 Palm oil diesel blends engine brake power at 1000 rpm and various engine loads

Fig. 6 Palm oil diesel blends engine average brake power at various engine speeds
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Figure 7 shows the brake specific fuel consumption (BSFC) comparison
between palm oil blends and diesel at 1000 pm. Both diesel and palm oil blends had
shown the same characteristics where the value was decreasing with increasing
engine load. The engine performance is better when it has the lowest value of
BSFC. From Fig. 7, it is clear that 80% of palm oil-diesel blend has the lowest
value of BSFC when compared to diesel and other blends. While 100% palm oil
had produced the highest BSFC. Figure 8 shows the average BSFC at various
engine speeds and it was found that except for 100% palm oil, all blends had

Fig. 7 Palm oil diesel blends engine BSFC at 1000 rpm and various engine loads

Fig. 8 Palm oil diesel blends engine average BSFC power at various engine speeds
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produced almost equal or lower BSFC compared to diesel fuel at low engine speed.
But after 1400 rpm, all blends had produced higher BSFC than diesel. This is due
to its lower value of energy density when compared to diesel fuel.

The comparison for brake mean effective pressure between palm oil blends and
diesel at 1000 rpm is shown in Fig. 9. The bmep of the engine for all fuels were
increased when the load increased. The 80% palm oil diesel blend has the highest
bmep compared to the other blends, while 100% palm oil has the lowest bmep. The
average bmep (Fig. 10) at various engine speeds shows small differences between

Fig. 9 Palm oil diesel blends engine bmep at 1000 rpm and various engine loads

Fig. 10 Palm oil diesel blends engine average bmep power at various engine speeds
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all blend when compared to diesel, except for 100% palm oil. However, after
1400 rpm, the bmep from palm oil diesel blends decreased when compared to
diesel alone.

The overall engine performance can be indicated by using the brake thermal
efficiency, ηbt. Brake thermal efficiency is the ratio between the brake power and
indicated power. Highest thermal efficiency is desired for engine performance.
From the experiments it was found that the engine efficiency increases as the load
increases at 1000 rpm as shown in Fig. 11 for diesel and all blends. Once again, the
80% palm oil diesel blend has the highest thermal efficiency when compared to
others. However, at higher engine speed (above 1400 rpm), the palm oil blends
thermal efficiency is lower when compared to diesel due to its low brake power and
high amount of fuel consumed for the combustion process as shown in Fig. 12.

5 Conclusion

The experimental setup was configured well and the experiment was conducted
successfully without any major problem during the experimental run. The diesel
engine has proven to be able to run on palm oil and its blends and the performance
for each blend were comparable to diesel fuel. Some fuel blends seem better or
worse than diesel fuel. From the experiments, it was found that in the range of
1000–1400 rpm the performance of the palm oil blends was about the same when
compared to diesel fuel. The performance curves were close to each other at all
loads in term of engine torque, brake power, bsfc, bmep and thermal efficiency.

Fig. 11 Palm oil diesel blends engine brake thermal efficiency at 1000 rpm and various engine
loads
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However at higher speed, which is more than 1400 rpm, all palm oil blends per-
formance produce low engine performance most probably due to poor mixture
quality of fuel and air before the combustion process. Therefore further investiga-
tion and improvement on the injection process is required to improve the engine
performance when palm oil blends are used in diesel engine.
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Optimization of Palm Oil Diesel Blends
Engine Performance Based on Injection
Pressures and Timing
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Abstract The usage of palm oil diesel blends as an alternative fuel in a diesel
engine has been proven by many researchers. However, the high viscosity of palm
oil produced heavy low-volatility compounds that are difficult to combust in the
main combustion phase, and produce longer combustion period when compared to
diesel. This phenomenon will contribute to poor engine performance. Therefore,
this research was conducted to optimize the engine performance based on different
injection pressures and timings. Blends of 20 to 100% of palm oil (PO) and diesel
were investigated on a standard Yanmar 178F diesel engine at various engine
speeds, loads, injection pressures and timings. The optimization was carried out by
using a design of experiment software. Experimental results show that the blends
can match the diesel engine performance at higher injection pressure.
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1 Introduction

Biomass is a renewable energy sources for fuel that can be developed from an
organic material to create electricity or another form of energy. It is renewable and
sustainable and can be obtained from various resources such as vegetable oils and
animal products [1]. The usage of vegetable oil has an advantage compared to
conventional diesel such as easier to produce and renewable. There are many types
of vegetable oil, for examples sunflower, corn, coconut, sesame and palm oil. Palm
oil is the most productive oil crops in the world, and can be the best option for
biomass fuel.

Cocos nucifera or palm oil is easy to acquire in a tropical country like Malaysia.
In fact, Malaysia is the second largest exporter of the palm oil behind Indonesia
with the market share of 32% of the world market in 2015. With the European
Union (EU) resolution and its proposal to ban palm oil into Europe, the usage of
palm oil blends in Diesel engine may be on the right track in Malaysia.

The usage of palm oil diesel blends as an alternative fuel in a diesel engine has
been proven by many researchers. However, its usage contributes to degradations of
engine performance due to its different density and viscosity. There are a few
experiments and studies that were conducted to study the effects of palm oil usage
in a diesel engine.

The heavy low-volatility compounds that are produced by the high viscosity of
palm oil are difficult to combust in the main combustion phase and produce a longer
combustion period when compared to diesel. Injection timing and injection pressure
are the parameters that can be changed to improve the combustion process.
Injection timing is the duration of the injected fuel in the combustion chamber.
While, injection pressure is how much the pressure of the fuel is injected into the
combustion chamber that will affect the behaviour of the sprayed fuel. This study
was conducted to optimize the engine performance based on different injection
pressures and timings.

2 Literature Review

Pure palm oil may be employed in diesel engines as an alternative fuel. Engine
performance and emissions were influenced by basic differences between diesel fuel
and palm oils such as mass-based heating values, viscosity, density and molecular
oxygen content. The high viscosity of palm oil resulted in poor atomisation, carbon
deposits, clogging of fuel lines and starting difficulties in low temperatures [2].

Several problems can be observed when the vegetable oil is run in a diesel
engine that affects the operation and durability. The example operational problems
are starting the engine, ignition, combustion and performance of the diesel engine.
While durability problems are related to the formation of the carbon deposits,
carbonization, sticking of the oil ring and dilution of the lubrication oil [3].
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Vegetable oil can make the fuel filter to choke due to long operation due to the
high viscosity of the pure vegetable oil and insoluble substance that presents veg-
etable oil. The high viscosity of the pure vegetable oil can cause poor atomization
thus cannot distribute and mix well with the air inside the engine cylinder resulting in
poor combustion and decrease of the diesel engine performance [3].

Several techniques can be adapted to decrease the viscosity of straight vegetable
oil such as degumming, transesterification and fuel blending. When the viscosity of
the fuel can be improved, the problem related to the viscosity of the straight
vegetable oil can be reduced thus increased the diesel engine performance [3].
There are many experimental works conducted by researchers around the world to
understand the combustion characteristics of vegetable oil in diesel engine [4–9].

It was proven that a diesel engine can run alternatively on palm oil [2]. However,
the high viscosity of palm oil may affect the performance of the diesel engine. Due
to high viscosity properties of palm oil, it produced poor atomization process that
tends to decrease the performance of the engine. Therefore, in this research opti-
mization on engine performance using palm oil diesel blends will be based on
different injection pressure and timings.

3 Experimental Set-up and Procedures

The experiments were conducted by running palm oil and its blends on a diesel
engine. The data acquired were recorded onto the table so that analysis can be
conducted and the performance curve for palm oil blend can be obtained. The
injection timing and pressure were altered to observe the performance of the diesel
engine for every configuration. Design of experiment software by Design Expert
was used to analyze and optimize the best engine setting.

3.1 The Engine

In this experiment, a single cylinder diesel engine (Yanmar 178F compression
ignition) was mounted on the test rig. The engine is mounted with a dynamometer
using a belting system. The engine power was rated at 4 kW at the maximum speed
of 3600 rpm. The engine specification and details can be seen in Table 1. The
experimental setup for this work is shown in Fig. 1.

3.2 Palm Oil Diesel Blends

Palm oil is blended with diesel with specific quantities and particular palm oil palm
oil diesel blends were produced. Five different blends of palm oil were used in this
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Table 1 Specification of the compression ignition (CI) engine

Model name Yanmar 178F

Type Single cylinder, vertical, 4 stroke, air-cooled, direct
injection

Bore � stroke 7.8 � 6.2 cm

Displacement 296 cm3

Compression ratio 20:1

Rated power/speed 4 kW at 3600 rpm

Rotation direction (view from
wheel)

Clockwise

Nozzle pressure 200 kgf/cm2

Fuel tank capacity 3.5 L

Fig. 1 Yanmar 178F CI engine performance experimental setup

Table 2 Five difference
mixture of palm oil diesel
blends and their density

Fuel blends Composition Density (g/ml)

Diesel 100% diesel 0.828

20% PO 20% palm oil + 80% diesel 0.8386

40% PO 40% palm oil + 60% diesel 0.8632

60% PO 60% palm oil + 40% diesel 0.8784

80% PO 80% palm oil + 20% diesel 0.8896

100% PO 100% palm oil 0.9046
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experiment and the details are shown in Table 2. The details of the fixed and
variable parameters as well as fuel blends can be seen in Table 3.

The five palm-oil blends were used to run a diesel engine to gather the perfor-
mance. The performance of the engine such as torque, brake power and bsfc was
compared to the diesel fueled engine. For optimization, sets of experiment were
obtained using different configurations of injection pressure, injection timing and
palm oil blends with the arrangement assisted by DOE (central composite design).
Then, the actual data was obtained from the experiments for every configuration.
The experimental design table is plot using the actual performance data obtained to
acquire the theoretical projection of the engine setting for the best performance of
palm oil fueled engine.

3.3 Performance Measurements

An engine dynamometer was connected to the engine shaft of the Yanmar 178F to
measure the performance of the diesel engine. A speed sensor was used to measure
the speed of the engine in rpm. The dynamometer were attached with a load cell to
measure the torque of the engine. While a burette was used to measure the fuel
consumption of the engine. To analyze the performance of the engine, the formulae
used are as follows.

Brake Power;BP ¼ 2pNT ð1Þ

where N is the engine speed in rps and T is the torque produced by the engine. The
brake specific fuel consumption can be calculated using Eq. (2);

BSFC ¼ _mf

BP
ð2Þ

where _mf is the mass flow rate of the fuel, while BP is the brake power produce by
the engine.

Table 3 Fixed and variable parameters in the experiment

Fixed parameters Variable parameters

Fuel blends ratio 20, 40, 60, 80 and 100% PO

Engine RPM 1000, 1200, 1400, 1600 and 1800 rpm

Engine load 200, 400, 600, 800 and 1000 W

Engine performance
(output)

Torque, brake power, BSFC, Bmep, ηth

Injection pressure 200 (original setting), 250 and 300 bar

Injection timing 11°, 14° (original setting) and 17° BTDC (1, 2 and 3 copper
shims)

Optimization of Palm Oil Diesel Blends Engine Performance … 35



3.4 Optimization

Optimization of the diesel engine was conducted using a design of experiment
software (central composite design). The data is key in the software with the lowest,
mean and highest value. The suggestion from the software will be generated for the
injection pressure and timing. A test was then conducted using the suggestion from
the software.

4 Results and Discussion

4.1 Engine Performance at the Original Setting

The average of torque and brake power comparison to diesel at an engine load
range from 200 to 1000 W for palm oil diesel blends are shown in Table 4. In this
work, the percentage comparison for torque and brake power to diesel has the same
value. The analysis shows that palm oil diesel blends produced a better engine
performance when compared to diesel at low speed (below 1400 rpm), except for
P80 at 1200 rpm and P100 at 1000 rpm. However, at higher speed (beyond
1400 rpm), all blends engine performance had decreased and were worst when
compared to diesel fueled engine.

Table 5 shows the comparison of palm oil diesel blends of average brake
specific fuel consumption to diesel at engine load range from 200 to 1000 W.
Lower value of bsfc are desired since it indicates that a low amount of fuel is used to
produced the power. For all blends P100 had shown the highest bsfc and it has

Table 4 Average torque and
brake power of palm oil diesel
blends comparison to diesel
using original injection setting

Speed
(rpm)

Blends ratio (%)

P20 P40 P60 P80 P100

1000 1.56 2.44 1.27 13.76 −7.80

1200 6.14 1.17 1.32 −1.54 0.44

1400 2.15 2.36 1.18 4.24 2.09

1600 −1.78 −3.22 −3.46 −0.67 −7.74

1800 −5.45 −9.93 −1.48 −7.22 −3.30

Table 5 Average brake
specific fuel consumption of
palm oil diesel blends
comparison to diesel at the
original injection setting

Speed
(rpm)

Blends ratio (%)

P20 P40 P60 P80 P100

1000 −4.78 3.47 0.60 −18.01 45.46

1200 −11.39 −0.23 2.89 8.13 19.14

1400 −8.83 −7.12 −4.11 −0.30 11.70

1600 11.07 19.46 32.58 27.91 42.44

1800 29.56 43.26 19.56 31.59 27.68
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45.56% bsfc when compared to diesel (at 1000 rpm). For other blends (P20–P80)
they have a lower bsfc when compared to diesel except for certain conditions
(indicated by positive value of bsfc). The best bsfc achieved is 18.01% lower than
diesel by P80 at 1000 rpm. Beyond 1400 rpm, all palm oil blends are worse when
compared to the diesel fuelled engine.

The average brake mean effective pressure of palm oil blends comparison to
diesel at engine load range from 200 to 1000 W are shown in Table 6. At the range
of 1000–1400 rpm, all palm oil diesel blend had shown better bmep when com-
pared to diesel except for P100 at 1000 rpm and P80 at 1200 rpm. However,
beyond 1400 rpm all blends had shown a low value of bmep when compared to the
diesel fuelled engine. The poorest bmep is 9.93% lower than diesel fuel at 800 rpm
by P40. The best bmep was produced by P80 which is about 13.76% higher than
diesel at 1000 rpm.

The overall performance of the engine is shown by the value of brake thermal
efficiency. Table 7 shows the average brake thermal efficiency of palm oil diesel
blends comparison to diesel at engine load range from 200 to 1000 W. Once again,
at low speed (1000–1400 rpm) all blends had shown better engine performance
when compared to diesel except for P100 at 1000 rpm. The thermal efficiency
achieved by the P60 at about 21.91% higher than diesel fuelled engine at 1400 rpm.
At higher engine speed (1600–1800 rpm) all palm oil diesel blends produced lower
value of thermal efficiency when compared with a 14.83% lower value when

Table 6 Average brake mean effective pressure of palm oil diesel blends comparison to diesel at
the original injection setting

Speed (rpm) Blends ratio (%)

P20 P40 P60 P80 P100

1000 1.56 2.44 1.27 13.76 −7.80

1200 6.14 1.17 1.32 −1.54 0.44

1400 2.45 2.69 1.34 4.83 2.38

1600 −1.78 −3.22 −3.46 −0.67 −7.74

1800 −5.45 −9.93 −1.48 −7.22 −3.30

Table 7 Average brake thermal efficiency of palm oil diesel blends comparison to diesel at the
original injection setting

Speed (rpm) Blends ratio (%)

P20 P40 P60 P80 P100

1000 6.15 6.25 8.43 17.28 −13.35

1200 13.51 5.70 2.01 4.51 1.26

1400 17.62 19.88 21.91 16.15 10.38

1600 −6.02 −11.25 −12.16 −7.92 −14.83

1800 −11.91 −14.65 −9.30 −11.65 −10.74

Optimization of Palm Oil Diesel Blends Engine Performance … 37



compared to diesel. The lowest value of thermal efficiency was produced by P100
with the value is at about 14.83% lower when compared to the diesel fuelled engine
at 1600 rpm.

Based on the data of the original injection setting, it was found that the palm oil
diesel blends can match or exceed the diesel fueled engine performance at low
speed in between 1000–1400 rpm. However at higher engine speed, which is
beyond 1600 rpm, the engine performance starts to decrease mostly due to the fact
that its higher viscosity contributes to a longer combustion period. However at
higher speed, the time available for the combustion process has become shorter.
Therefore a modification on the injection process is required to improve the mixing
quality of fuel and air thus to improve the combustion process.

4.2 Optimization of Palm Oil Diesel Blends Using DOE

The optimization of palm oil diesel blends combustion process was performed at
1800 rpm of engine speed by using a design of experiment software to estimate the
number of trials based on different configuration of injection pressure and timing.
The injection pressure was varied from 200 to 300 bar and the injection timing from
11° to 17° before top dead center (BTDC). In this work, the injection timing was
varied by the number of injector pump shims. 3 pieces of shims will produced 17°
btdc injection timing, 2 pieces of shims produced 14° btdc of injection timing
(original setting) and 1 piece of shim produced 11° btdc of injection timing. The
aim of optimization is to increase the engine performance in terms of torque, brake
power and bsfc. Figure 2 shows the suggested configuration for the optimization
study.

From the actual data obtained, the software conducted a detailed analysis and
suggested the theoretical projection of the engine setting for the best performance of
the palm oil fueled engine. The constrained goals were set so that the suggestion
was in the range with the experimental factor. Figure 3 shows the theoretical
suggestion for the engine configuration for best performance of the engine.

Design Expert software analysis suggested about 12 configurations and ranked
them from the most desired configuration to less. The analysis was done on behalf
of the actual data that has been collected during the experiment. The desirability of
the configuration and performance were ranked based on the theoretical perfor-
mance of the engine. It can be said that, with the use of a low percentage of palm
oil, the higher injection pressure was desired so that the atomization of the fuel was
better. Due to better and the finer fuel droplet produced, the shorter time was needed
to combust the fuel completely, thus the retard injection timing was expected.

The analysis was only catered to maximize the performance on engine torque
and BP only, regardless of the fuel consumption of the engine. Fuel droplets were
present at the exhaust manifold during the retard injection timing experiments
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Fig. 2 Suggested experimental configuration for palm oil blends optimization on torque, brake
power and bsfc

Fig. 3 Design goals and theoretical suggestion for best engine configuration by the DOE software
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(3 pieces of shims is equal to 11° btdc). From the presence of the fuel droplets, it
can be that the fuel did not burn completely inside the engine cylinder, thus the
residue was ejected out during the exhaust stroke. The comparison between the
optimized configuration and the original injection setting at 1800 rpm is shown in
Table 8.

5 Conclusion

The experimental setup were configured well and the experiment was conducted
successfully without any major problem during the experimental run. The modified
engine run well despite the modification on the injection timing, injection pressure
and usage of difference palm oil blends. The usage of Design Expert software was
able to predict and list the possible setting for the diesel engine for maximum
performance on palm oil fueled engine (see Table 8). Increase in injection pressure
and retard the injection timing would increase the performance of P20 at about
12.82% for engine torque. The objectives of these experiments were achieved.

Acknowledgements The authors would like to thank Universiti Kuala Lumpur Malaysian
Spanish Institute for the financial support for this research work via UniKL STRG grant UniKL/
CoRI/strl5028.

Table 8 Comparison between optimized configuration and original injection setting at 1800 rpm

Solution
no.

Injection
timing
(degree
BTDC)

Injection
pressure
(bar)

Blend
ratio
(%)

Optimized
brake
torque
(Nm)

Initial
brake
torque
(Nm)

% Of
improvement

1 17 288 20 8.8 7.8 12.82

2 17 287 20 8.8 7.8 12.82

3 17 285 20 8.8 7.8 12.82

4 17 298 20 8.6 7.8 10.26

5 17 275 20 8.8 7.8 12.82

6 17 247 20 8.7 7.8 11.54

7 15 300 20 8.4 7.8 7.69

8 11 230 100 8.2 7.9 3.80

9 11 229 100 8.2 7.9 3.80

10 11 230 100 8.2 7.9 3.80

11 12 242 100 8.2 7.9 3.80

12 13 223 100 8.1 7.9 2.53
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Abstract The conventional electro-discharge machining (C-EDM) method with
low material removal rate (MRR) and high electrode wear rate (EWR) results in
high production costs. The C-EDM also suffers from inconsistent machined surface
quality and the formation of micro cracks and craters on the machined surface. The
objective of this article is to review the advantages of the powder mixed EDM
(PMEDM) method and its potential to improve the Mg-alloy surface quality.
Research articles related to PMEDM process since the year 2015 until 2018 are
summarized in this article. The addition of conductive particles in the dielectric
fluid leads to an increase of the spark gap size, which subsequently results in a
reduction in electrical discharge power density. The melted and deposited zinc
particles on the Mg-alloy machined surface will modify the surface.
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Keywords Mg-alloy � Mixing powder � PMEDM � Surface quality

1 Introduction

The conventional electro-discharge machining (C-EDM) method with low material
removal rate (MRR) and high electrode wear rate (EWR) will be resulting in a high
production costs. The C-EDM also suffers of inconsistent machined surface quality
and the formation of micro cracks and craters on the machined surface. Furthermore,
the application of electric current changes the mechanical properties of the machined
surface [1]. Since it was first invented, the EDM technology has been through some
stages of improvement. In recent years, new exploratory research works have been
initiated to improve the efficiency of the EDM process using the powder mixed EDM
(PMEDM) method [2, 3]. The objective of this article is to review the advantages of
the PMEDM method and its potential to improve the Mg-alloy surface quality.

The PMEDM method may lead to the improvement of the machined part surface
finish, increase theMRRand reduce the EWRand alsomodifying themachined surface
characteristics. Since the disadvantages of theC-EDMmethod inmachining biomedical
implants are the fatigue performance due to high corrosion rate of themachined surface,
micro cracks, brittle oxidized surface recast layer and internal tensile stresses [4], the
PMEDM method is believed to have the potential for surface modification on the
machined surface properties, topography and elements composition, thus the machined
surface corrosion ratewill be reduced. Themixing particles in the dielectricfluid help to
improve the sparking efficiency during the ignition process.

2 Working Principle of PMEDM

The addition of conductive particles in the dielectric fluid leads to an increase of the
spark gap size, which subsequently will be resulted in a reduction in electrical
discharge power density. From the literature of PMEDM researches, a newly
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fabricated operating tank namely PMEDM operating tank is placed in the original
operating tank. The reasons are to ensure that the mixing powder in the dielectric
fluid will not be filtered by the fine dielectric fluid filter presence in the original
machine reservoir, to avoid any possible damage to the original dielectric circula-
tion system and to reduce the quantity of powder used due to the large size of the
original operating tank and huge quantity of dielectric fluid. The newly fabricated
PMEDM circulation system can be divided into two systems, which are the
closed-loop circulation system and the opened-loop circulation system. Figure 1
presents the schematic diagram of the closed-loop circulation system.

The PMEDM circulation system is equipped with a stirrer to ensure that the
powder is circulated inside the PMEDM operating tank and not accumulated at the
bottom of the tank and a circulating pump with nozzle directed towards the spark
gap to ensure the presence of powder at the cutting area. The disadvantage of the
closed-loop circulating system is that the same dielectric fluid and debris would be
compounded in PMEDM operating tank throughout the process. The opened-loop
circulation system as presented in Fig. 2 has additional mechanisms such as
PMEDM reservoir with stirrers, dielectric fluid supply pump, hoses and filter [5–
13]. The opened-loop circulation system is used in this research because the
PMEDM operating tank is connected to an external reservoir to circulate the
renewal dielectric fluid during the process and the 1 lm filter will filter the debris
from the Mg-alloy workpiece and copper electrode and allows the zinc powder with
an average size of 80 nm to pass through.

In the PMEDM method, the effects of mixing powder on the output response
depend mainly on its physical properties, particle size and powder concentration.
The main characteristics to consider in the selection of the powder are the electrical
conductivity, thermal conductivity, density, melting point, powder size and powder

Nozzle 

D.C. 
power 
supply

Circulating pump

Tool electrode

Stirrer 

Machining tank

Powder mixed 
dielectric fluid

Dielectric fluid

Workpiece 
holding fixture

Magnets 

Workpiece

Fig. 1 Diagram of the PMEDM closed-loop circulation system. Adapted from [5]
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concentration [8]. A metal powder with high electrical conductivity will easily
promote more electrons to ionize or breakdown the dielectric fluid for quicker
creation of electrical discharge which flows widely in the cutting area. High thermal
conductivity of the powder will easily dissipate heat from the cutting area to the
dielectric fluid. The low density of the powder will contribute to the suspension of
powder in the dielectric fluid. The lowest melting point of the powder will con-
tribute to melting the powder presence in the cutting zone and get deposited on the
machined surface to improve its characteristics. The fine powder improves
machining rates and surface roughness. The metallic powder grain size can be
classified as very coarse (>1000 µm), coarse (355–1000 µm), moderately fine
(180–355 µm), fine (125–180 µm) and very fine (90–125 µm) [14]. The amount of
powder in the dielectric fluid will promote more electrons to be energized, con-
tributing to faster breakdown of the dielectric fluid and evenly distribution of the
electric discharge.

Workpiece

Power 
supply

Pump

Reservoir 

Stirrer 

Filter 

Tool electrode

Fig. 2 Diagram of the PMEDM open-loop circulation system. Adapted from [8]
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3 Research Articles on PMEDM

Recently, many research articles regarding PMEDM can be found in studies of the
different workpiece and mixing powder materials. The advantages of the PMEDM
method addressed in those research articles include improved machining efficiency
in terms of machining time, MRR, EWR, reducing surface roughness and potential
for surface modification. The discussions on surface modification include powder
deposition on the machined surface, surface morphology, recast layer and surface
hardness. Table 1 summarizes research articles related to the PMEDM process
since the year 2015 until 2018.

Table 1 Research articles on PMEDM

Researcher Year Workpiece Mixing powder Research findings

Bhattacharya
et al. [15]

2015 Die steels
(AISI D2,
AISI D3 and
AISI H13)

Graphite, tungsten
and titanium

Confirmed material migration
from the suspended powder in
the dielectric, reduced EWR and
increased micro hardness

Prakash et al.
[16]

2015 Titanium
alloy

Silicon Increased micro hardness and
optimized surface roughness

Tawfiq and
Hameed [17]

2015 Die steel
(AISI D3,
AISI D6 and
AISI H13)

Manganese,
aluminum and
aluminum-manganese

Minimized surface roughness
with manganese powder

Syed et al. [18] 2015 Aluminum
metal matrix
composite

Aluminum MRR was improved with
PMEDM method

Long et al. [19] 2016 Die steels
(SKD 61,
SKD 11 and
SKT 4)

Titanium MRR increased by 42.1%
compared to C-EDM

Bembde and
Sawale [20]

2016 Steel (EN31) Silicon Optimized MRR and surface
roughness

Long et al. [21] 2016 Mould steels
(SKD 61,
SKT 4 and
SKD 11)

Titanium Optimized surface roughness,
uniform thickness of the white
layer, increased hardness and
reduced cracks

Arya et al. [22] 2016 Stainless steel
(304)

Copper Increased MRR and decreased
EWR

Kumar et al.
[23]

2016 Steel
(HCHCr)

Silicon Increased MRR by 41% and
decreased EWR by 35%

Prakash et al.
[24]

2016 Titanium
alloy

Silicon Reduced recast layer by
increased powder concentration,
improved MRR and reduced
EWR

(continued)
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Table 1 (continued)

Researcher Year Workpiece Mixing powder Research findings

Kumar et al.
[25]

2016 Titanium
alloy

Titanium, tin,
vanadium,
manganese and
tungsten

Optimized EWR and observed
the hard and brittle black layer
formed on the electrode surface

Abdul-Rani
et al. [26]

2016 Titanium
alloy

Aluminum Reduced surface roughness.
Less cracks, craters and voids
on machined surface

Abdul-Rani
et al. [27]

2017 Titanium
alloy

Aluminum Improved surface morphology
and reduced rate of corrosion

Banh et al. [28] 2017 Die steel Titanium Concentration of the powder
was identified as the most
significant input compared to
other operation inputs. Tool
wear and surface roughness
have decreased. Increased
accuracy and machining
efficiency

Chaudhury et al.
[29]

2017 Steel (EN19) Tungsten Powder concentration was
identified as the most significant
input affecting the MRR

Karunakaran
and
Chandrasekaran
[30]

2017 Nickel alloy
(Inconel 800)

Aluminum Increased MRR by 36.67%
compared to C-EDM

Bhaumik and
Maity [31]

2017 Stainless steel Silicon carbide Most significant operation input
was peak current. Surface
irregularities increased when
peak current increased. Surface
roughness decreased when
powder concentration increased.
Cracks, craters and globules
were formed on the machined
surface

Nanimina et al.
[32]

2017 Molybdenum
high-speed
steel

Aluminum The added surfactant was not
significant. Surface quality was
slightly improved

Shabgard and
Khosrozadeh
[33]

2017 Titanium
alloy

Carbon nanotubes Reduced size of micro cracks,
MRR and EWR. Surface
roughness decreased as
reduction of spark energy and
uniform spark distribution

Ou and Wang
[34]

2017 Titanium
alloy

Hydroxyapatite Reduced surface roughness and
recast layer. MRR was
decreased. Calcium and
phosphorus were found
embedded on the recast layer

(continued)
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4 Improving Mg-Alloy Surface Quality Using PMEDM

Figure 3 illustrates how the suspended powder in the dielectric fluid is resulting in a
better machined surface quality. During the PMEDM process, the powder suspends
in the dielectric fluid reduces the insulating strength of the dielectric fluid, reduces
the energy density on the workpiece and increases the spark gap distance between
the workpiece and tool electrode. Thus, the plasma channel will enlarge and widen.
With optimum powder concentration, the process becomes more stable with higher
spark frequency generated and ensures a homogeneous distribution of the discharge
energy which is creating uniform erosion from the workpiece and results in shallow
craters that served to improve the surface finish [23, 34, 37]. The improvement of
the surface quality is not only on the roughness, but also to reduce the micro cracks,
globules and voids.

In order to understand the formation of the bridge in the spark gap between the
electrode and Mg-alloy workpiece, assume that the added zinc particles are spheres
with higher permittivity than the dielectric fluid. The zinc particles in the gap get
polarized in an electric field and experience a force toward the place of maximum

Table 1 (continued)

Researcher Year Workpiece Mixing powder Research findings

Prakash et al.
[35]

2018 Mg-alloy Hydroxyapatite Found hydroxyapatite layer
with interconnected pores of
5–10 µm

Kumar et al.
[36]

2018 Inconel 825 Aluminum oxide MRR and surface roughness are
directly influenced by peak
current, pulse on-time and gap
voltage. PMEDM improves
surface roughness

Fig. 3 The process of the influence of powder mixed dielectric fluid in improving surface quality.
Adapted from [5, 7, 9, 13, 26, 28, 37–39]
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stress, and in a uniform electric field that can usually be developed by a small
sphere gap, the field is the strongest in the uniform field region. Thus, the force on
the particle is zero and the particle remains in equilibrium. Therefore, the particles
will be dragged into the uniform field region. Since the permittivity of the zinc
particles is higher than that of the dielectric fluid, the presence of particles in the
uniform field region will cause a flux concentration at its surface. Other particles
also tend to move towards the higher flux concentration. If the present zinc particles
are large, they become aligned due to these forces and form a highly conductive
bridge across the spark gap. Hence, this will lead to easier liquid breakdown [40].
However, the concentration of the powder is important. Too high concentration will
be resulting in a negative output.

The powder suspended in the dielectric fluid is incorporated into a recast layer
on the workpiece to obtain a surface with the desired properties, which is interesting
from the point of view of applications involving surface modifications. The
machined surface roughness and the recast layer thickness depending on the
melting point and thermal conductivity of the material, since the removal mecha-
nism is based on spark erosion. During the spark erosion process, more material
will be melted and evaporated by electric discharge when the workpiece has a lower
melting point [34]. Based on this reason, since the Mg-alloy has a considerably
lower melting point, it is easier for zinc particles to deposit and bound on the
machined surface. The additive particle size is determinative in machined surface
quality. The smallest particles between 70 and 80 nm produced the best surface
finish while simultaneously increasing the recast layer thickness [41]. The recast
layer incorporated with zinc particles will improve the corrosion resistance of
Mg-alloy machined surface.

The higher powder concentration leads to a smaller gap distance, which will
allow less dielectric fluid passing through the sparking gap and taking away heat
from the workpiece. This causes heat accumulation on the workpiece surface,
which is beneficial for the formation of the recast layer.

5 Conclusion

From the review of previous research works, it can be concluded that the PMEDM
method has the potential to improve the Mg-alloy surface quality. The high tem-
perature from the plasma channel melts the workpiece accompanied by the mixing
powder incorporating into the surface. Increasing discharge current provides the
high current density of the discharge channel resulting in debris being rapid ejected
out of the gap by mechanical impaction. However, raising the pulse on-time pro-
motes the amounts of the powder on the machined surface due to the discharge
channel expansion. Since the micro cracks can cause a disruption of the surface
oxide layer which expedites the corrosion [42], the melted and deposited zinc
particles on the Mg-alloy machined surface will modify the surface. Surface
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modification of the machined surface is not only beneficial for improving the
corrosion resistance. It will also change the surface hardness. The type of mixing
powder significantly affects the micro hardness of the machined surface [43].
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Validation of Driver’s Cognitive Load
on Driving Performance Using Spectral
Estimation Based on EEG Frequency
Spectrum

Firdaus Mohamed, Pranesh Krishnan and Sazali Yaacob

Abstract Driver’s drowsiness becomes a prominent factor that causes the growing
number of a road accident in the past few years and turns out to be perturbing for
road safety. This research presents approaches for drowsiness and alertness
recognition based on the electroencephalography (EEG) and power spectrum to
evaluate the driver’s vigilance level in a static driving simulator. The EEG data-
bases are validated using the Karolinska sleepiness scale (KSS) and reaction time
(RT). Frequency-domain power spectral density (PSD) feature extraction tech-
niques were evaluated (periodogram, Lomb-Scargle, Thompson multitaper, and
Welch) with supervised learning classifiers (MLNN, QSVM, and KNN). The
highest accuracy is attained from MLNN using Lomb-Scargle PSD with 96.3% and
the minimum accuracy is attained from QSVM and KNN with both 62.2% using
periodogram and Welch PSD features set respectively.

Keywords Drowsiness � EEG � KSS � RT

1 Introduction

Severe sleep deficiency, continuously driving the vehicle for extended hours,
unbalanced driving schedule were common among the car drivers especially for
heavy vehicle drivers. Driving a vehicle under the influences of fatigue and
drowsiness will cause longer response time, alertness reduction and deficits in
information processing and communication, which may contribute to the increase
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of the accident and lacks accuracy in driving maneuver, especially at high speeds
driving. The current technologies from original equipment manufacturer (OEM) for
recognizing the driver’s fatigue/drowsiness level are still in its early stages and the
information of understanding government strategies in preventing road accidents
and vehicle manufacturer’s approaches are thus far inadequate to avert from deadly
road catastrophes.

In recent years, a variety of techniques and methods have been introduced by
researchers for recognizing driver’s drowsiness based on face recognition, body
movements, and physiological signals. Amongst the biosignals based methods as an
indicative measure, perhaps the electroencephalography (EEG) signals are being the
utmost auspicious measures of driver’s drowsiness. Nevertheless, there are some
obstacles in designing EEG-based driver drowsiness recognition systems, which
comprises, lack of a significant index for detecting fatigue/drowsiness and perva-
sive noise interferences while recording the EEG activities while driving in a static
driving simulator.

Moreover, driving factors such as traffic congestion, driving posture and prolong
contact with vehicle noise and vibration may also contribute to driver fatigue/
drowsiness. At the present time, there are no models to differentiate the relationship
between the cognitive and physical significances of fatigue that correlate to the
driver’s vigilance level. Henceforth, it is crucial to design the driver fatigue/
drowsiness recognition model in view of the behavioral characteristics of the driver
and environmental aspects to estimate the level of vigilance. The event-related
potentials (ERP) observed from the drivers can be used to identify the cognitive
state and fatigue index that may improve the driver’s performance capacity and
prevents a catastrophic incident. However, there is limited information on the
correlation between driver fatigues due to driving factors and attitude/behavior.
Therefore, understanding the psychology of fatigue may lead to better
fatigue-alertness model.

2 Literature Review

Driver drowsiness becomes a major factor that causes road accidents in Malaysia
[1–4] for the past few years. The main factor that causes human faults are fatigue
and drowsiness that affect the driver’s behavior due to sleep deprivation, drinking
of alcohol, long driving hours and driving schedules for instance driving at
night-time, early dawn, mid-afternoon and particularly in the monotonous traffic
congestion, personality and personality may also stimulate fatigue [5, 6]. Thus,
preventing such disastrous accidents is thus a major focus of government strategies,
vehicle manufacturers and research efforts in the field of automotive and safety
research [2, 7].

For the past years, a number of methods and techniques have been proposed to
identify vigilance changes such as physical changes during fatigue and measuring
physiological changes of drivers, such as eye activity measurement, heartbeat rate,
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skin electric potential, and especially, brain wave activities as a means of detecting
the cognitive states [8–10]. Consequently, analyzing the EEG signals during driver
fatigue may be a promising indicator for use in a driver’s drowsiness recognition
systems. The EEG-based classification of alertness levels has the benefits of pro-
ducing an accurate and quantitative assessment and a relatively shorter one to track
second-to-second fluctuations in the driver’s driving performance. Nevertheless,
monitoring driver’s fatigue based on EEG signals and estimating the level of fatigue
index are still in its early stages and there is lot to discover for instance the EEG
frequency bands that are associated with fatigue and drowsiness. In addition, to
estimate to which degree these cognitive states associated with EEG changes can be
effectively integrated into a driver’s drowsiness counter-measure system [11–13].
Likewise, there are few obstacles in analyzing the raw EEG signals, which com-
prises omnipresent noise while acquiring the EEG signals in a static driving
simulator [13].

Consequently, in this work, it is recommended to design a driver’s vigilance
recognition model based on the EEG signals by integrating signal processing
techniques and supervised machine learning algorithms to estimate the driver
cognitive state while driving a vehicle in a virtual-based static simulator under a
monotonous driving environment. To minimize the computational time, the features
used for modeling should be minimal [14]. Thus, in this research, it is proposed to
minimize the number of features using soft computing techniques and classification
using non-linear supervised classification algorithms [15]. The proposed detection
model recognizes the distinction between the driver’s alertness level whether the
driver is in an alert state or in fatigue state due to induced-fatigue driving or
cognitive-behavior using the EEG signals. Then the level of alertness is related with
sleepiness.

Furthermore, the adaptive model can be utilized to alert drivers and regulators in
optimizing the properties of the interface systems in identifying potential catas-
trophes. The proposed system alerts the driver during fatigue/drowsiness according
to the recognition of the cognitive state and produces the fatigue index and level of
alertness. The proposed system also helps the driver to be more attentive and
intuitive to prevent fatal road accidents.

3 Methodology

3.1 Experimental Setup for Data Recording

This research work involves acquiring EEG data from a number of subjects with a
specifically designed protocol for alert driving (AD) and fatigue driving
(FD) simulations. In order to acquire the drivers’ EEG database, two specifics
driving simulation procedures were developed. The first procedure is an alert
driving session which is recorded in the morning for AD database and the second
procedure is fatigue/drowsiness driving session which is recorded in the afternoon
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for FD database. The developed EEG databases for AD and FD were collected from
10 normal subjects in two different driving procedures. The proposed methodolo-
gies involve the recognition of the driver’s alertness level (alert and fatigue)
through exclusive mode (subject wise analysis), as illustrated in Fig. 1.

3.2 Driving Tasks

Open source driving simulation called OpenDS [17] is used for the driving simu-
lation tasks. The ReactionTest driving scheme from OpenDS consists of two
driving tasks that each subject requires to perform, which are “Slow Down” and
“Change Lane”, and is displayed in Fig. 2. The subjects were required to respond
quickly on the appearing signs. A total of 10 tasks for “Slow Down” and 10 tasks
for “Change Lane” the subjects need to perform throughout each of the driving
tasks. The subjects were asked to repeat the driving sessions ten times.

3.3 Data Validation

Data validation is commonly performed when developing EEG database to discover
whether the acquired data from nominally different tasks are statistically different.
There are various methods available for data validation, however, simple and
coherent methods of validating data are considered desirable. In this research work,
two EEG databases (AD database and FD database) were developed using 10
normal subjects with each subject database comprising of 20 EEG signals (2 driving
tasks � 10 trials) and validated using the Karolinska sleepiness scale (KSS).

Fig. 1 Block diagram for fatigue and alertness detection model
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The KSS is a subjective nine-point scale; ranging from extremely alert (1-point),
very alert (2-point), alert (3-point), rather alert (4-point), neither alert nor sleepy
(5-point), some sign of sleepiness (6-point), sleepy but no effort to keep awake
(7-point), sleepy and some effort to keep awake (8-point), and very sleepy with
great effort to keep awake (9-point). The scale was rated after each driving task was
completed with the time taken for each completion of the driving task is approx-
imately 4.5 min. This rating scale will determine the significance of the two
databases i.e. AD and FD.

From Table 1, it is observed that subject S7 has a minimum KSS value of 2.5
and subject S1 has the maximum KSS value of 6.7. Also, it is discovered that only
subject S6 has an alert-KSS value of 3.4 higher than the fatigue-KSS value of 3.1.
These values indicated that the data has a significant difference between the
developed EEG databases.

3.4 Pre-processing

The acquired brain signals are subjected to pre-processing to eliminate artifacts,
segmentation of frames, and frequency bands segmentation. The frame signals are
band-pass filtered within 0.1 to 100 Hz (frequency range) and split into six fre-
quency band signals, i.e. delta (d) 0.1–4 Hz, theta (h) 4–8 Hz, alpha (a) 8–16 Hz,
beta (b) 16–32 Hz, gamma1 (c1) 32–64 Hz, and gamma2 (c2) 64–100 Hz using
IIR digital filter. The segmented frequency band signals are used to extract relevant
features using four different nonparametric feature extraction methods.

Fig. 2 Sign (red-X) shows on the display designated for braking and sign (green-arrow) appears
on the display designated for lane changing
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3.5 Feature Extraction

The pre-processed frequency band signals reside valuable information in classifying
the driver’s vigilance (fatigue and alert) model. However, this data set is quite huge
and consumes high computational power to process and resulting in increases of the
computational time. This valuable information can be transformed into a
reduced-size of a set of features using a relevant feature extraction algorithm. The
transformed features set represents desirable information to visualize, verification,
and classification of the model. Therefore, feature extraction is the procedure of
recognizing assertive features of the EEG signals and developing minimal dimen-
sional feature vectors and thus resulting in the preserving of information in rec-
ognizing the driver’s vigilance level.

Henceforth, in this work, the pre-processed EEG signals were evaluated using
the non-parametric feature extraction algorithm in the frequency domain. The
pre-processed signals were also used to extract spectral estimation features using
periodogram PSD, Lomb-Scargle PSD, Thompson’s multitaper PSD, and
Welch PSD technique. Figure 3 represents an overview of the feature extraction
techniques used in this research.

The extracted features are correlated with the corresponding driving tasks (Alert
Driving and Fatigue Driving) and consequently used as input to feature classifiers
for the classification of Alert Driving/Fatigue Driving tasks. The database of
extracted features is then validated using k-fold cross-validation and subjected to a
machine learning algorithm for the purpose of classification.

3.6 Feature Classifiers

A feature classifier is an essential part of most classification and pattern recognition
algorithms. To develop an adaptive fatigue and alertness model, a classifier model
has to be developed to recognize the fatigue and alertness state corresponding to the

Table 1 Mean KSS rating
results for alert and fatigue
indexes

Subject (S) Alert index Fatigue index

S1 2.8 6.7
S2 4.3 6.4

S3 4.1 5.9

S4 4.1 5.6

S5 2.6 3.3

S6 3.4 3.1

S7 2.5 5.7

S8 4.6 6.3

S9 5.4 5.7

S10 2.6 3.9
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Fig. 3 Overview of the feature extraction approaches used in driver alertness and fatigue
recognition (DAFR) model

designed data acquisition protocol. Finding the appropriate classification algorithm
is quite challenging because there is no perfect method to accurately estimate the
output that fits all. Therefore, selecting the suitable algorithm involves trading off
one advantage against another, including accuracy, complexity, and model speed.
Higher predictive accuracy can be achieved from the classification learning process
by selecting only the relevant characteristics of the data.

Multilayer Neural Network (MLNN)

Training in MLNN involves adjusting the values of the weights and biases of the
network to enhance network performance. Through the training procedures, the
MLNN adjusts the synaptic weights in response to the input, so that the actual
output response is approximately the same as the desired response. In this study, the
Levenberg–Marquardt algorithm is used for neural network training. The
Levenberg–Marquardt algorithm [16, 17] was developed by Kenneth Levenberg
and Donald Marquardt for solving the problem of minimizing a nonlinear function.
In neural network training, the Levenberg–Marquardt algorithm combines the
features from both gradient descent method and Gauss-Newton method and it is
considered as one of the most efficient training algorithms [18] and widely used in
backpropagation methods.

Quadratic SVM (QSVM)

Support vector machine (SVM) was developed by Boser et al. [19] in 1992.
The SVM can be used for regression and classification of the given input data into
two or more classes [20–22]. The SVM performs better than MLNN in terms of
training, generalization, no local optimal and scales relatively well to a large scale
of dimension [23]. The SVM is a particularly powerful and universal learning
machine because of its characteristics such as ease of changing the implemented
decision surface and capacity control obtained by optimizing the margin. Basically,
SVM works by finding a hyperplane, as in Eq. (1), that separates the positive and
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negative values of a given set of training vectors (dataset), as in (2), from each other
with maximum margin to segregate the output classes, i.e. Alert and Fatigue.

w; xh iþ b ¼ 0 ð1Þ

ð2Þ

If the set of training vectors is separated without miscalculation and the distance
between the nearest vector to the hyperplane is maximal, then it is said to be
optimally separated by the hyperplane. However, in this work, for a nonlinearly
separable data, a quadratic SVM is used to create an optimal hyperplane in a
high-dimensional space with maximum margin to perform pattern recognition for a
given set of training vectors to segregate the output classes. The general degree-two
polynomial kernel is defined as in Eq. (3).

Kðx; x0Þ ¼ x; x0h i þ 1ð Þ2 ð3Þ

where x and x0 are vectors in the input space, which the polynomial kernel maps a
two-dimensional input vectors into a six-dimensional feature space [22].

K-Nearest Neighbor (KNN)

KNN is a non-parametric classifier, supervised learning algorithm, and widely
used for pattern classification in EEG studies [24, 25]. In pattern classification, the
KNN classifies the feature samples using the nearest training pattern in the feature
vectors and the target class is classified based on majority voting of its neighbors.
To the extent that, the target class is associated with the most predominant class
amongst its KNN measured by a distance function. The KNN classifier significantly
depends on the value of k (positive integer) and the distance function used.
Numerous methods have been used to optimize the value of k and different distance
functions such as Euclidean, Manhattan, Minkowski, and Hamming.

In this study, the KNN algorithm is implemented using the Euclidean distance
function to locate the nearest neighbor [26]. The Euclidean distance function
measures ED x; yð Þ between two samples (points) x and y using Eq. (4). The number
of neighbor’s ‘K’ is used to classify the new test vector which varies from 1 to 10,
to determine the classification accuracy.

EDðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xk

i¼1
xi � yið Þ2

r

ð4Þ

4 Results and Conclusion

From Table 2, it can be perceived that the performance of MLNN classifier has the
maximum classification rate of 96.3% using the Lomb-Scargle PSD features set and
a minimum classification rate of 82.0% using the Welch PSD features set.
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The performance of QSVM classifier has the maximum classification accuracy of
81.7% using the Welch PSD features set and minimum classification accuracy of
62.2% using the periodogram and Welch PSD features set. The performance
of KNN classifier has the maximum classification correctness of 86.7% using the
Thompson multitaper PSD features set and minimum classification correctness of
62.2% using the Welch PSD features set.

From the results, it is summarized that the performance of MLNN classifier
model has the maximum classification accuracy of 96.3% using the Lomb-Scargle
PSD features set and the performance of QSVM and KNN both have the minimum
accuracy of 62.2% using the periodogram and Welch PSD features set respectively.
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Analytical Study of a Cylindrical Linear
Electromagnetic Pulsing Motor
for Electric Vehicles

N. M. Noor, Ishak Aris, S. Arof, A. K. Ismail, K. A. Shamsudin
and M. Norhisam

Abstract The cylindrical linear electromagnetic pulsing motor (EMPM) is an
alternative electric vehicle (EV) to be simulated in this study. The proposed design on
the cylindrical linear EMPMwill replace the piston engine in an internal combustion
engine (ICE) which produces linear motion. It can eliminate problems related to
internal combustion engines (ICE) such as engine weight and friction where fewer
components have been used. In this paper, an analytical model was constructed and
predicted the magnetic equivalent circuit (MEC) that can solve with the same tech-
nique as the electrical circuit. The initial magneto-statics analysis was conducted
through the finite element magnetic software (FEMs) for magnetic filed problem so
that the magnetic flux relationship could be predicted. Furthermore, the FEmodelling
and analysis is followed by a MATLAB/Simulink software calculation to predict the
cylinder linear EMPM. Finally, the simulation results of the FE models regarding
plunger force, thrust, plunger distance, speed, and power motor were presented and
compared with the regulated counterparts obtained from the experimental setup.
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1 Introduction

In the last decade, the automobile industry is currently facing difficult issues such as
global warming and a shortage of fossil fuel resources. Most vehicles on the road
today use internal combustion engines (ICE) which convert thermal energy into
mechanical energy. Statistics show that about 28% of the total air pollution is
produced from combustion of petrol by ICE vehicles [1]. A significant of the total
power loss in the current ICE is caused by the compression of the piston ring and
cylinder wall, which is estimated at 35% of the overall mechanical friction machine
[2]. They are many types of research and development of next-generation vehicles,
which are extending from different angles [3]. The electric vehicle (EV) is the most
important approach for environmental reasons. Therefore, to move an EV requires
an electric motor which works on electromagnetic principles by converting the
electrical energy into kinetic energy [4, 5]. There is an increased interest in vehicles
using electric motors for driving power [6] such as induction motors (IMs) and
permanent magnet synchronous motors (PMSMs). The evolution of electric motors
has been moved one-step forward by introducing a linear motor with improved
dynamic performance and reliability.

A linear motor for any electromagnetic tool that develops a mechanical thrust
without the need for any gear or rotary device. Among the advantages of using a
linear motor include the quieter operation, lower operating costs, faster processing,
more accurate positioning, and longer life, less maintenance; fewer moving parts
and multiple activities for features without gear [7, 8]. The design of the electro-
magnetic actuator was perform using 2D or 3D engineering finite element calclu-
cation. This technique allows accurate device performance determination but
requires large calculations, irrespective of time-reduction methods. The software
requires an analytical description of the device operation. All this needs to be
resolved by the model based on our model of electromagnetic reluctance and MMF.

The main focus of this research is to design, developed and analytically study of
a new linear motor for EV application, as it is known as the cylindrical linear
EMPM that creates a linear movement. Initially, the combination of a mechanical
link between the cylindrical linear EMPM and crankshaft assembly was replaced by
a piston engine so that the working principle was equivalent to the reciprocating
motion in the ICE. An analytical model was constructed and predicted a MEC that
can solve the task with the same technique as the electrical circuit. The initial
magneto-statics analysis was conducted through the FEMM software so that the
magnetic flux relationship could be predicted. Furthermore, the FE modelling and
analysis is followed by a MATLAB/Simulink software calculation to predict the
cylindrical linear EMPM. Finally, the simulation results of the FE models regarding
plunger force, thrust, plunger distance, speed, and power motor are evaluated and
compared to measured counterparts obtained from the experimental setup.
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2 Cylinder Linear EMPM Structure

The structure of the cylindrical linear EMPM is like a linear motor or solenoid
actuator. It contains several components such as york, coil winding, and plunger
rod. A CAD software, CATIA V5, was used to design the overall components of
the linear EMPM and the details of the design are given in Fig. 1. The mild steel
AISI 1010 according to the American Iron and Steel Institute was used to fabricate
linear EMPM components due to its better magnetic properties. Moreover, this mild
steel was selected because of its good magnetic properties which contain 8–13% of
carbon and considering its cost, permeability, and availability [9].

The cylindrical linear EMPM is working if a high DC current is applied to the
coils winding where it creates external flux lines due to the current that flows
perpendicular to the flux. The linear EMPM thickening depends on the presence of
a magnetic field wherein this study the thickness of the radial gap is 0.2 mm.
Therefore, to avoid fluid leakage from entering the coil bobbin, the yoke that
embedded the coil bobbin is a seal to the inner housing wall. Thus, it will generate
an attractive and repulsive force to produce the thrust or torque that moves the
plunger rod to the right and left direction.

3 Magnetic Circuit Model Analysis

In order to facilitate the analysis and modeling the characteristics of a cylindrical
linear EMPM, the equivalent magnetic circuit method was used to describe the
relationship between critical design parameters and machine performance [10–13].

3.1 Predicted Magnetic Equivalent Circuit

The magnetic circuit model has been developed by plotting the estimated magnetic
flux path in the air gap shown in Fig. 2a, i.e. the divided area for the equivalent

Fig. 1 Cross-section of the cylindrical linear EMPM components
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magnetic circuit situation and the situation taking the magnetic leakage conductance
into account.

Figure 2b shows the equivalent magnetic resistance of the inside area of a
cylinder linear EMPM model. The magnetic resistance from the proposed model
can be describe as shown in Fig. 2a, b; each part of the resistance can be calculated
as below:

R
Z

dx
lA

ð1Þ

where R = reluctance.
According to the equivalent magnetic circuit shown in Fig. 3a, b, the magnetic

flux, the magnetic conductance, and the leakage magnetic resistance can be derived
as follows:

R1 ¼ PL

lp� P2
rb

ð2Þ

R2 ¼
Z

Prf

Prb þ g

1
2plTL

dr ¼ lnPrf � ln Prb þ gð Þ
2plTL

ð3Þ

Fig. 2 a The divided area for equivalent magnetic circuit; b equivalent magnet resistance circuit
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R3 ¼ YL

lp Y2
rb � ðPrb þ gÞ2

h i ð4Þ

R4 ¼ YL

lp Y2
rb � ðPrf þ gþCh þ 0:1Þ2

h i ð5Þ

R5 ¼ YL

lp Y2
rb � ðPrf þ gþCh þ 0:1Þ2

h i ð6Þ

R6 ¼
Z

Prf2

Prf þ g

1
2pl YL � CLð Þ dr ¼

lnPrf 2 � ln Prf þ g
� �

2pl YL � CLð Þ ð7Þ

R7 ¼ PL

lp� P2
rf

ð8Þ

R8 ¼ YL

lp Y2
rb � ðPrf þ gÞ2

h i ð9Þ

where l0 is the permeability of air, g is the air gap, PL is the length from the plunger
rod, Prb is the radius back from plunger rod, Prf is the radius front from the plunger
rod, TL is the teeth length from yoke, YL is the length yoke, Yrb is the inner radius
back from yoke, Ch is the width coil and CL is the lenght coil.

Total resistance Rtð Þ from Fig. 2b can be represented as below:

Fig. 3 Main magnetic flux paths. a Equivalent axial length front; b equivalent axial length back
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Rt ¼ R1 þR2 þR3 þR4 þR5 þR6 þR7 þR8 þRg1 þRg2 ð10Þ

The main magnetic flux paths are described in Fig. 3.
Refer to the main magnetic flux paths in Fig. 3, wherein Fig. 3a the equivalent

axial length front as Xrb � 2gþ x, and Fig. 3b indicates the equivalent axial length
back as Xrb � z, The main magnetic flux can be calculated as follows.

where Rg is the reluctance gap

Rg1 ¼
Z

d1þ d2þ 2g�move

0

l0p Xrb � gð Þ
g

dz

¼ l0p Xrb � gð Þ
g

d1þ d2þ 2g� moveð Þ
ð11Þ

Rg2 ¼
Z

2gþmove

0

l0p Xrb � gð Þ
g

dz ¼ l0p Xrb � gð Þ
g

2gþmoveð Þ ð12Þ

3.2 Predicted Magnetic Analysis

The simulation of the magnetic flux density using FEMs is performed to estimate the
presence of the magnetic field in the active area of the proposed cylindrical linear
EMPM. Generally, the appearance of the magnetic field is difficult to measure
experimentally and needs to be simulated used FEMs to predict the magnetic flux
distribution, flux flow and mesh. In this model, structural and thermal responses are
neglect. The magnetic circuit analysis is a simple method to estimate the cylindrical
linear EMPMthat can be providedby thefluid. The assignedmaterials for the yoke and
plunger rod is low carbon steel (ANSI 1010) because of it’s good magnetic penetra-
tion. In order to prevent the magnetic copper wire from contacting the steel, the
non-magnetic stainless steel type 314 is used for the coil bobbin. In this study, several
variables need to be assigned to conduct the simulation. The coil is made using copper
wire (type 12AWG) and the diameter of the coil is 4 mmwith 858 turns; thus the result
is 0.33 X coil resistance from the magnetic analysis. In this analysis, the supplied
current is 200 Aand 13.2 kWof cylindrical linear EMPMpower consumptions.Next,
the cylindrical linear EMPM is modeled in FEMs using 3D-axis-symmetry by
selecting triangular elements. The meshing process was applied to the appropriate
parts and completed the simulation as shown in Fig. 4. In the meshing process, all the
parts were divided into small elements and nodes, and each element individually
represented the material properties. Thus, the size of the mesh was a significant factor
in this simulation to ensure the accuracy of the simulation results. The magnetic
analysis was implemented to obtain the simulation result.
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For this study, the magnetic flux density, magnetic flux flow path, and the force
of direction were considered. This arrangement makes the flux pass radially through
the air gap to the yoke teeth. The results are shown in a contrasting colour and
spectrum. Each colour represents a spectrum of different intensities. For example,
the red colour of the magnetic flux density has the highest value. The area of the
model focuses on the red colour which means that specific fields would be saturated
first, and this condition should be avoid. Thus, the blue colour represents the lower
flux density. Usually, the blue region occurs in the air. Figure 5a shows the mag-
netic flux distribution and Fig. 5b shows the magnetic flux flow in the linear EMPM
model. The highest magnetic flux density occurred at the radial gap and is 1.718 T
when 200 A current are applied.

4 Experimental Setup

The experimental setup shown in Fig. 6 consists of the linear EMPM, speed sensor,
flywheel, load cell, sensor encoder system and controller system. The connecting
rod of the linear EMPM, crankshaft, disc sensor encoder, and flywheel are fixed to
the movable jig table where they are kept in the initial position and directly con-
nected to the load cell. The battery is the main source of electricity in the mea-
surement setup where it supplies high current or voltage to control the linear
EMPM. The current supply will be through the winding coil terminals where the
action of the magnetic field current is in the radial direction, and it will produce a
higher torque or torque so that it can move the plunger rod from the up and down
movements. This movement will cause an exchange of mechanical energy in the
crankshaft assembly where the linear EMPM will produce the rotational motion.
Besides, the experiment will collect and measure the data such as output thrust or
torque, plunger force, speed, plunger distance, and power of the motor.

Fig. 4 A 3D Maxwell model of the meshing modeling environment
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Fig. 6 Experimental setup for linear EMPM assembly evaluation

Fig. 5 The predicted 3D Maxwell magnetic flux. a Flux distribution; b flux flow
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5 Results and Discussion

The FE modelling of the cylindrical linear EMPM model was simulated in the
MATLAB/Simulink tool as shown in Fig. 7. The resistance (R) is 0.91 Ω,
Inductance (L) is 2.543e−6 H.

5.1 Plunger Force

The graph in Fig. 8a shows the relationship between the plunger force and the
switching time at a constant pulsing current is 200 A supply. The maximum
plunger force of a cylindrical linear EMPM model is approx 37.2 kN. The graph in
Fig. 8b shows the relationship between the plunger force and pulsing current. The
plunger force is proportional to the pulsing current, therefore when the current is
rising, the plunger power also increases rapidly.

5.2 Thrust

The graph in Fig. 9a shows the relationship between the thrust and the switching
time for a constant pulsing current is 200 A supply. The thrust of a cylindrical
linear EMPM model is approx. 60 Nm with the +ve pulse is activated. The graph in

Fig. 7 The FE modelling of the cylindrical linear EMPM model
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Fig. 9b shows the relationship between the thrust and pulsing current. The thrust is
proportional to the pulsing current, therefore when the current is rising, and the
plunger power also increases rapidly.

5.3 Plunger Distance

The graph in Fig. 10a shows the relationship between the plunger distance and the
switching time. The plunger distance is a constant value when the pulsing current is

Fig. 8 Relationship of plunger force versus switching time and pulsing current. a Switching time;
b pulsing current
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rising, and the maximum distance is 75 mm. The plunger distance of a cylindrical
linear EMPM model is oscillation and the upper movement state of the crankshaft
activated due to the plunger force and thrust designed to supplied is approx. 60 Nm.
The graph in Fig. 10b shows the relationship between the plunger distance and
pulsing current. Therefore, when the current increases, the plunger distance is a
fixed value of 75 mm.

Fig. 9 Relationship of thrust versus switching time and pulsing current. a Switching time;
b pulsing current
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5.4 Speed

The graph in Fig. 11a shows the relationship of speed and the switching time at a
constant pulsing current supply of 200 A supply. The maximum speed of a
cylindrical linear EMPM model is approx 4350 rpm which is the completed cycle

Fig. 10 Relationship of plunger distance and pulsing current. a Switching time; b pulsing current
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of the plunger moving constantly. The graph in Fig. 11b shows the relationship
between the speed to the plunger force and the pulsing current. The speed with
plunger force is proportional to pulsing current, therefore when the current is rising,
the plunger power also increases rapidly.

Fig. 11 Relationship of speed versus switching time and pulsing current. a Switching time;
b pulsing current
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5.5 Power Motor

The graph in Fig. 12a shows the relationship between the power output motor and
the switching time at constant pulsing current supply of 200 A. The power out of a
cylindrical linear EMPM model is approx 6.4 kW. The graph in Fig. 12b shows the
relationship power of the motor and the pulsing current. The power of the motor is
proportional to the pulsing current, therefore when the current is rising, the plunger
power also increases rapidly.

Fig. 12 Relationship power motor versus switching time and pulsing current. a Switching time;
b pulsing current
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5.6 Comparison Between Experimental Result
and FEM Data

The graph in Fig. 13 shows the relationship between the power of the motor and the
switching time with constant pulsing current is 150 A supply. The graph shows that
the power of the motor based on the FEM analysis is approx. value is *1.5 kW
while the experimental result is approx 1.23 kW for cylindrical linear EMPM.
Therefore, the comparison between the FEM/experimental power motor is 15%
different. The pattern of the motor power graph in Fig. 13 is quite similar and
increases rapidly.

6 Conclusions

In this paper, the main outcome of this work can be stated as follows listed and
discussed such as; a cylindrical linear electromagnetic pulsing motor (EMPM) can
be used in EV to replace the ICE system. In this paper, an analytical model was
constructed and predicted equivalent magnetic circuit (MEC) that can solve the
same technique as the electrical circuit. The initial magnetostatics analysis was
conducted through the finite element method magnetics (FEMM) software so that
the magnetic flux relationship could be predicted using Maxwell software.
Furthermore, the FE modeling and analysis is followed by a MATLAB/Simulink
software calculation to predict the cylindrical linear EMPM. The simulation results
of the FE models are measure regarding plunger force, thrust, plunger distance,
speed, and power motor are presented; and were compared with the measured

Fig. 13 Relationship of power motor versus switching time and pulsing current
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counterparts obtained from the experimental setup and the test analysis are pre-
sented. Based on the analysis the system can be fabricated and tested in the future
by considering the parameters that have been studied in this paper.
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Investigation on Effective
Pre-determined Time Study Analysis
in Determining the Production Capacity

Mohd Norzaimi Che Ani and Ishak Abdul Azid

Abstract In this paper, the application of pre-determined time study analysis in
determination of production capacity had been investigated to understand the
accuracy level of production capacity. In determination of production capacity,
normally motion time study analysis is conducted for actual production processes to
define the bottleneck process and production capacity. However, for new product
introduction (NPI), the calculation of the labor cost and the unfamiliar production
process is normally based on assumptions or benchmarking from similar processes.
As introduced by Maynard Operation Sequence Technique (MOST®), it helps the
industries in determining the production capacity. The dilemma of industries is the
level of accuracy for a pre-determined time study at the beginning stage of pro-
duction. This research has been conducted by examining the accuracy of
pre-determined time study using the MOST® technique in selected case study
industries and the results of this study show that the level of accuracy achieved is at
83.84%.
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1 Introduction

The motion time study of the production floor was one of the effective tools to
determine the bottleneck process and to identify the production capacity. In the
production system, the entire process cycle times for each motion were reviewed
and the highest process cycle time was determined as the bottleneck process
because that process would determine the production output. A motion time study
as an important tool in investigates human work in all its contents, which leads to
systematic investigation of all the factors that affect the efficiency of the situation
being reviewed, in order to seek improvement [1]. Normally, the tool of studying
the process cycle time in a motion time study analysis was by a using stop watch
which could be used to identify the process cycle time of workers in performing the
tasks. This required several steps such as identifying step-by-step of motions per-
forming the tasks, capturing the motions time with several trials, recording into the
check sheet and calculating the average from the captured time.

The challenging of determination of the production capacity using the motion
time study is for the new product introduction (NPI). Since the physical setting of
the production layout was still not available in the phase of NPI, the pre-determined
time study known as Basic Maynard Operation Sequence Technique (Basic
MOST®) was applied [2]. The current scenario shows most of the industrial
practitioner employed the MOST® technique for pre-determined time study and it is
widely applied because it is more sophisticated than the Methods of Time
Measurement (MTM) technique, and is also recognized as a global standard [3].
User-friendly and easy to learn, Basic MOST® has been accepted by countless
industries as one of the most efficient work measurement techniques available [4].

The level of accuracy for pre-determined time studies at the beginning stage of
the production should be tally with the actual production system. So, the dilemmas
of the industries in determining of the production cycle time using Basic MOST® is
the accuracy of the analysis to transform into the actual production system.
Puvanasvaran [3] highlighted that the problem in computing the effective produc-
tion system is the inaccuracy of the data used and a lack of a medium to evaluate the
improvement ideas before it is implemented. Therefore, it is the duty of the
industrial practitioner is to ensure the accuracy and the reliability in the determi-
nation of the production cycle time. Thus, the production capacity should be
determined accurately to meet the customer order.

Thus, this research has been conducted by examining the accuracy of
pre-determined time study using of the Basic MOST® technique. The first objective
is to determine the cycle time of production processes using Basic MOST®. The
second objective is to study the production cycle time using time study analysis
(stopwatch) and the last objective is to examine the effectiveness of the Basic
MOST® versus time study analysis. The research presented in this article had been
divided into five main sections. The first section overviews the concept of time
study analysis using Basic MOST®, then followed by second section which is the
overview on how this research was conducted in the methodology section.
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Completion of the third section, then data collection, analysis and discussions will
be elaborated in the fourth section. The overall achievement of this research article
will be concluded in Sect. 5.

2 The Background of Pre-determined Time Study

Saito [5] states various methods to identify the production capacity using the time
study technique in his article which needs to be applied on the process in any
organization. A time study analysis is considered as an internal audit in a pro-
duction system to review the performance of the workers at machines in terms of
cycle time to complete the tasks and a comparison with the planned capacity will be
conducted. Normally, during planning the production capacity in the beginning
stage some estimation has been used such as the estimation of cycle time. Based on
this scenario, few literature has been identified for optimizing the productivity using
the time study analysis [6, 7], continuous improvement [8, 9] and optimization of
assembly line [10, 11] in manufacturing industry was analyzed and the results show
that the accuracy of the process estimation is important in determination an effective
production system.

From all of these articles, fewer empirical references in term of accuracy of
pre-determined time study were found [12]. Various work measurement techniques
in the time study analysis were discussed and for improvement of process and
labour productivity which is a work measurement technique that basically con-
centrates on the mass production system [13]. Basic MOST® is not that much
popular for doing research as compared to other industrial techniques and only few
references have discussed [4, 14, 15] that on how Basic MOST® can be used for
improving productivity and establishing time standards for a particular process
mainly in manufacturing organization. Rane [16] discussed about the complexity of
the assembly process for vehicle industries and this study also stated that for
improving performance in industries is crucial, but industries still follow techniques
of actual time study using stop watches. Thus, the implication of application the
Basic MOST® in determination the production capacity needs to be considered as
the main element in order to ensure the effectiveness of the production system and
the accuracy of the Basic MOST® must be further investigated.

3 The Research Framework

This section presents and discusses the application framework of investigation on
effective pre-determined time study analysis in determining the production capacity
through a real world case study implementation. In order to determine the accuracy
of the pre-determined analysis, it is imperative to comprehensively determine the
actual steps of the study itself. From the developed framework, in this study, three
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main phases were identified which are identification of the selected case study to
conduct pre-determined time study in phase 1, then followed by the analysis of the
time study using stop watch and Basic MOST® technique in the second phase, and
then results comparison between MOST® versus stopwatch will be analyzed to
determine the accuracy of the pre-determined time study in the last phase. The
application of the research framework in determination the accuracy of the
pre-determined time study is summarized in Fig. 1.

4 Data Collection, Analysis and Discussions

The production processes have been observed by conducting the pre-determined
time study and the actual process cycle time is determined by a using stop watch at
the two different case study industry to determine the accuracy of pre-determined
time study. The production processes were observed and analyzed based on the
developed framework as discussed in the previous section.

4.1 Case Study Selection: Process Familiarization

The first case study was selected from a vendor of automotive industry which
involved manual assembly during performing the production process. The selected
company supplies the engine electronic control boards, instrument clusters and
timing devices to the reputable automotive manufacturers. The production shop

Fig. 1 The research
framework in determination
the accuracy of
pre-determined time
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floor consists of three different sections: part preparation, surface mounting process
and back end. The process is sequential, in batch, multi-path and asynchronous. At
the back end, there are several assembly cells, each accommodates different product
families. The focus of the case study is Cell-A, one of the cells producing mixed
models of the instrument display. The processes involved depanelling, dip sol-
dering, touch-up, in-circuit test, and functional visual test. Its layout is U-shaped
with exit and entrance points product-dependent. A dedicated supermarket rack is
available to store incoming materials pushed from the surface mounting process in
batches. Consequently, the loading at Cell-A has to depend on the supplies from the
surface mounting process. The outputs from Cell-A are sent to quality assurance.

The second case study produces the refurbishment of petroleum gas and refur-
bishment services for a liquefied petroleum gas (LPG) cylinder. This company
provides refurbishment services for LPG cylinder in accordance to the specification
and requirement of the customer. Generally, in the production layout the machines
and equipment are arranged in a single line based on a product-based production
system, which depends on the sequence of process activity and are connected and
the material in the production floor typically flows from one workstation directly to
the next workstation. The entire processes in the production system are human
depending and a lot of manual work such as transferring the production between
workstations, lifting, labelling, checking and crating is involved. Continuously
monitoring and improvement of the quality system was applied in the working
culture of the organization. With rapidly increasing demand in production, the
selected case study companies need to increase their potential in production and
effectiveness to compete against their competitors. At the same time, the production
process needs to be equipped with the ability to have lower cost with higher
effectiveness. The production floor is divided into two main sections known as
front-of-line (FOL) and end-of-line (EOL), where the FOL is performing the
cleaning, weighing, welding and re-painting tasks. While, in EOL, the
semi-finished product from FOL will be continued with finishing processes such as
drying, labelling and weighing conformation prior transfer into transportation for
delivery process.

4.2 Analysis of the Production Cycle Time: Basic MOST®

Versus Stop Watch

From the selected case study industries, then the production cycle times were
analyzed using Basic MOST® and the actual time study using a stop watch. Both of
the techniques have been used to determine the accuracy of the pre-determined time
study.
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4.2.1 Case Study 1: The Vendor of Automotive Industry

Based on the selected processes in the case study industry, the Basic MOST® has
been applied to determine the production cycle time. The analysis using Basic
MOST® was thoroughly analyzed based on detail motion elements of selected
processes and the results of cycle time was obtained as 12.24 s as shows in Table 1.

Successful analyzed time study by using Basic MOST®, with the same selected
process of production, the actual time study by using stop watch was performed. In
this stage, the identification of the workers in performing the tasks was selected.
The workers were selected from those who were in-charge of that process in the
same production line. Thus, the analysis of the motion study was conducted based
on five repetitive motions. Then, the average time should be calculated from the
data collection to ensure the accuracy of the data collected of the five repetitive
motions. The chosen measurement technique was manual observation with time
taking by using a stop watch because it reflected the actual situation. Based on the
repetitive process, the summary of time recorded based on average is tabulated in
Table 2. The data from Table 2 shows that the amount of time required was
14.77 s.

Table 1 Production cycle time analysis using Basic MOST® for case study 1

No. Method description Activities sequences TMU

1 Remove plastic from the dial A1B0G1M3X0I0A0 50

2 Place dial into the housing A0B0G0A1B0P6A0 70

3 Remove plastic from backcase A1B0G1A1B0P0U3A1B0P1A0 80

4 Place backcase into the fixture A0B0G0A1B0P3A0 40

5 Place PCB assy into backcover A1B0G1A1B0P3A0 60

6 A-side finished A1B0G1A1B0P1A0 40

Total TMU 340

Total time in seconds 12.27

Table 2 Production cycle time analysis using actual time study (stop watch) for case study 1

No. Method description Seconds

1st 2nd 3rd 4th 5th Ave.

1 Remove plastic from the dial 1.21 1.88 1.00 1.85 1.50 1.49

2 Place dial into the housing 3.00 3.10 3.88 3.51 3.56 3.41

3 Remove plastic from backcase 2.50 2.66 2.85 2.61 3.86 2.90

4 Place backcase into the fixture 2.00 2.41 2.67 2.81 3.00 2.58

5 Place PCB assy into backcover 2.50 2.00 3.00 2.50 3.00 2.60

6 A-side finished 1.50 2.00 2.00 2.50 1.00 1.80

Total time in seconds 14.77

88 M. N. Che Ani and I. Abdul Azid



4.2.2 Case Study 2: The Refurbishment of Petroleum Gas
and Refurbishment Services

Similar with the data collection in case study 1, in this case study 2 the same
method has been applied which are determining the time study using Basic MOST®

and actual time study by using a stop watch. The results of both analyses as shown
in Table 3 for the analysis using Basic MOST® and Table 4 for the analysis using a
stop watch. From the analysis using Basic MOST®, the obtained result was
obtained 37.65 s, while by using a stop watch, the results shows 44.39 s.

4.3 Results Analysis: Comparison Between Basic MOST®

Versus Stop Watch

From the results obtained from two different industries as discuses in previous
section, then the overall results was analyzed in order to determine the level of
accuracy of the pre-determined time study using Basic MOST®. The final results of
both case studies as tabulated in Table 5 and shows the accuracy of case study 1
achieved 82.87% accuracy, while case study 2 achieved 84.82%. Averagely, the

Table 3 Production cycle time analysis using Basic MOST® for case study 2

No. Method description Activities sequences TMU

1 Collect LPG A3B1G3A6B1P1A0 150

2 Chipping process A3B3G6A3B6P1U3A6B3P1A0 360

3 Move LPG A1B1G3A6B1P1A0 130

4 Checking series number A3B1G3A6B1P1A0 150

5 Move LPG A1B1G3A3B1P1A0 100

Total TMU 890

Total time in seconds 37.65

Table 4 Production cycle time analysis using actual time study (stop watch) for case study 2

No. Method description Seconds

1st 2nd 3rd 4th 5th Ave.

1 Collect LPG 7.21 7.88 8.00 6.85 8.50 7.69

2 Chipping process 18.00 16.20 14.88 17.51 18.56 17.03

3 Move LPG 6.50 6.66 7.85 5.61 6.86 6.70

4 Checking series number 5.00 5.41 6.67 7.81 8.00 6.58

5 Move LPG 6.50 6.00 7.00 6.50 6.00 6.40

Total time in seconds 44.39
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accuracy of determination of production cycle time using pre-determined time study
is 83.84% based on implementation in two selected different case studies.

5 Conclusions

In this paper, an effective pre-determined time study analysis in determining the
production capacity was investigated in selected case study industries to determine
the accuracy of the Basic MOST® technique. In overall the results of this research
have met the objectives as defined in prior conducting this research which are the
investigation in selected case study industries was conducted to determine the
effectiveness of pre-determined time study versus actual time study and 83.84% of
accuracy was obtained. The future research of extension this research will focus on
the customization of determination of time study analysis using pre-determined
time study for individual selected industries.

Acknowledgements The authors also acknowledge the Universiti Kuala Lumpur, Malaysian
Spanish Institute (UniKL MSI) for funding the study that resulted in publishing this article. Also
highly appreciation extended for selected case study industry and anonymous reviewers for the
comments and advises given which lead to the significantly improved the quality of this research
article.

References

1. Adebayo, A.: an investigation into the use of work study techniques in Nigerian
manufacturing organizations. Res. J. Appl. Sci. 2(6), 752–758 (2007)

2. Yadav, T.K.: Measurement time method for engine assembly line with help of Maynard
Operating Sequencing Technique (MOST). Int. J. Innov. Eng. Technol. (IJIET) 2, 131–136
(2013)

3. Puvanasvaran, A., Mei, C., Alagendran, V.: Overall equipment efficiency improvement using
time study in an aerospace industry. Proc. Eng. 68, 271–277 (2013)

4. Gupta, M.P.K., Chandrawat, M.S.S.: To improve work force productivity in a medium size
manufacturing enterprise by MOST Technique. IOSR J. Eng. 2, 8–15 (2012)

5. Saito S (2001), Case study: reducing labor cost using industrial engineering techniques. In:
Maynard’s Industrial Engineering Handbook, Tokyo, Japan

Table 5 The results comparison between Basic MOST® versus stop watch

Case study Method Results Accuracy (%) Average accuracy (%)

1 Basic MOST® 12.24 82.87 83.84

Stop watch 14.77

2 Basic MOST® 37.65 84.82

Stop watch 44.39

90 M. N. Che Ani and I. Abdul Azid



6. Gorantiwar, V.S., Shrivastava, R.: Identification of critical success factors for
quality-productivity management approach in different industries. Int. J. Product. Qual.
Manage. 14, 66–106 (2014)

7. Ani, M.N.C., Hamid, S.A.: Analysis and reduction of the waste in the work process using
time study analysis: a case study. Appl. Mech. Mater. 660, 971–975 (2014)

8. Singh, G., Singh, A.I.: An evaluation of just in time (JIT) implementation on manufacturing
performance in Indian industry. J. Asia Business Stud. 8, 278–294 (2014)

9. Ani, M.N.C., Ismail, A.B., Mustafa, S.A., et al.: Simulation analysis of rabbit chase models
on a cellular manufacturing system. Appl. Mech. Mater. 315, 78–82 (2013)

10. Ahmad, R., Kamaruddin, S.: An overview of time-based and condition-based maintenance in
industrial application. Comput. Ind. Eng. 63, 135–149 (2012)

11. Soroush, H., Sajjadi, S.M., Arabzad, S.M.: Efficiency analysis and optimisation of a
multi-product assembly line using simulation. Int. J. Product. Qual. Manage. 13, 89–104
(2014)

12. Jain, R., Gupta, S., Meena, M., Dangayach, G.: Optimisation of labour productivity using
work measurement techniques. Int. J. Product. Qual. Manage. 19, 485–510 (2016)

13. Neely, A., Gregory, M., Platts, K.: Performance measurement system design: a literature
review and research agenda. Int. J. Oper. Prod. Manage. 25, 1228–1263 (2005)

14. Rajvanshi, P.K., Belokar, D.R.: Improving the process capability of a boring operation by the
application of statistical techniques. Int. J. Sci. Eng. Res. 3, 1–6 (2012)

15. Tuan ST, Karim A, Kays H et al (2014) Improvement of workflow and productivity through
application of Maynard operation sequence technique (MOST). In: Proceedings of the 2014
international conference on industrial engineering and operations management, vol 1, pp 7–9

16. Rane AB, Sudhakar D, Rane S (2015) Improving the performance of assembly line: review
with case study. In: Nascent technologies in the engineering field (ICNTE) international
conference, vol 1, pp 1–14

Investigation on Effective Pre-determined Time Study … 91



Vibration Measurement on the Electric
Grass Trimmer Handle

Muhammad-Najib Abdul-Hamid, Farahiyah Mahzan,
Shahril Nizam Mohamed Soid, Zainal Nazri Mohd Yusuf
and Nurashikin Sawal

Abstract It is important to reduce the vibration level on the electric grass trimmer
so that it is safe to be used by the user to avoid illness such as white fingers. The
objective of this study is to measure the vibration level of an existing electric grass
trimmer and to reduce the vibration level at the handle of the electric grass trimmer.
The vibration level has been measured by two types of experiments which are
spectral testing and impact test for modal analysis. A new handle has been designed
by adding a spring stiffness in order to reduce the vibration level. Vibration level of
the new handle is 0.22 g. After that, an active vibration control system (AVC) is
developed using the LabVIEW system which applied a block diagram as its
interface and solenoid as its actuator.
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Vibration measurement
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1 Introduction

Hand-arm vibration is a condition where vibration transmits from a tool or machine
to a operator’s hands and arms. Hand-arm vibration level is discovered by quan-
tifying the vibration motion of the machine or tool held by the human. Meanwhile,
the Hand-arm Vibration Syndrome (HAVS) is a disease that involves circulatory
disturbances (example; vibration white finger), motor and sensory disturbances and
musculoskeletal disturbances which may happen to the human who operates
equipments that produce vibration [1]. A few studies related to hand-transmitted
vibration show a very serious phenomenon. The human effects when exposed to
high vibration level for a lengthy time are usually permanent and considered to be
an occupational disease leading to invalidity [2]. Goglia reported that the
whole-body vibration exposed to a framesaw user is at higher vibration level than
the guidelines given in the new ISO 2631-1-1-1997.

In 2002, data from the European Commission showed that almost 17% of the
European workers were exposed to vibration from machinery or handheld tools for
at least half of their working time [3]. In order to protect the workers from HAVS,
different countries have proposed and developed their own criteria and guidelines.
For example, the European Union (EU) and Sweden National Institute for Working
Life and OPERC database have formed the Human Vibration Directive and the
Hand-Arm Vibration Database, respectively. The main objective is to measure the
vibration level of handheld powered tools and discloses the HAVS effect to human
body. Different frequency value of vibration will impede with different parts of
human body where the whole body vibration happens at 1–30 Hz frequencies
whereas segmental vibration which interferes with the hand-arm system is between
30 and 100 Hz [4]. When above 100 Hz, the human hand is affected by the
vibration frequency [5]. Other findings propose a better range from 2 to 100 Hz for
whole- body vibration and from 8 to 1500 Hz for segmental vibration and the
current NIOSH guideline recommends the measuring of vibration up to 5000 Hz
bandwidth [6].

An electric grass trimmer is used to trim the edge of lawn along the garden or
other places that a mower cannot reach which also has general utility for trimming
bushes, and hedges. An electric grass trimmer is simple and rugged in its con-
struction, relatively light in weight and relatively low in cost. An electric grass
trimmer also designed for quiet and zero carbon emissions and it’s does not cause
air pollution. Part of the electric grass trimmer consists of a powerful motor and also
a string nylon blade. Both of these part will produce a high level of vibration during
operation which will cause a forced vibration. The vibration will be transferred to
the handle of the electric grass trimmer. Since the user is holding the handle during
the operation of the electric grass trimmer, he or she can feel the vibration.
However, the user may be unable to control and reduce the level of vibration. High
level of vibration may lead to disease such as white fingers if the vibration is
uncontrollable.
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2 Methodology

The study started with the experimental phase. In this phase, a vibration mea-
surement is conducted to find the vibration frequency and vibration level of the
electric grass trimmer using spectral testing. The natural frequencies of handle and
electric grass trimmer is also obtained using experimental modal analysis. After
that, a new handle of electric grass trimmer was designed by adding a spring
stiffness and material damping. After the design phase, this project is continued
with the development of an active vibration control (AVC). During the develop-
ment phase, the algorithm or the block diagram for the active vibration control is
developed using the LabView software.

2.1 Vibration Measurement

Spectral testing was used to determine the vibration level of the electric grass
trimmer. During the experiment, there were several points marked on the electric
grass trimmer as the reference points to measure the vibration level. First of all, the
electric grass trimmer was divided into five points as shown in Fig. 1. The distance
of each point was measured using a measuring tape and has been marked. Vibration
measurement was performed using LMS Data Acquisition System (DAQ) with
accelerometer sensors. Then, accelerometer was mounted at the marked point on the
electric grass trimmer. Before the measurement, the accelerometer was calibrated
by using the accelerometer calibrator to identify the actual sensitivity.

Once the electric grass trimmer was switched ON, the accelerometer sensed the
vibration level and recorded it by the DAQ. The measured data was then processed
using Fast Fourrier Transform (FFT) to plot the amplitude of vibration versus
frequency. From this graph, the maximum amplitude and vibration frequency can
be identified. This step is repeated at each point with three different axis which are
the x, y and z axis based on a basicentric coordinate system to determine which axis
has the highest vibration level according to the hand-arm vibration direction.

2.2 Experimental Modal Analysis

Experimental modal analysis is a experimental technique to obtain dynamics
characteristic of a structure which are the natural frequency, damping and mode
shapes. Knowing system natural frequencies and mode shapes is key to avoid the

Vibration Measurement on the Electric Grass Trimmer Handle 95



resonance condition. Resonance is the excitation of a system at one of its natural
causing vibration amplitudes to increase unbounded until failure comes about,
whether due to fracture in the short term, or fatigue in the long term. Experimental
modal analysis has been conducted at the rod and the handle of the electric grass
trimmer as shown in Fig. 2. Each part needs to be set their geometry first.

For this experiment, an impact hammer for input 1 and an accelerometer for
input 2 has been used. As the accelerometer is set as reference point at point 7 of the
rod and point 4 of the handle. This experiment is conducted as the electric grass
trimmer is switch OFF. The structure is being excite to have the vibrating
responses. The impact hammer is used to excited the structure by knocking at the
structure point to produce a short impact impulse duration. The impact hammer is
coupled with a force sensor to measure the impact or excitation force that will be
used to calculate the frequency response function (FRF).

Fig. 1 Measurement points of the electric grass trimmer
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2.3 New Handle Design

The next phase is to design the new handle and to find the optimum value for mass,
stiffness and damping. A new handle of the electric grass trimmer was designed
with consideration to locate an actuator for the active vibration control. The new
handle was designed with addition of a spring stiffness as shown in Fig. 3 so that
the handle has stiffness and damping to absorb the vibration compared to the
existing handle which was rigid.

2.4 Active Vibration Control

The AVC system was developed using the LabVIEW control design and simulation
tools. The computer device that provided with the LabVIEW software was

Fig. 2 Measurement points on the handle for experimental modal analysis
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connected to National Instrument CompaqDAQ at which the input and the output
unit are the main controller unit for all systems. It received data from the sensors,
processed information and updated data for the difference systems and switched
output devices. The output signal was used to activate the actuator as pushing the
handle when the vibration level reached at a certain level.

This Active Vibration Control system consists of the input, process flow and
output of the system. The block diagram is shown as in Fig. 4, the input consists of
DAQ assistant which acts as the input to receive the signal from the sensor (ac-
celerometer). The process is where the RMS value is simulated using the signal
simulation to determine whether the command is true or false. When the RMS value
is higher than the set trigger value, as for the output, it will give the voltage output
to the solenoid after the process flow determine the command. Once the voltage
output is given, the solenoid will push to the handle to reduce the vibration of the
handle of the electric grass trimmer.

Fig. 3 New handle of
electric grass trimmer

98 M.-N. Abdul-Hamid et al.



3 Results and Discussion

The result shows peaks of vibration level at several frequencies when the electric
grass trimmer is operated as shown in Fig. 5. The peak amplitude occurs at each
different point with different values. It is shown that the position of the measure-
ment points affects the amplitude, g. This is because at P3 which is located at the
handle has the greatest value of amplitude, g which is 5.90 g. This amplitude shows
where and how the amplitude will act on the structure at any point of electric grass
trimmer.

A high vibration amplitude occurs at P3 with 5.90 g at 251 Hz which is the
operating speed for the blade. From the measurement, the dominant axis where
vibration occurs is the X-axis based on the basicentric coordinate system as shown
in Table 1.

Fig. 4 Vibration control block diagram using LabVIEW
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3.1 Natural Frequencies

Table 2 shows the result of natural frequencies and damping ratio for the grass
trimmer rod and handle. The first natural frequency of the grass trimmer rod is
2356 Hz meanwhile for the handle, first natural frequency is 1503 Hz. From these
results, it is shown that the vibration of the grass trimmer does not coincide with the
natural frequency to produce the resonance condition since the operating frequency
of the grass trimmer is 251 Hz.

3.2 Reduction of Vibration Level

As shown in Table 3, the vibration amplitude of the electric grass trimmer has the
highest value at P3 which is at the handle of electric grass trimmer with an
amplitude of 5.90 g. Therefore, a new handle was developed in order to reduce the
vibration transmitted to the human body. Measurement was done using a new
handle of electric grass trimmer and the vibration level was found to be 0.22 g at
273 Hz. After that, a solenoid actuator was applied to the new handle to test the
functionality of the active vibration control system (AVC). An AVC system which

Table 1 Vibration level at point measurements for X-axis

Point Frequency (Hz) Amplitude (g)

P1 251.17 4.82

P2 251.17 1.27

P3 251.88 5.9

P4 252.58 2.35

P5 254.00 1.10

Table 2 Natural frequencies for electric grass trimmer rod and handle

Part Natural frequency (Hz) Damping ratio (%)

Grass trimmer rod 1st mode: 2356 1.63

2nd mode: 2559 2.97

Handle 1st mode: 1503 4.41

Table 3 Reduction of vibration level

Frequency (Hz) Amplitude (g)

Existing handle 251 5.90

New handle Without solenoid 274 0.22

With solenoid 277 0.20
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only focused on the handle has been developing to reduce this amplitude using
solenoid as the actuator. The measurement was done and it was found that the
vibration level reduces to 0.20 g at the same frequency. It showed that the AVC
system is functioning, but the efficiency of the actuator is low since the solenoid
actuator used in this study has a low pushing force. It could be replaced with a high
force actuator in order to reduce further the vibration level.

4 Conclusions

This study was conducted to reduce the vibration level of the handle of an electric
grass trimmer to ensure the vibration level is at the safe amplitude for the user. The
findings were based on the analysis of the data collected from the experiment that
has been conducted by the researcher. It was found that there were different
amplitude values at different points even though it is just slightly different. Besides,
this was brought about by using a new design handle and a solenoid actuator in the
Active Vibration Control system, the vibration level still can be reduced to the safe
level. From the experiment, it can be concluded that low amplitude, g of vibration is
important to ensure the user safety and to avoid a dangerous disease. From the
results, it is shown that the vibration level is reduced from a maximum value of
5.9 g of amplitude to a minimum value of 0.20 of amplitude, g at which the total
percentage of reduction is almost 97%.
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Low Harmonics Plug-in Home Charging
Electric Vehicle Battery Charger
Utilizing Multi-level Rectifier, Zero
Crossing and Buck Chopper

Part 1: General Overview

Saharul Arof, N. H. N. Diyanah, Philip Mawby, H. Arof
and Nurazlin Mohd Yaakop

Abstract This paper focuses on developing a battery charger for electric car. A
novel topology of a battery charger is proposed. Conventional rectifier has draw-
backs in term of harmonic currents. This paper describes about a five level
single-phase rectifier associated with zero crossings circuit and buck chopper with a
control signal which draws a clean sinusoidal line current for the application of low
harmonics plug in home charging Electric Vehicle battery charger. The MATLAB/
Simulink results reveal the proposed Electric Vehicle battery charger performance
compared to the conventional method.
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1 Introduction

The emission of hydrocarbons does not only pollute the environment but also
contributes to global warming which melts icebergs and increases the sea level.
Using efficient Electric Vehicles (EV) and Hybrid Electric Vehicles (HEV) for
transportation is one of the solutions to reducing global hydrocarbon emissions [1,
2]. The need of the clean vehicle cause continuous research study in AC and DC
drive system which involves power drive train, electric motors and power con-
verters or DC choppers [3–9]. To improve the expected electric vehicle perfor-
mance, efforts in studying and improving the control technique, optimization using
artificial intelligent, and testing with hardware and simulation software are required
[10–16]. All electric vehicles including of DC drive EVs require battery charging
and the charging operation can happen while the EV is moving or it is at standstill.
The vehicle’s inertia provides a source for charging while moving, while electricity
provides power when the vehicle is not moving.

Connection to an electric power grid allows opportunities such as ancillary
services, reactive power support, tracking of output from renewable energy sources,
and load balance. A battery charger consists of a transformer, rectifier, and a buck
or boost chopper [1, 4]. An excellent, efficient and reliable battery charger should
have a high, being low cost, low volume and at low weight [7, 8]. Battery charger
operation relies on its components, control technique and switching strategies [7, 8].
In general, the battery charger and its control algorithm are implemented using,
microcontrollers, digital signal processors and integrated circuits [7, 8].

Two critical aspects of charging batteries are charging time and battery life.
A decrease in the power factor due to an increase in the firing angle and relatively
high on the harmonic currents are the inherent drawbacks of the conventional
battery charger design. Due to that, multilevel converters are introduced in recent
years to attain high power quality, low switching losses, high voltage capability,
and better efficiency. The significance of this research work is that the adopted five
level single phase shall contribute to an improvement of the power factor as well as
a reduction in the total harmonic distortion (THD) [2, 8]. Thus, a combination of
multi-level and buck chopper is suitable for electric car battery charger application.

2 Methodology

2.1 Proposed Battery Charger with Multi Level Rectifier

The basic type of battery charger that can operate to charge batteries is shown in
Fig. 1. A conventional battery charger consists of two different converter circuits,
which are the bridge rectifier and buck chopper.

104 S. Arof et al.



2.2 Proposed Multi Level Rectifier and Buck Converter
for Battery Charging

The proposed battery charger utilizes a multi-level rectifier, its association with a
buck converter and a zero crossing circuit to be used as a battery charger, see Fig. 2.

Combination of the proposed battery charger to DC drive four quadrants DC
chopper will result in the configuration as shown in Fig. 3. This allows both
charging at standstill at home and while the vehicle is moving whereby the four
quadrants dc hopper provides power during generator mode.

2.2.1 Zero Crossing

Conventional zero crossing is a point where the sign of a mathematical function
changes from positive to negative value or vice versa such as shown in Fig. 4.

Fig. 1 Conventional battery charger with bridge rectifier and buck chopper

Fig. 2 Proposed battery charger
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Zero cross point from negative to positive as in Fig. 5 is the only used and
important. Zero cross (ZC) detection has three functions, first it is to start the
synchronization of the firing of carrier signal (triangular wave signal) and reference
signals. Without zero cross the multilevel rectifier will not start at the exact be a
point. Second, it is to point the start of the comparison process, there might be delay
or offset between the both references (sine and carrier signal) at every zero cross
point without it. Third, it is to refresh and reload the carrier signals value at every
complete cycle. The action of the synchronization of the firing angle to incoming
AC supply can result in a better performance (Efficiency, PF, THD) of MLR for the
battery charger.

Zero crossing circuit requires a combination of a few circuits such as voltage
sensor, offset circuit, and amplifier circuit. The voltage sensor is used to capture the
AC voltage grid signal and to transform it to lower voltage which is safe and usable
for control and signal conditioning purposes. An offset circuit is to offset the
transformed AC voltage to complete DC voltage so that a digital controller such as
a PIC microcontroller can be used to process the signals. Without offset circuit, the
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microcontroller is unable to read the negative part of the AC signal. Finally the
amplifier is used to amplify the voltage to the desired value for the microcontroller.
An offset circuit is shown in Fig. 6.

The algorithm begins when the start operate signal is received. As the required
zero crossing for this circuit is from negative to positive, the Controller then will
find the lowest point of input signal. Once this signal is obtained, the controller will
produce the ready signal. As the sine input from the lower bottom is moving
towards upwards, the controller will wait for the voltage to be in the range of half of
the maximum peak of the voltage (Fig. 7).

The proposed battery charger consists of two different converter circuits, which
are the multi-level rectifier and the buck chopper. The multi-level rectifier consists
of a bridge rectifier and a multi-level inverter as shown in Fig. 8. Timer Interrupt
(TU) and Look Up Table (LUT) techniques are used for this multi-level Rectifier
IGBTs firing. Details about the firing technique are not discussed in this paper, but
will be covered in another paper.
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2.2.2 The Bridge Rectifier Circuit

The conventional bridge rectifier is shown in Fig. 9.
The bridge rectifier transforms the alternating current (AC) sinusoidal input

voltage to dc voltage via a bridge diode (Fig. 10).
If a capacitor is not added into the rectifier circuit, the sinusoidal input voltage is

converted to dc voltage as shown in Fig. 11.
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The output voltage of the bridge rectifier is calculated using Eq. 1,

Vdc ¼ 2
T

ZT=2

0

Vm sinxt dt ¼ 2Vm

p
¼ 0:636Vm ð1Þ

where Vm is the peak voltage.
If a capacitor is added but no load is connected to the output voltage, the output

voltage will look like Fig. 12 (NL). The final output voltage without loading is a
straight line. However, when it is loaded, the (WL) output voltage oscillates.

The input current is as shown in Fig. 13. The output current will have the same
pattern as the output voltage, but it is much smaller.

If the input current of the bridge rectifier circuit is tested for total harmonics
distortion, the THD value is 199.2% as shown in Fig. 14. This value is too far from
the expected because this could feed back noise to the AC grid.
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2.2.3 The Multi-level Inverter

The second element of the proposed battery charger is a multi-level inverter as
shown in Fig. 15. Originally, the multi-level inverter will use dc supply voltage for
the input and produce AC voltage at the output. However, for this particular battery
charging application (as in battery charger), the inverter is fed by capacitor voltage
from the bridge rectifier at the input and produces AC voltage at the output.

The output voltage of this multi-level is calculated as in Eq. (2).

Vo ¼ 2
TO

ZTO=2

0

V2
S dt

0
B@

1
CA

1=2

¼ Vs ð2Þ

The multi-level inverter produced an output as shown in Fig. 16. However, if the
output is filtered, it produces a sinusoidal voltage.

The input current of this multi-level inverter is as shown in Fig. 17.
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Fig. 15 Multi-level inverter
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If the AC input current is tested for THD, the result will be shown in Fig. 18.
The THD value is 3.15%, and it is acceptable.

2.2.4 The Buck Chopper

The third element of the proposed battery charger is a buck chopper as shown in
Fig. 19. The purpose of the buck chopper is to regulate the output voltage level to
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the desired voltage for battery charging. The IGBT is used to chop the input voltage
to get the desired voltage at the output of the buck chopper. The inductor is used to
lag the current, and the capacitor is used to lag the voltage.

The mathematical modelling for the buck chopper is explained as follows;

Vo sð Þ ¼ Vin sð Þ
S2LCþRC sð Þþ 1

ð3Þ

For the PID controller software programming, the value of Kp, Ki and Kd are
determined by, Kp ¼ 12:24, Ki ¼ 24:5, Kd ¼ 0. The system is tested with these
PID values, and the result is shown in Fig. 26.

3 Results and Discussion

Two simulation models were established to investigate the performance of each of
the battery charger as shown in Figs. 20, 21 and 22.

Once the buck chopper is operating, the input and output of the buck chopper
voltage are recorded as shown in Fig. 23. The voltage is reduced from 330 volts

Fig. 19 Buck chopper

Fig. 20 Zero cross controller with offset circuit
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Fig. 21 Simulation of conventional bridge charger

Fig. 22 Simulation model of multi-level rectifier

0 2000 4000 6000 8000 100000

50

100

150

200

250

300

350

Time (Microseconds)

Vo
lta

ge

input buck chopper Voltage
out buck chopper Voltage

Fig. 23 Input and output
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to 220 V. The output current has a similar pattern as the output voltage but with a
smaller voltage level.

The output voltage of the multi-level rectifier is compared. The multi-level
rectifier has low ripple voltage compared to the bridge rectifier as shown in Fig. 24.
The output voltage of the multi-level and the bridge rectifier are compared. The
multi-level rectifier has a lower ripple voltage compared to the bridge rectifier as
shown in Fig. 24.

The output voltage of the buck chopper of the multi-level rectifier has a faster
response compared to the bridge rectifier circuit is shown in Fig. 25.

The charging current of the multi-level has a faster response and has lesser ripple
compared to the bridge rectifier as shown in Fig. 26.

Total harmonics distortion is tested using AC input current for both battery
chargers, and the result is shown in Figs. 27 and 28. The multi-level rectifier has
lower THD which is 4.68 compared to a bridge rectifier which is 49.63.
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4 Conclusions

The proposed battery charger circuit using multi-level rectifier, buck Chopper and
zero crossing circuit has better THD, fast response, less ripple and suitable to be
used as a battery charger for EV home charging.
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A New Four Quadrants Drive Chopper
for Separately Excited DC Motor in Low
Cost Electric Vehicle

S. Arof, N. H. N. Diyanah, N. M. Noor, J. A. Jalil, P. A. Mawby
and H. Arof

Abstract Four quadrants DC chopper systems are widely used in dc drive traction
for electric vehicles. However, detail information on the design and method of
operation for the systems were rarely addressed in the research literature.
Accordingly, this study aimed to contribute on a new topology of a Four Quadrants
Drive DC Chopper for separately excited dc motor. The chopper is designed to
operate in five operation modes; driving, field weakening, generation, regenerative
braking and resistive braking for the application of a low cost Electric Vehicle. The
chopper modes of operation are further described and simulated using MATLAB/
SIMULINK. Results on chopper performance, i.e. switching power losses, ripple
torque and current, voltage drop and output power, regenerative braking power and
control were discussed. The proposed chopper operations have been verified
through experimental setup and the chopper is observed to be capable of performing
the expected operations.
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1 Introduction

The emission of hydrocarbons not only pollutes the environment but also con-
tributes to global warming, which melts the iceberg and increases the sea level.
Using efficient Electric Vehicles (EV) and Hybrid Electric Vehicles (HEV) for
transportation is one of the solutions to reducing global hydrocarbon emission.
Unfortunately, the price of EV and HEV is expensive, making it unattainable for
many people, especially those living in poor countries. Thus, there is a need for an
efficient, compact drive system for EV and HEV that can reduce their cost and thus
making them economical and affordable left [1–8] as an alternative.

It is well known that separately excited DC motors are easier to control and more
stable in any mode of operation than series and shunt DC motors. To date, sepa-
rately excited DC motors have been used in many prototypes or products for EV
and HEV such as in the Peugeot 106, Citroen Saxo, GM EV and Lada [9, 10].
Research also has shown that separately-excited dc motor offers EV with longer
distance traversed for a lower price [9] as depicted in Table 1. However, the last
generation dc motors had disadvantages in their size, weight, performance and
reliability. The separately excited DC motors can provide sufficient high starting
torque and constant torque during operation. In the working region above base
speed/nominal speed, DC motors still have higher torque compared to that of AC
motors [11–14]. The motor can supply almost constant torque during their opera-
tion which is good for climbing a steep hill so that speed will not drop drastically.
The motors also feature high electrical braking power due to less power loss [15,
16] and a very good speed and controllability for regenerative power. The regen-
erative power can be used to charge batteries or ultra-capacitors [17]. With the latest
technology, DC motor manufacturers have developed better DC motors more

Table 1 Production of electric cars [2]

Manufacturer Renault Peugeot Nissan

Model Name Clio electric 106 electric Hypermini

Driving type Ac iduction Separately excited PM synch

Battery type NiCd NiCd Li-ion

Max power O/P (kWh) 22 20 24

Voltage (V) 11.4 120 288

Battery energy capacity (kWh) 11.4 12 –

Top speed (km/h) 95 90 100

Claimed max range (km) 80 150 115

Charge time (h) 7 7–8 4

Price $27,400 $27,000 $36,000
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appropriate for EV/HEV applications. Such motors are equipped with higher power
output, higher efficiency, smaller size, lighter weight, longer lasting carbon brush
and commutator, lower operating voltage (less than 15 V) and easier to maintain
structure (using modular concept construction) [10, 11]. The advanced brush
technology for DC motors allows the motor to be used at low voltages [<50 V
(35 V, 4500 A, 55 kW)] [11, 12] which results in lower power loss that guarantees
longer travel distance.

In this paper, a novel four quadrants drive DC Chopper (FQDC) design shown
in Fig. 1 is proposed to work with a separately excited DC motor. The system has
resistive braking mode to achieve higher efficiency during braking. While the
common H-bridge [15–17] shown in Fig. 2 utilizes at least two semiconductors
at a time, the proposed FQDC uses only one semiconductor with the same
operation. The proposed chopper design helps to improve power as well as to
reduce ripple.

Fig. 1 Proposed FQDC topology
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2 Methodology

2.1 Four Quadrants Drive DC Chopper Operation Modes

The proposed FQDC is designed to work in five modes of operation; driving, field
weakening, generator, regenerative braking and resistive braking. These modes of
operation can be controlled by an AI controller such as expert system, fuzzy logic,
self tuning fuzzy [2–4, 8], neural network as well as ANFIS. However, this paper
focused only on the circuit operation of each modes of the proposed topology.
Equations (1)–(4) are applicable for all chopper operation modes which represent
the voltage, torque and current for the chopper. In those equations, Bemf is the back
emf of the motor, Kb is the back emf constant and Kt is the torque motor constant.
Ra and Rf are the motor coil resistances, x is the angular speed and Td is the motor
torque. La is the armature inductance of the motor and Lm is an additional induc-
tance connected in series with the armature windings to smoothen the motor
armature current. Vt is the terminal voltage, Lf is the inductance of the field winding
and Rb is the brake series resistor.

Ia ¼ Vbatt � Ia Rað Þ � Bemf

La
ð1Þ

If ¼
Vbatt � Ia þRf

� �
Lf

ð2Þ

Fig. 2 Common H-bridge topology
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Bemf ¼ KvIfx ð3Þ

Td ¼ KtIf Ia ¼ J
dx
dt

þBw þ TL ð4Þ

2.2 Driving Mode

The successes of driving mode rely on the capacitor and the charge that is stored.
Field and armature coil of separately excited motor has different resistance values
where the field has almost a ten times or higher resistance value than the armature
winding. During starting up, the back emf is zero without back emf to limit the
armature current; the current would be high at the armature. Unlike power supply at
home, an EC Battery has only certain limited current that it could provide. Due to
big difference of armature and field winding the current from the battery is most
likely preferred to flow to the armature coil living very small amount entering the
field winding. So the lack of current will be topped by the capacitor current. This
action is only required at the start of the motor rotation because once it has already
started the motor from the armature current will decrease as a result of BEMF. In
this case the current from battery is sufficient to be segregated to the armature and
field winding. After releasing the pulses, the armature/load current that is governed
by the preset control factor a (for the field igbt) and b (for the armature igbt) flows
through the chopper. The switching of main IGBT V1 and IGBT V2 are determined
by the control factor of a and b related to the duty ratio. The current path for driving
operation is shown in Fig. 3.

In driving mode, the control factor a is set to unity and the control factor b is
varied. This is an armature control mode. IGBT V2 current will rise when the IGBT

Fig. 3 FQDC in driving mode
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V2 gate is fired on. The current rises gradually as its rate is limited by the circuit
inductance. The values of armature and field currents when IGBT V1 and V2 are
fired as in driving and field weakening mode can be described by Eqs. (5) and (6).

� Rf

Lf

� �� �
If
� 	 1

Lf
� �

" #
VdcKv1½ � ð5Þ

�Ra

La

� �
Ia½ � 1

La
� 1
La

� �
VdcKv2

Bemf

� �
ð6Þ

2.3 Field Weakening Mode

When the field weakening is needed, the control factor b of IGBT V2 is set to
almost unity. The control factor a of IGBT V1 is gradually decreased. This is the
field control mode and the current path is shown in Fig. 4.

Reducing the current distribution at field winding decreases the back emf voltage
as described by Eq. (1). The value of the current in the field coil is indirectly
proportional to the value of a. Meanwhile, the armature current Ia rises as the IGBT
V1 duty ratio is decreased in proportion with the reduction in field current. The
motor speed will increase due to the inflow of the armature current. This leads to an
increase in the motor torque and speed. The mathematical equations used in the
driving mode are also applicable to the field weakening mode. Only the control
strategy differs between the two modes of operation.

Fig. 4 FQDC in field weakening mode
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2.4 Generator Mode

The kinetic energy that is available when the vehicle is going downhill can be used
to generate electrical power to charge the batteries. The generated power is col-
lected through the armature winding. The current has to flow through the field
winding to establish the magnetic field. The IGBT V1 is fired on to generate the
voltage and current at the armature winding. The flow of current in the field and
armature winding is shown in Fig. 5.

When contactor 2K2 is energized the armature current becomes negative due to
the change in current direction. The generator mode reduces the motor speed since a
counter torque motion is generated. In the generator mode, the field current and
armature current are given by Eqs. (7) and (8).

� Rf

Lf

� �� �
If
� 	 1

Lf
� �

" #
VdcKv1½ � ð7Þ

� Rbh þRbatt þRað Þ
La

� �
Ia½ � 1

La

� �
Bemf
� 	 ð8Þ

2.5 Regenerative Braking Mode

The braking operation starts with the firing of IGBT V1 until a minimum motor
current is reached. As soon as IGBT V1 is fired, current flows from the battery via
IGBT V1. This guarantees a quick build-up of the motor voltage and currents via

Fig. 5 FQDC in generator mode
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armature terminal. The path of both excitation and load currents in this mode of
operation is shown in Fig. 6.

Every time IGBT V3 is triggered, it creates a short circuit path for the armature
current to flow. Instead of going to the batteries to generate voltage, the current goes
back to the armature coil which is short circuited. Due to the short circuit, a high
current is induced. This high current creates a counter torque action against the
motion of the motor which leads to braking or slowing down of the motor speed.
The braking action reduces the kinetic energy of the vehicle and consequently the
rotational speed of the motor. The armature and field current during regenerative
braking can be represented by Eqs. (9) and (10).

� Rf
� �
Lf

� �
If
� 	 1

Lf

� �
VdcKv1=

Bemf

1� Kv3ð Þ
� �

ð9Þ

�ðRa þRbattÞ
Lað Þ =

�ðRa þRf Þ
La þ Lf
� �

" #
Ia½ � 1

Lað Þ
� �

Bemf

1� Kv3ð Þ
� �

ð10Þ

2.6 Resistive Braking

The IGBT V1 is fired to build up the needed generated voltage. These actions are
illustrated as in Fig. 7.

The resistive braking mode starts when IGBT V2 is fired. The duty ratio of IGBT
V2, namely b, is varied according to the speed of the motor. IGBT V1 is fired to
keep the motor current constant. The generated voltage reduces proportionally with
the decreasing vehicle speed. The firing of IGBT V2 guarantees the motor current to
commutate into the braking resistor Rb. The flow of the current can be regulated by

Fig. 6 FQDC in regenerative braking mode
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controlling the duty ratio of IGBT V2. The armature and field current during
resistive braking can be represented by Eqs. (11) and (12) respectively.

� Rf
� �
Lf

� �
If
� 	 1

Lf

� �
VdcKdrv=

Bemf

1� Kv3ð Þ
� �

ð11Þ

�ðRa þRbh þRbattÞ
Lað Þ =

�ðRa þRbh þRf Þ
La þ Lf
� � =

�ðRa þRbhÞ
Lað Þ

" #
Ia½ � 1

Lað Þ
� �

Bemf

1� Krgb
� � =Bemf Kv2

" #

ð12Þ

This type of braking mode can work independently or in combination with
regenerative braking as shown in Fig. 8.

Fig. 7 FQDC in resistive braking mode

Fig. 8 Regenerative and resistive braking mode
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If it works in combination the produce braking torque would be higher than the
regenerative braking suitable for emergency brake. To work in combination the
braking resistor value is set close to the regenerative braking short circuit resistance.
The braking power of standalone resistive braking mode is much related to the
value of braking resistor. The higher the braking resistor the lower the current flow
through the braking resistor and the lower the braking torque produced.

2.7 Experimental Setup

In order to test the FQDC in all modes, an experimental set-up as shown in Figs. 9
and 10 were prepared. A 650 W separately excited dc motor shaft is coupled with
another motor with inertia load (flywheel). Experimental results were captured
using a data acquisition software. The experimental values of motor speed, armature
current and field current were transferred to FQDC model in MATLAB/
SIMULINK to validate the simulation model.

2.8 Results and Discussion

The Experimental and simulation results of the motor speed, armature current and
field current for each modes of operation were shown in Figs. 11, 12, 13, 14 and 15.
At the beginning of the driving mode, motor speed increases until it reaches the
saturation level as shown in Fig. 11. Then the field weakening mode shown in
Fig. 12 was initiated causing the motor speed to increase due to the rise in torque.
In this mode, the armature current increases while the field current decreases.

Fig. 9 FQDC for separately
excited motor
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In the generator mode shown in Fig. 13, the field winding was charged with
voltage to establish the magnetic field so that the armature coil could produce the
generated voltage. In the graph the generated voltage shown has been normalized.
During regenerative braking shown in Fig. 14, IGBT V3 is turned on causing a
short circuit path at the armature. The armature current rose in the opposite direction
resulting in the developed torque to oppose the motor motion.

This caused the braking action. In the resistive braking mode shown in Fig. 15
the generated voltage was dissipated through the braking resistor. It is thus
observed that the proposed chopper design behaved like a buck converter in all

Fig. 10 Experimental set-up for the FQDC
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operation modes except for regenerative braking. In regenerative braking mode, the
chopper was observed to behave like a buck-boost converter.

The proposed FQDC offers several favorable performances such as lower power
switching losses, smoother torque and current ripple, less voltage drop and higher
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output power, as well as better braking performance as compared to the conven-
tional H-bridge chopper. Every switching power electronics contributes to power
switching losses. Losses during switch off are far greater than during switch on. The
proposed chopper has single IGBT and single diode switching on and off during its
operation. Meanwhile, the H-bridge has two power semiconductors and two diodes
switching on and off during its operation. Thus, the switching power losses in
H-bridge would be doubled. Figures 16, 17, 18 and 19 show the turn on and turns
off power losses in IGBT and diodes respectively.
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The proposed chopper also offers smoother armature current and torque shown
in Figs. 20 and 21, as compared to H-bridge due to a single IGBT firing. It is
difficult to get the IGBT in H-Bridge fires at the same time. The proposed chopper
used contactor so that the voltage stored in inductor winding will be easily
discharged.
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Accordingly, voltage at the inductor winding during IGBT turn off can easily be
removed in this chopper circuit as compared to voltage in the H-bridge. Voltage
stored in H-bridge has to be returned to the battery. When the stored voltage is
lower than the battery voltage, the clamping diode will switch off thus blocked the
stored voltage avoiding it to return to its origin. When the IGBT is switch on again,
the residual voltage stored in the circuit causes ripple in armature current. The
influence of low ripple has current results in low ripple torque.

Every semiconductor has voltage drop during turn on. This is called the voltage
collector emitter saturation. While the proposed chopper running on single IGBT,
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H-bridge is running on two IGBT resulted in a double voltage drop. Since the
chopper has less voltage drop as compared to the one in H-bridge, therefore its
armature current is observed to be higher than in H-bridge. As higher current pro-
duces more torque and higher speed, thus the chopper output power is observed to be
higher. The current and output power is depicted in Figs. 22 and 23 respectively.

As the battery state of charge is almost 100%, the voltage difference between the
charging voltage and battery terminal voltage is getting lower and resulting in a
lower charging current. However, braking is required at this moment. Since the
battery current is low, thus armature current is also low. Accordingly the braking
torque produced is also low. In order to achieve the required braking torque, IGBT
V3 is fired. The IGBT V3 caused a rise in armature current due to the effect of
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armature voltage short circuited. Consequently, the braking torque is increased as
shown in Fig. 24. In the case of higher braking torque is needed, i.e. an emergency
brake, IGBT V3 can be further controlled to produce higher braking torque as
shown in Fig. 25 thus the EV speed will decelerate faster. Since the braking torque
is influenced by both field and armature currents, therefore any changes in vehicle
speed will affect the field current. Subsequent change in vehicle speed leads to
change in braking torque. Since the braking torque produced is always nonlinear,
thus a proper control of IGBT V3 provides better control in the braking torque,
resulting in linear braking effect as shown in Fig. 25.

Resistive braking mode offers another type of electrical braking. In the case of a
higher braking action is required, a lower braking value of braking resistor is
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chosen. As lower braking resistor causes a rise in armature current, hence higher
braking torque can be generated resulting a drop in motor speed as shown in
Fig. 26. Resistive braking mode is able to extend the electrical braking before
mechanical brake takes over.
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3 Conclusions

The proposed four quadrants drive DC chopper design has been simulated and
experimented to drive a separately excited DC motor for five modes of operation.
The experimental results revealed that chopper is capable to operate in all the five
modes. However, the FQDC performances such as lower power switching losses,
smoother torque and current ripple, less voltage drop and higher output power, as
well as better braking performance as compared to the conventional H-bridge
chopper were simulated using Matlab/Simulink mathematical model. In summary,
the FQDC has great potential to be utilized in EV application due to simple and
excellence controllability thus made it suitable for applications in this cost effective
EV solution.
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Genetics Algorithm for Setting Up Look
Up Table in Parallel Mode of Series
Motor Four Quadrants Drive DC
Chopper

S. Arof, N. H. N. Diyanah, N. M. N. Noor, M. Rosyidi, M. S. Said,
A. K. Muhd Khairulzaman, P. A. Mawby and H. Arof

Abstract This paper presents the establishment of look-up table (LUT) for speed
versus field current. LUT is necessary as an input reference for the close loop
control of field current. The LUT was developed with the assistance of a genetic
algorithm (GA). GA was used for optimization of the field current to maintain the
motor torque for DC series motor running in parallel mode. Other than that, the
LUT was employed when the FQDC was run in parallel mode for the purpose of
climbing up a steep hill or slope. The simulation results using MATLAB/Simulink
showed that the DC series motor with the assistance of LUT could overcome the
drawbacks of DC series motor as speed decreases drastically when climbing a steep
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hill. In conclusion, the GA had successfully determined the best optimum field
current to produce the highest torque to overcome load effect when tested using the
proposed Four-Quadrant DC Chopper.

Keywords DC drive � EV and HEV � Series motor � Four-quadrant chopper �
Parallel mode � GA � LUT

1 Introduction

In future, the electric motor propulsion system (electric vehicle) will replace the
internal combustion system (mechanical combustion engine). This is not only due
to its zero emission but also because of its higher efficiency [1–3]. The advancement
of supercapacitor as an alternative to batteries is the catalyst. In fact, at present, the
supercapacitor, which is as big as 12,000 F, is already available in the market, and
it has been expected that the development of a bigger storage capacity is in progress
in research laboratories worldwide.

In 2003 US based Research Center Oak Research National Laboratory (ORNL)
developed a 55 kW highly efficient brushed motor (92%) that operated at 13 V [4].
Moreover, it has been expected that it is currently producing lower than 5 V
operating voltage to suit the electric car application.

2 Methodology

2.1 A Proposed Design of Four-Quadrants
Drive DC Chopper

A DC drive with a separately excited DC motor has once been the best performance
prototype electric car for low cost and maximum distance traversed. A separately
excited DC motor normally uses two sets of batteries which are for armature and
field winding cause the vehicle is heavy which affect the overall performance. DC
series motor on the other hand the highest starting torque, less weight, simpler drive
control can run with a single battery source, but it has poor performance when
loaded and tends to overrun while running without load [4]. To overcome this
problem, a new proposed four quadrants DC chopper (FQDC) application of
electric car (EC) is proposed [5–12]. The proposed chopper has several modes of
operation such as driving, field weakening, generator, parallel, regenerative braking
and finally resistive braking. Parallel mode is used to overcome the load effect such
as if the EC is climbing a steep hill. The common H-bridge chopper is unable to
perform field weakening, resistive braking, and reverse rotation [5]. In this paper, a
novel 4-quadrant DC chopper topology as in Fig. 1 is discussed. In fact, this novel
chopper had been proven to solve inability of the common H-bridge chopper. This
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chopper also had exhibited the ability to perform several modes of operations, such
as driving, field weakening, regenerative braking, resistive braking, generator, as
well as reverse and parallel mode driving. However, this paper only focused on that
related to parallel mode. This new design had been proven to solve the common
problem of DC series motor, which is the linear decrease of speed when loaded [5].

2.2 The Proposed Four-Quadrant DC Chopper Design

The following general equations describe the voltage and current for the chopper.
Equations (1)–(4) are general equations that are applicable to all chopper operation
modes. Bemf is the back emf of the motor, Va and Vf are the armature and field
voltages, Kb is the back emf constant, Kt is the torque motor constant, If is the field
current, Ra and Rf are the motor coil resistances, Ia is the armature current, x is the
angular speed, and Td is the motor torque.

Ia ¼
Vbatt � Ia Ra þRf

� �� Bemf

La þ Lf
ð1Þ

Bemf ¼ KvIfx ð2Þ

Fig. 1 Proposed four quadrants DC chopper
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Td ¼ KtIf Ia ð3Þ

Td ¼ J
dx
dt

þBw þ TL ð4Þ

2.3 DC Series Motor and Control Strategy
During Parallel Mode

A DC series motor has the advantage of high starting torque. However, there is one
commonweakness of DC series motor, which is the drastic drop in motor speed when
loaded. Besides, it is common for any electrical motor to have a decrease in speed
when loaded, but for series, it is obviously a disadvantage to such motor. Hence, in
order to solve this problem, this paper had proposed four-quadrant choppers that
allowed the series motor to operate in parallel mode. In this mode, the field current is
separately controlled by the armature current, where it can be changed or maintained.
Furthermore, when loaded, the speed of the motor would decrease. Decrease in speed
would eventually result in reduced Bemf see Eq. (1). If Bemf is reduced, the armature
current will rise see Eq. (2). Since the field current is controlled separately and can be
maintained, the increase in armature current will raise the torque see Eq. (3). This
new torque should be able to overcome the loading effect. Thus overcome the
decrease in speed while climbing a steep hill. During parallel mode, the armature, and
the field current can be represented by the following equations:

d
dt

_If
� � ¼ � Rf

Lf

� �� 	
If
� � 1

Lf

� 	
VextKdrv½ � ð5Þ

d
dt

_Ia
� � ¼ � Ra

La

� �� 	
Ia½ � 1

La

� 	
Vdc

Eg

� 	
ð6Þ

In this parallel mode, the field and the armature can be separately controlled.
Hence, higher torque can be produced if the armature current is set at a high value.
Field current, on the other hand, is adjusted to have lower Bemf , but enough torque
to overcome load.

2.4 The Control Strategy in Parallel Mode

In order to obtain a high torque, the armature current is set to maximum. This can
be achieved by setting the PWM value of the IGBT V2 to the maximum. Besides,
field current is adjusted by FIRING IGBT V1 to the value where it produces low
Bemf . Nonetheless, this does not always mean that lower field current is better. In
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addition, to some extent, low in field current does not only result in lower Bemf , but
lower in torque too. This is because; to some extent, lower field current results in
lower magnetic field and flux. These two aspects are very important elements in
producing the motor torque. Figure 2 shows the motor torque as a result of changes
in field current. As illustrated in Fig. 2 and 3, the maximum field current to achieve
the maximum torque is 1A.

Furthermore, Figs. 4 and 5 display the changes in motor speed with respect to
changes in field current when loaded.
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Hence, in order to overcome overfeeding of field current, a lookup table
(LUT) as in Table 1 and Fig. 6 had been employed. In this LUT, the best optimum
value of field current associated with the motor speed of vehicle and accelerator
pedal had been set. However, in a real application, the value is always inclusive of a
safety value to avoid overshoot. Thus, the LUT functioned as the library where the
optimized reference field current value is stored. As such, a genetic algorithm or
gradient can be used to optimize the required field current.
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2.5 Genetic Algorithm

The genetic algorithm (GA) is based on natural genetics, which consists of a number
of chromosomes in a population of individuals [13]. GAs are used as optimization
and search algorithms, which apply the same concepts as natural genetics, mim-
icking evolution in nature [14]. The application of GA can also be used for setting up
an LUT, for example, switching time LUT for the application of two-level inverter
and chamfer distance LUT for image processing application [13–15].

The GA was employed to determine the optimum point of the field current to
generate lower Bemf , and at the same time, to identify the optimum field current for
maximum torque to overcome the load effect. The general LUT setup using GA
operation is prescribed as a block diagram in Fig. 7.

The motor torque and speed are the two important signals for the GA controller.
The output of the controller relies on these two values. Besides, the speed of the DC
motor value is the input for GA operator. With respect to the speed, an equation was
used to identify the region of the best field current where the optimum torque was
determined.

The General equation is

Rangefield ¼ Vdc

Speed
� C ð7Þ

Vdc is the voltage supply, Speed is the spindle speed and C is the constant.

Besides, a more precise equation can be obtained from the fitness function
equation. The GA controller and its control algorithm had been applied to refine this

Table 1 Look up table Speed Field current

0–50 rqd/s 12–10

50–100 10–8

100–150 8–7

0 50 100 150 200 250 300
0

2

4

6

8

10

12

1

F
ie

ld
 c

ur
re

nt
 (

A
)

motor speed (rad/s)

Fig. 6 Look up table

Genetics Algorithm for Setting Up Look Up Table … 145



region. When GA algorithm was activated, it first created randomly six chromo-
somes with six genes in each chromosome. The six chromosomes represented the
six field current genes. The chromosomes were in decimal form, while the genes
were in binary form. Each of these genes and chromosomes had been stored in
memory for the further process. On the other hand, this field current represented
falls. Each chromosome, which is in decimal number, was tested with fitness
function to examine the strength of each chromosome. The fitness function equation
was extracted from Eqs. (1) to (5), while those in steady state were represented by
the following equations:

Td ¼ Vbatt � KvIf w
Ra

� KtIf ð8Þ

In addition, this equation had been applied to test each chromosome. The actual
output of this equation was the motor torque. Other than that, the fitness function
test of individual field current was carried out to determine the best optimum torque.
Moreover, weak chromosomes resulted in a lower value of output torque, while
strong chromosomes resulted in higher output torque. Meanwhile, genes with a
lower value of fitness function were eliminated, mutated or had the genes to change
over with other chromosomes with a high fitness function. The remaining genes,
which produced high torque, had their chromosomes exchanged, resulting in new
genes and new chromosomes in a new population. Furthermore, the process of
choosing the good chromosomes was done via the roulette wheel method. The
mutation process reflected when an individual chromosome gene, which was in
binary form, changed its bits form. Thus resulting in new genes and new chro-
mosomes. From time to time, the genes of all the chromosomes were generated to
be single uniform chromosomes with similar values of the genes. The process was
repeated depending on the set of a number of repetition preset or the number of
iteration. If the number of iteration elapsed, the GA algorithm would stop and wait

Fig. 7 Block diagram for parallel mode
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for the next cycle to be reactivated. Changes in speed reactivated the GA controller.
When the GA had finally stopped, it would have already found the best chromo-
somes and the system would have finally identified the best field current value with
respect to the motor speed. The flow of operation is described in the flow chart as in
Fig. 8.

3 Simulation Model and Results

The simulation model is the faster, cost and time effective, as well as a safer method
of testing any system. A simulation model of Four-quadrant DC chopper, PID
controller, GA controller was set up by using MATLAB/Simulink software.
Moreover, two models were tested; a small kilowatt DC series motor and a DC
Drive Electric Car. The models were developed by solving the linear Differential
equation of DC series motor and had been represented in physical-based modelling
using MATLAB/Simulink model form. A DC series motor with the 0.6 KW motor
model was first simulated to determine the load, and it was controlled by
four-quadrant chopper with PID, and the reference field current was provided by
LUT. The results are shown in Figs. 9, 10, 11, 12 and 13.

Figure 9 is the first generation of the genes tested with a fitness function. Three
genes are projected the maximum torque value. The other genes had been trans-
formed into these genes and thus, could not be seen as they overlapped each other.
On the other hand, Fig. 10 shows only two genes and in Fig. 11 refers to the ninth
generation, and only one single gene was observed due to overlap. Furthermore,
Fig. 12 shows in the seventh generation of the genes the best value of torque had
been found. In Fig. 13 the LUT for torque versus speed is shown. Figure 14 shows
that the torque output was generated when the LUT was tested with FQDC and
series motor in parallel mode. It had been obvious that the parallel mode using LUT
produced a higher torque. Thus, LUT was examined with another test, which was
the DC EV test, as shown in Fig. 15. The LUT data scaled up due to higher DC
series motor as Kilowatt was used. The DC drive EV test model consisted of FQDC
chopper, vehicle dynamics, IGBT firing PD controller and LUT.

Furthermore, the model consisted of the chopper, vehicle dynamics, IGBT firing
controller, and GA controller model. Meanwhile, in the vehicle dynamics model,
the earth profile was set so that the test involved hill climbing, as shown in Fig. 15.
Moreover, for comparison, the series motor configuration was also simulated, and
the result is depicted in Fig. 16.

As a result, the parallel mode with the assistance of LUT displayed better
performance. The speed drop was successfully slowed down, but without the
parallel mode, the EV experienced a decrease in speed.
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Fig. 8 Flowchart of GA
operation
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4 Conclusions

The DC drive series motor displayed a high potential to be utilized in EV. This had
been due to its simple design, low cost, and excellent controllability. The GA had
successfully formed the LUT for field current reference in parallel mode. In sum-
mary, the performance of the FQDC that ran in parallel mode with the assistance of
LUT and powered by Genetics Algorithm sys-tem had been comparable to that of
an AC drive, and thus, deemed as very suitable for applications in low-cost EV.
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Series Motor Four Quadrants Drive DC
Chopper

Part 4: Generator Mode

S. Arof, N. H. N. Diyanah, N. M. N. Noor, Md. Radzi, J. A. Jalil,
P. A. Mawby and H. Arof

Abstract This paper is the part four (4) of the total 8 papers of the series motor
four quadrants DC chopper that describes the generator mode operation of a four
quadrant drive DC chopper that is applicable for EV traction. Alternative excitation
methods proposed in this work resulted in greater build up voltage and armature
current of the series motor when operating in generator mode. In order to achieve a
longer traversed distance, the converter of an EV should utilize the optimum
amount of power from the batteries at all time. Hence, the work has been extended
to a simulation of the battery charging process and the effect due to huge voltage
difference between the generated voltage and battery terminal voltage. The opera-
tion mode is modelled and simulated in MATLAB/SIMULINK and the proposed
excitation methods have been verified through experimental set-up.
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Keywords Generator � FQDC � DC drive � Series motor � Field excitation � EV �
Resonator

1 Introduction

The electric vehicles (EV) and hybrid electric Vehicles (HEV) are amongst of the
solutions to reduce global hydrocarbon emission. It is enthusiastically forecasted
that in the near future EV will replace the internal combustion system not just
because of zero emission but also due to the higher efficiency in energy conversion.
The slow advancement in the development of super capacitors as alternative to
batteries has always been the halt to this EV trending. On positive outlook pre-
sently, a super capacitor as big as 12,000 F has already entered the market and it is
expected that much bigger storage super capacitors do exists in research labora-
tories in certain R&D rigorous regions around the world [1]. The only drawback is
that the super capacitor operates at lower voltage (as low as 2.7 V), nonetheless,
this is will not be an ongoing disadvantage for any DC drive as DC drives
nowadays are trending towards low operating voltage motors [2].

The Oak Research National Laboratory (ORNL), a US based research center, in
2003 had succeeded to develop a 55 kW, high efficiency brushed motor (92%) that
operates at 13 V. It is expected that currently ORNL is producing lower than 5 V
operating voltage to suit the super capacitor to match electric car applications. Such
motors possess high power output, higher efficiency, smaller size, less weight, long
lasting carbon brush and commutator, low operating voltage and use a modular
structure. Nowadays, the lifespan of the carbon brush and commutator of a DC
motor is longer than the rotor bearing of an AC induction motor. The brush can last
until 30,000 km while the commutator can endure 250,000 km before it flushes
over. The reliability of the soft-commutated DC motor is now around 90–94%,
while the spark reduction system can further extend the brush life [2–6].

2 Four Quadrants Drive DC Chopper Operation Modes

The DC choppers were introduced in the early 1960s using force-commutated
thyristor. DC choppers are mainly used to drive DC motors while offering the
capability of bidirectional power flow for both motoring and regenerative braking.
For EV application using series motor, the common half-bridge DC chopper shown
in Fig. 1 offers no capability to perform reverse, field weakening and resistive
braking [7–9]. The generator and regenerative braking mode depend on the residual
magnetic field. Alternatively, a four quadrants DC chopper (FQDC) proposed in [4]
offers seven modes of operation; i.e. forward and reverse driving, field weakening,
parallel driving, generating, regenerative braking, and resistive braking capabilities
which is depicted in Fig. 2.
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This modes of operation can be controlled by AI controllers such as expert
system, fuzzy logic, self tuning fuzzy [10–16], neural network as well as ANFIS.
But, this paper focused only on the circuit operation of generator mode. The
chopper has the main IGBT V1, field weakening IGBT V2 and bridging IGBT V3.
LM is the motor inductance connected in series with the armature windings which is
used to reduce the armature ripple current, while RBV is the brake series resistor.
Equations (1)–(5) describes the voltage and current for the chopper and is appli-
cable to all chopper operation modes. Bemf is the back emf of the motor, Va and Vf

are the armature and field voltages respectively, Kb is the back emf constant, Kt is

Fig. 1 H-bridge chopper

Fig. 2 Four quadrants drive DC chopper for series motor
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the motor torque constant, If is the field current, Ra and Rf are the motor coil
resistances, Ia is the armature current, x is the angular speed, while Td is the motor
torque. Hence, this paper is aimed to discuss on different methods of excitation for
the generator mode of the FQDC proposed in [4] to achieve better vehicle speed
control as the vehicle is moving downhill.

Ia ¼
Vbatt � Ia Ra þRf

� �� Bemf

La þ Lf
ð1Þ

Bemf ¼ KvIfx ð2Þ

Td ¼ KtIf Ia ¼ J
dx
dt

þBw þ TL ð3Þ

2.1 Methods of Excitation for Generator Mode

The EV requires power to charge the batteries. The excess kinetic energy available
while the vehicle is moving downhill can be used to generate electrical power to
charge the batteries. The generated power can be collected at the armature winding.
Therefore, the field winding has to be charged with electrical energy to establish the
magnetic field. When the contactor Kvor is closed, IGBT V1 is fired up to allow
current to flow into the field winding. This action causes the armature winding to
start generating a build-up voltage and current [17, 18]. As the field winding is
excited by means of the auxiliary source, voltage is generated at the armature. An
increase in field current will boost the generated voltage at constant speed [19, 20].
During generator mode, both the armature and field currents can be represented by
Eqs. (4) and (5). This method of excitation is commonly applied in any series DC
motor as described in Fig. 3.

When contactor 2K2 is energized, current Ia changes its direction thus becoming
negative as described by Eq. (6). The armature current is negative because the
current direction is opposite while in driving, field weakening and parallel operation
mode. Gradually the armature voltage Av starts to build up. This voltage is used to
charge the batteries.

d
dt

_If
� � ¼ � Rf

Lf

� �� 	
If
� � 1

Lf
� �

" #
VextKv1½ � ð4Þ

d
dt

_Ia
� � ¼ � Rbh þRbatt þRað Þ

La

� 	
Ia½ � 1

La

� 	
Bemf
� � ð5Þ

Ibatt ¼ �Ia ð6Þ
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The FQDC also offers an alternative excitation method for the generator mode
without constantly utilizing auxiliary power. This method is very useful if the EV is
moving downhill. As contactor K3 and contactor Kvor are switched on while IGBT
V1 is fired at this moment, the field winding is pre-excited via the auxiliary battery
as shown in Fig. 4.

Fig. 3 Field excitation by auxiliary supply

Fig. 4 Pre-excitation by auxiliary supply
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Consequently, EV speed increases as it moves downhill, provided that no
mechanical braking action is applied. When the voltage generated at the armature is
higher than the auxiliary battery voltage, it causes reverse biased to diode V4. Thus,
current from the auxiliary battery can no longer flow to the field winding. The
current that flows to the field winding is mainly provided by the generated voltage,
therefore contactor Kvor can be switched off.

As an alternative to the two excitation methods discussed earlier, the field
winding can also be pre-excited by firing the resonator circuit as shown in Fig. 5.
The voltage and current for the resonator circuit are described by Eqs. (7)–(11).
When the resonator capacitance is fully charged, current will stop flowing to the
resonator circuit. As the rotor keeps rotating while EV is moving downhill, voltage
starts to build up in the armature winding. When the generated voltage is greater
than the battery voltage, armature current will flow to the battery via diode D5 and
start charging the battery as shown in Fig. 6. This excitation method offers a higher
armature current to charge the battery.

The armature current is represented by Eq. (12).

Vdc ¼ Lf
di
dt

þ I Rc þRf
� �þVc ð7Þ

Fig. 5 Pre-excitation by resonator circuit
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Vc ¼ 1
C

Z
idt ð8Þ

dVc

dt
¼ I

C
ð9Þ

I ¼ C
dVc

dt
ð10Þ

Lf C
d2Vc

dt
þ Rf þRc
� �

C
RCVc

dt
þVc ¼ Vdc ð11Þ

Ia ¼ Ibatt þ Ifield ð12Þ

In order to charge the battery, the generated voltage must be slightly higher than
the battery voltage. Consequently, the generated current is always proportional to
the difference between battery terminal voltage and chopper generated voltage.
A huge difference between the two voltages may develop a higher charging current
which leads to a rise in battery temperature. Consistently increasing the battery
temperature may reduce its life time, eventually causes damage to the battery. The
battery current is equivalent to the generated armature current but in negative
direction. Since the armature current has a higher negative magnitude, a higher
generator torque is developed thus produces jerk to the EV. Equations (13) and (14)
represent the battery current and generator torque, respectively.

Fig. 6 Path of current upon removal of pre-exiter
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Ibatt ¼ �Ia ð13Þ

Tqgen ¼ Ktð�IaÞIf ð14Þ

2.2 Experimental Setup

In order to test the FQDC in generator mode, an experimental set-up as shown in
Figs. 7 and 8 were prepared. A 650 W series wound DC motor shaft is coupled
with another motor with inertia load (flywheel) to represent a downhill movement
of an EV.

The expected charging voltage is set according to the battery state of charge. The
value of voltage needed to be charged is sent to the PIC 18F45K22 microcontroller.
The appropriate charging voltage is selected from a look-up table based on the
present state of charge value. The selected voltage is then fed to a PID controller.
The PID algorithm will compute the data and feed the output to the PIC. A set of
pulse width modulation (PWM) signal is then fed to the IGBTV1 of the FQDC.
Experimental results were captured using a data acquisition software. The experi-
mental values of motor speed, armature current, field current and armature voltage
were transferred to the FQDC model in MATLAB/SIMULINK to validate the
simulation model. A block diagram of the FQDC operating in generator mode is
represented in Fig. 9.

Fig. 7 Four quadrants drive DC chopper for series motor
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Fig. 8 The experimental set-up for the chopper

Fig. 9 Block diagram for generator mode
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3 Results and Discussion

The effects on voltage, current and speed for the three excitation methods of the
FQDC operating in generator mode are presented in Figs. 10, 11 and 12.

When the field winding is fully excited by an auxiliary supply as shown in
Fig. 10, voltage is generated at the armature winding. At this moment, the speed is
observed to be constant since voltage at the armature terminal is not connected to
any load. As the controller triggers a generator signal, the FQDC starts to operate on
generator mode. Consequently, more voltage is generated within the armature
winding. As load is applied, a negative torque is developed and causes the speed to
drop. Hence, a reduction in speed leads to a drop in the generated voltage.
A decrease in the armature current is also observed due to the effect of the negative
torque.

Figure 11 shows the effect on voltage, current and speed as the field winding is
pre-excited by an auxiliary supply. In this method, the armature voltage is observed
to be greater than the auxiliary battery voltage as load is applied at its terminal.
Thus allowing more current flow to the field winding circuit and causes an increase
in the field winding current. The motor speed drops as a result of the negative
torque. It is also observed that the speed drop is higher as compared to the one in
the common excitation method. The sum of both field and battery currents resulted
an increase in the armature current.

In an alternative excitation technique, the field winding is pre-excited by a
resonator circuit as shown in Fig. 12 so that the armature coil could induce the
required generated voltage. The generated voltage is fed to field winding which
causes an increase in armature current. As a result, a change in the motor speed is
observed. When load is applied, the motor speed drops due to the negative torque
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developed at the rotor. It is also observed that the speed drop is higher than the one
in the common excitation technique due to an increase in the armature current. The
armature current is increased due to the sum of both field and battery currents that
flow in the armature circuit.

As speed decreases due to the negative torque which counters the rotation
direction of the rotor shaft, the generated voltage is gradually increased to the
required charging voltage as simulated in Fig. 13. The required charging voltage is
regulated in order to maintain the charging current. At 100% state of charge (SOC),
the battery voltage remains at its saturation value which indicates that the battery is
fully charged.
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4 Conclusions

The generator mode of the four quadrants drive DC chopper has been modeled and
simulated. The experimental results revealed that it is capable of enhancing dc
series motor and has high potential to be utilized in EV. The generator mode can be
successfully achieved by utilizing two excitation methods proposed in this work as
an alternative to the common excitation method applied for series motor. In both
alternative methods, the field winding is momentarily pre-excited by an auxiliary
supply or a resonator circuit. Hence, the power consumption from the auxiliary
source is minimized. The alternative methods also offer better speed control as the
EV moves downhill. An electrical braking is activated as the rotor developed higher
negative torque due to an appropriate selection of the chopper operation mode. In
summary, the performance of an optimized DC drive system with the generator
mode feature, do offer favorable advantages to that of an AC drive and thus is very
suitable for applications in this cost effective EV solution.
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Relationship Between Electrical
Conductivity and Total Dissolved Solids
as Water Quality Parameter in Teluk
Lipat by Using Regression Analysis

Nor Haniza Bakhtiar Jemily, Fathinul Najib Ahmad Sa’ad,
Abd Rahman Mat Amin, Muhammad Firdaus Othman
and M. Z. Mohd Yusoff

Abstract This study investigated the relationship between electrical conductivity
and total dissolved solids (TDS) as water quality parameters at Teluk Lipat coastal
area. Teluk Lipat is located at the East coast of Malaysia peninsula that is directly
exposed to the South China Sea. 13 water samples from this area were collected to
determine of electrical conductivity (EC) and total dissolved solids (TDS). From the
regression analysis between electrical conductivity (EC) and total dissolved solids
(TDS), it shows a very strong relationship between these two parameters with R2
value of 0.9306 but it was still not a perfect straight line. This analysis can be used
to give an over-view of water quality.

Keywords Electrical conductivity � Total dissolved solid (TDS) � Coastal area �
Regression
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1 Introduction

Electrical conductivity (EC) and total dissolved solids (TDS) are normally used as
water quality parameters, especially in the seawater. These two parameters are
indicators of salinity level which make these parameters very useful in studying
seawater invasion [1–5]. Matter present in the dissolved form consists of inorganic
salts and organic matter which is represented in the form of total dissolved solids
[6] and EC is the measure of liquid capacity to conduct an electric charge [7–9].
The relationship between EC and TDS is a function of the type and nature of the
dissolved cations and anions in the water [10]. Therefore, researchers have done
various investigations to find out the precise mathematical correlation between
these two parameters, so TDS concentration can be simply calculated from the EC
value. The EC-TDS relationship is affected by the ionic composition of the water
and the concentration of dissolved species. This study will investigate the rela-
tionship between electrical conductivity and total dissolved solids as water quality
parameters at Teluk Lipat.

2 Study Area

Teluk Lipat is located in Dungun, Terengganu. This beach stretches about 13 km to
Kuala Dungun from Bukit Bauk that is located at the South. Along this line are
located a University, a school, chalets and residential houses. The road along this
coastal is really close to the beach. Figure 1 shows the study area.

3 Methodology

A field trip was conducted to collect the water quality parameter along the study
area on 28 March 2018. From this trip, 13 samples for saline water were carried out.
The distance between each station was 1 km. Then the samples have been analyzed
in the laboratory. Table 1 shows the values for electrical conductivity and total
dissolved solids from 13 stations.

A linear regression analysis was used to developed predictive models for elec-
trical conductivity and total dissolved solids. The regression analysis was per-
formed using the data of electrical conductivity and total dissolved solids. For the
regression model development, the total samples (n = 13) were used for regression
modelling.
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Fig. 1 Study area

Table 1 Values for electrical conductivity and total dissolved solids

Station Total dissolved solid (mg/L) Electrical conductivity (lS/cm)

St1 24,167 40,385

St2 25,018.5 41,630

St3 24,687 40,954

St4 24,895 41,437

St5 24,908 41,485

St6 24,908 41,435

St7 24,836.5 41,272

St8 25,005.5 41,634

St9 24,765 41,287

St10 24,979.5 41,956

St11 25,272 42,105

St12 25,317.5 42,013

St13 25,265.5 42,093
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4 Result and Discussion

Figure 2 represents the EC and TDS correlation in a linear regression analysis.
From this result, the value of coefficient (R2) is 0.9306. By conducting a linear
equation, the mathematical formula between EC and TDS in seawater will fit the
following equation.

EC ¼ 1:5759 TDSð Þþ 2235:5ð1Þ ð1Þ

From this regression analysis between electrical conductivity and total dissolved
solids, it shows a very strong relationship between these two parameters but it was
still not a perfect straight line.

5 Conclusion

EC and TDS are water quality parameters which indicate the level of salinity. The
measurement of EC value is far easier than the one of TDS. Meanwhile obtaining
TDS concentration is principal because it can explain the water quality in a more
complex manner than only from the EC value. From the result, the relationship
between EC and TDS is not always linear in this study area. This situation highly
depends on the water salinity and material contents. The acquisition of EC from
TDS conversion can be conducted in explaining general condition of water quality.

y = 1.5759x + 2235.5
R² = 0.9306

40200
40400
40600
40800
41000
41200
41400
41600
41800
42000
42200
42400

24000 24200 24400 24600 24800 25000 25200 25400
E
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TDS

Fig. 2 The EC and TDS
correlation in a linear
regression analysis
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A Study of the Region Covariance
Descriptor: Impact of Feature Selection
and Precise Localization of Target

Mohd Fauzi Abu Hassan, Azurahisham Sah Pri, Zakiah Ahmad
and Tengku Mohd Azahar Tuan Dir

Abstract In visual tracking, selecting the right image descriptors is critical. The
popular version of descriptor is known as the covariance descriptor; however, no
further studies is yet developed regarding the different methodologies for its con-
struction. This study analyzes the contribution of diverse features of an image to the
descriptor and their contribution to the detection of arbitrary targets in sequences of
images, in our case: Boy, David3, Bolt and Walking2 in an image sequence. The
methodology to determine the performance of the covariance matrix is defined from
different sets of characteristics, and a specific combination of features is needed to
develop a correlation between them. Finally, when an analysis is performed with
the best set of features, F4 the target detection problem reached a performance of
average, 0.77, From this experiment, it is believed that we have constructed a
greater solution in choosing best features for this descriptor, allowing to move
forward to the next issues such as using it on others datasets.
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1 Introduction

Feature selection is one of the most important steps for detection and classification
problems. Good features should be discriminative, robust, easy to compute and
efficient algorithms are needed for a variety of tasks such as recognition and
tracking. [1]. A feature is a piece of information that describes an image or a part of
it e.g. color, edges etc. Features are useful to match two images. Properties of good
features are repeatability, saliency and compactness.

Color stays constant under geometric transformations. Color is a local feature
which it is defined for each pixel and robust to partial occlusion. The ideas are that
it can use object colors directly for recognition, or better—use statistics of object
colors.

In this paper, we have defined a methodology which determinates the perfor-
mances of different covariance matrices built from distinct sets of features. With this
we are able to define which ones are the best for detection of any objects. First, we
obtain a set of images, where we select a specific target that we want to detect.
Next, we find, in an image search, the region with the smallest distance to the target
region initially selected. We obtain the performance for each set of features used in
the creation of the covariance descriptor. Finally, when an analysis with the best set
of features is performed we get for the object the localization problem.

In the object detection field, there are many different approaches, one of them is
based on features. In this approach, we identify two main tasks. The first one is to
extract the features which should give as much information as they can from the
object, region or image. The second task is the detection of the object or region
through a good classification of the features previously extracted.

The remainder of this paper is organized as follows. In Sect. 2, we review related
work based on a covariance descriptor framework. In Sect. 3, we describe our
approach. In Sect. 4, we show experimental results. Finally, we present our
conclusions.

2 Related Work

Most applications that employ the covariance descriptor compute the descriptor
using a fixed set of features, which is often determined a priori. For instance, in [1],
each pixel is converted to a nine-dimensional feature vector for object detection:
This feature set remains unchanged in [1] for all kinds of objects, without con-
sidering the characteristics of each object.

Actually, color can be interpreted and modeled in different ways. With the
availability of a variety of color spaces, e.g. RGB, HSV, YCrCb, YUV, CIE Lab,
CIE Luv, etc., the inevitable question is how to select proper color models that can
produce good performance for detecting a particular object. Likewise, the gradient
features, which encode the shape information of the region context, can also have a
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variety of choices. Indeed, they can be computed using different combinations of
orders, and further with their corresponding magnitudes and orientations.
Consequently, how to choose the feature set to be fused in the covariance descriptor
for detection is of great importance.

A number of works [2–4] have empirically studied the performances of the
covariance descriptor using different feature sets. The reported results showed that
significantly different performances were achieved when using different features.
This further shows the importance of feature selection or extraction for the
covariance descriptor.

Alahi et al. [2, 5] compared different feature sets for detection and tracking
objects across non-calibrated camera networks and claimed that increasing the
number of features may increase the performance of covariance descriptor. In
addition, Alahi et al. suggested that shape information is crucial for inter-category
object detection. For instance, gradient features perform well in pedestrian detection
applications because the shape of a human is a relevant cue to distinguish it from
other objects, whereas color features perform best in intra-category classification
cases such as object re-identification or recognition. In [3], Cortez-Cargill et al.
constructed covariance descriptors with nine sets of features based on various color
spaces. They obtained a best feature set which embeds many color channels from a
variety of color spaces and reaches a performance of 99% for face detection.
However, the feature vector they got turned out to be a 20-dimensional one and thus
makes the construction and similarity measure of the covariance matrices rather
time-consuming.

In brief, two points can be drawn. First, different feature combinations generally
produce different detection performances. Second, previous works generally
reported better results using more features. Subsequently, two questions naturally
arise. First, how to select a proper feature set for detecting a specific object to ensure
good performance in terms of detection accuracy? Second, is it always true that
fusing more features produces better detection performance? If yes, are there
alternatives that use compact feature set while ensuring good performance? If not,
what is the condition when more features do not yield better performance? We will
try to answer these questions in the next section by analyzing the generalization
ability of the region covariance descriptor from a machine learning perspective.

3 Our Approach

3.1 Region Covariance Descriptor

For the appearance model, we use the region covariance descriptor [1, 3] as the
observation model. The region covariance descriptor can describe the object more
accurately by combining different types of spatial and temporal features naturally.
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Since the dimension of the covariance matrix depends only on the number of the
features we used, the problem of high calculation cost in high dimension is avoided.

In this work, we select the feature vector as

F ið Þ ¼ f 1; f 2; f 3. . .fn½ �; ð1Þ

where ffigmi are d-dimensional feature column vectors associated with the pixel
index i, and m is the number of total pixels in the image. Feature vectors are
generated for each pixel.

Then the covariance matrix is calculated by

Cr ¼ 1
MN

XMN

k¼1

ðfk� lrÞtðfk� lrÞT ð2Þ

where r indicates the rectangle region with the scale: MN, and lr is the mean of all
vectors in the region r. In this way, the region r is represented as a MN covariance
matrix. Since covariance matrices lie on the Riemannian space rather than the
Euclidean space, the Bhattacharyya distance, which is often used for histogram
distance metric, cannot be used to measure the distance of covariance matrices.
Therefore, the dissimilarity between two covariance matrices is proposed in [1] and
calculated by

qðCi;CjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd
k¼1

ln2kk

vuut Ci;Cjð Þ; ð3Þ

where Ci and Cj are covariance matrices of the target model and the candidate
particle, respectively; kk is the generalized eigenvalue between Ci and Cj. Lastly,
find the target region with minimum distance [1, 3] as the matching region.

qmin ¼ argmin q Ci;Cjð Þ; ð4Þ

where q is the covariance matrix distance.
The right features are exactly those that make the tracker work best. Color

descriptors have been successful in many computer vision applications. Here, we
investigate them for the visual tracking problem. Figure 1 shows flow chart of the
covariance tracker used in this experiment.

Finally, we used six different potential features to build the covariance descriptor
(Table 1). Table 2 shows the description of each features.
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Fig. 1 Flow chart of covariance tracker

Table 1 Potential features F1 R G B

F2 R G B E

F3 R G B V H

F4 R G B V H E

F5 R G B V H E L

F6 R G B V H E Q S U

Table 2 Description of
potential features

Description

R R values of the pixel

G G values of the pixel

B B values of the pixel

V image intensity first derivative in vertical

H image intensity first derivative in horizontal

E absolute value V and H

L second derivative’s magnitude

Q image intensity second derivative in vertical

S image intensity second derivative in horizontal

U image intensity second derivative in mixed derivative
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4 Experiments and Comparison

In this section, we present quantitative tracking results. Our experiment is con-
ducted on the CVPR2013 tracking benchmark [6], which is specially designed for
evaluation of tracking performance. The dataset includes 36 RGB sequences and 15
grayscale sequences.

4.1 Evaluation Methodology

We use the success rate and precision for quantitative evaluations, which are
common evaluation criteria. Precision: Percentage of frames where the predicted
location is within 20 pixels of the ground truth as a tracking evaluation method is
widely used. It is defined as the Euclidean distance between the target center and
the ground truth. The precision score shows the percentage of frames whose it is
within some given threshold. The default threshold is equal to 20 pixels.

4.2 Feature Selection

In the following feature description, we refer to some published articles [1–3].
Tables 1 and 2 show the potential feature and their description respectively. We
first perform an experiment to select optimal features for the covariance descriptor.
The performance of the features descriptors mentioned before is evaluated on the
task of object tracking. Table 3 shows the results on selected videos of the
CVPR2013 tracking benchmark. The results are reported in precision at a threshold
of 20 pixels of the ground truth.

Table 3 Tracker precision at a threshold of 20 (percentage of frames where the predicted location
is within 20 pixels of the ground truth)

Video sequences F1 F2 F3 F4 F5 F6

Boy 0.78 0.86 0.82 0.98 0.98 0.91

David3 NaN NaN 0.82 0.83 0.81 0.74

Bolt 0.02 0.60 0.69 0.75 0.02 0.71

Walking2 0.43 0.41 0.48 0.51 0.58 0.52

Average 0.41 0.62 0.70 0.77 0.6 0.72
This threshold was used by Babenko et al. [7]. In each row best result is presented by blue color
and second best by red color
*NaN denotes the tracker loses the target for several frames during tracking
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4.3 Quantitative Analysis

All six (6) features were used in Boy, David3, Bolt and Walking2 databases. At the
end, all features selected were generate data trajectory rescpectively. All six can be
seen in Fig. 2. These are F1, F2, F3, F4, F5 and F6.

Boy. Tracking Object Location: Precision at a fixed threshold of 20. Covariance
tracker used F4 and F5 indicates best performance.

David3. At the end, all features selected were produced data trajectory respec-
tively except F1 and F2. No data trajectories were generated because of the tracker
loses the target during tracking. Tracking Object Location: Precision at a fixed
threshold of 20. Covariance tracker used F4 indicates best performance.

Bolt. Tracking Object Location: Precision at a fixed threshold of 20. Covariance
tracker used F4 indicates best performance.

Walking2. Tracking Object Location: Precision at a fixed threshold of 20.
Covariance tracker used F5 indicates best performance.

The summary of tracker performance on many sequences is shown in Table 3.
The average tracker precision shows that F4 indicates best performance.
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Fig. 2 Precisions plots for 4 sequences (percentage of frames where the predicted location is
within the threshold of the ground truth). a Boy, b David3, c Bolt, d Walking2
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5 Conclusions

From the case studies it could be concluded that the covariance descriptor has
various aspects to be considered. We discussed six different features that are
commonly used for their significance. We also explored the precision of the feature
selection through experiments in which we integrated several feature extractions.
Our findings that F4 is best for all datasets, and that the choice of feature can have
impact on performance, which lead a significant increase in performance for object
tracking. In our future work, we can select F4 as our feature on covariance tracker.
The goal of our next approach is to minimize drifting and improve the tracking
performance of the covariance tracker. We believe that our method can also obtain
excellent results for other computer vision tasks including object tracking and so
on. We hope this work can inspire more researchers continuously to study this
technique and expand it on designing robust models.
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Analysis of a Micro Francis Turbine
Blade

K. Shahril, A. Tajul, M. S. M. Sidik, K. A. Shamsuddin
and A. R. Ab-Kadir

Abstract The main purpose of the turbine is to extract energy into the useful work.
The high pressure of the water from the head will be applied to the blade. Long term
exposure of this high pressure will lead to the blade metal become fatigue and cause
a fracture. The objectives of this study are to obtain the total deformation and
stresses that act on the blade. There are few new designs of the blade from to
previous studies will be consider. The turbine blade is simulated using the finite
element method (FEM) based on the commercial code ANSYS. The result of the
datum design is compared with all new designs in order to analyze if the new design
is better or vice versa from the datum design. The best design is selected based on
the largest percentages difference of the selected design compared to the datum
design. Using statistical analysis, paired comparison design is selected to compare
between the datum design and the selected design, i.e. do the results have a sig-
nificant difference. It can be concluded that the new design is better in handling the
total deformation, stress and strain.

Keywords Francis turbine � Finite element method � Total deformation �
Stress � Strain
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1 Introduction

A Francis turbine is mostly used in a hydropower plant due to the great efficiency
compared to other turbines such as the Pelton and the Kaplan turbine. It works
under a medium head (50 m to 300 m) and is handling a medium quantity of the
water. The blade is the most critical part of the turbine, it must withstand high
pressure from the water to extract energy into useful work. The proper design of the
blade will affect the total deformation, stress and strain, i.e. a good design will
increase the lifetime of the blade and requires less maintenance.

The pressure of the water produces stress on the blade in long term can lead to
metal fatigue. Metal fatigue is a phenomenon which results in the sudden fracture of
a component after a period of cyclic loading in the elastic regime. Failure is the end
result of a process involving the initiation and growth of a crack, usually at the site
of a stress concentration on the surface. This can be found in the welded areas on
the blade. Cavitation is the development of vapor structures in an originally liquid
flow due to pressure drops in the flow itself, and the collapse in high pressure
regions. This will develop erosion on the blade.

The scope of this study are to simulate the pressure that acts on the micro Francis
turbine blade on the datum design and the new design. A new design blade is a
design based on the previous study, fillet design, lean design and thicker design. By
using FEM simulation, the result of the simulation of the total deformation, stress
and strain of the datum design will be compared all new designs. Statistical analysis
is applied to verify the difference to know if the new design is better or vice versa
from the datum design.

2 Literature Review

D. Frunzverde et al. performed a failure analysis of a Francis turbine runner and
found that in the blade operating at partial load causes pressure fluctuation due to
vortex rope in draft tube [1]. This problem leads to the strong vibration and noise
causing the failure on the blade where fatigue occurs that can lead to a crack as
shows in Fig. 1. A fatigue crack tends to occur at the early stage or after a decade of
operation. This problem usually occurs on the welded area where the blade is joint
with the crown. Furthermore, the welding is done as a T-joint where high pressure
from the water head hits the blade. This can be proven by simulation of the real
condition using CFD where the geometry is simplified and does not contain the
fillet, crown and band, which could affect the results due to stress concentration.
The mesh is consisting of 61,140 solid type elements, connected in 38,186 nodes.
The imposed boundary conditions were fixed supports on the two ends of the blade
(link between blade and crown and band). The result shows that the loading edge
has high pressure that is 0.74605 Mpa and lean to the tail edge. The conclusion can
be made that the welding technique must be improved [1].
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Thapa et al. stated in his article that cavitation occurs on a Francis turbine
exposed to sediment erosion [2]. Cavitation is the development of vapor structures
in an originally liquid flow due to pressure drops in the flow itself, and the collapse
in high pressure regions. According to the Bernoulli equation, at the point where the
velocity is at its maximum, the pressure is at its minimum and the risk of cavitation
is high.

There are a few suggestions to decrease the erosion such as increase turbine
diameter, thicker runner blades, fewer runner blades and lastly coating on exposed
parts. There are disadvantages when changes are done to the design that may affect
the efficiency and increase the tendency to vibration caused by von Karman vor-
tices, increased surface roughness and lastly increased material costs.

Leading edge cavitation occurs as shown in Fig. 2 at location (A) and (B),
Travelling bubble cavitation usually occurs at location (C) and inter-blades cavi-
tation usually occurs at location (D). Von Karman vortex cavitation occurs at the
trailing edge, but will damage the trailing edge due to pressure pulsations.

The importance of the pressure distribution is reflected in the blade leaning. The
blade leaning angle is given as the angle that is normal to the flow direction,
meaning; by tilting the vertical inlet, leaning to the blade is introduced as shown in
Fig. 3. It can also be expressed as an angular displacement of each streamline at the
inlet. By leaning the blade, the pressure distribution from hub to shroud can be

Crack on Blade

Fig. 1 Fatique crack on blade due to strong vibration

Fig. 2 Cavitation Locations
A and B leading edge
C travelling buble
D inter-blades
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adjusted, hence low pressure zones at hub or shroud can be removed and thereby
reducing the cross flow on the blade. The new design of the blade leaning is the
X-blade [2].

3 Methodology

3.1 3D Modelling of the Proposed Design

The precise geometry of an actual Francis turbine blade is measured using
FlexScan3D of a 3D scanner as shown in Fig. 4. Then it was converted into a 3D
model in Catia V5. The Catia V5 file was transfer into SOLIDWORKS2015 in order
to reconstruct for smooth surface and removal of any unnecessary parts [3]. Figure 5
shows the datum design after being finalized and that dimension for other design is
based on the datum model, but the thickness of the blade, fillet on the joint area and
lean design have been changed. The changes are based on a previous study [4].

3.2 ANSYS Simulation

Computer simulation is used due to limitation to solve the behavior of the complex
surrounding. In this study ANSYS is selected due the advantages of ANSYS
ANSYS, i.e. rich functionality, consistency with theoretical foundation employing
the most advanced algorithms and architectural flexibility [5].

For a FEM analysis, the structure is represented as finite elements. These ele-
ments are joined at particular points which are called as nodes. The FEA is used to
calculate the deflection, stresses, strain or the buckling behavior of the member [5].
A static structural analysis is selected in ANSYS to perform this simulation. All the
mechanical properties of the turbine is entered into the engineering data, see Table 1.

Fig. 3 X-blade (lean) design
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Fig. 4 3D scanner

Fig. 5 Datum design

Table 1 Boundary
conditions and material
properties

Boundary condition Default value

Fixed support location On the coupling

Force location On the blade

Force value 53.852 N

Young’s modulus 200 GPa

Poisson’s ratio 0.3

Density 7850 kgm–3

Tensile yield strength 2.5E+08 N/m2
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After that, the 3D geometry from SOLIDWORKS is imported into ANSYS. Due
to the easier user interface of SOLIDWORKS, all the 3D modeling is done in
SOLIDWORKS, and the modeling is imported into the ANSYS. This procedure
will save time without geometry modeling in ANSYS. The next step is the meshing
of the geometry. The most suitable meshing size is 0.001 m due to the size of the
turbine. A smaller size than that will increase the time to mesh and increase the size
of the result file without increasing the accuracy. Force location and fixed support
location is applied on certain parts as shown in Table 1. For the result, the total
deformation, von mises stress and von mises strain are evaluated.

3.3 Paired Comparison Design

By using Minitab 17, paired comparison design can be done in a few minutes
compared to manual human calculation. The best design is selected based on the
highest percentage difference in total deformation, stress and strain. Paired com-
parison design is used to compare the datum design and the selected design. All the
values from the result is entered into the Minitab 17.

4 Results and Discussion

4.1 Analysis Graph Result

Figure 6 shows the result of the total deformation for all design configurations,
whereas the total deformation for the datum design is 1.22E−05 mm. For this single
parameter, the result shows a lower significant difference as compared to a
combination of parameters. The total deformation for the lean design is
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8.74E-06

1.18E-05

5.18E-06

7.08E-06
6.43E-06

8.55E-06
6.91E-06

0.00E+00

5.00E-06

1.00E-05

1.50E-05

To
ta

l D
ef

or
m

a
on

, m
m

Design Configura on 

Fig. 6 Comparison of total deformations
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11.831E−06 mm. The difference is 3.31% from the datum design but is vice versa
for the total deformation for fillet 3 mm design is 7.05E−06 mm and the difference
almost 42.35% from the datum design. For the fillet 2 mm and thicker design, the
total deformation is almost the same, i.e. 8.87E−06 mm and 8.74E−06 mm and the
difference is 27.49 and 28.59%, respectively.

For the combination parameter, the most significant difference is for the fillet
3 mm with thicker that is 6.91E−05 mm with a difference of almost 57.63%.
This result is followed by the fillet 2 mm with thicker, the total deformation is
6.43E−06 mm and the difference is 47.46%. Total deformation for the lean with
thicker is 6.91E−06 mm and the difference is 43.56% Fillet 3 mm with lean total
deformation is 7.08E−06 mm and the difference is 42.11%. Lastly the total
deformation fillet 2 mm with lean is 8.55E−06 with different 30.12%.

The largest difference of 57.69% to the datum design is obtained for fillet 3 mm
with thicker. This design proposal is most suitable in handling the total deforma-
tion, where the used material is a steel allow that has a low strain value to prevent
the material to elongate until it reaches the maximum point that can break the
material.

Figure 7 shows the result of stress for all design configurations, whereas the
stress for the datum design is 4.35E+07 N/m2. The poorest in handling stress is the
lean design. The stress is 3.46E+07 N/m2 and the difference with the datum design
is 20.44% followed by fillet 2 mm, whereas the stress is 3.37E+07 N/m2 with the
different is 22.64%. Stress for thicker design is 2.95E+07 N/m2 and the different is
32.25%. The best design in handling the stress is the fillet 3 mm where the stress is
2.87 + 07 N/m2 and the difference is 34.02%.

For the combination parameter, the best configuration in handling this parameter
is the lean with thicker where the stress is only 1.62E+07 N/m2 and a difference of
almost 62.87% from the datum design. The stress for the filled 3 mm with thicker is
2.11E+07 N/m2 and the different is 51.58% more than half of the datum design.
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Fig. 7 Comparison of stress values
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There are almost the results same for the 3 mm with lean and the 2 mm with thicker
where the stress is 2.57+07 N/m2 and 2.53E+07 N/m2 and the difference with the
datum configuration is 41.05 and 39.51% respectively. Lastly for combination
parameter, the worst in handling the stress is the fillet with 2 mm with lean. The
stress is 2.82E+07 N/m2 and the difference with the datum configuration is 35.19%.

The largest difference with datum design is the fillet lean with thicker more than
half that is 62.87% most suitable in handling the stress, the fillet area on the joining
area distributed the pressure evenly and lower the stress concentration. Figure 8
shows the result of strain for all designs, whereas the strain for the datum strain for
datum design is 2.18E+07. For the single parameter, t the worst design is the lean
design where the strain is 1.73E−04, where the different with the datum design is
20.55%. It is followed by the fillet 2 mm design where the strain is 1.70E−04 and
the difference is 22.22%. For the thicker design and the fillet 3 mm the strain is
almost the same, where the strain is 1.48E−04 and 1.44E−04 and the difference is
32.09 and 34.08%, respectively.

For the combination parameter, the greatest strain is for the combination lean
with thicker, where the strain is 8.22E−05 and the different is almost 62.27% from
the datum design. The strain for fillet 3 mm with thicker is 1.05E−04 and the
difference is 51.61%. For the fillet 3 mm with lean and fillet 2 mm with thicker the
strain is almost the strain is 1.28E−04 and 1.32E−04 and the difference is 41.14 and
39.55%, respectively. The worst in strain value is for the fillet 2 mm with lean. The
strain is 1.41E−04 and the difference is 35.29% with the datum design.

The largest different with the datum design is the lean with thinker, the difference
with the datum design 62.27%. Strain the ratio of the representing length with the
original length, in this case, a lower strain is better and this is due to the fact the
material.
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4.2 Paired Comparison Design

From the result, the graph shows that the lean with thicker performs good in regards
to stress and strain although the total deformation is not the best. The lean with
thicker design is still good from the datum design and the difference with the datum
design 43.56%, i.e. almost half from the datum design. The lean with thicker design
is selected for best design in this thesis. To prove that there are significant differ-
ences with the datum design for the lean with thicker design, the paired comparison
is done for the total deformation, stress and strain result.

Figure 9 shows the result of the paired comparison design for the total defor-
mation between the datum designs with the lean with thicker design. For the
significant level 5%, the P-value is lower than the significant level, it means there
are significant differences for both design.

Figure 10 shows the result of the paired comparison design for the stress
between the datum designs with the lean with thicker design. For the significant
level 5%, the P-value is lower than the significant level, it means that there are
significant differences for both design.

Fig. 9 Paired comparison design for total deformation

Fig. 10 Paired comparison design for stress
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Figure 11 shows the result of the paired comparison design for the strain
between the datum designs with the lean with thicker design. For the significant
level 5%, the P-value is lower than the significant level, it means that there are
significant differences for both design.

5 Conclusions

The selected design is the lean with thicker due to good performance in stress and
strain although not the best in regards to total deformation. For the total deformation,
the difference with the datum design is 43.56%. For stress, the difference with the
datum design is 62.87% and last but not least, the different with the datum design is
62.27%. This is proven by statistical analysis, paired comparison design for total
deformation, stress and strain, The paired comparison design shows that there are
significant differences for all of three result.
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Deep Contractive Autoencoder-Based
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Controller Area Network (CAN)
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Abstract With the emerging wireless technology integrated into modern vehicles,
this introduces an enormous number of vulnerabilities for adversaries to compro-
mise the vehicle internal system. Nonetheless, the attacks can be alleviated using
anomaly detection mechanism which have been proven to be effective in moni-
toring and detecting attacks. In this paper, we developed an anomaly detection
using an unsupervised deep learning-based approach, known as Deep Contractive
Autoencoders (DCAEs). The DCAEs, which is one of the regularize autoencoders
model imposed a different penalty term to the CAN data representation in order to
encourage robustness towards small changes. To accomplish this purpose, we
captured CAN bus data from three different vehicles, pre-processed them using the
max absolute normalization, and evaluated the model over three types of attacks.
Finally, the experimental results demonstrated that DCAEs yield a 91–100%
detection rate which outperformed other variants of regularized autoencoders.
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1 Introduction

These days, modern vehicles are no longer mechanical- or hydraulic-based, instead,
they are mostly being replaced by a number of electronic devices which are called
electronic control units (ECUs). These ECUs exchange messages among other
electronic components such as sensors and actuators through one of the most
common automotive communication bus system, the controller area network
(CAN) [1]. This CAN bus system is responsible to ensure all critical parts of
vehicles like the engine, braking, steering, and other safety systems are performed
accordingly. The communication that takes place between ECUs on the CAN bus
also is connected to other communication systems such as LIN, FlexRay and
MOST. Figure 1 shows the overall communication system in most modern
vehicles.

Apart from that, some of the ECUs that are equipped with wireless technology
allows them to communicate with the outside world. Consequently, the interaction
between the internal vehicle system with the external environment introduces an
array of vulnerabilities which could allow attackers to have legitimate access into
one bus system, and eventually compromise the entire vehicle communication
system. Judging from this fact, a great amount of effort has been put in by security
researchers to demonstrate the attack surface that exists in modern vehicles.
Checkoway et al. explored a broad array of remote exploitation through Bluetooth,
mechanic tools, cellular radio, CD players, and further, another attack vector like
wireless technology also can be feasible to perform long-range attacks [3]. The
adversaries can leverage the compromised ECUs by flooding the CAN bus with a
large number of CAN packets and eventually take over the entire car system [4].

To cope with the challenges illustrated above, there have been several proposals
found in the literature trying to develop security detection mechanisms in detecting
malicious activities in the CAN bus system. The artificial neural network (ANN)-
based anomaly detection is recently one of the emerging approaches that have been

Fig. 1 In-vehicle
communication network
illustrated by Li [2]
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employed in CAN bus networks [5–7]. The advantages of this approach that makes
CAN bus favors this approach are because its capability to generalize and adapt to
changes in the domain, and finally being able to cope with noise [8].

Wasicek and Weimerskirch [7] were the first ones that introduced the
ANN-based anomaly detection for CAN bus networks. They proposed a bottleneck
ANN with backpropagation architecture in classifying normal engine behavior as a
baseline detection feature i.e., torque, speed, and revolutions per minute (RPM).
However, the result depicted an inclination towards no difference between attack
and normal data. Kang et al. [5] developed a semi-supervised deep neural network
(DNN) on three CAN bus IDs that were generated using the simulator. Besides
manipulating CAN data to deceive the proposed system, the author also added
natural randomness using Gaussian noise to the value information of CAN data.
Farhana Lokman et al. [9] implemented an unsupervised stacked sparsed autoen-
coders (SSAEs) anomaly detection as acquiring a completely labeled data from a
real-time CAN bus is inconvenient. However, the proposed method was not
specifically evaluated on each type of attack and the overall performance yielded a
low ROC result. By conducting an experiment on a different kind of attack can
determine which attack influences the overall anomaly detection performance while
at the same time improving the structure to reassure efficiency and robustness of the
model.

Hence, the proposed solution introduces a novel approach which is based on the
deep contractive autoencoders (DCAEs) [10] in detecting the malicious pattern in
CAN bus data. Precisely, the DCAEs model is one of the regularized autoencoders
variants like SSAEs and denoising autoencoders (DAEs) [11]. The idea of DCAEs
is to ensure the robustness of learned CAN bus data representation to small
changes, noise and missing inputs in the training samples. To achieve this purpose,
the DCAEs imposed a different penalty term in the lost function to the represen-
tation. As a result, the DCAEs model surpasses results attained by other regularized
autoencoders.

The remaining of this paper is organized into three sections: Sect. 2 describes
our proposed DCAEs method and presents the CAN bus dataset used for experi-
mental purposes. Section 3 explains the overall results obtained from the experi-
ment. Finally, Sect. 4 concludes this paper along with future work.

2 Methodology

2.1 The DCAEs Design

As mentioned earlier, the DCAEs design [10] develops an explicit regularizer or
penalty term on the latent representation h = f(x), reducing the derivative of f to be
smaller as possible. The steps taken by the Gradient descent (GD) will be large if
the loss function of the derivative is high, and will take a small step if the loss
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function of the derivative is low. Thus, to achieve an optimal value, it should have a
very small number (precisely, 0) of the derivative. The penalty term is shown
below. The delta of k indicates a scaling factor:

X hð Þ ¼ k
df xð Þ
d xð Þ

����

����
2

f

ð1Þ

The X(h) denotes the Frobenius norm of the Jacobian matrix, which is the sum
squared of all vectors in the matrix associated with the encoder activation sequence,
with respect to CAN data input x. Finally, to construct multiple hidden layers of
DCAEs, we stacked autoencoders one after another. Previous work [12] suggested
that having a deep layer of the network to compress data representation could
improve the model performance.

2.2 Experimental Setup

The methodology of the learning procedure is illustrated in Fig. 3 In this section,
we described a different approach performed in each step.

(i) CAN bus dataset

The CAN bus dataset that we used in this paper is logged from three different
vehicles; Toyota Camry, Hyundai Elantra, and Perodua Axia. During the data
acquisition, we used the DB9 cable which was plugged into an OBD-II port. Most
vehicles that have a CAN bus system are equipped with the OBD-II port around the
steering wheel, allowing manufacturers or security researchers to diagnose or
capture CAN bus data. We connected the cable with the CAN bus data sniffer
device in order to allow communication between the laptop and the CAN bus
system. We captured the CAN bus data approximately for 30 minutes of driving,
which also involves idling, speeding, braking, parking, locking doors, turning the
lights on and off. The process of acquiring CAN bus data from one of the vehicles is
depicted in Fig. 2.

The captured CAN bus data is pre-processed first before training them. The
pre-processing phase is comprised of three steps. (1) Feature reductions, where we
exclude unnecessary attributes in CAN data payload such as timestamp and size.
(2) Features conversion, where we converted the hexadecimal data into decimals
since the DNN-based model could not process string data. (3) Features normal-
ization, we scaled the data using max absolute normalization to ensure their scales
are equal (Fig. 3).

To evaluate the model, we injected the CAN bus traffic with different kinds of
attacks described below:
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(a) DoS attack: the aim of this attack is to gain a dominant state in the CAN bus
traffic. We constantly flooded the traffic with the highest priority data con-
taining CAN ID and Data field values of ‘0x000’. This DoS attack will make
other legitimate CAN data to back off from the normal state of traffic.

(b) Fuzzy attack: we manipulated the normal CAN ID and Data fields with a
completely unique and random value. This attack is aimed to make the system
confused.

(c) Impersonate attack: we manipulated the specific vehicle components that are
associated with RPM and gear with a constant value; ‘0xfff’ and ‘0x000’. This
attack is aimed to make legitimate RPM and gear components to behave
abnormally.

All attacks above are performed at a short period of time which ranges between 1
and 4 milliseconds. Next, we divided the normal and injected CAN bus data into
training and testing dataset (Table 1).

Fig. 2 The process of CAN bus data acquisition on Perodua Axia

Fig. 3 The methodology of the learning procedure

Deep Contractive Autoencoder-Based … 199



T
ab

le
1

T
he

C
A
N

bu
s
da
ta
se
ts
us
ed

du
ri
ng

th
e
ex
pe
ri
m
en
t

V
eh
ic
le

Fe
at
ur
es

A
tta
ck

ty
pe
s

T
ra
in
in
g
pa
ck
et
s

T
es
t
pa
ck
et
s

U
ni
qu

e
ID

U
ni
qu

e
da
ta

N
or
m
al

pa
ck
et
s

N
or
m
al

pa
ck
et
s

In
je
ct
ed

pa
ck
et
s

T
oy

ot
a
C
am

ry
10

3
25

9,
74

8
D
oS

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

Im
pe
rs
on

at
e

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

Fu
zz
y

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

H
yu

nd
ai

E
le
nt
ra

70
48

,9
31

D
oS

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

Im
pe
rs
on

at
e

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

Fu
zz
y

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

Pe
ro
du

a
A
xi
a

26
25

9,
74

8
D
oS

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

Im
pe
rs
on

at
e

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

Fu
zz
y

1,
00

0,
00

0
60

0,
00

0
30

0,
00

0

200 S. F. Lokman et al.



(ii) Experimental Environment and Performance Measure

We compared the efficiency and robustness of the detection rate based on the
receiver operating characteristic (ROC) performance measure; where it plots the
true positive rate (TPR) against the false positive rate (FPR). It offers a way in
making comparisons between methods since its discrimination threshold settings
are varied. The most optimal discriminator is a 100% detection with zero FPR. We
also examined the usefulness of two different types of error metrics in comparing
between the actual data and the predicted data: mean squared error (MSE) [13] and
mean absolute error (MAE) [14]. Generally, MSE calculates the average of the
squared difference between actual values and prediction errors, while MAE mea-
sures an average absolute difference between actual values and predictions. The
mathematical model for both error metrics is shown below:

MSE ¼ 1
N

XN

i¼1

yi �0 yið Þ ð2Þ

MAE ¼ 1
N

XN

i¼1

yi �0 yij j ð3Þ

Lastly, we compared our proposed DCAEs model with other regularized
autoencoder variants in determining the best anomaly detection solution for CAN
bus data:

(a) stacked sparsed autoencoders with l1 regularizer constraints (SSAEs);
(b) stacked denoising autoencoders (SDAEs).

3 Results and Discussion

The qualitative experimental results using DCAEs are exhibited in Table 2. The
rows that are highlighted with bold fonts determined the best ROC in detecting
three different types of attacks. While the underlined and italic font signified the
highest detection rate using different error metrics (Fig. 4).

From the experimental results presented above, some initial observations can be
concluded. Our proposed DCAEs anomaly detection model obtained the highest
detection rate which ranges between 91 to 100% and performed consistently on
every attack compared to other regularized autoencoders approaches. We further
described and evaluated different detection models in three attack scenarios below:

(i) DoS attack

It can be observed that the performance of the SSAEs and DAEs models is
degraded when tested on DoS attack, however, the DCAEs detection rate is still
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much higher than SSAEs and DAEs. The model system might get confused when
trying to discriminate between the actual data and the injected data because several
normal CAN features contained similar values like a DoS attack. It can be noted
that, since the variances of the CAN feature with the attack instances are close, the
SSAEs and DAEs performance declining when it comes to decision making.

(ii) Fuzzy attack

Although the DCAEs performance maintains the highest ROC score in all vehicle
datasets, however, the percentage of the detection rate drops approximately from 4
to 9% compared to the previous attack. Similarly, to SSAEs and DAEs. This might
be due to the variations of the fuzzy attack data that has slightly similar values
between normal and abnormal instances with the actual data. This indicated the
complete randomness and complicated patterns of fuzzy attacks that nearly imitate
normal patterns.

Table 2 ROC result among three different regularization autoencoders

Car model Attack type SSAE SDAE DCAE

MAE
(%)

MSE
(%)

MAE
(%)

MSE
(%)

MAE
(%)

MSE
(%)

Perodua
Axia

DoS 94.70 94.70 80.70 80.30 100.00 100.00

Hyundai
Elentra

63.70 56.20 76.30 77.10 75.80 75.00

Toyota
Camry

26.90 26.90 84.10 83.60 98.30 98.10

Average 61.77 59.27 80.37 80.33 91.37 91.03

Perodua
Axia

Fuzzy 81.30 83.20 81.90 83.20 94.70 94.70

Hyundai
Elentra

59.40 63.00 43.40 46.50 90.60 91.30

Toyota
Camry

79.00 81.90 77.00 75.20 91.90 92.40

Average 73.23 76.03 67.43 68.30 92.40 92.80

Perodua
Axia

Impersonate
(Brake)

100.00 100.00 99.30 99.30 100.00 100.00

Hyundai
Elentra

97.50 99.50 100.00 100.00 100.00 100.00

Toyota
Camry

96.40 96.40 100.00 99.40 98.30 98.50

Toyota
Camry

96.40 96.40 100.00 99.40 98.30 98.50

Average 97.97 98.63 99.77 99.57 99.43 99.50
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(iii) Impersonate attack

In contrast with other attack scenarios, all the detection model’s performance, in
this case, are encouraging. Since the injected impersonate attack contained constant
values that do not exist in normal CAN data, thus explains the results of no false
positive error.

In terms of error metrics used in this experiment, both MSE and MAE produced
slightly similar results on most detection model. However, the MSE error metric is
prone to performed much better on the fuzzy attack, while MAE performed well on
DoS and impersonate attack. Thus, it can be concluded that the MSE error metric is
robust when dealing with random values attack scenario while MAE error metric is
effective when dealing with constant values attack scenario.

Fig. 4 The ROC results for three attack scenarios; DoS, fuzzy and impersonate a figure presents
MSE error metric result b figure shows MAE error metric result
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4 Conclusions

In this paper, we have utilized an unsupervised deep learning model in discrimi-
nating different types of anomalies within CAN bus data using the prior normal
instances to construct the representations. Even though DCAEs-based anomaly
detection describes the traffic of CAN bus system well, however, there still remains
a challenging point in distinguishing malicious traffic resulted by ‘normal faulty of
electronic devices’ from malicious traffic resulted by ‘intentional attacks incurs by
adversaries’. Nevertheless, the DCAEs-based anomaly detection is still robust
towards lack of ‘identified attack behaviors for in-vehicle CAN bus’, due to more
attack patterns and framework for vehicles have become subsequently discovered.
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Design and Temperature Analysis
of an Aluminum-Air Battery Casing
for Electric Vehicles

Mohamad Naufal Mohamad Zaini, Mohamad-Syafiq Mohd-Kamal,
Mohamad Sabri Mohamad Sidik and Muhamad Husaini Abu Bakar

Abstract The aluminum-air battery receives more attention to applications in
electronic mobile devices, transportation systems, and has a higher energy density
than other metal-air batteries. However, the aluminum-air battery is still not widely
commercialized due to unacceptably thermal issues. Hence, this study focuses on
the development of an aluminum-air battery casing, studies the performance of the
aluminum-air battery and thermal distribution analysis by using thermography.
A single cell with dimensions of 10 cm � 10 cm � 3 cm with an anode area of
6.5 cm2 and an air cathode area of 6.5 cm2 is designed. In addition, 1 M of NaOH
acts as the electrolyte of the battery. The aluminum-air battery temperature distri-
bution is determined by a thermal imaging camera. The maximum temperature of
34 °C has been found as the reaction occurs. The result of the battery tests shows
that the battery can produce a maximum voltage of 1.5 V and has a constant current
value of 40 mA. The discharge rate of the battery indicates that one cell can operate
for 10 h. Thus, the proposed design for the battery casing has functioned at the
optimal condition.

Keywords Aluminum-Air battery � Aluminum anode � Metal-Air battery �
Thermal analysis � Electric vehicle

M. N. Mohamad Zaini � M.-S. Mohd-Kamal � M. S. Mohamad Sidik � M. H. Abu Bakar (&)
System Engineering and Energy Laboratory, University Kuala Lumpur Malaysian Spanish
Institute, Kulim Hi-Tech Park, 09000 Kulim, Kedah, Malaysia
e-mail: muhamadhusaini@unikl.edu.my

M. N. Mohamad Zaini
e-mail: mr.naufal14@gmail.com

M.-S. Mohd-Kamal
e-mail: msyafiq.kamal@s.unikl.edu.my

M. S. Mohamad Sidik
e-mail: msabri@unikl.edu.my

© Springer Nature Switzerland AG 2019
M. H. Abu Bakar et al. (eds.), Progress in Engineering Technology,
Advanced Structured Materials 119, https://doi.org/10.1007/978-3-030-28505-0_17

207

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28505-0_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28505-0_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28505-0_17&amp;domain=pdf
mailto:muhamadhusaini@unikl.edu.my
mailto:mr.naufal14@gmail.com
mailto:msyafiq.kamal@s.unikl.edu.my
mailto:msabri@unikl.edu.my
https://doi.org/10.1007/978-3-030-28505-0_17


1 Introduction

Referring to the new lifestyle nowadays, fuel consumption became a critical issue in
selecting the car in daily life. Hence, the suitable vehicle that fits a human need is an
electric vehicles (EV). Besides, there are a variety of technologies available in EV’s
that have different capabilities that can accommodate different driver’s needs. The
usage of batteries for high power portability has spread in various applications. One
of the green technologies that is popular nowadays is an electric vehicle. EV’s have
existed for more than a century by now. In 1899, a Belgian electric vehicle powered
by a lead-acid battery was able to reach 30 m/s [1]. However, the lack of progress in
batteries hindered the development of EVs and it was not until recently that electric
and hybrid vehicles re-emerged. EVs are powered entirely by electric propulsion
systems, while hybrid vehicles have two or more power sources—normally an ICE
coupled to an electric motor/generator powered by an electric energy storage
system.

In the automotive field, usually, the batteries are used for the starter and now the
usage of batteries is getting essential as the power supplier for an electrical vehi-
cle [13]. The fabrication of a battery involves the anode and cathode as electrode
and electrolyte. The type of electrode and electrolyte can be different depending on
its purpose. Each unique combination can provide a different value of voltage [3].
Therefore, an alternative strategy is desired to develop novel energy storage and
conversion systems with sufficient theoretical energy density required for future
applications [11]. Among these new energy storage systems, metal-air batteries
have gained great interest due to their high energy density and capacity, low cost
(depending on the metal anode), the negligible dependence of their capacity on
operating load and temperature, and the constant discharge voltage [10, 12].

Up to now, several different types of metal-air batteries, such as lithium (Li)-air,
sodium (Na)-air, potassium (K)-air, zinc (Zn)-air, magnesium (Mg)-air, and alu-
minum (Al)-air batteries have been extensively studied [2]. Metal-air batteries
exhibit high theoretical energy densities ranging between 2 and 10 folds higher than
that of state-of-the-art lithium-ion batteries [4, 7]. Metal-air batteries are equipped
with a metal anode and an air-breathing cathode through a suitable electrolyte. Due
to the open battery configuration of metal-air batteries, the oxygen reagent can be
directly received from the surrounding air instead of prior incorporation, thus
contributing to their very high theoretical energy densities [8, 9].

In this project, the current issue is that the lithium resource is limited and getting
lesser. Therefore, the technologist came out with the idea of the aluminum-air
battery. The present aluminum-air battery is the best contender to replace
lithium-air battery as aluminum is less expensive, lightweight, abundance in nature
and has a higher energy density compared to other metal-air batteries [5, 6]. The
importance of this research is to reduce the cost, weight meanwhile increases the
power efficiency.
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2 Methodology

2.1 Design and Fabrication Process of the Aluminum-Air
Battery Casing

The aluminum-air (AA) cell casing shown in Fig. 1 consists of a body that was made
from polypropylene with oxygen slot (1). The casing was locked using epoxy glue
with hex screw bolt and nut (2). The alkaline electrolyte is poured through the battery
cell slot (3) and the volume of the electrolyte for each cell is 0.03 L. The perspex was
mounted to the body (4) with a sealing gasket glued on both sides of the battery to
see the reaction of the electrode and electrolyte more clearly. The electrolyte-gas
mixture exits the cell through the upper outlet. A 100 mm � 65 mm, 1 mm thick
aluminum anode (5) is installed between a pair of electrically connected air cathodes
(6) with the dimensions of 100 mm � 65 mm each. The total working surface area
of the anode-cathodes assembly is 130 cm2. The anode and cathode are clipped
using crocodile clips to hold in place as a current collector (7).

2.2 Experimental Setup

In this analysis, the battery was developed by using several components. To make
the single cell aluminum-air battery, one aluminum plate (65 cm2) with a thickness
of 1 mm was used as the anode cell and two carbon meshes (65 cm2). The device
that was used to analyze the battery was a PLX-DAQ battery tester with a 10 W
ceramic cement resistor from System Engineering and Energy Laboratory and a
1.5 V DC motor with blade that act as the load that was applied to the battery.

(a) (b)

1

2
3

4

57

6

Fig. 1 a A aluminum-air battery casing: 1—Oxygen slot; 2—locking device; 3—battery cell slot;
4—perspex. b Aluminum-air 4 cell battery: 5—crocodile clip; 6—Aluminum anode; 7—Air
cathode
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Meanwhile, a multimeter was used to check voltage, current, and resistance of the
battery.

The solution for the solid state electrolytes was prepared first. The molar weight
of the concentration needs to be calculated to get the exact weight before to dilute in
distilled water. The weight of sodium hydroxide (NaOH) needs to be measured. The
solution was prepared by mixing the sodium hydroxide (NaOH) that was mixed
with distilled water.

2.3 Single Cell and 4 Cell Battery Performance Analysis

The analysis and observation were done by following the step on the schematic
diagram in Fig. 2a. The single cell aluminum air battery was connected to the device
PLX-DAQ battery tester with 10 W ceramic cement resistor and the device was
connected directly to the computer. The experiment was setup as shown in Fig. 2b
according to the schematic diagram while the voltage cut off limit was set to 0.12 V.

Meanwhile, for the 4 cell battery testing, the analysis and observation were done
by following the step on the schematic diagram in Fig. 3a. The 4 cell aluminium-air
battery was connected to the device PLX-DAQ battery tester with 10 W ceramic

Fig. 2 a Schematic diagram of single cell battery performance analysis b Experimental setup for
single cell analysis

Fig. 3 a Schematic diagram of 4 cell battery performance analysis; b Experimental setup for 4
cell analysis
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cement resistor and 1.5 V DC motor to give more load on the battery. The device
was connected directly to the computer and the experiment was setup as shown in
Fig. 3b according to the schematic diagram while the voltage cut off limit was set to
0.12 V.

2.4 Temperature Distribution Analysis

For the temperature distribution analysis, the battery was initially at a normal
operating temperature of 28 °C. The analysis process starts with the thermal imager
that will record a video of the battery discharge. The recorded video will be ana-
lyzed using the Keysight TrueIR U5855A device Analysis and Reporting Tool
software to capture the temperature with a thermal imager as shown in Fig. 4. With
the enhanced Keysight TrueIR Analysis and Reporting Tool software are able to
stream a live thermal image from the computer. This is a very useful tool to monitor
the experiment, and perform equipment failure analysis.

3 Discussion

3.1 Single Cell Battery Performance

Based on the graph obtained in Fig. 5, the data generally shows that a single cell
aluminum-air battery achieves 1.51 V and 100 mA at the beginning until it stops at
0.12 V cut-off that has been set. Other than that, the results indicate that the lifetime
of a single cell aluminum-air battery can be operated for 9 h after 10 W ceramic
cement resistor load has been applied. Meanwhile, in Fig. 6, the graph obtained
shows that the discharge current of a single cell aluminum-air battery is 100 mAh
with 1.51 V at the beginning and drops slowly until the end which is 10 mAh with
0.12 V as shown. It shows that both graphs for the single cell aluminum-air battery

Fig. 4 a Schematic diagram of 4 cell battery thermal distribution analysis; b Experimental setup
for 4 cell thermal distribution analysis
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decrease inversely over time. It is decreasing slowly and the energy maintains for a
long period of time.

3.2 Battery Performance

From the graph in Fig. 7, the aluminum-air battery was analyzed by using 4 cell
battery and the energy capacity achieves 3.88 V at the beginning until it stops at
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Fig. 5 Graph of voltage over time after 9 h
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Fig. 6 Graph voltage over discharge capacity
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0.5 V voltage cut-off that has been set. Besides, the result shows that the lifetime of
the 4 cell aluminum-air battery has been operated for 4 h after a load of 10 W
ceramic cement resistor on the battery tester and the 1.45 W DC motor has been
applied. Meanwhile, Fig. 8 shows that the discharge current of the aluminum-air
battery is 226 mAh at the beginning and drops slowly until the end which is 50 mAh
as shown in Fig. 8. It shows that both graphs for the battery decrease inversely over
time. It is decreasing slowly and the energy maintains for a long period of time.

3.3 Thermography Test

The experimental setup for the temperature distribution has been analyzing by using
4 cell aluminum-air battery with 10 W ceramic cement resistor as the load on the
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Fig. 7 Graph voltage over time within 4 h
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battery tester and 1.45 W DC motor load were applied on it. The experiment was
conducted at 28 °C room temperature. The red focus point shows the maximum
temperature on the aluminum-air battery while the white focus point represents the
minimum temperature value. The temperature distribution of the aluminum-air
battery increases and then decreases as a result occurrence of the parasitic reaction.
The process keeps going repeatedly with time which represents the oscillation of a
half sine wave graph. During the experiment, the battery temperature starts to
increase obviously when reaching 30 °C temperature until it achieves the maximum
temperature which is 34 °C.

Based on the temperature versus time graph obtained in Fig. 9a, the temperature
starts to increase after 10 s and it keeps increasing gradually until it achieves the
maximum temperature of 34 °C after 2 min. Meanwhile, for the 10 min time taken
graph in Fig. 9e, the temperature starts increasing gradually until it achieves the
maximum temperature of 34 °C after 2 min. After that, the temperature starts to
drop drastically to 30 °C and then continues increasing to 34 °C 2 min later. The
same characteristic of the graph keeps repeating after 2 min later until it achieves
10 min total time taken of the graph. The total time taken for this analysis is
40 min.

4 Conclusion

In conclusion, the electrode and electrolytes for an aluminum-air battery have been
selected based on the literature review and experimental results were obtained in the
present study. It has been shown that the time of discharge is increasing gradually
while the battery energy decreases inversely until the battery achieves the cut-off
voltage that has been set. The higher alkali concentration helps to prevent the
undesirable formation of aluminum hydroxide sediment and increases the power
and energy capacity of the aluminum-air cell. A 1.5 V aluminum-air battery with a
single cell and 4 cells with 3.88 V has been proven. Then followed by 4 cell
temperature distribution analysis to see the temperature reading more drastically.
Investigation at room temperature of 28 °C demonstrated that the temperature
distribution of an aluminum-air battery with a 1 M concentration of NaOH as an
electrolyte can rise obviously until to 34 °C maximum temperature.

The cheap cost estimation of the battery and characteristics of the aluminum-air
battery developed in this study demonstrate the suitability of this battery as backup
and emergency power sources, as well as power sources for electric vehicles. In
addition, heat released during the operation of the aluminum-air battery can be
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Fig. 9 a Thermography result for 0–10 s time taken. b Thermography result for 30 s time taken.
c Thermography result for 50 s time taken. d Thermography result for 1 min 30 s time taken.
e Thermography result for 2 min time taken
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utilized for heating and climate control of the passenger compartment. Unlike
traditional internal combustion engines, the aluminum-air battery generates no air
pollutants and the product of anodic dissolution of aluminum can be incorporated
and recycled in the standard.
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Corrosion Analysis of Aluminum-Air
Battery Electrode Using Smoothed
Particle Hydrodynamics

Faizah Osman, Amir Hafiz Mohd Nazri,
Mohamad Sabri Mohamad Sidik and Muhamad Husaini Abu Bakar

Abstract Aluminum-air (Al-air) battery becomes one of the demanding batteries to
power up an electronic device in our daily life. However, the corrosion behaviour of
aluminium anodes is a major issue that must be carefully considered in the Al-air
battery. This study is aimed to develop an Al-air battery single cell model and to
simulate the corrosion by using the Smoothed Particle Hydrodynamics
(SPH) method. The rate of corrosion at the anode and the effect of this corrosion to
the performance of the Al-air battery is being study. As a result, the velocity profile
of the anode corrosion and the electrolyte flow has been determined. These two
measured parameters are closely significant toward corrosion behaviour. Thus, it
has been proven that the SPH method is capable of modelling and simulating the
corrosion behaviour in Al-air batteries.

Keywords Aluminum-air battery � Smoothed particle hydrodynamic (SPH) �
Metal-air battery � Corrosion � Sediment movement

1 Introduction

In the new era of technology, batteries are under a huge demand to power up an
electronic device in our daily life. The most common kind of battery used in
modern passenger and freight battery electric vehicles (BEVs) are lithium-air
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batteries [1]. Every device has their own problem and same goes to lithium-air
battery. Hence, Al-air batteries have been proposed as one of the alternative energy
storage devices [2]. An Al-air battery is one of the metal air battery that theoreti-
cally provides more power than a regular battery and even can power up an electric
vehicle [3]. The theoretical specific energy of an Al–air battery with an alkaline
electrolyte can be as high as 200 Wh kg−1, and with a neutral salt solution, it is
between 300 and 500 Wh kg−1 [4]. However, there are unresolved problems of this
battery that the anode is still facing a high rate of corrosion and negatively affects
the potential of the battery [5].

The Al-air battery is mainly composed of an aluminum alloy electrode, an air
electrode and an alkaline electrolyte. Its working principle is that the aluminum
electrode (cathode) reacts with the hydroxyl ions of the electrolyte, generates Al
(OH)4− and releases electrons. Electrons flow through the external line into the air
electrode, which react with water and generate OH−. The electrons in the external
circuit are continuously oriented to form the current [2].

The specific electrode reaction and the battery reaction is as follows:

Cathodic reaction: 0:5O2 þH2Oþ 2e� ! 2OH� ð1Þ

Anodic reaction:Al ! Al3 þ þ 3e� ð2Þ

Al3 þ þ 4OH� ! Al(OH)4� ð3Þ

A new generation of computational fluid dynamics (CFD) solver that has been
developed is the Smoothed particle hydrodynamics (SPH) method for complex
hydrodynamic problems that widely used in engineering problems for decades [6].
Meshless methods use to solve complicated domain topologies and multiphase
systems in computational acoustics. To model fluid-structure interaction and the
interaction between fluid particles and a solid, SPH is using the application of a
fictitious repulsive force method to prevent the fluid particles from penetrating to
solid form [7]. By using the SPH method we can simulate and observe the beha-
viour of the electrolyte motion inside the battery casing during the battery discharge
process and we can see how the anode corrodes during the corrosion process which
occurs during the discharge process.

2 Methodology

The methodology of this research consists of 3 main stages as shown in Fig. 1:

(i) Numerical Analysis

This research used numerical simulation to investigate the corrosion rate and the
electrolyte flow inside the Al-air battery by using DualSPHysics software which is
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an open source CFD solver. The simulation results were compared with experiment
results and calculation results.

(ii) Mechanical Design

Mechanical design consists of two developments of design. Firstly, the design of
the Al-air battery by using the SolidWorks software because it offers complete 3D
software tools that are easy to use and work together to help to design better
products. Then, by using the Mastercam software, manufacturing processes is
analyzed under one system to evaluate earlier designs earlier in the process to avoid
unexpected costs and delays in finishing products on time. Secondly, several
numerical models of the Al-air battery must be generated in the FreeCAD software
for numerical analysis later.

(iii) Experiment Setup

In this section, the development of a simple experiment setup for the Al-air battery
is required. The general purpose for the developing of the Al-air battery experiment
setup is to measure the corrosion’s distribution and corrosion’s performance in the
electrolytes. The electrolyte that been used in this experiment is sodium hydroxide
(NaOH).

3 Results and Discussion

3.1 Weight Loss Method

After the experiment has been conducted for two hours, we can observe that the
sediment is starting to form and flow with the flow of the reaction of aluminum
corrosion as shown in Fig. 2. Besides the form of sediment, this reaction also
released hydrogen gas as the product of the reaction. The weight of the aluminum
plate was weighed, and a little weight loss occured from the experiment. This
experiment has been conducted three times to observe the weight loss.

1st Stage 

2nd Stage 

3rd Stage

1st Stage 

2nd Stage 

3rd Stage

•Numerical Analysis•Numerical Analysis•Numerical Analysis•Numerical Analysis

•Mechanical Design

•Experiment Setup

•Mechanical Design

•Experiment Setup

•Mechanical Design

•Experiment Setup

•Mechanical Design

•Experiment Setup

Fig. 1 Stages of
methodology
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As we can see from the Table 1, the result of the experiment indicates that the
plate lost 0.12 g after 20 min, 0.88 g after 1 h and 1.08 g after 2 h.

3.2 Simulation of Anode Corrosion

Figure 3 visualizes the motion of the battery during the reaction. The result of the
simulation shows that the upper side of the sediment was deposited slowly. The
simulation has run 500 sample of particle movement for five seconds of simulation.
There are particle’s movement of NaOH solution while the corrosion process
occurs. The density of the fluid is set to 1000 kg/m3 while the sediment density was
set to 1500 kg/m3 to observe the movement of the sediment. Other settings that
have been set by the software for this simulation were not changed. The time taken
to execute the simulation is depending on the size of the geometry and the number
of the particles used in the simulation. DualSPHysics software can define the
velocity of the particle movement and visualizing particle’s movement in the
battery.

Fig. 2 Forming of sediment

Table 1 Weight loss with time

Time taken Weight before (g) Weight after (g) Weight loss (g)

20 min 14.41 14.29 0.12

1 h 15.29 14.41 0.88

2 h 14.29 13.21 1.08
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3.3 Velocity of Particles

Figure 4 shows the velocity movement of the particle. The particle movement is
tak-en from 50 particle movements at point 1294. The velocity value given are in
form of X, Y and Z coordinates. From Fig. 4, we can observe that there is a positive
and negative value due to the coordinate movement. It will show the velocity value
from the last place the particle moves.

Fig. 3 Motion in the battery
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3.4 Battery Performance

The lifespan of a battery is very important to predict how long the battery can
withstand the corrosion effect while producing energy. The graph in Fig. 5 shows
that the voltage that has been produced by the battery is decreasing by the time. It is
because of the corrosion effect that happened to the battery. The higher molarity of
NaOH can make the aluminum anode corrode faster, and from the reaction, it
produces high heat to the battery casing. It can be observed that the battery is facing
a huge voltage drop at the first two minutes before dropping at a slower rate until
the end of the testing. At minute 33.52 there is a sudden increase because of the
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casing that has been used for the battery testing encountered a crack and leaked due
to the high temperature that has been emitted during the reaction.

As the voltage drops, the current produced by the battery also drops at an equal
rate with voltage. From the graph in Fig. 6, the current that has been produced also
has dropped steadily during the discharge process. The battery achieved 98 mil-
liamperes at the beginning and stopped at 30.86 milliamperes where the experiment
has been stopped. The discharge rate is constant until the battery depleted and not
producing energy anymore. The result shows that the current produced decreases
direct proportional to the time.

4 Conclusions

The objective of this research was to model a single cell of an Al-air battery, to
develop the SPH model for the battery and to evaluate the electrolyte behavior
inside the battery. As we know that the SPH method will give us high computa-
tional time but, it will give us the accuracy of the simulation by consuming more
time to develop the process. From the analysis, the behavior of the particles inside
the battery is obtained. We can conclude that, when the corrosion process happen
the electrolyte will flow toward the surface due to the bubbles that have been
produced while the reaction process occurs, and the sediment will slowly sink into
the bottom of the casing. The corrosion effect that is produced by the higher molar
value of the electrolyte can affect the battery performance and life span due to the
high reaction inside the battery.
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Development of an Aluminum-Air
Battery Using T6-6061 Anode as Electric
Vehicle Power Source

Faizah Osman, Mohd Zulfadzli Harith, Mohamad Sabri Mohamad
Sidik and Muhamad Husaini Abu Bakar

Abstract The demand for a long-lasting batteries for electric vehicle has increased
throughout the years. The common rechargeable lithium-ion battery cannot fulfill
this task. The Aluminum-air battery is an attractive candidate as it has a high power
density. However, it has a high rate of corrosion on the anode electrode due to the
aluminum reaction with the electrolyte. It becomes a challenge for researchers to
make an ideal aluminum-air battery. The aim of this research is to determine the
appropriate anode material’s (pure aluminum or 6061-T6) for aluminum-air bat-
teries. Two experiments, i.e. measuring the volume of hydrogen gas released and
weight loss measurements of the aluminum metal before and after reaction with the
electrolyte NaOH were performed using a specific experimental setup. The corro-
sion rate and the hydrogen gas evolution rate were calculated. Experiments were
carried out with a molarity of 2, 3 and 4 M of NaOH with 10 min of immersion.
The mass of specimens was measured by using an electronic digital weighing scale.
As a result, it is found that the alloy elements enhance the corrosion resistivity of
metal (aluminum).

Keywords T6-6061 � Aluminum-Air battery � Pure aluminum � Rate of
corrosion � Hydrogen gas release
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1 Introduction

Today’s environment that we are living in is facing the extreme problem of pol-
lution and global warming, and as a result, a lot of research in recent years has
focused on the development of the environmentally friendly vehicle [1]. Air quality
in developing cities has plunged and obviously is lower than the air quality in a
rural area due to the emission of the fuel-powered vehicles. As modern society is
encouraged to reduce the use of vehicles because of increasing pollution, a
non-polluting vehicle such as an electric vehicle (EV) has become popular [2]. Even
though the popularity of electric vehicles has risen, the power limit issue needs to
be focused on if the number of users is to increase to a level at which a remarkable
effect on environmental pollution can be achieved.

It was started in 1827, Anyos Jedlik, a Hungarian priest has built a simple viable
electric motor with stator, rotor and commutator to power a small car. After eight
years, a professor from the University of Groningen, the Netherlands has succeeded
in building a small electric car [3]. Later on, a lot of technologies were introduced
thanks to the studies on electric vehicle such as the primitive electric motor, early
electric locomotive (with speed of only 6 km/h), the use of rail that conducts
electric current and the introduction of the Lithium-ion battery as electric vehicle
power source. In the latest studies, researcher have found a replacement for the
common lithium-ion battery that is the aluminum-air battery. However, there is an
unresolved problem of this battery that the anode is still facing a high rate of
corrosion and this negatively affects the potential of the battery [4–6]. An
Aluminum-air battery promises a lot of advantage for future automotive industry as
it has a higher power density compared to the common battery used for our
smartphone and laptop which is the lithium-ion battery with power density of
100–200 Wh/kg. On the other hand, the aluminum-air battery has about 400 Wh/kg
[7, 8] meaning it has two to four times the power density of our common battery.
However, there is still a lot of improvement needed to be done for it to be a good
power source for EV.

This battery has a lot of components needed to be improved and one of it is the
high corrosion rate of the anode in aqueous solution [4–6, 8]. The rate of corrosion
is the speed at which any given metal deteriorates in a specific environment, as in
this case is in acidic compound. The corrosion of the anode in an aluminum-air
battery does decrease the efficiency of the battery as it causes the production of
hydrogen gas and affects the battery negatively. Corrosion occurs at the oxidation
reaction at the anode, where aluminum (Al) particles fuse with hydroxide (OH−)
ions forming aluminum hydroxide (AlOH3) and dissolves, thus cannot operate as
anode for the battery and needs to be replaced [9, 10].

Scientists and researchers have come out with a few methods to reduce the
corrosion at the anode of this battery. Those methods are using alloyed aluminum
instead of pure aluminum [5, 6], and by applying inhibitors [11] to the anode of the
battery. The step of using alloys shows a great improvement compared to pure
aluminum, but the corrosion problem still preventing the battery from achieving the
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full potential because of the extreme mass loss that’s more than necessary for
energy production. While an inhibitor is a great way to reduce the corrosion [5, 6] at
the anode or to a metal as it acts as a protective layer on metal, as in this case it will
be on the anode of the battery.

2 Methodology

In this study, the experimental setup was designed to carry out the experiment to
evaluate the corrosion of metal (aluminum) and hydrogen released in NaOH
solution. Two type of materials, i.e. pure aluminum and T6-6061 were compared.
Designs were made by using the SolidWorks software and Mastercam V9. The
anode electrode was fabricated to the actual product.

2.1 Hydrogen Gas Release Experiment

The main objective of this experiment is to evaluate the rate of hydrogen gas release
and compare it with the rate of corrosion of each metal (T6-6061 and pure alu-
minum). This experiment was carried out with a variety molarity of NaOH in the
range from 1 to 4 Mol of NaOH. The molarity of the NaOH was determined with a
few fixed values: volume of water (0.1 L), molar mass of NaOH (40 g/mol). The
molarity of NaOH was determined using the following equation.

M ¼ n
V

ð1Þ

where:

M molarity of mixture (M)
n number of mol of the compound (mol)
V volume of solvent (water) (L).

n ¼ m
M ð2Þ

where:

m mass of compound (NaOH) (g)
M molar mass of compound (NaOH) (g/mol).

The rate of hydrogen gas release was determined by using the following
equation:
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G ¼ V
AT

ð3Þ

where:

G rate of hydrogen gas release (ml cm−2 min−1)
V volume of hydrogen gas (ml)
A total surface area of metal (cm2)
T time of immersion (min).

The experiment was initiated with filling a half beaker with water. Then a
measuring cylinder was filled with water and covered with a piece of plastic. The
water filled cylinder was turned upside down and put into the beaker half-filled with
water until the lid of the cylinder immersed in the water. A delivery tube was placed
in the measuring cylinder and the other end of the delivery tube was connected to
the glass container cover. 100 ml of 1 M NaOH was poured into the glass con-
tainer. Next, the specimen (T6-6061 aluminum) with approximate 20 � 20 � 2
(mm) was put in the glass container and was quickly covered by the container
cover. The specimen was immersed in NaOH for 10 min and the volume of water
displaced in the measuring cylinder was recorded. The experiment was repeated
three times and the average volume of water displaced was calculated to ensure the
result. The experiment was repeated with 2, 3 and 4 M of NaOH, then using pure
aluminium as a specimen for the experiment. The data was recorded, and the rate of
hydrogen release was calculated.

2.2 Rate of Corrosion Experiment

The main objective of this experiment is to compare the rate of corrosion between
the metals (T6-6061 and pure aluminum) and their rate of hydrogen gas release.
The rate of corrosion was determined by using the following equation.

Corrosion rate ¼ 8:76 W
qAT

ð4Þ

where:

Corrosion rate rate of corrosion of the metals (mg cm−2 h−1)
8.76 corrosion constant
W weight difference of metal (mg)
q density of metal (g cm−3)
A total surface area of metal (cm2)
T time of immersion (hour).

The experiment started with a specimen (T6-6061 aluminum) with a dimension
approximately 20 � 20 � 2 (mm) was weighed and recorded. Then, 100 ml of

228 F. Osman et al.



1 M NaOH was poured into the glass container. The specimen was immersed in the
NaOH in the glass container for 10 min. The specimen was taken out from the
beaker and cleaned using tissue paper. The specimen was weighed again after
10 min of immersion inside NaOH and the weight of the specimen was recorded.
The experiment was repeated three times and the mass difference was calculated to
ensure a more accurate result. The experiment was repeated using NaOH with the
molarity of 2, 3 and 4 M, then using pure aluminium as specimen. The data was
recorded and the rate of corrosion was calculated.

3 Results and Discussion

3.1 Rate of Hydrogen Gas Release

Figure 1 shows the molarity of NaOH versus the rate of hydrogen gas release.
Based on the graph, the data generally shows that the pure aluminum produces a
greater volume of hydrogen gas compared to T6-6061 aluminum. Other than that,
the results indicate that the rate of hydrogen gas release of pure aluminum is higher
for every concentration of NaOH tested when compared to T6-6061 aluminum.
Other than that, 1 M of NaOH shows a low rate of hydrogen gas released, but with
increasing concentration of NaOH, the rate of hydrogen gas released also increased.
This indicates that the higher concentration of NaOH, the greater the chemical
reaction on T6-6061 aluminum and pure aluminum, thus speeds up the rate of
hydrogen gas release.
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Fig. 1 Graph of rate of hydrogen release over molarity
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This is because in lower concentration of NaOH, the NaOH to water ratio is
lower, this means that the reaction of NaOH at a time is slow regarding the low
presence of NaOH. The other way around when the concentration of NaOH is high,
the NaOH to water ratio is higher allowing a high reaction at a time.

3.2 Rate of Corrosion

Figure 2 shows the concentration of NaOH versus rate of corrosion. Based on the
graph, the data generally shows that the pure aluminum loses a greater amount of
weight compared to T6-6061 aluminum. Other than that, the results indicate that the
rate of corrosion of pure aluminum is higher for every concentration of NaOH
tested when compared to T6-6061 aluminum even though the weight loss was the
same at 3 M NaOH. Other than that, 1 M of NaOH shows a low rate of corrosion,
but with increasing concentration of NaOH, the rate of hydrogen gas released also
increased.

3.3 Overall

Based on both experiments, the result recorded came out with almost the same
pattern. The result shows a lower rate at a lower concentration of NaOH and
increased rate with increasing concentration of NaOH for both experiments.
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Fig. 2 Graph of rate of corrosion versus concentration of NaOH

230 F. Osman et al.



Even the significant increase at 3 M of NaOH is similar in both experiments. It can
be concluded that the volume of hydrogen gas released and the rate of hydrogen gas
release indicates the rate of corrosion of the metal specimens. The higher the rate of
hydrogen release, the higher the corrosion rate of the metal. The rate of corrosion
and rate of hydrogen gas release might vary depending on the electrolyte used in the
experiment.

4 Conclusions

The experiments show that the concentration of electrolyte affects mainly the rate of
chemical reaction with metal, as in this case the rate of corrosion of aluminum.
From the results that were discussed earlier, it can be concluded that T6-6061
aluminum has a better corrosion resistivity compared to pure aluminum. T6-6061
aluminum corrodes slower than pure aluminum, proofed by the lower rate of cor-
rosion and lower rate of hydrogen gas release. This experiment indicates that the
alloying element of aluminum improves the resistivity towards corrosion.

Aluminum has been studied by researchers for their high power density com-
pared to the lithium in order to produce a battery that provides a longer continuous
power supply. As pure aluminum has a higher rate of corrosion, it is less suitable to
be applied as anode for the aluminum-air battery. Since the corrosion is high it will
completely corrode the aluminum before it reaches the theoretically high power
density. T6-6061 aluminum has a higher potential to be applied as aluminum-air
battery anode because of the good corrosion resistance. This will result in an anode
that tends to corrode slower and has a high potential to utilize its high power density
that supports battery for a longer power supply time.
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Synthesis and Thermal Characterization
of Graphite Polymer Composites
for Aluminium Ion Batteries

Faizatul Azwa Zamri, Najmuddin Isa, Muhamad Husaini Abu Bakar
and Mohd Nurhidayat Zahelem

Abstract Phenolic resin is a thermosetting polymer resin is that is known for its
excellent thermal properties and chemical stability. Thus, it could be advantageous
if it could be utilized in graphite polymer composites as the cathode in aluminium
ion batteries. In this study, graphite polymer composites with 3 cm of diameter and
3 cm of thickness had been fabricated and then their thermal characteristics were
determined. The composition ratios of 40/60, 50/50, 60/40 and 70/30 by their
weight percentage (wt%) of graphite/phenol respectively were fabricated using the
hot compression method. Any further increment of graphite percentage in the
composition would produce a very fragile composite. In the physical properties
characterization, the bulk density, true density, and porosity percentage were
determined. Besides, the thermal conductivity of the graphite composites had been
measured according to ASTM E1350 standard for thermal characterization. It is
observed that an increase in graphite content results in an increase in porosity
content and thus reducing its thermal conductivity. It is concluded that a compo-
sition of 40/60 and 50/50 by its %wt of graphite/phenol has good physical and
thermal properties with *1.7 g/cm3, 6–8%, and *36 W/mK of bulk density,
porosity percentage and thermal conductivity, respectively.
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conductivity
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1 Introduction

Lithium-ion batteries have dominated the battery market of energy storage for
portable electronics and smart grids and so on for two decades. Unfortunately, the
commercial lithium-ion batteries (LIBs) so far cannot satisfy large scale storage
applications due to the safety, cost and reliability issues. Consequently, great efforts
have been devoted to explore new battery systems to satisfy the urgent need for
sustainable and efficient energy storage in modern society [1]. Regarding this issue,
new types of rechargeable battery systems were developed which could fuel broad
applications from personal electronics to grid storage. Since then, aluminum-ion
batteries have attracted much attention due to their low cost, environmental
benignity, and high charge density [2].

Natural graphite is widely used as an electrode material, which has been com-
mercialized successfully in the lithium-ion battery due to its unique physical and
chemical properties [3]. In contrast, a graphite cathode was just recently successful
developed for aluminum-ion batteries with comparable electrochemical properties
as lithium-ion batteries [4]. However, achieving desirable electrode properties is
still connected to many challenges [5]. Therefore, enhancement on the graphite
materials as cathode still requires further development.

A composite material is known as two or more materials with different properties
that are combined together. The constituents are combined in such a way that they
keep their individual physical phases and are non-solvable in each other or do not
form a new chemical compound [6]. It is known that polymer/graphite composites
exhibit a high thermal conductivity and an electrical conductivity at a fairly low
concentration [7]. Thus, it is expected that graphite/polymer composites will
potentially be used as the cathode for aluminium-ion batteries.

Phenolic resins have an excellent affinity for graphite and other forms of carbon.
Manufacturers often use the resin simply as a binder and adhesive for their carbon
materials. At high temperature, phenolic resins form a char of amorphous carbon.
This means that phenolic bonded carbon materials can be heat treated to yield an all
carbon structure. Because of these unique properties, phenolic resins find appli-
cation in the manufacture of electrodes, carbon composites, carbon seals, and
washers [6]. However, the fabrication and characterization of the graphite/phenol is
still unclear. Therefore, the synthesis of graphite/phenol composites with different
composition ratio is developed in this research. Then, physical and thermal char-
acterization will be performed in order to determine their properties.

2 Methodology

(i) Synthesis of graphite polymer composites

The graphite/phenol composites were prepared according to the composition ratios
40/60, 50/50, 60/40, 70/30 of graphite/phenol by its weight percentage with a total
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mass 39 g for each sample. Figure 1 shows the synthesis method of the graphite
polymer composites. The samples were fabricated using the compression molding
techniques using an AMP-5 automatic mounting press machine. A mold release
agent (200-10006 PTFE Spray) was applied prior to the mounting cycle to avoid
sticking on the mold surface. Figure 2 shows the fabricated samples.

(ii) Physical Characterization

The mass and dimension of the samples were measured to determine their bulk
density according to Eq. (1). Then, the density test has been done to measure the
true density of the samples. The porosity percentages were calculated according to
Eq. (2).

Characterization

The samples were ready for characterization.

Cooling process
The samples were remained at molding for 600 seconds prior ejecting from molding 
cavity.

Heating process
The samples were heated at temperature of 150 and pressed at 5 to 9 MPa of 
pressure for 300 seconds.

Mixing process
The composition powders were stirred in the beaker until homogenous prior poured 

into molding machine.

Materials preparation

The materials were weighted according to the composition ratio. 

Fig. 1 Synthesis method of graphite/phenol composites

Fig. 2 Graphite/phenol composites
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Bulkdensity ¼ mass gð Þ
volumeðcm3Þ ð1Þ

Porosity %ð Þ ¼ Bulkdensity� Truedensity
Truedensity

� 100% ð2Þ

(iii) Thermal Characterization

In this section, the thermal conductivity test was performed according to the ASTM
E1350 standard to determine their thermal characterization. The thermal conduc-
tivity, k, of graphite polymer composites was calculated according to the Fourier’s
law for linear conduction (see Eq. 3),

Q ¼ �kA dT=dxð Þ ð3Þ

where Q is the rate of heat conduction in the x-direction, k is the thermal con-
ductivity of the material, A is the cross-sectional area normal to the x-direction, and
dT/dx is the temperature gradient in the x-direction.

3 Results and Discussion

3.1 Density and Porosity

Table 1 shows the density and porosity of the graphite-polymer composite based on
the composition ratio. It is observed that the bulk density of the graphite/phenol
composite obtained was about 1.7 g/cm3. Besides, the percentage of porosity in the
graphite/phenol composite increased with increasing graphite content. The lowest
and highest porosity percentage was 6.63 and 13.70% for 50/50 and 70/30 of
graphite/phenol composition, respectively.

Table 1 Density and porosity of graphite/phenol composites

Graphite/phenol
composition

Bulk density (g/cm3) True density (g/cm3) Porosity
(%)

40/60 1.70 1.58 7.61

50/50 1.67 1.57 6.63

60/40 1.73 1.59 8.77

70/30 1.73 1.52 13.70
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3.2 Thermal Conductivity

Table 2 shows the thermal conductivity at different power. The thermal conduc-
tivity value was calculated by averaging the value from the test using 5, 10, 15, and
20 watts. The highest thermal conductivity was 38.22 W/mK obtained for 40% of
graphite content in the graphite-polymer composite. However, the thermal con-
ductivity of the composites was decreased with increasing of graphite content in the
composition.

4 Conclusions

The objective of this research was to fabricate graphite/phenol composites with a
different composition. Then, the physical properties including bulk density, true
density and porosity were measured. Lastly, the thermal conductivity test was
performed to calculate their thermal conductivity value, k. The composite with 40/
60, 50/50, 60/40 and 70/30 by its wt% was successfully fabricated by the hot
compression method. However, any further increment of graphite content would
produce a very fragile composite. It is concluded that the increasing graphite
content in the graphite/phenol composites results in an increased porosity which
reduced their thermal conductivity. Besides, the composition of 40/60 and 50/50 by
its %wt of graphite/phenol has good physical and thermal properties with *1.7 g/
cm3, 6–8%, *36 W/mK of bulk density, porosity percentage and thermal con-
ductivity, respectively.
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Design and Analysis of an Aluminium
Ion Battery for Electric Vehicles

Faizatul Azwa Zamri, Mohamad Zhairul Faris Jumari,
Muhamad Husaini Abu Bakar and Mohd Nurhidayat Zahelem

Abstract The Lithium-ion battery has been widely used in the development of
electric vehicles. However, awareness of battery safety has been encouraged to use
aluminium based batteries. Therefore, in this study, an aluminium ion battery cell
with 25 mm � 100 mm of diameter and height respectively was designed using the
SolidWorks 2016 software. Then the aluminium-ion battery was fabricated using
different electrolyte types including potassium hydroxide (KOH), sodium hydrox-
ide (NaOH) and a mixture of sodium hypochlorite with sodium hydroxide
(NaOCl + NaOH) to determine the battery characteristics. The battery character-
istics were obtained using an Arduino battery performance tester connected to the
PLX-DAQ software as an interface. A thermography test was also performed to
observe the heat distribution on the outer surface of the battery using a thermal
imager model U5855A TruIR thermal imager connected to the TrueIR Analysis and
Reporting Tool software. It is observed that aluminium-ion battery using a mixture
of sodium hypochlorite with sodium hydroxide provides good battery characteris-
tics which specific voltage and current density obtained as 1.13 V for and
79.31 mA respectively with 8 h operating time. The heat distribute over the surface
was moderate with the highest temperature of 37 °C and constantly for 15 min. As
a conclusion, an aluminium-ion battery has been developed for future review in
electric vehicles application.

Keywords Aluminum-ion batteries � Specific voltage � Specific current density �
Heat distribution
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1 Introduction

Aluminum-ion battery is the new technology that is used to replace the lithium-ion
battery in the future since it has high energy stored on a per volume basis because
an ability to exchange three electrons during the electrochemical process as shown
in Eq. (1). Hence, the design of the battery is expected to be in a smaller size [1].
Aluminum, in fact, possesses the highest volumetric capacity, 8040 mAh cm−3,
which is four times higher than lithium and has a good gravimetric capacity of 2980
mAh [2]. Additional, aluminium is the most abundant metal element in the earth’s
crust expected to produce low-cost batteries for large scale applications including
electric vehicles [1, 2].

Al3þ þ 3e� $ Al ð1Þ

Lithium-ion batteries gradually increased their significant important as power
sources for electric vehicles due to high theoretical capacity and good cycle-life [3].
However, the lithium-ion battery has an issue which is to ensure that lithium-ion
particles can move easily between electrodes, volatile and flammable chemical
compounds that are pressurized inside the battery cells [4, 5]. Since aluminium can
be handled open air leading to enormous advantages for cell fabrication, thus
it extremely improves the safety level of electrochemical storage systems [2].
Therefore, an aluminium-ion battery is developed and its battery characteristics
were evaluated.

To date, aluminium, graphite and AlCl3/1-ethyl-3-methylimidazolium chloride
[EMIm]Cl ionic liquid as anode, cathode, and electrolytes respectively have
reported to afford unprecedented discharge voltage profiles, cycling stabilities
and rate capabilities in the rechargeable aluminium-ion battery development,
[6, 7, 9–12]. However, the cost and preparation for the ionic liquid are high.
Therefore, it is advantageous to find alternative electrolytes with low cost and
require simple preparation. The battery thermal management is critical in achieving
performance and extended life of batteries in electric and hybrid vehicles under real
driving conditions. Appropriate modeling for predicting the thermal behavior of
battery systems in vehicles helps to make decisions for improved design and
shortens the development process [8]. Therefore, it is important to understand the
thermal distribution on the outer surface of an aluminium-ion cell to ensure battery
safety for future battery development electric vehicles applications.

2 Methodology

(i) Battery development:

The first stage of this work is battery development (Fig. 1). The battery was
designed based on the motivation to produce a small and compact size battery.
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Thus, the several designs were modeled using the SolidWorks 2016 software. The
graphite rod with 10 mm of its diameter and 18 mm of aluminum rod were used as
the cathode and anode of the battery respectively. A 1 M concentration of three
different electrolytes, including potassium hydroxide (KOH), sodium hydroxide
(NaOH) and the mixture of sodium hypochlorite with Sodium Hydroxide
(NaOCl + NaOH), was used for testing.

(ii) Battery experiment setup

In this section, an Arduino Nano battery performance tester (Fig. 2) with 10 W
load applied was used to study the characteristic of the battery during the discharge

1st Stage Battery development

2nd Stage Battery experiment setup

3rd Stage Thermography setup

Fig. 1 Stages of methodology

Fig. 2 Battery performance tester kit
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process. The data was exported to the PLX-DAQ software to plot the discharge
curves. From the curves, the voltage across the load resistor divided by the resis-
tance resulting discharge currents were obtained and then the battery capacity
(milliamp-hour) value was calculated by multiplying the discharge current with the
time taken.

(iii) Thermography setup

The thermal imaging test had been done during the discharging process to
observe the thermal distribution of the developed battery. The recorded video was
analyzed using the Keysight TrueIR Analysis and Reporting Tool software.

3 Results and Discussion

3.1 Design of the Battery

Several design concepts were developed as shown in Fig. 3. The battery design
(a) has been selected for fabrication since it meet all criteria such as simplicity, high
surface area, low cost, and easy to manufacture. It is a cylindrical shape with
10 mm � 100 mm of its diameter and height respectively. The other shell is made
from aluminium (anode) and graphite rod (cathode) and electrolyte were assembled
inside.

3.2 Battery Discharging Curves

Figure 4 shows the discharging curves of aluminium-ion battery with different
electrolytes and Table 1 summarizes their capacities. It is observed that the mixture
of sodium hypochlorite and sodium hydroxide had the highest battery capacity with
8 h operating time as shown in Table 1. However, potassium hydroxide has longer
operating time with the lowest battery capacity. The specific capacity and specific
current density are similar for all types of electrodes which was 65 mAh/g and
560 mA/g, respectively.

3.3 Thermal Distribution Analysis

Figure 5 shows the graph of the thermal distribution against time for an
aluminium-ion battery using a mixture of sodium hypochlorite and sodium
hydroxide as the electrolyte. The highest temperature observed on the outer surface
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of the battery was 37 °C which is relatively moderate compared to ambient
temperature which was 30 °C. This is requires more design optimization for better
heat dissipation.

Fig. 3 Several battery design a cylindrical battery with 100 mm of its length b square battery and
c cylindrical shape battery with 50 mm of its length
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Fig. 4 Discharging curves of a sodium hydroxide b potassium hydroxide, and c mixture of
sodium hypochlorite with sodium hydroxide

Table 1 Battery characteristics

Electrolyte Total operation time Mass loss (g) Capacity

NaOH 7 h 30 min 0.13 0.96 V at 65.20 mA

KOH 9 h 0.1 0.89 V at 60.97 mA

NaOCl + NaOH 8 h 0.1 1.13 V at 79.31 mA

0

10

20

30

40

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16Te
m

pe
ra

tu
re

(°
C

)

Time (minute)

Temperature Vs Time

Fig. 5 Thermal distribution
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4 Conclusions

The objective of this research is to model the single cell of an Al-ion battery,
evaluate battery discharging characteristics using potassium hydroxide (KOH),
sodium hydroxide (NaOH) and a mixture of sodium hypochlorite with sodium
hydroxide (NaOCl + NaOH). Lastly, the thermal distribution was observed on the
surfaces of the battery. It is known that the specific capacity and current density of
the developed battery was 65 mAh/g and 560 mA/g, respectively. The mixture of
NaOCl + NaOH electrolyte provides good characteristics which were 1.13 V for
and 79.31 mA for voltage and current density respectively for 8 h of operating
time. Besides, the thermography test shows that the temperature was rising from
ambient temperature of 30 to 37 °C and remained for 15 min. This shows that the
heat dissipated moderately to the outer surface. Lastly, this review has summarized
recent developments of Al anode, graphite cathode, and electrolytes of an
aluminum-ion battery which is expected to be useful in the electric vehicles battery
development.
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Automotive Metallic Component
Inspection System Using Square Pulse
Thermography

Nor Liyana Maskuri, Elvi Silver Beli, Ahmad Kamal Ismail
and Muhamad Husaini Abu Bakar

Abstract This paper presents an alternative inspection system for automotive
components replacing the conventional way by using naked human eye and
ultrasonic which are normally quiet time consuming. In order to solve the time
consumption issue, we propose the thermography technique which has the capa-
bility to detect the internal defect in an efficient way and is proven to be one of the
active thermography types. The process involves: (i) developing the square pulse
thermography inspection system for automotive components. The time duration of
heating is 7 min 10 s with 3002 sequence of an image, (ii) analyzing the effect of
defect magnitude on the surface temperature distribution, and finally, (iii) deter-
mining a defect profile in a metallic element. The diameter of the defect is evaluated
by calculating the ratio between the physical size and the pixel number. As a result,
the defect of 12 artificial holes can be detected with less than 10% error. As a
consequence, the proposed thermography method has a good potential to be utilized
in an automotive inspection system.

Keywords Square pulse thermography network � Automotive component
network � Discrete-Fourier transform network � Internal defect network �
Temperature distribution network � Ultrasonic
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1 Introduction

Quality monitoring is important when it comes to car manufacturer because a car
comes with complex parts and each part needs to be inspected before it reaches to
the assembly line. A defect will be the first parameter that need to be examined on
the part. If the part is not inspected properly, there will be a lot time to waste to
disassembly back the car to remove the part that has a defect. A car manufacturer
normally uses external inspection to examine the car’s part. This can be done using
the raw human eye, and other non-destructive technique such magnetic particle
testing and liquid penetrant testing but this techniques do not represent the internal
defect of the part inspected.

Recently, the car manufacturers started are start implementing ultrasonic
approaches, i.e. one of the non-destructive technique. However, the problem that a
lot of manufacturing companies dealing with ultrasonic is this method required
direct contact between transducer and the surface of the part that need to be
inspected and it consumes a lot of time. When the inspection time comprises a huge
part of the manufacture process, the productivity of the company will stagnant. The
new method thermography technique was introduced to overcome this problem.
This technique uses a infrared camera to evaluate the heat distribution from the car’
component. As it is using infrared radiation, it will not require for direct contact to
the part in order to inspect. Thermography also can inspect a wide surface in one
single shot.

Automotive manufacturers use external inspection systems as a way to evaluate
automotive components. These types of external inspection systems include using
the raw human eyes and non-destructive techniques such as magnetic particle and
liquid penetrant particle method. Raw human eyes are common and the most basic
technique used in automotive industry because it both can save time and money.
However, this technique is not representing the internal defect of the component.
Internal defects are crucial because they can lead to unpredictable failure of the final
product. Internal defects are usually caused by machine failure or human error.

Recently, automotive manufacturers have implemented ultrasonic techniques as
an inspection approach for automotive part. The ultrasonic technique uses high
frequency sound energy produced by the transducer to conduct the examination and
make measurements. The sound energy is introduced and propagates through the
materials in the form of waves. When there is a discontinuity (such as a crack) in
the wave path, part of the energy will be reflected back from the flaw surface. The
reflected wave signal is transformed into an electrical signal by the transducer and it
is displayed on a screen. However, in order to inspect the component, the transducer
must be in direct contact with the component and as a consequent the inspection
process will consume a lot of time.

In order to overcome the problem, several objectives have been proposed
(i) developing the square pulse thermography inspection system for automotive
components. The time duration of heating is 7 min 10 s with 3002 sequence of an
image, (ii) analyzing the effect of defect magnitude on the surface temperature
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distribution, and finally, (iii) determining a defect profile in a metallic element by
using square pulse thermography.

This research is about to develop an automotive metallic component inspection
system using the square pulse thermography. An aluminum alloy T6061 plate is
used in this experiment. This material is used to represent a part of car’s boot. The
result of the analysis represents in form of graphs and images. The graph shows the
correlation between the temperature and the pixel of the image, the magnitude of
the defect should be appearing in this graph. In form of the image, the shape and
type of defect should able to be identified. After that, the diameter of the defect can
be estimated.

2 Literature Review

2.1 Non-destructive Test

Non-destructive testing refers to the evaluation and inspection process of materials
or components for finding defects and flaws in comparison with some standard
without altering the original attributes or harming the object being tested [1]. There
are a lot of advantages of non-destructive testing when dealing with finding defects
and it gives a lot of benefits especially for the manufacturing industry that needs to
check their product quality. Non-destructive techniques make available or provide a
cost effective means of testing of a sample for individual investigation and exam-
ination or may be applied on the whole material for checking in a production
quality control system [2]. There are five types of non-destructive testing techniques
that are usually used to inspect defects, magnetic particle testing, liquid penetrant
testing, gamma-ray radiography and thermography.

2.2 Thermography

The principle of thermography is based on the physical phenomenon that objects
with a temperature above the absolute zero (0 K or −273.15 °C), emit electro-
magnetic radiation depending on their temperature [3]. Infrared thermography is
used to measure, or map surface temperatures based on the infrared radiation given
off by an object as heat flows through, to or from that object. The majority of
infrared radiation is longer in wavelength than the visible light but can be detected
using thermal imaging devices, commonly called “infrared cameras.” For accurate
IR testing, the part(s) being investigated should be in direct line of sight with the
camera, i.e., should not be done with panel covers closed as the covers will diffuse
the heat and can result in false readings. Used properly, thermal imaging can be
used to detect corrosion damage, delamination, disbonds, voids, inclusions as well
as many other detrimental conditions.
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2.3 Active Thermography and Passive Thermography

The two basic configurations for implementing an infrared thermographic tech-
nique, first is active and second is passive. In passive thermography, the monitoring
of the thermal radiation, emitted by the surface of the test body under natural
conditions, is used and it is widely applied as a standard quality control technique of
historic structures since many years ago [4]. In the active approach, an external
stimulus is required to generate relevant temperature differences not present
otherwise. Known characteristics of this external stimulus (example: time t0 when it
is applied) enable quantitative characterization such as for instance the depth of a
detected disbond. Depending on the external stimulus, different approaches of
active thermography have been developed, such as pulse thermography (PT))
Fig. 1a, vibrothermography (VT) and Fig. 1b, lock-in thermography (LT) [5].

2.4 Image Processing

The raw data that we get from this experiment is in the form of a thermogram
(jpg) in which the zone of the defect should appear. However, the defect zone
sometimes appears with a subtle signature due to all factors that degrade infrared
(IR) images from self-emission of the IR camera to the non-uniform properties of
the surface where data are collected [6]. We need to perform the quantitative
analysis for detection and characterization because of the signal in the thermal
bands are intrinsically weak because liberated photonic energy due to the oscilla-
tory nature of the particle inside the matter is inversely proportional to the wave-
length. It is necessary to fix some problems related to the acquisition system.

Fig. 1 a Pulsed thermography, b lock-in thermography
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The image tends to spoil caused by a few factors; the first factor is vignetting due
to limited aperture. Vignetting is noise on thermograms that causes a darkening of
the image corners with respect to the image center due to limited exposure [7].
Vignetting depends on both pixel location and temperature difference with respect
to the ambient and this make it more complex effect to address since it is related to
the temperature of the scene with respect to temperature of the lens with no effect
present when both are identical. The second factor is the fixed pattern noise
(FPN) which is the result of a difference in responsivity of the detector to incoming
irradiance. It is a common problem when working with focal plane arrays (FPA).
FPN for a particular configuration can be recovered from a blackbody image for
later subtraction from the thermogram sequence. Figure 2a shows an example of
FPN extracted from a blackbody image at 18 °C, using a Santa Barbara focal plane
camera (model SBF125) operated at 157 Hz.

The third factor is a bad pixel, which can be an anomalous pixel behaving
differently from the rest of the array. A bad pixel normally gives a black colour
while a hot pixel gives white colour. Both of the type of pixel will not give any
useful information and only spoils the image contrast. Figure 2b is an example with
a bad pixel. The simple way to remove it is to replace the bad pixel with the average
value of the neighbouring pixels.

3 Methodology

3.1 Square Pulse Thermography Experiment

Square pulse thermography is one of the active non-destructive tests that can be
used to inspect and evaluate objects. The equipment that is used in this experiment
is the specimen that represent the car’s boot (aluminum alloy T6061 plate as shown

Fig. 2 a Fixed pattern noise, b bad pixel
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as in Fig. 3a) with applied defect, U5855A TrueIR Thermal Imager, box (cover of
the specimen) electric ring heater and laptop (image processing and video
recording).

Before the experiment begun, it was necessary to ensure that all the safety
requirement was followed to reduce the risk of injury. In Fig. 3b, the initial tem-
perature of the specimen must be recorded using both of the measurement tools, i.e.
the thermographic camera and a contact thermometer. After that, the specimen was
put on the heating source for 30 s. The regulator temperature was set to 60 °C.
After the heating process, the specimen was placed on the specimen’s stand and
covered with the box. The camera was set to video mode for recording and the
camera recorded the cooling process of the specimen. After the temperature of the
specimen stabilized with the temperature of the room, the recorded video was saved
to the SD card, and the video from the SD card was transferred to perform the
analysis.

3.2 Image Processing

This section shows the image processing method that has been implemented during
analyzing the raw data. The programming language python was used for the pur-
pose. The integrated development environment (IDE) that was used are Spyder and
the library that was utilized included Matplotlib, Numpy and OpenCV. The raw
data in form of sequence of images was converted to gray scale during the first

Fig. 3 a Aluminium alloy T6061 plate, b electric ring heater and c experiment setup
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step. Taking this approach further results in a powerful technique for improving the
appearance of images: the grayscale transform. The idea is to increase the contrast
at pixel values of interest, at the expense of the pixel values we do not care about.
This is done by defining the relative importance of each of the 0–255 possible pixel
values. The more important the value, the greater its contrast is made in the dis-
played image.

The second step was to apply the discrete Fourier transform algorithm. Figure 4a
show the raw image from the thermal imager and transform to the grayscale image
in Fig. 4b. The output of the transformation represents the image in the Fourier or
frequency domain (see Fig. 4c) while the input image is the spatial domain
equivalent. In the Fourier domain image, each point represents a particular fre-
quency contained in the spatial domain image. The Fourier transform is used in a
wide range of applications, such as image analysis, image filtering, image recon-
struction and image compression. In the magnitude spectrum, the rectangular
window size of 60 � 60 filter is applied to the image. The result can be seen in
Fig. 4d.

The third step is the edge detection using the Canny Edge Detection. Edges in
images are sudden changes of discontinuities in an image. It also can be referring to
significant transitions in an image. There are different types of edges which are the
famous three including horizontal edges, vertical edges and diagonal edges. Most of
the shape information of an image is enclosed in edges. So first we detect these
edges in an image and by using these filters and then by enhancing those areas of
image which contains edges, the sharpness of the image will be increased and the
image will become clearer. Figure 4e shows the result after the using the Canny
Edge Detection method.

Fig. 4 a Raw image, b grayscale image, c frequency domain image, d image after fast fourier
transform filter and e edge detection image
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3.3 Diameter Estimation Method

The diameter of the specimen can be determined using the ratio between the
physical size and the pixel number in the thermogram of the tested specimen. The
inspection surface and the infrared thermal imager is 0.3 m. With these arrange-
ments, one pixel represented about 0.233 mm in the physical world. This number
can be varied with a different setup. Table 1 shows the sample calculation to
determine the diameter of the defect in the image. The estimation could not be
accurate; we will elaborate further about this estimation in the discussion section.

4 Result and Discussion

4.1 Experiment Setup

During the experiment, a sequence of images has been captured in form of a video,
where the length of the video was approximately 7.04 min. In the detection process,
the surface temperature signal was affected by the influence of various factors
including the ambient noise, original thermal equilibrium state, and uneven heating,
etc. Thermal contrast is one of the indicators of infrared thermal wave nonde-
structive detection.

The aluminum plate has a low emissivity, near to 0.15. Emissivity is defined as
the ratio of the energy radiated from a material’s surface to that radiated from a
blackbody. This means, more than 95% is in reflection from surrounding sources.
To overcome this, black paint had been applied to the surface of the specimen to
increases the emissivity. The reflected light from the surrounding had appeared on
the image. Thus, this image is not valid to proceed to the next process. Even the
heat distribution can be detected from the image, but all of the reading is not

Table 1 Diameter estimation calculation

Defect on first’s row

68 pixel − 34 pixel 130 pixel − 104 pixel 183 pixel − 165 pixel 243 pixel − 234 pixel

¼34 pixel ¼26 pixel ¼18 pixel ¼9 pixel

¼7.922 mm ¼6.058 mm ¼4.194 mm ¼2.097 mm

Defect on second’s row

64 pixel − 28 pixel 123 pixel − 100 pixel 185 pixel − 168 pixel 241 pixel − 232 pixel

¼36 pixel ¼23 pixel ¼17 pixel ¼9 pixel

¼8.388 mm ¼5.825 mm ¼3.961 mm ¼1.08 mm

Defect on third’s row

73 pixel − 38 pixel 134 pixel − 108 pixel 189 pixel − 171 pixel 274 pixel − 264 pixel

¼34 pixel ¼26 pixel ¼18 pixel ¼10 pixel

¼8.155 mm ¼6.058 mm ¼4.194 mm ¼2.33 mm
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correct. During the experiment, two tools had been used for checking the tem-
perature of the specimen, i.e. thermography and a contact thermometer. The contact
thermometer had been used to validate the reading temperature from the ther-
mography camera and if the temperature reading was different from the contact
thermometer reading, the reading is inaccurate.

During the experiment, a box was also installed during the cooling process. This
can reduce the light reflection and humidity from outside and less distract the
experiment. During the experiment, the setting for ambient temperature for the
camera must be suitably adjust suitable to the current ambient temperature. This can
prevent the camera from misinterpret the temperature data during the recording.
Figure 5 shows the result of an image with reflection.

The heating source that should be used in this experiment setup should be a
halogen lamp. The reason why the heating source was changed is that, the halogen
lamp had not enough power to heat up the specimen. The used halogen lamp only
can transmit as a 200 W heating source. So, the halogen lamp was replaced by an
electric heating device that can transmit higher power. The time used for trans-
mitting was different because the halogen lamp emits the energy by radiation while
the electric heating device emits the energy by using conduction. Radiation is much
faster than conduction.

After all the restrictions, the best result from the experiment is shown in Fig. 6.
The defect may appear on the raw data, but there is still noise that need to be
remove and this can be done by using image processing. We can see the changes in
colour of temperature during the cooling process. The cooling process takes until
the temperature of the specimen is the same as the room temperature.

Fig. 5 Image with reflection
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4.2 Image Processing

Image processing is the way to enhance the visibility of the defect. This can be done
by manipulating the image. The technique that was implemented in this project is
the Fast Fourier transform. In order to remove the low frequency in the image we
have to convert the image to the frequency domain then we applied the filter. After
we applied the filter, we converted back the picture into the domain phase. The final
result of the image processing is shown in Fig. 7. The smallest defect cannot be
detected. This is because the defect was too small and there is still noise during the
cooling process, so when the defect is too small, the camera failed to detect the
defect. The circle of the defect is also not perfectly detected. There is still noise that
distracts from the defect.

Fig. 6 Raw data image

Fig. 7 Edge detection
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4.3 Results

During the estimation of the diameter, the percentage of error has been calculated.
The estimation sometimes is impossible when dealing with small defects because
the IR camera has problems to detect the presence of the defect. During estimation
method, the diameter of the defect slightly differs from the actual reading. The
average error based on the estimation of the diameter is less than 10%. Table 2
show the calculation of the error.

5 Conclusion

In conclusion, the objectives of this project have been successfully accomplished.
Three objectives have been set out in order to solve the project process. A summary
of the entire investigation is given as the following.

The first objective was to develop a square pulse thermography inspection
system for automotive components. In order to achieve this objective, a literature
review of the previous developments of thermography inspection systems was
needed. By analyzing the raw data, the next process should be known. The
sequence of data in form of images has been collected for the next phase. The
experiment setup has been modified several times in order to solve problem for
example, not enough heating power and their contradiction from the original
problems statement.

The second objective was to analyse the effect of the defect magnitude on the
surface temperature distribution. This objective can be achieved by analysis the raw
data using the Spyder software. Manipulation of the raw image using several image
processing techniques was needed in this task. The image processing technique

Table 2 Estimation error

Defect on first’s row

8 mm − 7.922 mm 6 mm − 6.058 mm 4 mm − 4.194 mm 2 mm − 2.097 mm

¼0.078 mm ¼ −0.058 mm ¼ −0.194 mm ¼ −0.097 mm

¼0.975% error ¼0.120% error ¼4.85% error ¼4.85% error

Defect on second’s row

8 mm − 8.388 mm 6 mm − 5.825 mm 4 mm − 3.961 mm 2 mm − 2.097 mm

¼ −0.388 mm ¼0.175 mm ¼0.039 mm ¼ −0.097 mm

¼4.85% error ¼2.916% error ¼0.975% error ¼4.85% error

Defect on third’s row

8 mm − 8.155 mm 6 mm − 6.058 mm 4 mm − 4.194 mm 2 mm − 2.33 mm

¼ −0.155 mm ¼ −0.058 mm ¼ −0.194 mm ¼ −0.333 mm

¼1.9375% error ¼0.967% error ¼4.85% error ¼16.65% error
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include Fast Fourier Transform (FFT), grayscale transformation and edge detection
using the canny technique.

The third objective was to determine a defect profile in metallic components
using the square pulse thermography. To be able to determine the size of the defect,
some calculation must be done in order to estimate the diameter of the defect. Then,
the result in regards to the error must be stated so that future improvements can be
done. Overall, thermography has demonstrated the ability to inspect automotive
components in this research and has the potential to be an alternative way instead of
ultrasonic and human’s eyes merely.
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Deep Neural Network Modeling
for Metallic Component Defects Using
the Finite Element Model

Liyana Isamail, Nor Liyana Maskuri, Neil Jeremy Isip,
Siti Farhana Lokman and Muhamad Husaini Abu Bakar

Abstract Nowadays, quality assurance is important for companies that are man-
ufacturing components for various uses especially in the automotive industries.
However, the inspection systems for determining the quality of these components
are usually done by human workers which sometimes lead to inconsistencies. In
order to counter this issue, an image classification-based technique using a
Convolutional Neural Network (CNN) algorithm is introduced in this paper.
The CNN provides a better approach in learning a feature data hierarchy to dis-
tinguish among samples of the defect and non-defect data represented as colored
images. The process involves: (i) Region extraction using the finite element model,
(ii) Formulate the model using a deep learning-based CNN algorithm, (iii) Defect
detection. Four sets of metal dataset were used to train the model and to verify the
accuracy and stability of the proposed method. The results demonstrated that the
proposed CNN model can predict defects and non-defects data with the accuracy of
100%, precision of 99%, recall of 100%, and F1-score of 100%. Based on the
experimental result, the proposed model is expected to be promising due to its
robustness which can be used to detect defects in an online detection in ensuring
quality manufacturing components.
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1 Introduction

Machine learning (ML) has recently gained in popularity, spurred by well-publicized
advances like deep learning and widespread commercial interest in big data analytics.
Machine learning is a method of data analysis that automates analytical model
building. Using various algorithms that iteratively learn from data, machine learning
allows computers to find hidden insights without being explicitly programmed on
where to look. It has a basic structure to process and produce outputs [1]. The surge of
interest in machine learning is due to data mining factor where things like growing
volumes and varieties of available data are accessible via computational processing
that is cheaper andmore powerful, and affordable data storage.All these thingsmean it
is possible to quickly and automatically producemodels that can analyze bigger, more
complex data and deliver faster, more accurate results even on a very large scale.

Machine learning algorithms can be categorized to supervised learning, unsu-
pervised learning and deep learning. Supervised machine learning techniques is a
training set of examples which automatically learn a model of the relationship
between a set of descriptive feature and a target feature, the algorithm generalizes to
respond correctly to all possible inputs [2, 3]. In unsupervised learning, the data
obtained not having label and it can be due to the unavailability of funds to pay for
manual labelling or the inherit nature of the data itself, but the main idea is to find a
hidden structure in the data [4]. Deep learning is a subcategory of machine learning
in which multiple-layered networks are used to assess complex patterns within the
raw imaging input data. The multiple-layered network which is responsible for the
‘learning task’ is called neural network. The benefit of machine learning is to give
high-value predictions and to allow humans to choose better decisions and smart
actions in real time. The typical neural network usually consists of three-layer types
which are Convolutional Layers, Max-Pool Layers and Dense Layers [5] and the
typical architecture is a sequence of feed forward layers implementing convolu-
tional filters and pooling layers [6]. Figure 1 shows the standard model of a neural
network.

Although the majority of the quality inspection technologies of vehicles are
using the NDT technology, the quality control process for automotive industries
nowadays however, is still carried out using manual detection and subjective
evaluation by experts, known as check-men [7]. Thus, the detection and evaluation
are still not completely reliable due to errors performed by humans. Therefore, to
counter the problems faced nowadays, the use of the NDT technology with the help
of deep neural networks provide a better output on the detection of the defects in
automotive components especially in metallic materials.

Again, automotive inspection systems nowadays use the availability of
non-destructive (NDT) technologies to fully inspect a vehicle. Example of NDT—
based technologies are the use of ultrasonic testing, liquid penetrant testing and etc.
These quality control processes are still carried out by using manual detection and
subjective evaluation by experts, known as check-men [8]. Thus, this method is
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only available for experts due to difficulties in data interpretation. This results to a
limited acquisition of the inspection into few samples.

Besides that, all these technologies are used to collect real-time data from
machines and therefore massive data are obtained after long-time operation of the
machine. However, according to [8], the reports of the inspection are compiled by
humans which are affected by human errors, moreover, only the most important of
these are reported and saved to databases, resulting in the loss of valuable infor-
mation. But, with the use of neural networks, we can store large input data to the
system which are then able to produce outputs which we required. On top of that,
the large input data helps the system to be more accurate in producing the outputs
therefore no valuable data are wasted.

On top of that, conventional computers use an algorithmic approach to solve a
problem. Meaning that the computer follows a set of instructions in order to solve a
problem. However, neural networks can learn by example. They cannot be pro-
grammed to perform a specific task which proves that it can automatically adapt
based on the data fed. The examples must be selected carefully otherwise useful
time is wasted or even worse the network might not be functioning correctly.
Geoffrey Hinton at Google boasts, “Deep Learning is an algorithm which has no
theoretical limitations of what it can learn; the more data you give and the more
computational time you provide, the better it is” [9].

Fig. 1 Neural network model [1]
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This paper focuses on the modelling of a deep learning neural network model to
be able to predict the presence of defects on a metallic component. Moreover, the
proposed project is divided into two stages. The first stage will cover the collection
of datasets obtained from the finite element method in the form of images. The
second stage covers the modelling of the neural network model using a convolu-
tional neural network. On top of that, the classification algorithm is used to predict
the presence of defects on a specific specimen.

2 Methodology

2.1 Project Process

The proposed project consists of three stages. The project starts off with the 3D
modelling of the specimen using the Abaqus CAE software. Various defects are
modelled on the specimen to provide different types of data in the form of images.
The specimen is then undergone a transient heat analysis to provide a temperature
contour model which is needed in the dataset collection of images of defects as well
as for non-defects. Every sequence of image in the analysis throughout the 30 s of
the heat analysis will be taken as a dataset for both defects and non-defects spec-
imens. About 256 of images for both defects and non-defects data are obtained.
These data are then categorized as training data for the neural network. Moreover,
another new set of data of about 56 images of defects and non-defects specimen are
created to provide a testing data for the neural network. After that, these data will
then be fed into the convolutional neural network with the use of classification
algorithm to classify images with defects as well as non-defects.

2.2 Finite Element Analysis

The computer-aided design (CAD) of the specimen in Abaqus CAE is based on an
actual experimental setup for a thermography test. Figure 2 shows the dimensions
of the CAD design of the specimen.

The 3D modeling of the specimen is then constructed based on the dimensions
used. Figures 3 and 4 show the actual specimen used on a thermography test and
the CAD design of the specimen, respectively. Transient thermal analysis deter-
mines temperatures and other thermal quantities that vary over time. A transient
thermal analysis follows basically the same procedures as a steady-state thermal
analysis. The main difference is that most applied loads in a transient analysis are
functions of time. Example of heat transfer applications and heat transfer problems
that involve transient thermal analysis are nozzles, engine blocks, piping systems,
pressure vessels, etc.
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Based on the simulation, the transient thermal analysis starts with the identifi-
cation of the properties of the material. For a transient thermal analysis in
Abaqus CAE, only the density (q), thermal conductivity (k) and specific heat
capacity (C) are used in order to simulate the heat transfer simulation. Table 1
shows the material properties used for the finite element analysis.

Fig. 2 Dimension of the specimen

Fig. 3 Actual specimen used in the thermography test
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Next, the boundary condition as well as the loads to be applied on the specimen
are important in replicating an actual experimental setup for a simulation. For
thermal analysis, a 5000 W/m2 of heat flux is applied to the top of the specimen
where the defects were present with a free boundary condition on the bottom to
allow temperature to increase freely as is setup in the actual experiment. The time
period for the transient heat transfer is set to 30 s.

Once the simulation is finished, the result can be displayed in the form of an
image or animations as well in a sequence of images. In this phase, the image of the
specimen was taken from the backside where the defects are not noticeable. Every
image from every transient heat analysis from the FEM was captured in sequence
for the period of 30 s. This sequence of images represents the heat distribution on
the metal specimen over time. Figure 5 shows examples of the image taken from
the software.

Fig. 4 CAD design of the specimen

Table 1 Properties of the
specimen (Retrieved from
ASM Aerospace Specification
Metals Inc.)

Material Aluminium 6061–T6

Mass 17.2 g

Mass Density, q 2457.1429 kg/m3

Specific heat capacity, c 895 J/kg °C

Thermal Conductivity, k 167 W/mK
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2.3 Deep Neural Network Modelling

The modelling of the convolutional neural network model used a high-level neural
networks application programming interface (API) called Keras which is written in
the Python programming language. The environment where the preparation of the
programming was done is the Spyder Integrated Development Interface (IDE).
Before feeding the dataset to the neural networks, each of the defect features for
every image was cropped into specific dimensions to provide better recognition of
defects features for the convolutional neural network model. Figure 6 shows the
example of cropped images of defect features.

3 Result and Discussion

3.1 Performance Analysis of Proposed Convolution
Neural Network Model

Based on the confusion matrix generated by the current proposed model, it consists
of 4 different combinations of predicted and true labels. The true labels consist of the
actual ‘Defect’ and ‘Non-Defect’ label whereas the predicted label also shows the

Fig. 5 Example of temperature contour mode
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same classification. Besides that, the number 56 represents the number of images for
the brand-new set of data for each of the defects and non-defects specimen as stated
above. The results show that the model successfully predicts the correct outcome for
each of the 112 brand-new set of images. The model predicted that 56 images were
defected and another 56 images were non-defected. This shows that the proposed
model shows a promising result classifying between defected and non-defected
specimens. Figure 7 shows the confusion matrix of the current proposed model.

Furthermore, we can then proceed to evaluate the performance metrics of the
model. Table 2 shows two classification classes which are defects and non-defects

Fig. 7 Confusion matrix of current neural network model

Fig. 6 Example of cropped images which shows the intensity of defects for different surface.
Figure a is less defect compared to b
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which are represented by 1 and 0 respectively. The performance metrics used in this
table are Precision, Recall, F1-score and Support.

Precision metric is the ratio of correctly predicted positive observations to the
total predicted positive observations. Based on the table, it shows the ratio value of
1.00 which corresponds to the confusion matrix predicting the correct condition for
the 56 images of defects and non-defects. Recall is the ratio of correctly predicted
positive observations to the all observations in the actual class. By referring to the
table, the recall metric shows a value of 1.00 which corresponds to the same
condition as in the Precision metrics.

Moreover, F1-Score shows the weighted average of Precision and Recall. Hence,
this score takes both false positives and false negatives into account. The F1-Score
is usually more useful than accuracy, especially when dealing with uneven class
distributions. Accuracy works best if false positives and false negatives have similar
cost. If the cost of false positive and false negatives is very different, it is better to
look at both Precision and Recall. On top of that, the F1-Score shows a value of
1.00 which indicates that it is at the best score whereas the worst score will have the
value 0.

Finally, the Support is the number of occurrences of each class which is 56 for
defected images and another 56 for non-defected images. Table 2 shows the per-
formance metrics for the proposed neural network model. Again, a graph of the
training loss and validation loss with respect to the number of epochs used can be
plotted to visually show the performance of the proposed model. Epoch is the
complete pass through as given dataset. Training loss is the error on the training set
of data whereas the validation loss is the error after running the validation set of
data through the trained network. Based on the Fig. 8, it shows that the training
starts at about 0.38 at epoch = 0. Then, it starts to gradually decrease as the number
of epochs increases. This shows that the model starts to learn the feature of each
images as the epoch increases. This then leads to the training loss eventually drops
down to zero. This indicates that the model successfully learns the features of each
image fed.

Next, we look at the validation loss of the model. Referring to the Fig. 8, the line
for validation loss are untraceable due to the scale of the graph. Therefore, we refer
to Fig. 9, which shows that the loss starts at 0.0003 at epoch = 0 and then stabilizes
at epoch = 1. Then, an increase of loss at 0.00095 at epoch = 5 which then sta-
bilizes at epoch = 7. The sudden increase in the validation loss is due to the model
was tested on recognizing different images to classify between defect and
non-defect specimens. However, as the epoch increases, it shows that the model

Table 2 Performance matrix of current model

Precision Recall F1-Score Support

1 (Defect) 1.00 1.00 1.00 56

2 (Non-defect) 1.00 1.00 1.00 56
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successfully recognized the feature as well as predict the correct outcome. Overall,
we can ensure that the learning rate of the model is not overfitting as the validation
loss is lower than the training loss.

In addition, we can also look at the graph of training and validation accuracy to
be able to depend on the proposed model. Based on Fig. 10 on the training accuracy
and validation accuracy, it shows that the training accuracy for the model increases
as the epoch increases which eventually lead to an accuracy of the value 1.00. This
shows that the model learns progressively better as the epoch increase. Besides that,
the validation accuracy in Fig. 11 shows an accuracy of 1.00 which proves that the
model is able to classify a new set of images correctly after training stages.

Fig. 8 Cross validation between train loss and validation loss

Fig. 9 Graph of validation loss
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4 Conclusion

As a conclusion, quality assurance on the product manufactured in a manufacturing
industry is important in order to provide an excellent quality to customers. The
implementation of neural networks in the quality inspection system of a specific
component, for example, a metallic automotive component, will provide a better
performance in terms of detecting defects in a component. This is due to the
increased reliability of the neural network to easily interpret data as well as hinder
major errors in providing desired results in predicting the outcome. So, the pro-
posed project is to provide a better approach in detecting defects in a metallic
component using convolutional neural networks. Based on the result obtained, the
model shows good result in predicting the correct outcome for different images.
Moreover, the loss and accuracy graph as well as the confusion matrix provide a
better understanding on the performance of the model. The graph indicates that the
model is not overfitting which means it has good performance on training data as
well as generalizing different data. Furthermore, the results demonstrated that the
proposed CNN model can predict defects and non-defects data with the accuracy of
100%, precision of 99%, recall of 100%, and F1-score of 100%. So, the neural

Fig. 10 Cross validation of
train accuracy and validation
accuracy. The validation
accuracy is overlapping with
the train accuracy

Fig. 11 Graph of validation
accuracy
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network proved to be more dependable than relying on human on specific tasks
especially in quality assurance on ensuring quality manufacturing components.
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