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Preface

We are delighted to introduce the proceedings of the 10th European Alliance for
Innovation (EAI) International Conference on Mobile Computing, Applications, and
Services (MobiCASE). This conference brought together researchers, developers, and
practitioners from around the world who are interested in mobile computing and
leveraging or developing mobile services, mobile applications, and technologies that
improve the mobile eco-system.

The technical program of MobiCASE 2019 consisted of 18 full papers that were
selected from 48 paper submissions. The conference tracks were: Track 1—Mobile
Application with Data Analysis; Track 2—Mobile Application with AI; Track 3—Edge
Computing; and Track 4—Energy Optimization and Application. Aside from the
high-quality technical paper presentations, the technical program also featured one
keynote speech about image processing and deep learning, by Dr. Jun Yu from
Hangzhou Dianzi University, China.

Coordination with the steering chair, Imrich Chlamtac, and Steering Committee
members was essential for the success of the conference. We sincerely appreciate their
constant support and guidance. It was also a great pleasure to work with such an
excellent Organizing Committee team and we thank them for their hard work in
organizing and supporting the conference. In particular, we thank the Technical
Program Committee, led by our TPC co-chairs, Dr. Honghao Gao and Dr. Jilin Zhang,
who completed the peer-review process of technical papers and compiled a
high-quality technical program. We are also grateful to the conference manager,
Karolina Marcinova, for her support and all the authors who submitted their papers to
the MobiCASE 2019 conference and workshops.

We strongly believe that the MobiCASE conference provides a good forum for all
researchers, developers, and practitioners to discuss all scientific and technological
aspects that are relevant to mobile computing, applications, and services. We also
expect that future MobiCASE conferences will be as successful and stimulating as
indicated by the contributions presented in this volume.

July 2019 Yuyu Yin
Ying Li

Honghao Gao
Jilin Zhang
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A Location and Intention Oriented
Recommendation Method for Accuracy

Enhancement over Big Data

Wajid Rafique1,2, Lianyong Qi3, Zhili Zhou4, Xuan Zhao1,2, Wenda Tang1,2,
and Wanchun Dou1,2(B)

1 State Key Laboratory for Novel Software Technology,
Nanjing University, Nanjing, People’s Republic of China
rafiqwajid@smail.nju.edu.cn, douwc@nju.edu.cn

2 The Department of Computer Science and Technology, Nanjing University,
Nanjing, People’s Republic of China

3 School of Information Science and Engineering, Qufu Normal University, Qufu,
People’s Republic of China

4 Nanjing University of Information Science and Technology,
Nanjing, People’s Republic of China

Abstract. Big data recommendation systems provide recommendations
based on user history and optimize this process using feedback infor-
mation. Recent developments in location-based social networks reveal
that spatial properties of users greatly affect their opinion. Traditional
location-aware recommendation systems do not consider user intentions
to produce personalized recommendations. This paper proposes LIOR,
a Location and Intention Oriented Recommendation method that uses
spatial properties of users and their intentions to produce personalized
recommendations. LIOR hierarchically employs user location and rating
information to generate location-aware predictions, it then integrates
user intentions to produce highly accurate recommendations. Exten-
sive experimental evaluation performed on a real-world location-aware
Movielens dataset demonstrates that LIOR provides exceptional perfor-
mance on producing recommendations, it is highly scalable, and effi-
ciently reduces the sparsity problem.

Keywords: Intention-oriented recommendation ·
Location-based clustering · Spatial · Performance improvement

1 Introduction

Recommender systems assist users in finding items of interest from consider-
ably large item space by utilizing community opinion (e.g., Amazon [1], Netflix
[9]). Item-based collaborative filtering (CF) is a widely used recommendation
technique which analyzes previous public opinions to ascertain underlying sim-
ilarities between users and items and present top-k item recommendations to a
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target user [14]. Public opinions are usually represented by (user, item, rating)
triple which determines how much a user likes or dislikes an item.

In the current context, numerous systems generate location-aware ratings
for users or items. For example, current social networks (e.g., Facebook) allow
individuals to provide ratings of their visited places (eg., restaurants, cinemas,
and parks) and are capable of storing location-aware ratings. Similar users tend
to have same preferences, hence, there exists a correlation among similar user
preferences and their intentions (e.g., watching a movie, visiting a place) [25].
The location-based ratings and user intentions provoke an interesting phenom-
ena of location and intention-oriented recommendations where the recommender
system utilizes spatial properties of users and their intentions while producing
recommendations. Current recommendation systems ascertain that ratings are
expressed using the (user, item, rating) triple and are not capable of considering
location and intention context to produce personalized recommendations [5].

This research proposes LIOR a location and intention-oriented recommen-
dation method to provide highly accurate recommendations. LIOR generates
recommendations using two latent information resources including location and
intention represented by a five-tuple (user, ulocation, uintention, item, rating).

Fig. 1. U.S. states movie preferences in Movielens dataset [16].

The motivation for this research comes by the analysis of a real-world
location-aware rating dataset, Movielens [8] and by ascertaining the signifi-
cance of intentions in endorsing user opinion of doing some business activity
(eg., watching a movie, buying a product). We observe two interesting charac-
teristics: locality preferences and intention preferences that stimulate the need
for location and intention-oriented recommendations. Locality preferences sug-
gest that users from a specific location (e.g., neighbors) like items (e.g., food,
movies, places) that are inherently distinct from people in other spatial regions
[16,20,22]. Figure 1 suggest top-4 movie genres in three U.S. states, as all three
lists are different, top movie preferences from the state of Florida are vastly
disparate from the other states. The “Animation”, “Fantasy”, and “Musical”
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movie genres of Florida are not present in the preference list of other states.
This fact implies that movie preferences are unique in different spatial regions.
Intentions determine user’s motivation of doing some activity (e.g., watching a
movie, buying a product), hence, are a critical component for personalized rec-
ommendations. Intention preferences imply that user intentions are influenced
by other users having similar taste. To predict user intention for an item, use
the opinion of other similar users [25], in this regard, user-based similarity can
ascertain current user intentions which can help to produce personalized recom-
mendations in the future.

LIOR provides top-k personalized recommendations in the same way as most
of the other traditional recommender systems. However, LIOR is novel because of
its characteristic of producing location and intention-oriented recommendations
by employing locality preferences and user intentions. LIOR produces initial pre-
dictions by exploiting a user clustering strategy based on user preference locality.
This technique partitions users on the basis of their location into different regions
and use the item-based collaborative filtering technique on segregated users to
produce locality-aware recommendations. LIOR then computes user intentions
by employing the user-based similarity technique for each target user. We get
the final recommendations by aggregating user intention attribute values with
the predictions generated by (user, ulocation, item, rating) tuple.

We experimentally evaluate LIOR using real-world location-aware Movielens
big dataset by comparing with state-of-the-art location-aware recommendations
techniques MLTRS [20], LARS [16], and ULA-LDA [22]. The results demonstrate
that LIOR outperforms all these techniques on the basis of Mean Absolute Pre-
cision (MAP ) and accuracy as well as efficiently reduces the sparsity problem.
Hence, we propose a location and intention-oriented recommendation method
that utilizes user location, intention, and rating information to enhance accu-
racy in big data service recommendation systems. This research provides the
following contributions:

– We model the problem of location and intention-oriented recommendations
and prove how intention and location-oriented hierarchical recommendations
increase the service recommendation accuracy.

– This research proposes LIOR, a novel big data service recommendation
method capable of producing effective recommendations by exploiting user
locality preferences, user intentions, and rating information.

– Experimental evidence on a real-world Movielens dataset demonstrates
that LIOR outperforms state-of-the-art location-based recommendation tech-
niques as well as it is highly scalable for larger datasets.

Rest of this paper is organized as follows: Sect. 2 provides LIOR problem
formulation while Sect. 3 discusses the detailed LIOR method. Section 4 elabo-
rates the experimental evaluation whereas Sect. 5 explains the related work and
comparison analysis. Section 6 provides a discussion on the results and finally,
Sect. 7 concludes the paper and provides some future insights.
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2 Problem Formulation for Location
and Intention-Oriented Recommendation

In this section, we formalize the problem and provide preliminary knowledge
about LIOR.

Definition 1: Intention Preferences. The intention preferences denoted by
T(ij) of a user ui for an item/movie ij is the desire of a user to watch a specific
movie.

In this research, we generate a user-item, intention matrix Tm×n where m
is the set of movies and n is the set of users where each entry in Tij contains
intention values of the user ui for the movie ij in a range of Tij ∈ {0, . . . , 5}
based on a user intention of watching a movie. Higher values of Tij range shows
that a user is more inclined towards watching that specific movie. In this way,
we extend traditional user-item, rating tuple to (user, item, rating, uintention),
where uintention is a numerical value, showing the current user’s intention.

Definition 2: Locality Preferences. Locality preferences suggest that users
in a spatial geographical location share the same movie preferences as the other
users in the same locality that are different from the people living in other regions.

Locality adds location dimension (user, ulocation, item, rating) in the user-
item, rating matrix where user preferences are unique with respect to their loca-
tions. The location dimension accompanies a set of hierarchies in terms of the
city, state, region, and country which affect user’s preferences.

Definition 3: Multi-dimensional Ratings. It is a set of a user given ratings
for items at different levels of the multidimensional cube (e.g., user location)
that are a discrete set of ordered numbers used to indicate the intensity of a user
likes or dislikes an item in a range of 0–5.

In this research, we propose that ratings are affected by both location and
intention dimensions which extends the traditional user-item rating matrix into
a multidimensional cube. We exploit traditional user-item rating matrix to cal-
culate the item similarities and predictions at a specific location.

Definition 4: Locality and Intention-Aware Tuple. For a user u and item
i, locality, and intention-aware tuple is an ordered set of values representing user,
ulocation, uintention, item, and rating denoted by a 5-tuple (user, ulocation,
uintention, item, rating).

The traditional user-item, rating tuple is represented by a 3-tuple (user, item,
rating), adding location and intention dimension converts it into a 5-tuple rep-
resented by (user, ulocation, uintention, item, rating).

This section provides preliminary knowledge involved in the current study
including intention and locality preferences, multidimensional ratings, and local-
ity and intention-aware tuple. Next section elaborates the detailed recommen-
dation generation procedure using LIOR.
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3 Location and Intention-Oriented Recommendation
Method

In this section, we describe how LIOR produces recommendations using
location-based user ratings for items and user intentions denoted by the tuple
(user, ulocation, uintention, item, rating). We perform the recommendation
process in three phases, in the first phase we, exploit locality preferences of the
users to produce location-oriented predictions. For this purpose, LIOR employs
user clustering strategy to partition (user, ulocation, item, rating) tuple into dif-
ferent regions by utilizing user location attribute (ulocation). Subsequently, we
compute recommendations using item-based collaborative filtering on each par-
titioned cluster using Eqs. 1 and 2. In the second phase, user intentions are com-
puted by employing the user-based collaborative filtering technique where sim-
ilar users are first identified using Eq. 3, then intention values are computed by
employing Eq. 4. In the third phase, we compute recommendations using location
and intention preference-aware tuple (user, ulocation, uintention, rating, item).
LIOR leverages two main components, locality preferences and intention prefer-
ences of spatial users to enhance service recommendation accuracy as defined in
the previous section. We explain LIOR components in the following subsections.

Fig. 2. Item-based similarity computation.

3.1 Item-Based Collaborative Filtering Computation

LIOR utilizes item-based collaborative filtering method to compute recommen-
dations, we chose this technique because it is widely being used in multiple
commercial systems [1]. The notion behind item-based collaborative filtering is
that similar items will be rated in the same manner by the same users in the
future.
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Item-based collaborative filtering analyzes a set of n users and m items rep-
resented by U = {u1, . . . , un} and I = {i1, . . . , im} respectively. Users express
ratings (usually numeric) about a set of items. The ratings are expressed as a
matrix (m × n) where n and m represent dimensions of the matrix. The steps
to compute item-based collaborative filtering involve similarity computation and
prediction generation.

Similarity Computation. The recommendations are generated in two phases,
the initial phase computes similarity sim(ip, iq) for the item ip and iq which owns
minimum one common rating given by the same user. Subsequently, a model is
built that stores an ordered list L of items based on the similarity score of each
item i as given in Eq. 1. The recommendations for a specific user u are generated
by employing the formula of predicted ratings (Pu,i) using Eq. 2 for user u on
every item i which is not previously rated by u. Prior to similarity computation,
each similarity list L is reduced in a way that it only contains the items that are
rated by the target user u.

Figure 2 demonstrates the steps to compute item-based similarity here, the
similarity among item ip and item iq can be computed by first extracting users
who have rated same items and then applying the similarity computation method
on the co-rated items. Figure 2 shows the similarity value of 0.7 among ip and iq.

Prediction Generation. In the second phase, the predictions are generated by
the sum of user u’s rating for the item (l ∈ L) divided by similarity of l for item
i, denoted by sim(i, l), where sum of the similarity of i, l is used to normalize the
prediction. LIOR uses cosine similarity given in Eq. 1 because of its widespread
adoption for similarity computation. The formula for rating prediction is given
in Eq. 2. Equations 1 and 2 are derived from [15].

sim(ip, iq) =
−→
ip ∩ −→

iq

||−→ip || ∗ ||−→ip )||
. (1)

Pu,i =
∑

l∈L sim(i, l) ∗ ru,l
∑

l∈L |sim(i, l)| (2)

Here, P(u,i) is the predicted rating which is the sum of a user u’s rating on a
similar item i and ru,l is the user u’s rating for the item l. Moreover, the weighted
sum is normalized by the sum of similarity scores to restrict the predictions
within a predefined range. The predicted ratings are arranged according to the
prediction score and top-k items are selected for the target user denoted by
RitemCF .

3.2 Intention Preferences Generation

LIOR utilizes the fact that similar users share the same item preferences to
compute the intention values for the users [25]. To generate intention value for
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a target user ui and a movie ij , we first identify a set of nearest neighbors of
u who have watched that specific movie ij using the adjusted cosine similarity
given in Eq. 3. The reason behind using adjusted cosine similarity is that the
traditional cosine similarity measurement techniques treat missing values as 0
which produces a non-normalized similarity results. However, adjusted cosine
similarity normalizes all the ratings prior to similarity computation. It provides
a kind of Bayesian Regularization where the difference in rating scale of different
users is normalized. For all the users in the dataset, centering value r̄ is produced
by computing every user’s row mean and subtracting it from his/her rating
values as given in Eq. 3. Subsequently, the intention values are generated by a
weighted aggregate of the neighbors for the movie that the user have not watched
previously using Eq. 4. This process has been performed for all the movies that
a user have not watched to generate intention values. We derive Eqs. 3 and 4
from the [14,19] research and extend them for intention generation.

w(u,v) =
∑

i∈I (ru,i − r̄u)(rv,i − r̄v)
√∑

i∈I (ru,i − r̄u)2
√∑

i∈I (rv,i − r̄v)2
(3)

T(u,i) = r̄u +
∑

u∈U (ru,i − r̄u)w(u,v)
∑

u∈U w(u,v)
(4)

Here, w(u,v) is the adjusted cosine similarity between user u and user v, whereas
ru,i and rv,i is the ratings of user u and user v for the movie i respectively. In
the same way, r̄u and r̄v are the average ratings of user u and user v. T(u,i) is
the intention prediction for a target user u for a movie i computed over a set of
similar users U . Hence, a user-item intention matrix is generated (Tm×n) for all
the users n and movies m in the dataset.

3.3 Location-Oriented Recommendations

LIOR employs preferences of spatial users for non-spatial items to pro-
duce location-oriented recommendations. Three attributes locality, intentions,
and ratings are used to compute recommendations. The rating tuple
(user, ulocation, item, rating) is adaptively clustered into different regions on
the basis of user location attribute. We use the item-based collaborative filter-
ing technique for computing recommendations on the remaining three attributes
(user, item, rating) at each partitioned subset of users. Movielens dataset’s zip
code information has been used to trace the user’s location. In Movielens dataset,
zip code consists of 5 digits where different digit sets represent distinct locations
in the USA. Hence, users can be divided into multiple spatial locations based on
their zip code information.

Algorithm 1 shows the pseudo code for location and intention-oriented rec-
ommendations that takes the input of (user, ulocation, uintention, item, rating)
tuple and training set Strain and outputs top-k recommendations list. Algorithm 1
includes the user clustering strategy which hierarchically partitions users into
three groups based on their location. This is achieved by sequentially compar-
ing each user’s zip code information with the target user u. The first cluster is
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extracted where the first digit of the zip code is the same as of the target user u.
In the same way, the second cluster is obtained where the first three digits of the
zip code are the same as of the target user u. The third cluster contains all the
users in the training set. For each partitioned set, item-based collaborative filter-
ing is applied to generate separate location-aware hierarchical recommendation
lists: RitemCFL1, RitemCFL2, RitemCFL3 respectively. To compute recommen-
dations list for a target user u, all the recommendations lists are aggregated.

RlocCF = RlocCFL1 + RlocCFL2 + RlocCFL3 (5)

Algorithm 1. LIOR top-k items computation
Require: Tuple-(user, rating, ulocation, uintention, item), training set (Strain) with

zip code
Ensure: RLIOR top-k recommendations
1: Generate sub-train 1 from Strain based on zip code[0]
2: Apply item-based CF method on sub-train 1
3: Get recommendation list RlocCFL1

4: Generate sub-train 2 from Strain based on zip code[0-2]
5: Apply item-based CF method on sub-train 2
6: Get recommendation list RlocCFL2

7: Apply item-based CF method on Strain

8: Get recommendation list RlocCFL3

9: RlocCF =
∑RlocCF [i=3]

RlocCF [i=1]
RlocCFLi

10: Get intention values from equation 4
11: Get recommendation RlocCF from equation 5
12: Aggregate RlocCF , Tu,i = RLIOR = RlocCF + Tu,i

13: select top-k items
14: return RLIOR top-k recommendations

3.4 LIOR Recommendations

After computing location-aware predictions list RlocCF for a target user u and
intention values Tu,i for each user in the training set, the predicted ratings of
top-k items of RlocCF for a target user are aggregated with the intention values
of these items in the user-item, intention matrix, Tu,i to get RLIOR recommen-
dation as given in the Eq. 6. Finally, top-k items from the aggregated RLIOR list
are presented to the target user u. LIOR effectively provides recommendations
to the cold start users who have not previously rated any item. In this situa-
tion, the location-based user clustering is employed and spatial preferences at a
particular location are recommended to the user.

RLIOR = RlocCF + Tu,i (6)
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4 Experimental Evaluation

This section elaborates the experimental setup and evaluation of LIOR using
the actual implementation in python. We perform experiments on a popular
location-aware rating big dataset Movielens [8].

4.1 Dataset Description

The Movielens dataset consists of 1 million ratings for 6040 users who have rated
3900 movies. The dataset was taken from the famous movie rating recommender
system Movielens at the University of Minnesota. In the Movielens dataset, each
user’s rating has been associated with the zip code which makes it as a real-world
dataset comprising of location-aware rating records for non-spatial items.

We compare LIOR with three state-of-the-art location-aware recommenda-
tions techniques:

– State of the art location-oriented recommender system MLTRS [20] which
employs Latent Dirichlet Allocation method to recommend items. The rec-
ommendations are produced according to the ratings provided by the querying
user at a specific location along with item tag information.

– Location-aware recommendations technique LARS [16] which uses adaptive
pyramid structure-based user clustering strategy to partition users and pro-
duce recommendations.

– A probabilistic generative model ULA-LDA [22] which utilizes user location-
aware ratings for modeling profile of users and generate recommendations.

4.2 Evaluation

To measure the quality improvement, we perform experiments from the per-
spective of the two most important evaluation metrics: Mean Absolute Precision
MAP@k and accuracy@k. The evaluation was performed by splitting all the
rating records randomly into 80% training and 20% test rating items, hence, the
training and test set have no overlap. For each target user u having location
as ulocation and intention as uintention his/her rating records have been split
into 80% to Strain in order to learn the model whereas 20% to Stest to evaluate
the model. The purpose of this is to ascertain the accuracy with which test set
items Stest have been recommended by LIOR method to each target user. Users
usually like the items to be ranked in an ordered list therefore, a top-k list has
been generated for each user and accuracy@k is computed for every test case in
the test set Stest by the following conditions:

– Ranking values of not rated items by a user u.
– An ordered list is generated according to the generated ranking values.
– A top-k list is computed for each user, if the item proposed to the current

user also falls in the Stest then it is termed as a hit@k, otherwise it is denoted
as a miss.
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Evaluation metrics of accuracy@k is selected to demonstrate the effectiveness
of LIOR and has been proposed by [21,23] computed by using the Eq. 7.

Accuracy@k =
#hit@k

|Stest| (7)

Where #hit corresponds to the total number of hits for every target user in the
test set. In the same way, |Stest| denotes the count of all test cases in the test
set. We also utilize MAP to evaluate LIOR which is given in the Eq. 8.

MAP =
AP

|U | (8)

Here, AP denotes average precision which is calculated by using Accuracy@k
and is divided by the total number of users |U |. In our experiment, we compute
AP using the accuracy values at k ranked items. The evaluation results have
been presented in Fig. 3.

4.3 Evaluation Using Accuracy@k

The result of Accuracy@k has been shown in Fig. 3a, on the items range
of {2, 4, 6, 8, 10, 12,14, 16, 18, 20}. The comparison is performed with LARS,
MLTRS, and ULA-LDA. It can be observed that LIOR perform exceptionally
well in computing top-k recommendations and the values of accuracy were the
highest among all the other techniques on all the values of k.

Analysis of the figure shows that the accuracy value of LIOR was 0.231 at
k= 8 and 0.307 at k= 20 which is higher than all the compared techniques. It is
also pertinent to note that intention values are playing a vital role in improving
the recommendation accuracy which can be observed by analyzing the signifi-
cantly improved results of LIOR as compared to LARS, MLTRS, and ULA-LDA.

4.4 Evaluation Using MAP

The result of MAP evaluation on top-k recommendations is shown in Fig. 3b.
It can be observed that MAP values of LIOR outperformed all the compared
techniques which demonstrate the consistency of LIOR on producing effective
recommendations. MAP has also been computed on the set of top-k items
where k= {2, 4, 6, 8, 10, 12, 14, 16, 18, 20}. The MAP values of LIOR, MLTRS,
ULA-LDA, and LARS at k= 10 were 0.181, 0.161, 0.135, and 0.102 respectively.
This improvement demonstrates that locality preferences and similar user-based
intentions are playing a positive role in producing recommendations. It can be
observed that MLTRS and ULA-LDA perform better than LARS because as
compared to LARS, MLTRS and ULA-LDA also employs latent tag information
along with the location to produce personalized recommendations.
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Fig. 3. Evaluation of LIOR method using different measures.

4.5 Dealing with Sparsity

We evaluate LIOR by varying different data sparsity levels (e.g., 0.2, 0.4, 0.6, 0.8)
on Movielens dataset at k= 10. Figure 3c shows the accuracy of all the techniques
on different data sparsity levels. The accuracy values increase with the increase
of sparsity in all the approaches. LIOR still provides better results on all the
sparsity levels. The accuracy values decrease with the decrease in data sparsity
however, the accuracy values in LIOR decrease smoothly as compared to other
techniques which shows the positive impact of hierarchical clustering strategy on
reducing sparsity problem. The improved accuracy of LIOR is also evident that
user intentions have a positive impact on increasing recommendations accuracy
and decreasing the sparsity problem.

4.6 Scalability on Larger Datasets

We perform the experiments to evaluate the scalability of LIOR using different
percentages of data. Training time is observed on each percentage of the data as a
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metric for scalability evaluation. As can be observed from Fig. 3d which demon-
strate that the time required for training the model increases in a linear way
with the increase in the amount of training data. This experiment demonstrates
the feasibility of LIOR to be applied to larger datasets.

The above results proclaim that LIOR outperformed novel location-oriented
recommendation techniques including LARS, MLTRS, and ULA-LDA. The
results signify that user location and intention information positively affect the
accuracy of recommendations and alleviates the sparsity problem.

5 Related Work and Comparison Analysis

There is a recent trend to incorporate user and items latent information along
with the ratings to generate personalized recommendations. Social networks
provide access to the personalized information of users which can be utilized
to increase recommendation accuracy [13,17]. Wang et al. [10] use trust-based
similarity, whereas zhang et al. [24] use auxiliary information from social net-
works to increase recommendation accuracy. Recently, location-based recom-
mendations have gained immense popularity, these techniques mainly employ
location information associated with the user and/or item to produce personal-
ized recommendations [4,11,12]. Lian et al. propose an implicit feedback-based
location recommendation technique to deal with the cold start users [6]. Chen
et al. present explicit semantic analysis and deep neural networks-based person-
alized news recommendations system [3]. Stepan et al. utilize spatial, temporal,
and social information for location recommendations. However, the drawback of
these techniques is that they do not consider location-based ratings for comput-
ing recommendations [18].

Sarwat et al. [16] propose LARS which partitions users into multiple clusters
and compute recommendations by only considering ratings of the same cluster
users. However, they did not consider user intentions for computing personal-
ized recommendations. Yin et al. [22] propose a location-oriented probabilistic
mixture prediction model which utilizes user interest and the influence of local-
ity preference to compute recommendations. Wang et al. [20] propose Memetic
algorithm which considers rating, location, and tag information to produce rec-
ommendations. However, most of the times item tags are incomplete and ambigu-
ous which lead to misinterpretation of the user’s interests. As compared to these
techniques, LIOR employs locality preferences along with intentions to produce
high-quality recommendations.

Intention-oriented recommendations help in producing recommendations
based on user underlying motivations of doing a business activity. User inten-
tions are highly affected by the preferences of similar users [25]. Zhao et al. [26]
link users on Weibo social network with ecommerce website JingDong to provide
recommendations to cold start users however, they did not consider the prob-
lem of user location preferences on producing recommendations. Meng et al. [7]
propose aspect2vec a user query intention extraction approach in which query
aspects are represented as vectors and nodes by employing users latent informa-
tion from their social networks. Still, authors did not observe spatial preferences
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of users which strongly affect user search intentions. Bhattacharya et al. [2] pro-
posed a recommendation system that monitors user browsing patterns on the
web to extract user intention and produce recommendations. They used an indi-
rect method to infer user intentions however, location impact on these intentions
have not been considered by the authors.

6 Discussion

The results and comparison analysis demonstrate the need for intention and
location-aware recommendations and prove that ratings, location, and intentions
are vital information sources to improve recommendations accuracy. Although,
we achieve higher accuracy on top-k items recommendations, however, there is
still a need to incorporate contextual information to produce personalized rec-
ommendations. Similarly, user-based similarity provides an estimate of the user
intentions of buying a product or doing an activity, though realistic information
can be extracted from the user’s social media data to generate more accurate
recommendations.

7 Conclusion and Future Work

In this research, we presented LIOR, a location and intention-oriented recom-
mendation method to increase recommendations accuracy. We propose that rat-
ings, location-based similarity, and user intentions strongly influence user pref-
erences. For a target user, LIOR sequentially clusters all the users into multiple
regions based on their location similarity with the target user. It then com-
putes item-based collaborative filtering on each cluster to generate predictions.
Afterward, the user’s intentions are extracted by employing the user-based col-
laborative filtering technique. Finally, location-aware predictions and intentions
are aggregated to compute LIOR recommendations. We performed comprehen-
sive experiments on real-world location-aware Movielens big dataset. Our results
reveal that LIOR outperformed state-of-the-art location-based recommenda-
tion techniques including LARS, ULA-LDA, and MLTRS in terms of MAP ,
accuracy, and reducing the sparsity problem. The experiments also proclaim
that LIOR is highly scalable for larger datasets.

For the future work, we will extend LIOR by extracting user’s intention-
oriented data on multiple user-interaction platforms like location, IoT, user
demographics, and integrating temporal impacts to develop a diverse intention-
oriented service recommendation system. We intend to provide personalized rec-
ommendations by incorporating user’s social network information and analyzing
the impact of spatial-temporal-aware ratings using contextual information from
social media.
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Abstract. Noise pollution severely threatens human well-being. Constructing a
noise map based on crowd-sensing can help city planners better understand
environmental noise at lower cost. Based on the strict sampling method limi-
tation of state-of-the-art techniques, we build a new calibration model aimed at
the pocket situations and the scenarios happened more frequently in actual life.
The proposed model consists of a Activity Recognition Model (ARM) and a
Signal Processing Model (SPM). Three types of data are taken into considera-
tion, which are sitting, standing, and walking. In ARM, we collect 3-axis
accelerometer data to identify current sampling context based on the convolu-
tional neural network. SPM mainly implements noise level measurement and
calibration according to the corresponding output of ARM under different phone
context. The average errors after calibration are controlled to be within ±3 dB
(A), and the classification precision reaches 99.2%. Finally, we display the noise
map adopting different criteria based on the building types, which is more
scientific and meaningful. The final results show that our proposed calibration
model is feasible and can improve the data quality under different situations.

Keywords: Mobile sensors � Noise sensing � Phone context

1 Introduction

Urban noise pollution is increasingly serious along with the development of the
industrial era and it becomes another unignored environmental problem following air
pollution and water pollution. In 2017, Ministry of Ecology and Environment (MEE) of
China received a total of 550,000 environmental noise complaints, accounting for
42.9% of the total environmental complaints [1]. Given that long-term disturbance of
noise will greatly affect human health and raise the risk of tinnitus, heart disease and
cardiovascular disease [2], establishing a noise map can effectively monitor urban
sound level.

Building up a noise map is very expensive for the government to deploy dense
sensor networks covering the whole city. Recently, thanks to the diverse and advanced
sensors embedded in smartphones, crowd-sensing technology seems to be a promising
solution by leveraging massive amount sensing data contributed by a large number of
users [3] and provides opportunities for citizens to interact with the ambient environ-
ment [4, 5]. Most of today’s smartphones are equipped with many powerful sensors,
such as gyroscopes, accelerometers, microphones, proximity sensors, GPS, and digital
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compasses, which makes mobile phones not only phones but also tools. Some papers
have researched and implemented noise mapping based on this technology [6–8] and
proved its feasibility and precision [9]. However, most of them require users to hold
phones in their hands, which greatly limits the available conditions because only 6.27%
people choose to hold phones in their hands instead of putting them in their bags or
their pockets [10]. In this paper, we consider the pocket situation and use activity
recognition techniques to study the effects of different behaviors on mobile phone
measurements and how to correct them. Human activity recognition (HAR) can
automatically detect human behavior and has been studied for a long time in many
fields. Unlike conventional HAR, mobile phones play the role of sensing nodes in this
paper, so only the equipped sensors can be utilized to identify users’ behaviors and the
3-axis accelerometers are most commonly used to detect activity information.

We study the relationship between the measurements of mobile phones and the
readings of sound level meters (SLM) in different phone context and propose a cali-
bration model. This model can automatically adjust the corresponding sub-model
according to the user’s current activity to improve the data quality when the mobile
phone is placed in the pocket. The proposed architecture consists of two models,
Activity Recognition Model (ARM) and Signal Processing Model (SPM). ARM takes
3-axis accelerometer data as input and processes it by activity recognition technology
based on convolutional neural network (CNN). ARM can identify three daily activities,
walking, standing, and sitting by directly leveraging time series input without any
manual operation. By adopting corresponding calculation sub-models in SPM, we can
improve the accuracy of sensing data in previously unavailable situations, so we can
get more data to analyze and construct a noise map.

The rest of this paper is organized as follows. In Sect. 2, we give an overview of
relate work. In Sect. 3, the proposed noise sensing method is described in detail. In
Sect. 4, we conduct the experiments and analyze the experimental results. Finally,
Sect. 5 concludes this paper and discusses the future work in this field.

2 Related Work

As for noise sensing in intelligent terminals, microphones play a vital role in the system
implementation. But the hardware differences between mobile phones and standard
SLMs make it challenged to sense noise accurately. Mobile phones adopt Dual-Mic
Noise Suppression technology to reduce the impact of background sound while SLMs
equip a windshield to capture as much sound as possible [11–13]. Therefore, cali-
bration is inevitable to make mobile phones work as SLMs. For improving data quality
under different phone context, many researchers choose to use some extra devices. In
[14], an additional microphone with foam windscreen was installed into the mobile
phone so that no matter how the users moved the measurements reached relative stable
and accurate results after avoiding the influence of wind and friction. The study [15]
proved that using additional microphones installed into mobile phones could greatly
improve measurements accuracy and suggested using them. However, It is obviously
not so easy and convenient for everyone to get such an external microphone. So
researchers try to introduce context-aware and HAR technologies into noise sensing.
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In [16], they proposed a new architecture mainly including call detection module,
signal processing module, speech detection module, and context discovery module.
Sensing context was divided into hand and pocket or bag using a k-nearest neighbor
algorithm, and the samples were adopted only when the phone was in the hand. In [17],
a coarse-grained data analysis method was presented to classify collecting situations.
The author made a set of criteria for evaluating every situation identified by
accelerometer, gyroscope, proximity sensor and GPS. Each collection situation would
be scored and data was filtered according to that. Only the qualified data would be
adopted, which could effectively avoid the influence of friction and vibration caused by
user movements.

In order to fully use any possible data, HAR technologies are non-trivial to identify
and understand human performance. Differing from conventional methods requiring
high computing power for data fusion and image processing, HAR based on mobile
sensors embedded in smartphones must take low power and limited sensor types into
consideration. The accelerometers can determine the phone direction and are most
commonly used in HAR of mobile phones. WISDM Lab [18] collected six daily
activities and classified them using traditional machine learning classification algo-
rithms like J48, Logistic Regression, and Multilayer Perceptron. However, this kind of
classification algorithms needs to manually extract features, which requires domain
knowledge. Therefore, deep learning booms. The deep learning approaches can directly
use sensing data as input and reduce much pre-work. CNN is the most frequent and
effective-proven model of deep learning approaches used in HAR [19]. Once we solve
the input adaption problem caused by the difference between our input time series data
and images, using CNN in HAR will become relatively easy. In [12, 13], the 3-axis
time series data was considered as the 3-channel input like RGB images and conducted
the 1D convolution operation to them. However, the study in [20] argued that 1D
kernel could not capture the dependency between different sensors in different posi-
tions. Therefore they present a CNN model with a 2D kernel to handle this. They
concluded two types of modalities including sensors in different positions and different
types. For the first model, they grouped the data according to positions, and for another
model, they used padding zeros to avoid disturbance.

3 Noise Sensing Approach

3.1 The Proposed Architecture for Noise Sensing

In this paper, we propose a method for improving the data quality and for relieving data
sparsity for noise evaluation and map construction. The hand-hold phone context is not
the focus of this paper, so how to distinguish between hand hold and pocket context
will not be discussed here, as there are already some papers solved this problem
[21, 22]. What we try to do is to leverage sensing data even though the phones are put
into the trouser pockets (front and right) in an upside-down way and that’s the premise
of our architecture. Because of that, the mobile phone is closely attached to the user’s
leg, and the current activity of the user can be predicted by using an accelerometer to
sense the direction of the mobile phone and its changing law.
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In this section, we describe the proposed architecture of the whole system in detail
and give an overview of how it works. As we can see from Fig. 1, the architecture
composes of two major models, Activity Recognition Model (ARM) and Signal Pro-
cessing Model (SPM).

There are two embedded sensors we will use, accelerometer and microphone.
Firstly, the ARM detects the current activity of the user according to the accelerometer
data based on CNN. When the user is in a correctable state (namely standing or sitting),
the microphone is started to collect the acoustical signals, and the SPM module is
started to calculate the decibel value of the surrounding environment, then the corre-
sponding calibration sub-module is called to correct the initial measurements and
output the calibrated values.

3.2 The Basis of Noise Level Measurement

We usually use the sound pressure level (SPL) to express the noise level and the A-
frequency weighting sound level is the main standard for noise assessment today
because it can reflect the loudness perceived by humans [14]. For evaluating the noise
level in mobile phones, we must do a series of processing to compute these indicators.
Since the frequency range that the human ear can sense is up to 20000 Hz, in our
experiments, we collect audio signals at the rate of 44100 Hz for preserving all the
audio signals information according to the Nyquist sampling theorem. We use the
Android API of AudioRecord to collect the acoustic signals, whose parameter settings
are displayed in Table 1.

Fig. 1. The proposed architecture for noise sensing when mobile phones are in trouser pockets

Table 1. Android AudioRecord API parameters

Parameters Value

Sampling rate 44100 Hz
Sample size 16 bit
Buffer size 4410 byte
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The mobile phone collects samples at a frequency of 44.1 kHz, that is, 44100
samples are collected per second. Following the settings in Table 1, each sample has 16
bit thus one buffer can store 2205 samples and there will be 20 buffers produced with
no overlapping per second.

In this paper, we use BENETECH GM1356 SLM to measure the actual noise level
and compare with mobile phone measurements. GM1356 is compliant with standards
of IEC PUB 651 TYPE2, whose time constants are 0.125 s for time-weighting F and
1 s for time-weighting S. We use its data storage function to record the noise level for a
period of time. This function can measure the A-weighted, time-averaged sound level
within 1 s with time-weighting S. But compared to the sampling rate of mobile phones,
it’s still much slower. Thus, we present a way to achieve data alignment, which is
intuitively illustrated in Fig. 2.

After microphone collects audio signals at the rate of 44.1 kHz, the samples are
stored in buffers temporally, we use an A-weighted filter [23] to obtain the A-weighted
SPL in each buffer and calculate the A-weighted equivalent continuous sound level
(LeqA;T ) [14] of the 20 buffers within 1 s. In this way, we can compare the measure-
ments with the SLM readings by means of point to point of every second.

4 Experiments and Analysis

In this section, a series of experiments are carried out under different phone context.
The mobile phones we used are MEIZU M5 Note, REDMI NOTE 5A and COOLPAD
C106-9, and the standard SLM is BENETECH GM1356. Sensitivity is an important
indicator of microphones, which is the ratio of the analog output voltage or digital
output value to the input pressure [24] and the difference of microphones between
mobile phones and SLM makes us have to do a series of processing and correction. In
this paper, we define the hand-hold situation as the standard situation because it has
been proven the feasibility and accuracy in many studies. All of our experiments are

Fig. 2. Date alignment for solving different sampling frequency of SLM and mobile phone
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under the conditions of trouser pockets during sitting, standing or walking, except for
the experiment in the standard situation.

4.1 Experiments for Constructing Calibration Sub-models

The experiments in this section are mainly for constructing calibration sub-models in
our architecture, which will be integrated into SPM presented in Fig. 1.

Experiments in the Standard Situation. This experiment is carried out in the stan-
dard situation for proving mobile phones can accurately measure noise level in an
acceptable range and comparing with the following experiments. In the experiment, we
hold the phone and SLM closely and play the audio of traffic noise that was manually
recorded before 1 m in front of them. This setting is for guaranteeing that both of them
can simultaneously receive the acoustical signals.

The raw time series data collected from the mobile phone and SLM are described as
Fig. 3.

In Fig. 3(a), it’s obvious that there exists a certain distance between SLM (orange
line) and mobile phone (blue line), and SLM readings are always larger than mobile
phone readings. For further analyzing the differences between them, we plot the his-
togram of original errors and investigate the data distribution. We can see that the errors
are intensive in the range of 5–10 and basically conform to the normal distribution. Its
normal distribution fitting is plotted with the blue line in Fig. 3(b) and the related
parameters of the fitting result can be found in Table 2. Also, we try to do linear fitting
between them and the coefficients of the obtained linear model is y ¼ 0:7534xþ 22:29.
We adopt this model to calibrate the raw measurements, the calibration result can be
intuitively seen from Fig. 3(c). The two lines generally overlap and the average error is
about �2:32 dB(A). It’s a satisfying result within an acceptable range because the 3 dB
difference is imperceptible to the human ear [25], thus we decided to use the linear
model to do the calibration.

Fig. 3. (a) Time series data collected by the mobile phone; (b) Normal distribution fitting of the
differences between measurements and SLM readings; (c) Time series data of standard SLM and
mobile phone after linear model calibration (Color figure online)
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Experiments in Other Situations. The ideal hand-hold phone context is not always
available, in many situations, most people will choose to put phones in their trouser
pockets. Considering that people are actionless and there is no friction between the
phone and the pocket when they are standing or sitting, there may exist a slightly
different calibrated model from the standard one because the microphone is in an
enclosed space.

In this section, for verifying our assumption, we carry out a series of experiments
under different phone context, sitting, standing, and walking when the phone is in the
pocket. The experimental materials used in experiments are always kept the same, jeans
pocket covered by the plaid shirt. The experimental results are intuitively depicted in
Fig. 4.

The Fig. 4(a) and (c) are the raw time series signals collected by the mobile phone.
We can directly see from them that there also exits a certain difference between them
like the previous experiment and SLM readings are always larger than mobile phone
readings. Thus, we calculate the differences between measurements and SLM readings
whose histogram is plotted in the Fig. 4(b) and (d). The distributions of standing and
sitting data fit with normal distribution better according to the log likelihood of
−1806.52 and −2055.19, respectively. Furthermore, the lines of normal distribution
fitting are depicted for better observing results and other indicators such as the mean
and variance of fitting results are shown in Table 2. Compared with the results of the
first experiment, obviously, the values of standing and sitting data are much closer to
the standard situation than the walking data, which means the high possibility of
correction. We analyze the differences not only in the time domain but also in the
frequency domain under the standard situation, sitting and standing. Figure 5 shows the
comparison lines of their 1/3 octave band spectrums under these three situations when
receiving the same audio signals. These three figures are not exactly the same because
they are in three different states. When sitting, due to the posture, the microphone of the
mobile phone in the pocket is blocked, and the measurements are obviously lower than
the other two cases. When standing, the difference is not so obvious, just because the
mobile phone is in a closed space, slightly different from the standard situation.
Although like this, the trends of sitting and standing are basically the same as the
standard situation, which is consistent with the normal distribution fitting results.

Thus, we do the linear fitting to standing and sitting data similar to Sect. 4.1 and
obtain respective coefficients. After linear fitting (y = 0.8316x + 17.15) of standing
data, we get the result depicted in Fig. 4(e) whose average error is about ±2.90 dB(A).
The raw data in Fig. 4(c) after the linear fitting (y = 0.7911x + 20.02) looks like
Fig. 4(f) and the calibration model whose average error is within ±3.06 dB(A) is
available. As for walking data, unfortunately, as we can see from its time series plot
and scatter plot in Fig. 4(g–h), we can’t find a suitable relation and fitting model
between walking data and SLM readings. The reason may be that the friction caused by
users’ periodical motion when the phone is put in the pocket leads to deviant readings.
And that’s why we decide to discard the walking data in our system architecture.
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Fig. 4. (a) Raw time series of standing data; (b) Normal distribution fitting of raw errors of
standing data; (c) Raw time series of sitting data; (d) Normal distribution fitting of raw errors of
sitting data; (e) Time series of standing data after calibration; (f) Time series of sitting data after
calibration; (g) Raw time series of walking data; (h) Scatter plot of SLM readings and raw data
calculated by the mobile phone;
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Based on the above results, the standing calibration sub-model and sitting calibra-
tion sub-model are proved to be feasible and reasonable. So we integrate the two linear
calibration sub-models into the SPM. After the integration, we can eventually conduct
the experiments for the whole proposed architecture and validate its effectiveness in the
next section.

4.2 Experiments for Validating the Proposed Architecture

In this section, we carry out the experiment in the whole process based on the proposed
architecture depicted in Fig. 1. In order to verify that there is no problem with device
dependencies, we use three different types of mobile phones, MEIZU M5 Note,
REDMI NOTE 5A, and COOLPAD C106-9 to validate the calibration model.
Meanwhile, we use the classification models, support vector machine (SVM), k-nearest
neighbor (KNN), and logistic regression (LR) to compare the performance with our
CNN model.

Dataset. The dataset we collected from three mobile phones of different models
includes 3-axis accelerometer data of x, y, and z sampled at 25 Hz and the raw original
audio signals sensed by microphones at 44.1 kHz. The number of each type is shown in
Table 3.

Fig. 5. The comparison lines under different situations (the lines are connected by the points
corresponding to the values of 1/3 octave band spectrums under different situations, respectively)

Table 2. Results of normal distribution fitting

Log likelihood Mean Variance

Standard situation −1780.94 8.78134 17.9977
Standing −1806.52 7.47372 14.5815
Sitting −2055.19 8.71402 15.1505
Walking −4146.17 5.20406 164.998

26 M. Huang and L. Chen



We collected 511391079 time series signal samples and 61940 3-axis accelerometer
data in x, y, and z axis separately as the input data for training and testing the model.
Firstly, we process the input 3-axis time series signals by our proposed CNN model and
use it to classify and identify current user behaviors. Then, we leverage the calibration
model obtained in the previous section to correct raw data and analyze the experimental
results. More details will be explained in the next sub-sections.

The Proposed CNN Structure. Convolutional neural network (CNN) is one of the
representative algorithms of deep learning. Since CNN can extract features from signals
well and has the advantages of local dependency and scale invariance [26, 27]. We
adopt the CNN model to process the raw time series accelerometer data following the
idea of [26, 27] where the 3-axis data will be treated as the 3-channel input like RGB
images. Given that we will integrate the classification model into mobile phones in the
future, there is a tradeoff between computation and accuracy. In this paper, a relatively
simple and classical CNN structure is adopted and the specific parameters are shown in
Fig. 6.

Due to the obvious numerical feature differences among these three activities
walking, sitting and standing, the architecture we leveraged is quite simple but the
classified result is very satisfying. The structure consists of 1 input layer, 2 convolution
layers, 2 max-pooling layers, 1 full connection layer and 1 output layer. In our model,
we directly take the time series data as input differing from traditional image input, so
some transformations must be done before inputting. We set a sliding window with the
length of 50 to segment the raw time series accelerometer readings. The window size is
the sample length of 2 s, which is long enough to capture the repeated walking motion.
The sliding window moves forward in a half-overlapping manner (namely 25 samples

Fig. 6. The structure of CNN model used for classifying user activities, including the input
layer, 6 hidden layers (between input layer and output layer), and output layer.

Table 3. The number of samples

xyz-axis accelerometer Audio signal

Sitting 24775 114357442
Walking 19371 197102180
Standing 17794 199931457
Total 61940 511391079
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per step). Then segments are input into the input layer in 3-channel way. In the
following convolution layer, a 1*5 filter (stride = 1) is adopted to conduct a one-
dimensional convolutional operation. In pooling layer, we use max-pooling (size =
1*5, stride = 2) to reduce the dimensionality of feature maps in the previous layer.
The operations and parameters in the next convolution layer and pooling layer are the
same as these two’s. The flattened last pooling layer is connected to a full-connection
layer with 500 hidden units and the output layer will give the final classified result
standing, sitting or walking.

Experimental Results. We use the 10-fold cross validation method to perform the
classification model. The performance comparison of different classifier results is
shown in Table 4. The precision, recall, and F1 of CNN classification results are the
highest of all, which reach 99.2%, 99.1% and 99.1%, respectively. In conventional
classifier of machine learning, KNN performs better than the other two and its precision
is very close to CNN’s.

After classification, if it’s walking, the data is abandoned directly. For the other two
cases, we adopt corresponding calibration sub-models obtained in Sect. 4.1. The
average errors of MEIZU, REDMI and COOLPAD finally obtained are ±3.0563 dB
(A), ±3.0644 dB(A) and ±4.8252 dB(A), respectively. MEIZU and REDMI perform
better than COOLPAD and control the errors in a similar range, about ±3 dB(A) which
is an acceptable value. The results prove that the proposed calibration model can
efficiently improve data quality under different phone context. Though the COOLPAD
performs not as well as MEIZU and REDMI, it’s already better than the original
average error (±13.6740 dB(A)). More intuitively, let’s take 120 samples before and
after calibration as the example. The raw data of mobile phones and SLM are shown in
Fig. 7(a). In the raw time series data, the first 60 samples are recorded during sitting
while the following 60 samples are standing data.

In Fig. 7(a), all the lines of the three phones deviate from the SLM readings (blue
line) at different levels and are smaller than the blue line, this is consistent with our
previous experiments. As how the designed system architecture works, the three dif-
ferent lines are calibrated by sitting calibration sub-model and standing calibration sub-
model, respectively. As we can see from the corrected result shown in Fig. 7(b), most
points of MEIZU and REDMI are very close to the SLM readings and the orange and
red lines generally overlap blue line. Although the purple line still has a small distance,
it is much closer than Fig. 7(a). The differences among them after calibration mainly
caused by the hardware configuration differences. The hardware configuration of

Table 4. Performance comparison of different classifier results

Precision Recall F1

CNN 0.99170 0.99140 0.99141
LR 0.98735 0.98710 0.98713
KNN 0.99083 0.99054 0.99057
SVM 0.98625 0.98538 0.98554
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different brands and different models of mobile phones is quite different, and it will
certainly affect the accuracy of the measured values to a certain extent. This is
something we have no way to overcome at present but we will continue to study and
solve it in the future work.

5 Conclusions

Noise pollution has obtained increasing attention in recent years with much more
realization of its harm. But it’s limited for us to know the specific sound strength,
which is bad for monitoring ambient noise level. The previous work leveraging mobile
sensors of mobile phones requires strict sampling conditions leading to little available
data. The sparse data makes it difficult to reconstruct data for building up a noise map
which can make people know the noise situation from a macroscopic perspective and
provide much useful and meaningful information for the government.

In this paper, we conduct a sequence of experiments for validating feasibility in the
standard situation and digging out the relations between phone readings and SLM
readings during sitting and standing. The results show that linear fitting can reduce the
differences between them and control the errors in the desirable range,±2.09 dB(A) and
±3.06 dB(A) respectively. In Sect. 4.2, the calibration model and the CNN-based
activity recognition classification are integrated into one to perform the whole noise
sensing process. To avoid device dependent problem, we use three mobile phones of
different models to conduct the experiments. In the first classification model, we
leverage the 3-axis accelerometer data only but the accuracy reaches 99.2%. Then,
output the classified result and choose a corresponding calibration sub-model to modify
the raw noise data. Finally, we get the average error of ±3.06 dB(A), ±3.06 dB(A) and
±4.8252 dB(A), respectively. The results prove that the proposed noise sensing cali-
bration model can fully leverage noise data under different phone context which is
unavailable in previous work and relieve the data sparsity problem in some way.

Fig. 7. Time series data, the first 60 samples are sitting data and the remaining is standing data
(a) The raw series data before calibration; (b) The series data after calibration (Color figure
online)
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Even though both REDMI and MEIZU perform well in the calibration model and
obtain high-precision results, the COOLPAD works not as nicely as them. The main
reason is the heterogeneous problem among different mobile phones that can’t be
ignored. The hardware configuration differences between different mobile phone
models actually influence the model accuracy, and this is the major problem we must
consider and solve in our future work.
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Abstract. Generating visual representation of textual information is a chal-
lenging yet interesting topic with many potential applications. In this paper, we
propose a novel approach to visualize natural language sentences using Ima-
geNet to enhance language education. Currently the focus is to assist English
language learners in building their vocabulary of common nouns and developing
an in-depth understanding of the various prepositions of locations. To achieve
this goal, real-world images representing nouns are obtained from ImageNet and
their foreground objects of interest are extracted using image segmentation. The
objects are then re-arranged on a canvas based on their spatial relationship
specified in the sentence. To demonstrate the effectiveness of the proposed
approach, we have developed a mobile application that uses the RESTful API to
retrieve the images from the web service that operate the image generation
program. The prototype mobile application can create visual representations of
natural language sentences and a text description of the spatial relationship of
objects to assist in learning new vocabulary and spatial prepositions during
language education.

Keywords: Text-to-Image � Image-to-Text � Mobile application � ImageNet �
WordNet � RESTful API � Speech recognition � English language education

1 Introduction

Creating the visual representation of natural language sentences is a challenging task
with the potential to spark new and innovative applications. For instance, the tech-
nology can be used for automatic generation of text illustration, language translation
using images as intermediaries, and more descriptive and intuitive sentence-based
image search. Recently, there have been significant efforts to study the relationship
between natural language sentences and their image representations. This study is
generally done in two directions: an image can be given as input and a sentence can be
produced as output; or an animation or scene can be generated from a textual
description. In this paper, we propose an approach to visualize natural language sen-
tences or a text representation that describe the spatial relationship between two objects
to assist in language education.
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Several studies have shown that multimedia visual aids can be effectively used in
English language learning to enhance and facilitate the comprehension of grammar and
language [1]. Visualization of textual information can also help in memorizing new
vocabulary and structures. The objective of this study is to assist English language
learners in studying common nouns and prepositions of location through automatic
illustration of sentences or automatic text generation to describe the spatial relationship
between two objects. Our mobile application enables speech recognition to generate
text from an English spoken sentence consisting of common nouns and prepositions of
location. Then, it sends a RESTful API request to the web service for images to
illustrate the spatial relationship of the two noun objects in the sentence. The generated
images are based on the real-world images containing the nouns from the ImageNet [2]
database. The mobile application also enables users to select, drag, drop, and move two
random images, on which it produces text descriptions of the spatial relationships
between the two images accordingly.

The contributions of our work can be summarized as follows. Firstly, the system
uses ImageNet [1], a large-scale image database organized according to the nouns in
the WordNet [2] hierarchy with an average of over five hundred images per node of the
hierarchy. By using ImageNet, the system can illustrate a rich set of common nouns in
real-world contexts to build the vocabulary of users in a more meaningful manner.
WordNet is also used for word tokenization and to collect the Synset: a set of synonyms
that share a common meaning. Secondly, the mobile application integrates the iOS
speech recognition engine to enhance the user’s experience in language learning by
converting the user’s voice to text and then use the text as a parameter to send the
request to the web service to generate images. When the mobile application receives the
images, it shows the visual representation of the sentence to the user. Thirdly, the
system allows the users to select noun images they prefer to be used in visualization to
make the learning experience more engaging. Our mobile application provides two
different approaches that can be used in English language learning.

2 Literature Review

Several studies have focused on learning the relationship between images and their
sentence based semantic descriptions. Many works have studied the task of generating
textual descriptions of images. Significant works have been also made in the multi-
media and computer vision communities to improve image search using textual
queries. Many papers have explored the visual meaning of different parts of speech.
Comparatively fewer studies have addressed the idea of scene creation from natural
language sentences.

One study [4] proposed an application to improve the user experience when reading
news articles through automatic generation of an audio-visual presentation of the
article. The application focused on retrieving an image from Flickr to illustrate a given
sentence in the news article through the relation of neighboring sentences and image
tags. Another study [5] proposed a system that can automatically add objects to an
image when the background image and labels of objects (e.g. car) to be added are
provided as input. The system estimated the position, scale, and appearance of objects
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and automatically added them to images without direct user input. The study in [6]
focused on learning the visual features that correspond to semantic scene phrases
derived from sentences. The work used abstract scenes generated from clip art to study
semantic scene understanding. WordsEye [7] is an online application for converting
text into representative 3D scenes. The system relies on its collection of 3D models and
poses to depict entities and actions. All the models have associated shape displace-
ments, spatial tags, and functional properties to be used in the scene generation process.
Another work [8] proposed a system to create scenes from natural language sentences
with a focus on the development of a hierarchical syntactic parser for sentence analysis
and the correlation of words in the sentences with an image patch of the closest concept
within a small number of choices.

3 Implementation

3.1 System Architecture

Figure 1 shows the high-level architecture of the system. Our system consists of the
following four major components:

• The ImageNet dataset: it contains the URLs to download the images and their
annotations, and to obtain the set of cognitive synonyms (synsets) from the
WordNet dataset for the nouns in the sentence.

• The image management component: it builds a database containing the attributes of
the images in ImageNet, word tokenization, image segmentation, and output image
generation.

• The web service component: it handles the request to start a job to generate the
image and send back the generated image.

• The mobile application: it handles all the interactions with the user.

Fig. 1. Architecture diagram
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3.2 Data Set

The real-world images of nouns used in the visualization of sentences are obtained
from the ImageNet database. A noun may have different meanings in different contexts.
The WordNet database is used to obtain the specific meaning of a noun in a given
sentence and retrieve images from ImageNet that visually represent the concept.

ImageNet. ImageNet is a large-scale image dataset organized according to the
WordNet hierarchy. Currently, 21841 synsets of nouns in WordNet are indexed in
ImageNet with an average of over 500 images per synset. ImageNet provides URLs of
web images for each synset to download and all images in ImageNet are quality-
controlled and human-annotated. ImageNet also provides annotations of object
bounding boxes for each unique image in over 3000 popular synsets. Our system uses
images with annotated and verified bounding boxes.

WordNet. WordNet is a large lexical database for English in which nouns, verbs,
adjectives, and adverbs are grouped into sets of synonyms called synsets, each of which
expresses a distinct concept. In our study, we focus on the synsets of nouns in
WordNet. The synsets are ordered by their estimated frequency of use. Each synset has
an associated synset offset which is the byte offset of the synset in the WordNet
database file called data.noun. The synset offset of a synset is an 8 digit, zero-filled
decimal integer which can be used to uniquely identify the synset. Table 1 shows the
different synsets in WordNet containing the noun table.

3.3 Image Management Component

Database. We first built the database with image IDs, URLs to download the images,
and object bounding box annotations for all the images available on the ImageNet. An
image ID is a concatenation of POS (Part of Speech) tag and synset offset of
WordNet ID followed by the underscore character (_) and a number which is unique
for each image.

Table 1. Synsets containing the noun table with the corresponding concepts and synset.

Synset Concept Synset
offset

{table, tabular array} A set of data arranged in rows and columns 08266235
{table} A piece of furniture having a smooth flat top that is

usually supported by one or more vertical legs
04379243

{table} A piece of furniture with tableware for a meal laid out
on it

04379964

{mesa, table} flat tableland with steep edges 09351905
{table} A company of people assembled at a table for a meal

or game
08480135
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For example, the image ID of the image of table (see Fig. 2) is n04379243_17932,
where ‘n’ is the POS tag for nouns, 04379243 is the WordNet ID (wnid), and 17932 is
the unique number for the image. ImageNet provides the URLs to download the images
as a text file and the annotations of object bounding boxes of images as XML files.

The XML file contains the image ID, image dimensions (width, height, and depth)
and bouning box coordinates of each foreground object in the image (see Fig. 3). We
deserialized the XML files to extract the image ID, image dimensions (width and
height) and coordinates of the top left corner and bottom right corner of the object
bounding box. Then, we stored all the information we gathered from the ImageNet into
a SQL database to improve the performance of the system and keep the system highly
available even if the ImageNet website doesn’t respond.

Fig. 2. Sample real-world image of table from ImageNet

Fig. 3. Sample XML file containing object bounding box annotations
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Pre-download Images. We download 10 random real-world images for each unique
image ID from the ImageNet in order to minimize the waiting time for the end user as
image downloading time can vary from 2 to 8 s. Additionally, we also extract the
object image from the original image using the bounding box coordinates and the
GrabCut algorithm and store the processed images in the local file storage of the
machine that runs the web service.

Word Tokenization. During the word tokenization process, the system tokenizes the
input sentence that contains two common nouns and a preposition of location. In this
step, the system will extract main noun, dependent noun, and preposition in the sen-
tence using the tokenization, word singularization, and POS tag detection features from
the Natural Language Toolkit [9]. The POS tag determines which object becomes the
main noun or the dependent noun and which word is the preposition.

Image Segmentation. Our system extractsthe objects of interest from the images. To
achieve this, the system uses the GrabCut algorithm proposed by Rother, Kolmogorov,
and Blake in [10]. GrabCut is an interactive foreground extraction tool where the user
drags a rectangle around the foreground region. The foreground region must be
completely inside the rectangle since everything outside the rectangle will be taken as
sure background. The algorithm then segments the image iteratively till the
foreground/background classification converges. Our system automates the algorithm
without the user having to select the region of interest by using the bounding box
information. Figure 4 shows the image of a cat from ImageNet with a rectangle drawn
using the object bounding box coordinates and the output from the GrabCut algorithm
with a transparent background.

Create the Image Illustrating the Sentence. We create the output image visualizing
the sentence by placing the images of the objects obtained from the previous step on a
canvas according to the preposition of location. The sizes of the images obtained from
ImageNet can vary greatly from 75 � 75 pixels to 1024 � 768 pixels. Therefore, the
system resizes the images of the objects to a suitable and consistent size keeping the
aspect ratio. After the images are resized, alpha blending is used on both main and
dependent noun object images as foreground image to combine it with a background
image to create the appearance of transparency and smooth out the boundaries.

Fig. 4. (left) Original image of a cat from ImageNet (middle) The bounding box containing the
cat (right) Output of GrabCut algorithm with transparent background
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The alpha blending uses the alpha channel of the image encoding and the following
equation is used to overlay the image of the object on the canvas:

IA ¼ aIF þ ð1� aÞIB
In the equation, IA is the alpha blended image, IF is the foreground image of the

object, and IB is the background canvas image. The created image would not look as
natural without the alpha blending (see Fig. 5).

3.4 Web Service

Our Web Service component is built on the Node.js platform with Express.js web
framework. This component starts an HTTP server and listens on the specific requests.
When the web service receives the request, it creates a child process to start a job on the
Image Management component to perform the image generation or image retrieval.
When the job is completed, the child process will callback with either success or error.
If the Image Management component has successfully completed, the web service will
send the response back to the client with HTTP status code 200 (OK) and the image.
Alternatively, the web service will send HTTP status code 500 (Internal Server Error)
and error message when the child process fails.

3.5 Mobile Application

For the mobile application, we focused on the usability and performance as it is the end
user facing application. Our mobile application is designed to target the English lan-
guage learners and we tried to use as much visualization as possible to assist the users
in understanding how to use the mobile application. We also added speech recognition
and a drag and drop interaction that would help in making language education more
engaging.

Speech Recognition. Apple supports speech recognition framework for the iOS 10
and above [11] and our mobile application uses this framework to recognize spoken
words in live audio. The user will be seeing his/her voice translated into text on the

Fig. 5. (left) Image created without alpha blending (right) Image created with alpha blending [11]
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mobile screen in live and uses the spoken words as input parameter to generate an
image visualizing the sentence. Network connectivity is required for this feature as the
speech recognition framework relies on Apple’s server.

URL Sessions. Our mobile application uses Apple’s URLSession APIs to download
the image data from the web service [12]. This functionality has been written to support
asynchronous calls to allow the main UI thread to continue to run smoothly while the
data is being fetched in the background.

User Interaction. We have added drag and drop gesture support on our mobile
application for Image-to-Text conversion feature. This feature is only available in the
mobile application as the user has to use drag and drop gesture to move around the two
images within the mobile screen. Once the user has finished moving the images, the
‘Generate’ button will become enabled and the user will see the text describing the
spatial relationship between the two objects in the images.

Spatial Relationship Description Based on Images Location. Our mobile applica-
tion calculates the distance between the location of the two object images to generate
the text representing the scene on the mobile screen. It is currently supporting six
different prepositions to show the spatial relationship between the two objects. The
prepositions we support are ‘On’, ‘Under’, ‘Beside’, ‘Above’, ‘Below’, and ‘Near’.

Text-to-Image Use Case Sequence Diagram. Figure 6 shows the use case of the
Text-to-Image API from the mobile application. The mobile application first receives
the voice command from the user and convert the audio input to text. Then, the mobile
application sends GET request to the web service which starts a job in Image Man-
agement component. Upon successful call back to the web service with image location,
the web service responds back to the mobile application with image file. Finally, the
mobile application displays the image on the screen. The three components of the
system work together as a single service for creating visual representations of natural
language sentences.

4 Results

We have developed an educational application to demonstrate the effectiveness of the
proposed approach to visualize natural language sentences. Our mobile application has
been designed to help the English language learners with usability in our mind.
The GUI of the mobile application for visualizing the spoken words on the mobile
screen is shown in Fig. 7. As we can see, the main mobile application UI displays the
tab bar buttons to switch between the Text-to-Image conversion view and Image-to-
Text view on the bottom. The ‘START’/’STOP’ button for voice recognition is also
visually appealing to the user for the interaction. The live text feedback on the center of
the mobile screen helps the user to know if the voice recognition API has successfully
converted the spoken words to text or not. The user can use this button to re-try if
needed as the tapping on the ‘STOP’ button will clear the text. We used bright and high
contrast colors and large font sizes for the usability and design purpose.
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The user interface of the converting the two images on the screen to a text
describing the spatial relationship between two objects (see Fig. 8) is similar to Text-
to-Image view. This view follows the same theme from the Text-to-Image conversion
view and re-use the button with the font, font size, and color for consistency and
usability. Although the drag and drop gesture to move around the images are not
obvious, enabling the ‘GENERATE’ button only when the user interact with the
mobile application suggest interaction is required.

The following Table 2 gives a summary of the performance measureswe collected.
It took an average of 1.0594 s to extract the foreground object from the image using the
GrabCut algorithm with bounding box annotations. An average number of the bytes the
mobile application downloaded from the web service was 558502.875 bytes and the
elapsed time to fetch the image was 3.78247 s.

Fig. 6. Sequence diagram
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Fig. 7. Text-to-Image conversion user interface

Fig. 8. Image-to-Text conversion user interface
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5 Conclusion and Future Works

Visualization of natural language sentences has the potential to spark innovative
applications. In this paper, we have proposed a novel approach to visualize natural
language sentences using a large online image dataset called ImageNet. We have also
developed an educational application to demonstrate the effectiveness of the proposed
approach. The developed mobile application shows that the proposed approach can be
effectively used to create illustrations of sentences containing common nouns and
prepositions of location to assist in building new vocabulary and structures during
language education.

One of the unique features of our approach is the use of a large online hierarchical
image database. This helps in obtaining real-world images of a rich set of nouns in
different contexts without the overhead of creating and maintaining an image database.
By using the mapping between WordNet and ImageNet to automatically label images,
the proposed approach eliminates the need to manually tag images.

The method proposed in this paper to illustrate natural language sentences can be
used in many other applications. It can be used in language learning to assist learners
enriching their vocabulary and developing a detailed understanding of the various
grammatical structures of the language such as using the prepositions. The method can
be also used for automatic illustration of language worksheets.

Currently, ImageNet provides annotations of object attributes like color (black,
blue, brown, gray, green, orange, pink, red, violet, white, yellow), pattern (spotted,
striped), shape (long, round, rectangular, square), and texture (furry, smooth, rough,
shiny, metallic, vegetation, wooden, wet) for about 400 synsets. Examples of attributes
provided by ImageNet for various objects is shown in Fig. 9. This information can be
integrated into the system to use sentences that also contain adjectives for the nouns.
For example, ‘The black cat is on the round table.’ The sentences can also include the
number of objects like ‘There are three black cats on the table.’

Table 2. Elapsed time taken to fetch image created via Text-to-Image API.

Experiment
count

Elapsed time to execute the
GrabCut algorithm

Downloaded
data bytes

Elapsed time to fetch
the created image

1 2.0129 s 567736 bytes 3.89415 s
2 1.7314 s 585643 bytes 4.52450 s
3 0.8248 s 524609 bytes 3.39177 s
4 1.2437 s 563855 bytes 3.67760 s
5 0.5785 s 586443 bytes 4.52157 s
6 1.8266 s 561345 bytes 3.29475 s
7 0.8926 s 517657 bytes 3.37896 s
8 0.3305 s 560735 bytes 3.57648 s
Average 1.0594 s 558502.875

bytes
3.78247 s
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Abstract. Weibo has already become the main platform of mobile social
and information exchange. Therefore, the sentiment feature extraction of
Weibo texts is of great significance, and aspect-based sentiment analysis
(ABSA) is useful to retrieval the sentiment feature from Weibo texts.
Now, context-dependent sentiment feature is obtained by widely using
long short-term memory (LSTM) or Gated Recurrent Unit (GRU) net-
work, and target vector is usually replaced by average target vector. How-
ever, Weibo texts has become increasingly complex and feature extrac-
tion with LSTM or GRU might cause the loss of key sentiment informa-
tion. Meanwhile, average target vector might be wrong target feature. To
correct drawbacks of the old method, a new Transformer (a new neural
network architecture based on self-attention mechanism) based mem-
ory network (TF-MN), is introduced. In TF-MN, the task is migrated
into question answering process in which context, question and mem-
ory module is modified optimally. The text is encoded by Transformer
in context module, question module transfer target into sentiment ques-
tion, memory module eliminates the effect of unrelated words by several
extractions. The result of the experiment proves that our model reaches
better accuracy than the state-of-the-art model.

Keywords: ABSA · Transformer · Memory network · Weibo texts

1 Introduction

Recently, rapid development has been witnessed in mobile social which has
fully infiltrated into the global user communities. As one of the most impor-
tant mobile social applications, Weibo contains entertainment, social, marketing
and so on [1]. It has gradually evolved from a social demand that satisfies peo-
ple’s “weak relationship” to a popular public opinion platform, becoming one
of the most important realtime information sources and the center of spreading
public opinion. Viewpoints and proposals in Weibo are universal and adaptive
due to large amounts of users along with the differences of their standpoints
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and knowledge they have. Consumers or businesses can understand most users’
emotional attitudes toward the relative products by means of sentiment analy-
sis technique which can provide policy-making references for consumers and the
evidence for enterprises to improve product quality. The recognition of the sub-
jective information in Weibo is the main purpose of Weibo sentiment analysis,
which means to analysis users’ viewpoints and proposals toward products, news
and hotspots.

Various aspects are included in viewpoints expressed in Weibo. For example,
the text, “Nice Service but the food was too bad!”, expresses the emotions of
two different goals. With the approach of aspect level sentiment analysis, we can
analyze the opinions and emotions expressed by Weibo in a more fine-grained
manner. As to the above instance, the polarity is positive when target is “ser-
vice”, but it turns negative if “food” is seen as target.

Traditional methods focus on characteristic rule such as sentiment vocabulary
and word bag feature for aspect-level sentiment analysis. These features are uti-
lized to train a classifier [2]. However, the manual features are concentrated labor
force and are highly relied by these methods. Different from previous methods,
neural network models extract text feature in a labor-saving and scalable way.

Learning text feature is mainly by means of sequence transduction models
in neural network models. The mainstream of sequence transduction models are
based on complicated recurrent neural network (RNN) or convolutional neural
networks (CNN) which consist of an encoder and a decoder. The models that
connect the encoder and decoder through attention cells give the best com-
bined properties [3]. Long short-term memory (LSTM) [4] and gated recurrent
(GRU) [5] neural networks have been attained the best result in sentiment anal-
ysis domain. However, Weibo texts has become increasingly complex and it is
quite difficult to extract context-dependent text feature. LSTM and GRU are
the best sequence transduction models at present, which can’t process long text.
Reference [6] puts forward that text could be separated into four parts to ensure
no key information lost. But, context-dependent text feature may be unable to
be extracted.

Besides, target may consist of several words, and target feature can be learned
directly by sequence transduction models. Experiment shows that average target
vector is the best method to get target feature [7], however this method has
certain weaknesses. For example, in text “Nice macarons in France are not good
at all.”, the target is “Nice macarons”, consists of two words. Due to the limited
number of words, vocabulary only contains “Nice”, and thereby “macarons” will
be assigned to a set of minimal random feature. Then, the average target feature
of “Nice macarons” equals approximately the feature of “Nice”, which leads to
wrong results of classification.

Based on the two problems analyzed above, we propose a memory network
model that combines Transformer. Transformer is a novel network architecture,
based solely on attention mechanisms without recurrent and convolutional struc-
ture entirely. Its basic unit is self-attention mechanism which can obtain better
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context-dependent text representation using interactive calculation in each part
of sequence whether the size of sequence.

And we utilize the memory network to capture sentiment information of given
target. It contains four modules: the context module for encoding Weibo texts,
the question module for storing knowledge from previous steps, the question
module for conversion target and encoding questions, and the answer module
for evaluating sentiment polarity by data from memory module.

The memory network is proposed for the question answering task, however,
the aspect-based sentiment classification doesn’t have an exact question. The
original MN handles this by initializing the problem vector generated by the
problem module with a zero or offset vector, while we argue that every target
in the text could be converted into a question. We propose the Transformer
based memory network (TF-MN) to realize our ideas, the question module of
TF-MN treats each target in the text as implicitly asking a question “What is
the emotion tendency of target in the text?”. Figure 1 is the overview of TF-MN
architecture.

Fig. 1. The architecture diagram of TF-MN.

The following is a summary of our work:

• In sentiment analysis task, we extract long text feature by using Transformer
for the first time. Our model effectively solves the problem of inaccurate long
text feature extraction by using LSTM and GRU.

• The problem module does not average the target word vector, but is respon-
sible for designing the corresponding target problem to handle the case where
the target consists of multiple words.

• On our dataset, our model achieved the best accuracy, and the experimental
results further show that using Transformer and adding implicit question can
actually improve the performance of the model.
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2 Related Work

ABSA is a subdomain in sentiment analysis which focuses on fine-grained senti-
ment information [8]. There are two main approaches to solve ABSA problem.

The first one is the traditional method using lexicons and rules. Reference [9]
compute sentiment word score using the weight sum method. Reference [10]
proposed a holistic lexicon-based method involving both explicit and implicit
opinions. The method improves performance to identify the aspect level relations
by multiple kernels [11].

The second one is the machine learning method. Reference [12] employed hin-
geloss Markov random fields to tackle ABSA in MOOC. Reference [13] put for-
ward a emotion-aligned model for to predict aspect rate. Reference [14] combined
vocabulary-based method and characteristics-based Support Vector Machine
(SVM), and detect sentiment towards aspect words in SemEval 14 competition
at first time. Reference [15] constructed binary phrase dependency tree of target
to build the feature of aspect words. Reference [16] solved the problem using
recurrent neural network, and suggested two approaches TD-LSTM and TC-
LSTM. Reference [17] proposed an attention-based LSTM method. It is the best
method that deal with abstractive context memory information. Reference [18]
introduced a deep memory network method to solve ABSA task. It used hier-
archical structure model in which the text was fully connected with target for
final classification by using attention cell [19]. Reference [20] processed average
target and context-dependent vector from LSTM with attention method. Refer-
ence [6] introduced a method of dividing each sentence into three parts, and the
context-dependent feature was extracted using bidirectional GRU. LSTM and
GRU are widely used by the models mentioned above without considering how
to extract the long text feature. Meanwhile, they never consider the situation of
lacking target in vocabulary when getting target by average target vector.

Different from above models, we are enlightened by self-attention mecha-
nism. We resolve the problem of long text by Transformer. In addition, The way
of solving the wrong target aims to convert target into the form of sentiment
question. At last, we eliminate the influence of sentiment-irrelevant words by
multiple extractions in memory module.

3 The Proposed Model

We presents TF-MN model for ABSA in this section. The task of ABSA
concluded as follows: given a text consisting of n words C = {wC

1 , wC
2 , · · · ,

wC
n−1, w

C
n } that is named context, a target T = {wT

1 , wT
2 , · · · , wT

i−1, w
T
i } in which

several adjacent words appear in the context, and the aim is predicting the sen-
timent polarity of the specified target in the given context.

Figure 2 shows the TF-MN architecture, which converts context into a con-
secutive low dimensional sequence with pretrained word embeddings in the con-
text module. And Transformer processes context sequence to preserve sequential
information in memory module. In question module, target is converted into sen-
timent question. The question is in the form of “What is the emotion tendency
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Fig. 2. The architecture of TF-MN model.

of target in the text?”. Then, Transformer is also operated upon the question. In
memory module, we eliminates the effect of unrelated words by several extrac-
tions. Finally, softmax layer outputs sentiment polarity. Each step of our model
are showed as follows.

3.1 Context Module

The context module includes the following layers: the context encoder, the loca-
tion encoder and the fusion layer. The context and the location encoder layer
encode each context and location information into a vector separately, while the
fusion layer exchange information between these encoded vectors using Trans-
former.

Context Encoder Layer. Specified a context C =
{
wC

1 , wC
2 , · · · , wC

n−1, w
C
n

}
,

every word in C is converted into a k -dimensional vector eCi ∈ R
k with a pre-

trained word embedding matrix E ∈ R
k∗|V |, such as Tencent AI Lab Embed-

ding [21]:
eCi = E(wC

i ) (1)

where “|V |, k” are the size of vocabulary and word vector respectively.
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Location Encoder Layer. We establish a context location word embedding
matrix L =∈ R

k∗n, which maps word location into a k -dimensional vector
lCi ∈ R

k:
lCi = L(wC

i ) (2)

where n is the dimension of row vector in L. To provide rich location information
for context, row vector of L is a k -dimensional vector consisting of k location
information. Matrix L is a set of parameters to be trained, in which every row
vector will be assigned a sequence of location information with random normal
U (−0.02, 0.02).

Fusion Layer. The fusion layer processes the context vector EC and context
location vector LC which contain exchanged information among vectors. We
generate context representation HC ∈ R

k∗nc:

Hc = Transformer(EC , LC) (3)

where nc denotes the max size of context (If the length is not enough, fill it
with 0).

3.2 Question Module

The question module further also contains these layers: the question encoder
layer, the location encoder layer and the fusion layer. The question encoder
layer converts target into sentiment question firstly, and then encodes question
into vector. The location encoder layer encodes location information into a vec-
tor. The fusion layer fuses these vectors into more specific features through the
Transformer.

Question Encoder Layer. Given a question T =
{
wT

1 , wT
2 , · · · , wT

i

}
, T con-

sists of one or more words, which can be included in C or doesn’t appear in
C. If T is embedded in sentiment question, you will get the question as “What
is the emotion tendency of target in the text?”. Every word in question is con-
verted into a k -dimensional vector eQi ∈ R

k with a pretrained word embedding
matrix E :

eQi = E(wQ
i ) (4)

Location Encoder Layer. We also establish a question location word embed-
ding matrix L, which maps word location into a k -dimensional vector lQi ∈ R

k:

lQi = L
(
wQ

i

)
(5)

where the location information matrix of Q is the same as context module.
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Fusion Layer. The fusion layer generates the sentiment question representation
HQ ∈ R

k∗nq:
HQ = Transformer (EQ, LQ) (6)

where nq denotes the max size of question.

3.3 Memory Module

The memory module has three components: the attention gate, feature conver-
sion and the memory update gate, which is used to combine information from
context with target and purify of the target vector from the given context.

The output F from context module, the question q∗ from question module
and the acquired knowledge stored in the memory vector mt−1 from the previous
step.

The three inputs are transformed by:

u = [F ∗ q∗; |F − q∗| ;F ∗ mt−1; |F − mt−1|] (7)

where “;” is concatenation. “∗, −, ||” are element-wise product, subtraction and
absolute value respectively. F is a matrix of size (1,HC), while q∗ and mt−1 are
vectors of size (1,HQ) and (1,Hm), where Hm is the output size of the memory
update gate. To allow element-wise operation, HC , HQ and Hm are set to the
same shape. In Eq. (7), the first two terms measure the similarity and difference
between facts and the question. The last two terms have the same functionality
for context and the last memory state.

Let the i -th element in α to be the attention weight for wC
i . α is obtained

by transforming u using a two-layer perceptron:

α = softmax (tanh (u · Wm1) · Wm2) (8)

where Wm1 and Wm2 are parameters of the perceptron and we omit bias terms.
The feature conversion takes F and α as input and then get the updated F :

F = F · α (9)

The memory update gate outputs the updated memory mt using question
q∗, previous memory state mt−1 and the updated F :

mt = relu ([q∗;mt−1;F ] · Wu) (10)

where Wu is the parameter of the linear layer.
The memory module could be iterated several times with a new α generated

for each time. This allows the model to attend to different parts of the facts in
different iterations, which enables the model to perform complicated reasoning
across sentences. The memory module produces mt as the output at the last
iteration.
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3.4 Answer Module

In answer module, we regard the memory module outputs as the final repre-
sentation, and put it into a softmax layer for aspect-based sentiment analysis
task. To minimize the cross entropy error of sentiment classification, we train
the model in a supervised method in which loss function is described as follows:

loss = −
∑

(c,q)∈T

∑

lb∈LB

P g
lb (c, q) · log (Plb (c, q)) (11)

where T is all training items, LB is the set of sentiment polarities, (c, q) is a
context-question pair. Our system outputs the probability of class lb by comput-
ing the item (c, q). P g

lb (c, q) means zero or one, expressing whether the item is
positive or not. In the module, We calculate the gradients of the overall parame-
ters by using back propagating and update them in a stochastic gradient descent
manner.

4 Experiment

4.1 Dataset and Experiment Setup

Dataset. In most recent ten years, a lot of Chinese Weibo competitions have
been held, and many excellent datasets have been produced such as NLPCC
2013 and 2014 training dataset. Unfortunately, Most datasets only analyze the
overall sentiment polarity of the entire sentence. So we try to construct a new
dataset for ABSA. We collect weibo data from Weibo, and each the weibo may
contain multiple target entities. Each target can be an entity that appears in
weibos or an abstracted entity in weibos. The emotional polarity of the goals
we mark includes positive, negative, and neutral. If the target has a divergence
between these three polarities, we will ignore this target entity. We mainly build
dataset in the fields of restaurant which contains four aspects: traffic, service,
price and environment. Then, we randomly selected 18480 Weibo items (a total
of 22821 Weibo items) as training set, and the rest 4341 items as test set. Table 1
is the detail of the dataset. Finally, it is noted that the text length of our dataset
is generally more than 200 words, which belong long texts.

Evaluation. We validate our model with the accuracy, and remove the label
from test dataset before training the model. If the output label of the model
answer module matches the label by manual method, it will become the right
classification result.

Parameter Setting. In the model, the word embeddings matrix of the contexts
and targets in the dataset are assigned 200-dimensional vectors from Tencent AI
Lab Embedding [21]. All words out of the vocabulary are randomly assigned a
vector that obeys uniform distribution U (−0.01, 0.01). To prevent data overfit-
ting, we set the loss rate to 0.1. Our optimizer is Adam whose batch size and
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Table 1. Statistics of dataset

Type Aspect Negative Neutral Positive

Train Traffic 629 629 629

Service 1929 1929 1929

Price 2197 2097 2097

Environment 1505 1505 1505

Test Traffic 88 88 88

Service 871 871 871

Price 280 280 280

Environment 208 208 208

learning rate is 8 and 6.25e−5 respectively. We use jieba [22] to do Chinese
phrase segmentation and generate the word vector matrix of our experiment.
It is noted that the results of the experiment will change with each randomly
assigned word vector even if we set up the seeds of the experiment. In order
to solve this problem, the experimental data are obtained through average 10
experimental results.

4.2 Experiment Setting

In order to test the performance of our model, we did the following set of exper-
iments: SVM, LSTM, TD-LSTM [17], AT-LSTM [23], IAN [24], BILSTM-ATT,
MENNET [16].

Firstly, for the SVM experiment, we directly call the svm class inside
sklearn [25]. Then, since the number of samples is much larger than the number
of features, we use a nonlinear kernel rbf. As for the optimal parameters of the
model, we search for parameters in a large-range and large-step grid by the grid
search method.

Secondly, we use the LSTM and BILSTM module in tensorflow, where we
regard Webo text as input. Then, we output the results of the classification
through the softmax layer.

Finally, we use the open source TD-LSTM and AT-lSTM [26], IAN [27],
MENNET [28] code on github to do experiment. Some parameters and settings
of the experiment are as close as possible to the original author’s paper.

4.3 Model Comparisons and Analysis of Results

In these models, SVM belongs to the traditional machine learning field; LSTM
and TD-LSTM are general neural network model methods; AT-LSTM, IAN,
BILSTM-ATT, MEMNET are mainly apply the attention mechanism.

We compared the TF-MN model with the correctness of other models, and
the results of this comparison are listed in Table 2.
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In this table, we can observe that the performance difference between SVM
performance and TF-MN model is the largest. We suggest it is caused by two
reasons: the SVM training model does not use aspect; the SVM model only
classifies the text, and does not mine deep text features.

The effect of the LSTM model on this data set is also not very good, because
LSTM can cause the loss of key sentiment information due to the mechanism of
forget-door when processing long text.

The accuracy of TD-LSTM is much better than the single LSTM model
because it combines ASPECT and text.

Unlike TD-LSTM, AT-LSTM uses a attention mechanism to effectively
extract important emotional information from text with aspect, which greatly
enhances the final classification result.

BILSTM-ATT is derived from the improvement of the AT-LSTM model,
which uses a bidirectional LSTM model. Bidirectional LSTM can significantly
improve the performance of the model for sequence classification problems.

The above models mainly focus on the impact of ASPECT on text, but the
IAN model also uses the influence of text on ASPECT as a basis for classification.
It believes that ASPECT and text should be mutually influential and not just
one-way connections.

Based on the above models, MENNET proposes that the attention mecha-
nism should directly affect the process of LSTM coding. Therefore, this model
abandon the LSTM model and uses a simpler memory module to encode infor-
mation. This memory model repeatedly uses the local attention mechanism to
extract information and achieves good results.

Although MENNET is good enough, we found that the separate memory
module does not encode the text information well during the experiment, and it
is as bad as the LSTM model for longer text encoding. At the same time, we also
feel that the previous treatment of ASPECT is too rough. Based on these two
problems, we improve the MENNET model and achieve better model results.

Table 2. 3-way experimental results in accuracy. 3-way represents the three polarities
of positive, negative, neutral. Best scores in each group are in bold.

Model 3-way restaurant

SVM 51.55

LSTM 52.45

TD-LSTM 55.26

AT-LSTM 56.34

BILSTM-ATT 57.47

IAN 58.33

MEMNET 60.78

TF-MN 61.67
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4.4 Memory Network Optimization

To improve the effect of the memory module to extract emotional information,
we conducted a number of experiments to optimize and adjust the number of
our memory updates. We found that when the updated hop count is set to 5,
the model classification works best. The results of these groups of experiments
are shown in Table 3. We believe this is due to excessive update operations that
cause the local attention mechanism to repeatedly operate on the same block
of text.

Table 3. The result of Memory network hop count comparison.

Hops Restaurant accuracy

1-hop 58.78

2-hop 59.40

3-hop 60.55

4-hop 60.99

5-hop 61.67

5 Conclusion

In this work, we explore the use of memory network architecture to model sen-
timent classification into the question answering task. The key is to frame the
goal as an emotional question. Therefore, we believe that memory networks can
be replaced by other more efficient network architectures. We believe that the
attention gate in the memory module of TF-MN can add syntactic information.
Other tasks with context but no clear issues may also benefit from this work.
In the paper, the TF-MN model is proposed, which uses the memory network
model to model the Weibo sentiment analysis to the question answering task.
We turn the goal into an emotional question. We have done 3-way experiments
in the field of restaurant on the Weibo dataset. The results show that this way
of modeling improves the accuracy of classification.
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Abstract. Information updates on the current location of public buses and
shuttles are necessary to everyday commuter life and plays a vital role in their
efficiency. Some current approaches to providing this information involve
installation of stand-alone GPS modules and others involve user-driven partic-
ipatory sensing. In this paper, we present a low-cost approach to providing
information on a vehicle’s location by repurposing damaged mobile phones as
sensors. This approach reduces the battery draining effect that users experience
when using their personal cell phones to transmit the location of the vehicle
(participatory sensing). Additionally, as small-island-developing states (SIDs),
this concept reduces the need for the importation of new GPS devices by
repurposing mobile devices that are already on island and will likely contribute
to the landfill waste problem. We tested our repurposing approach with The
University of the West Indies - Cave Hill Campus (UWICHC) student shuttle
service in Barbados. Students access this system using any web-enabled device.
The web application displays the shuttle`s location on a Google™ map that also
shows the route and direction of the shuttle. A student survey indicated that they
found the system useful and are willing to donate retired cell phones to such a
project. This result demonstrates the sustainability of the mobile phone repur-
posing concept.

Keywords: Smart campus � Cell phone � Transportation � GPS �
Repurpose cell phone � Recycled cell phone

1 Introduction

Most approaches to providing information and data on transportation systems to users
involve the collection of data using new stand-alone GPS devices or user enabled
participatory sensing. Mandal et al. [1] provide an example of the former with bus stop
identification and visualization using GPS systems in the developing world. Their work
requires the acquisition and installation of new hardware. It is, relevant since this was
applied in a developing world scenario similar to the locale of UWICHC. Zhou et al.
mention that their [2] participatory sensing method is less demanding and less energy
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intensive since they do not use GPS. Thiagarajan et al. confirm in their work [3] that
GPS’ effect on the user’s mobile phone battery is high which causes them to turn off
this feature to preserve their battery. However, other cell phone features used in the
work by Zhou and colleagues can also reduce the lifetime of the user’s mobile. These
features include the microphone and audio analysis that require CPU power. Addi-
tionally, crowd-participated approaches introduce battery effects and reduction in
battery life for multiple users as opposed to one [6]. Additionally, the importation of
new devices such as stand-alone GPS devices can contribute in the long term to landfill
issues that currently affect countries as explained in work by Musson et al. in [2].

Cell phones and other mobile electronic devices contain toxins such as arsenic,
mercury and lead. If these harmful metals enter the water supply due to improper
disposal methods, they can be harmful to humans [2]. Additionally, the brominated
flame retardant found in newer cell phones and other devices can cause organ dys-
functions [3]. Our recycling approach - demonstrated in [4] - shows that we can
implement the repurposing concept to use mobile phones that are already available, and
in our case on the island, are damaged and no longer used by owners. Such out-of-
service phones will likely end up in the landfill and cause problems. Hence, we use
them to perform the task of GPS sensors and Bluetooth beacons rather than acquiring
new hardware.

Previously [6] we explained that it is simple to replace a failed repurposed cell
phone (RCP) sensor with another since the applications can run on any compatible
device. Therefore, the failed repurposed mobile phone can be properly disposed of and
another one can be repurposed. In this work, we repurpose a damaged cell phone as a
sensor, in this case for its GPS, Bluetooth and Wi-Fi capabilities, to perform a task
without human interaction. We then deployed a repurposed damaged mobile phone on
the UWICHC shuttle independent of a user to collect and report GPS data on the
location of the shuttle to help shuttle users to plan their time. We also show that
acquiring retired cell phones on a university campus for such applications is
sustainable.

2 System Requirements

To gather requirements and design a system that caters to students’ needs, we asked a
convenience sample of 78 students from UWICHC if a mobile application that indi-
cates that the shuttle is entering the campus compound, or has already arrived, would
assist them. Ninety-six percent (96%) of respondents answered in the affirmative. This
confirmed the need for the application.

We also asked students if they preferred a voice indicator or a visual indicator to
identify the shuttles’ location when they are in class. Most - 69% - of respondents
preferred visual indication rather than voice indicator for the shuttles’ arrival at the
shuttle stop. Additionally, Zhou et al. [5] stated that bus users indicated that they would
like to be able to track the arrival time of the bus instantly on arrival at the stop. Hence,
the visual indicator also needed to track arrival time instantly.

Based on the requirements identified by respondents to our survey we decided to
investigate if a system that will visually display the location of the campus shuttle and
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its estimated arrival time using an RCP will assist students. Additionally, we realized
that using RCPs for such systems must be sustainable.

3 Collection, Testing and Selection

Ward and Gittens [20] developed three models to identify suitable devices for building
smart campus applications using cell phones. They considered the attributes outlined
by Shye et al. [16] and Ahmad et al. [17]. The authors of the work in [16, 17] identified
the following attributes: battery, input mechanism, data/power interface, mobile phone
services, SIM card, antenna, microphone, speaker, and a CPU. Additionally, most
smartphones carry an accelerometer and GPS capability.

After applying the models outlined in [20] we classified all donated cell phones into
the following groups:

Group 0: Either these cell phones do not power on or they have touch response and
USB port problems. They cannot be repurposed in their current state.
Group 1: Cell phones in this group do not respond to touch commands. However,
they can still be repurposed because they can be controlled via USB.
Group 2: In this group, cell phones respond to touch but have no functioning USB
ports. These can be repurposed since they are touch controlled but they cannot
connect to a computer.
Group 3: These cell phones are preferred because they have passed all tests. They
are easier to work with since the basic hardware works.

After classifying the devices into groups, we applied the features test introduced
[20] to identify donated devices with GPS, GPRS and Bluetooth.

4 Case Study

In this section, we discuss the system design based on the primary system requirement
elicited from students in the previously mentioned survey, that is, to provide a visual
indicator that would instantly track the arrival of the shuttle.

4.1 System Design

In order to meet the visual indicator requirement, we assessed the hours of operation of
the shuttle. The hours range from 7 am to 11 pm Monday to Friday. Our solution
needed to be operational within these hours. However, we recall from the work of other
researchers [2, 3] and from our own experience that the GPS capabilities that enable the
necessary tracking are battery intensive and drain the cell phone battery. We mitigated
battery depletion by installing a cell phone on the campus shuttle and in the first
instance; the five (5) volt lighter socket in the vehicle powered the mobile phone
directly. In the second instance, if there is no functioning lighter socket, an alternative
installation method is used for the bus sensor.
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In order to describe how the system operates we will describe the system com-
ponents and their interaction to provide GPS real-time information and detection of the
shuttle at the shuttle stops. We will then discuss the additional installation method of
the bus sensor.

4.2 System Components

The system has six (6) components were two (2) are optional, these are (Table 1):

4.3 System Core Component Interconnection

We will now discuss how the components of our system connect. The bus sensor
performs two functions in the system. Its first function is to emit a continuous Blue-
tooth signal. Bohonos et al. [9] show that Bluetooth can be used as a beacon. They used
a Bluetooth device as a beacon to assist the blind in crossing busy intersections. We
used this approach and treated the shuttle sensor as the beacon. When the shuttle
arrives, the shuttle stop sensor, which is constantly scanning for Bluetooth device
signals senses the bus sensor emitting the Bluetooth signal and sends it to the database.
The shuttle stop sensor collects the MAC address of the device and its RSSI value
emitting Bluetooth devices. Ghose et al. [10] developed a system called BlueEye that

Table 1. Six core components of the RCPs configurations for tracking

Component name Function

Reused cell sensors:
Bus sensor (recycled
cell phone)

A Group 3 cell phone was used as a GPS sensor and also to
constantly emit a Bluetooth signal which would be detected by the
shuttle stop sensor when in range - The smartphone used was a
BLU Life Play 2™

Shuttle stop sensor A Group 3 cell phone was used as Bluetooth sensor which scanned
and detected Bluetooth signals when the bus sensor is in the range -
Alcatel POP C3™ housed in PVC box [6] at the shuttle stop
powered by fixed 110 v outlets

Other components:
Database server The database server runs the Ubuntu 14.04.3 LTS and MYSQL

server as in [6, 7, 13]
Processing and display
engine

As in [6–8, 13] we used Google JavaScript API 3 maps to display
the location of the shuttle. The information was first processed
using a set of PHP scripts that filtered the GPS and Bluetooth data.
The location was shown on a Google map using Google
JavaScript API 3 via a web page accessible by students

Raspberry pi zero
(Optional)

Used with a battery pack in the absence of a functioning cigarette
lighter to keep the mobile phone continuously charged.

Battery pack
(Optional)

The 10000-mAh battery pack is used in the second configuration to
power the Raspberry Pi that then powers the mobile phone when
the shuttle or bus does not have a working lighter socket
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detects distances between individuals in crowds using the Bluetooth on their mobile
phones. We used this approach in our system to determine if the shuttle was at the
shuttle stop. We stored the MAC address of the bus sensor in our database so we could
verify the shuttle in the Bluetooth data.

The second function of the bus sensor collected GPS location data for the shuttle
and transmitted it to the database. Similar work by Anderson et al. [11] developed an
SMS and GPS system to provide information to users of a transportation system in a
developing country. However, their work [11] required the bus operator to enter the
route using a keypad. However, in our work no interaction with the driver is necessary.
The PHP scripts analyze the Bluetooth data every minute to determine if the shuttle is
in proximity to one of the on-campus shuttle stops. The PHP scripts also display the
current position of the shuttle by querying the database for the latest update using
database time stamps aligned with the GPS data.

Bus Sensor Installation. The cigarette lighter in the bus is the primary source of
power for the bus sensor; however, there may be some cases were the cigarette lighter
is not functional. An alternative installation method requires the use of two additional
components. These components are a 10000 mAh battery bank and Raspberry Pi Zero.
In this alternate installation method, a battery pack powers the RCP. However, we
noted that when the mobile phone became fully charged, the power bank would switch
itself off. When the mobile phone needed an additional charge, the power bank
remained off and the mobile phone died. To address this issue, we attached a Raspberry
Pi Zero to the power bank and then connected the mobile phone to the Raspberry Pi
Zero. This method keeps the power bank on as the Raspberry pi Zero constantly uses
80 mA [12] to keep the power bank on and available when more power is needed by
the mobile phone.

Cost Reduction Using RCPs. The cost of implementing our system is reduced by
RCPs. When compared with the work done by Anderson et al. in [11] who dismissed
the possibility of using a mobile smartphone as opposed to their US $200 self-designed
device due to the possibility of theft. Even with the additional components required for
the alternative installation method shown in Table 2, the cost is reduced.

Table 2. Cost of Bus and Shuttle sensor

Sensor name Cost

Reused cell sensors:
Bus sensor (recycled cell phone) $ 0 (Donated)
Shuttle stop sensor $ 0 (Donated)
Supporting components:
USB cable 5v charger $ 5 US
USB vehicle charger $ 8 US
Raspberry Pi Zero (Optional) $ 17 US
Battery Pack (Optional) $ 21 US
Total: $ 51 US
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4.4 Deployment of RCPs

We outline how the cell phones selected in as in Sect. 3.3 were deployed and tested
before and in operation. We outline the process of developing the bus sensor appli-
cation and shuttle-stop-sensor application on the RCPs.

Bus Sensor Application: The (onboard) bus sensor application is a native Android
application designed using Android studio and the Java programming language. The
Android application was designed as an Android service. The service listened for
location updates and as the GPS update occurred, the application would send the GPS
data to the database for storage. This service also controlled the beacon emitted from
the shuttle. The service checks every minute to ensure the Bluetooth on the bus sensor
is enabled and it has Bluetooth discover set to be constantly on.

Shuttle Stop Sensor Application: Like the (onboard) bus sensor application, the
shuttle stop sensor application is a native Android application designed using Android
studio and the Java programming language. The android application was designed as
an Android service however, unlike the bus sensor application, which uses 3G data to
submit the GPS data to our database, the shuttle stop sensor uses Wi-Fi on the
UWICHC as done in similar work by Ward et al. [6, 13] where we designed an
application to monitor and report on Wi-Fi in areas. The shuttle stop application
connects to the Wi-Fi then constantly scans for Bluetooth devices in the area and
transmits them to the database.

Application Development and Testing: The bus sensor and shuttle stop application
were installed on the cell phones and run for 24 h. This testing ensured correct
functioning. Subsequently, the cell phones were ready to be deployed.

4.5 Hardware Implementation and Deployment

This section presents the deployment of the hardware in various environments.

Bus Sensor Hardware: Figure 1 shows the configuration of the bus sensor. The
Raspberry Pi Zero keeps the battery pack on even if the mobile phone is fully charged.
This is unlike customary operation. The Raspberry Pi will keep the battery pack on as it
requires constant power. Therefore, when the mobile phone requires additional charge
it would be available via the USB port on the Raspberry Pi.

Fig. 1. Showing the bus sensor configuration comprising a Raspberry Pi Zero, 16750 mAh
power bank and BLUE LIFE PLAY 2 with a damaged screen
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Shuttle Stop Sensor Hardware: The shuttle stop sensor hardware adopts the same
hardware implementation method used in [6]. The RCP is placed in a PVC box which
contains a 110v outlet which powered the RCP as shown in Fig. 2.

Information Delivery: We displayed the shuttle information to students on a Google
Map similarly to [6, 7]. As shown in Fig. 3 the green blimp indicates the current
location of the shuttle and the red circle is a radius of five meters from that point. The
four red blimps behind the circle indicate the direction that the shuttle came from. This
is the trail. The trail is ascertained by selecting the last four points the bus sensor
reported. The trails indicate to students the direction the shuttle is traveling since the
shuttle travels the same route to and from the campus. This eliminates confusion. The
trail can also be used to indicate if the shuttle is stationary or moving, since all red
blimps would be in the circle if the shuttle were stationary or moving very slowly. The
web application also displays the last updated time and the current route of the shuttle.
The current route is determined based on the Bluetooth data collected using the shuttle-
stop sensors. We can identify which stop the shuttle left from and this would indicate
its current route. The (onboard) bus sensor application, the shuttle-stop sensor appli-
cation is a native Android application designed using Android studio and the Java
programming language. The Android application was designed as an Android service
however, unlike the bus sensor application that uses 3G data to submit the GPS data to
our database. The shuttle stop sensor uses Wi-Fi on the UWICHC as done in similar
work [6, 13] with an application to monitor and report on Wi-Fi availability and
strength in outdoor areas. The shuttle stop application connects to the Wi-Fi then
constantly scans for Bluetooth devices in the area and transmits them to the database.

Fig. 2. Showing the installation of the bus stop sensor.

Fig. 3. Shows the students a visual application indicating the shuttles current location. (Color
figure online)
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5 Feasibility, Sustainability and Usefulness

In this section, we will discuss our findings from our survey of 175 randomly selected
UWICHC students. We will examine the feasibility of the cell phone repurpose concept
and its sustainability for building smart campus applications.

5.1 Feasibility

Our findings have shown 54% of respondents keep cell phones they do not use in their
possession. Additionally, based on our responses 44% of the students indicated they
retired their cell phone, not because of a fault or issue but because they simply wanted
to upgrade. This coincides with what Geyer et al. [1] mentioned in their work that users
mainly dispose of their cell phones just to get a newer version or model. As it relates to
the repurposing of the cell phones this could be a good indication since these cell
phones would more than likely still be in good working condition and capable of
performing majority if not all of its capable task. In addition, our findings have shown
74% of students are willing to donate their old/retired cell phone to the repurposing
research. This is also good for feasibility because the acquisition of these cell phones
for repurposing would come at no additional cost where the cell phone could be
repurposed to reduce cost in some systems. However, a few people not willing to
donate their cell phones to research said they would however sell their cell phone.
Although this is not favorable for feasibility it demonstrates that retired cell phones can
be acquired, but there may be a cost. Our findings have also indicated 22% of students
have retired their phones not because of a hardware issue but because the cell phone
sticks and freezes. This shows that the cell phone still works and may be a candidate for
RCP with some diagnosis.

5.2 Sustainability

The majority of persons indicated they would donate their current cell phone to
research when upgrading. This is good for sustainably not only because of willingness
to donate the cell phones for repurposing, but because over the collection period, no
cost would be attached to the acquiring of the cell phones. Interestingly, the majority of
the students who indicated that they no longer had their retired phone, indicated they
gave it away. This can suggest the people who they gave it to also could possibly fall
into the 73.7% who would donate or the 60.6% who would not donate but would sell.
Additionally, 24.2% of who are no longer in possession of their cell phone threw it
away. This may change with an option to donate.

5.3 Usefulness

We interviewed users who wished to share feedback. This totaled ten (10) users. The
users boarded the shuttle from various locations they also boarded at random times.
Students were pleased with the system as it allowed them to perform activities right
until they needed to board the shuttle that helped them to use their time more effi-
ciently. Some students indicated they would like to receive more information such as
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how long it would take the shuttle to get from its current location to where they are
waiting. Additionally, some students stated they would like to be alerted when the
shuttle is at one of the shuttle stops so they could make their way there. Overall we
believe the user`s comments were supportive and indicated we have a working and
value-added system for its users.

6 Related Work

In this work, we were able to develop a low-cost shuttle tracking system using the
Ward et al. cell phone repurposing concept originally shown in [6] for detecting the
Wi-Fi signal strength and download speeds in study areas. Ward et al. [13] also showed
it was possible to use a mobile phone without user interaction by using mobile
applications installed on the phone.

The primary advantages of using these approaches are the reduction of battery
power consumption which mobile phone users experience by contributing to partici-
patory sensing as used by Zhou et al. in their work [2]. Zhou et al. developed a bus
prediction system using participatory sensing by relying on users to enter information
and using nearby resources such as cell towers and resources found on the bus such as
transit IC card readers and accelerometers to determine the location of the bus. In this
work by Zhou et al. they reference GPS as heavily draining the phone battery as
opposed to bus tracking using cell towers which they used in their work. However,
Zhou et al. did not include the other attributes of the user’s cell phone such as
accelerometer and microphone as also affecting the user’s battery life. In our work,
battery degradation and energy use of the user’s device does not have to be considered,
since our system features a stand-alone device that removes battery drainage and the
privacy concerns mentioned in Zhou et al.’s research [2]. This also noted in work by
Thiagarajan et al. [3].

In work by Anderson et al. [11] they mentioned disadvantages due to the cost
associated with replacing a new mobile phone when deployed in a bus when it was
stolen. Consequently, they decided to develop their own device. However, the devel-
opment of this new device to perform GPS tracking of the bus requires the acquisition
of new components that will eventually add to the E-waste in landfill problem men-
tioned earlier. Our approach also addresses these concerns mentioned by Anderson
et al. since by employing the repurposing concept these mobile phones have no cost as
they were no longer needed and were therefore donated. Since they were damaged,
they also become less attractive and less likely to be stolen. Calabrese et al. [18] in their
work mentioned that the high cost of GPS device implementation across a fleet of
vehicles is a deterrent. However, Calabrese et al. [18] failed to mention the concern
would not only be the cost of acquiring these new devices but also the implication it
has on the environment. When these brand new devices are replaced, they will con-
tribute to the e-waste problem.

On the other hand, if the repurposing or recycling of devices concept is used as
mentioned in a report by AT&T [19], it indicated a reduction of one million cell phones
in the landfills which would equate to the removal of 1368 cars off the road. We also
saw work by Biagioni et al. [14] were they have developed an easy tracker system
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using a cell phone placed on transit vehicles to track its location and path. However, in
their work, it was not clear how they installed and powered the phone or if the cell
phone battery lasted throughout the entire period of operation of the transit vehicle.
This is a concern since users of the system need to know where the shuttle is in real
time. Additionally, Bagioni does not mention if interaction with the cell phone.
Required user interaction is prone to faults since the driver may forget to engage the
system. Other approaches to repurposing cell phones were found in work by
Katsumoto and Inakage [15] where they designed toys from damaged cell phones. This
confirms that the repurposing concept is also applicable in other contexts.

7 Conclusion

We have shown in this work it is possible to apply the repurposing concept to provide a
service which can be used to determine the location of the shuttle and if it is at a shuttle
stop. Additionally, the system is capable of displaying the shuttles’ locations on
visually on a map. Additionally, this concept not only shows its benefits to users in
information delivery but also its benefits in comparison to other methods that provide
vehicle location services to users, such as the mitigation of battery power depletion
encountered in participatory testing. Furthermore, benefits can be seen in its sustain-
ability as it is easy to replace one RCP and the software is interoperable. Benefits can
also be seen environmentally as RCP after they have failed and need to be disposed of
can be done correctly removing some of the cell phones that would otherwise be
disposed of incorrectly. We have therefore shown repurposing cell phones for use in
vehicle location tracking are beneficial financially, environmentally, and it is
sustainable.
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Abstract. Onboard transit systems are commonly used for commutes to and
from home, work and other destinations. However, this is generally not pro-
ductive time with commuters often gazing out of the window. Other systems
have proposed a solution to this problem however, they are offline and would
require each device on each vehicle to be updated manually. In this paper, we
present an onboard educational Wi-Fi system that offers educational content
which can be updated remotely as well as free internet access to particular
commuters. Also, specific users can be allowed to browse the internet by con-
necting wirelessly while onboard. Additionally, Edu-Bus can be used as an
educational tool, requiring persons to watch an educational video or read some
educational content before gaining access to Edu-Bus services such as free
Wi-Fi. Our system uses a Raspberry Pi which is converted into a wireless
hotspot, as well as an optional USB or Wi-Fi modem to connect to the 3G/4G
provider. Additionally, Edu-Bus can be powered directly from an adapter using
the vehicle’s cigarette lighter outlet or temporarily from its internal battery. We
implemented this work on-board a fleet of four (4) buses at the University of The
West Indies Cave Hill Campus. We analyzed student connections to the system
generated by user activities. Our approach to this problem not only makes Edu-
Bus extendable but also introduces the ability to deploy similar systems on
varying vehicle types and modes of transportation.

Keywords: Raspberry pi � On-Board Wi-Fi � University campus �
Educational content

1 Introduction

Many commuters use transit systems to travel to and from their destinations. For some,
their trip may be lengthy in distance. However, others may have shorter trips but due to
traffic congestion, they may have a long transit time to their destination. As discussed
in the work done by Rahane et al. in [1] commuters may become bored during these
journeys. To address this Rahane et al. in [1] proposed an entertainment service system
that users could connect to and view content during their journey. Additionally, Rahane
et al. in [1] also offered a recommendation system to persons who connected to their
system. While the work done by Rahane et al. in [1] may address the issues faced by
bored passengers, its major flaw is that the system is completely offline and only
maintains a network in the bus. Therefore, the system has to be manually updated,
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which does not cater to wide-scale implementation on a fleet of busses. Additionally,
Rahane et al. in [1] introduced additional components such as a router to facilitate users
connecting to the system. This incurs an additional cost when trying to develop a low-
cost system. In this paper, we implement a similar concept to the one introduced by
Rahane et al. in [1]. However, our system only uses the Raspberry Pi which reduces the
cost of the system as well as it allows content to be uploaded remotely using the
optional 3G/4G modem or via Wi-Fi when it becomes available. Most importantly, our
system allows selected users to connect to the internet directly. Users can view edu-
cational content on select web pages. The Edu-BUS Wi-Fi system records the MAC
address of each connecting user. This allows administrators to monitor the connection
rate and time for each vehicle. Additionally, administrators can restrict persons from
performing certain activities if necessary, based on their device’s MAC address. The
system is also capable of being implemented in any vehicle that has a functional
cigarette lighter outlet but can also operate as a self-powered device for a limited time
based on the internal battery storage capacity. Our approach lends to extensibility and
the ability to offer various content types on various modes of transportation.

2 Related Works

In this section, we will discuss similar systems to our work. We will break down these
works into sections which will focus on the core features of our work which are:
onboard systems, Raspberry Pi systems, and Wi-Fi Captive portal systems.

2.1 On-Board Systems

We formerly mentioned work by Rahane et al. in [1], which developed a system that
was capable of delivering entertainment content to passengers. They used a Raspberry
Pi, router and a USB Wi-Fi dongle to provide content using a server which was
installed on the Raspberry Pi, a block diagram illustrating their work is shown in
Fig. 1.

Fig. 1. Raspberry Pi block diagram [1].
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The server delivered pages with static content, allowing users to select various
media to view. Rahane et al. in [1] mentioned that this method reduced the data cost for
users since the content was stored locally. From this work, we gathered that the
Raspberry Pi could be used to serve web pages, as well as it could be used as a
recommender system to suggest media content to users. However, this work has some
limitations such as the ability to deploy new content remotely. This would have a
serious impact if being deployed on a fleet of vehicles. Additionally, this system does
not log or report user activity and does not allow access control of individual users. It is
also unclear how the equipment is powered and the ease of deployment of such a
system on multiple vehicles. We, therefore, performed a search for an easy deployment
method of connecting such a system to a vehicle. We discovered the work done by
Rathod et al. in [2] where they developed a vehicle tracking and air pollutant moni-
toring system. In their work, they were concerned about the air pollution poorly
maintained vehicles would cause. Therefore, they developed a system which would
monitor the air pollution emitted by the vehicle using an MQ-7 gas sensor. Based on
the values which were generated by the sensor the system would notify the driver by
sending an SMS message using a GSM module. The SMS received by the driver
contained the status and emission level of their vehicle. Additionally, they used a 12 V
supply from the vehicle and implemented a 5 V step-down module that would allow
the ATmega328 microcontroller and sensor to receive power. From this work, we
gathered the ability to use a 12 V supply from the vehicle. However, we also noted we
must use a step-down module to allow the Raspberry Pi module to operate, since it
needs a 5 V supply (Sect. 2.2).

We also found work by Shinde et al. [3] where they developed a vehicle monitoring
system using a Raspberry Pi. The Raspberry Pi engaged a GSM, GPRS module
SIM900A to transmit information to the server. They also added temperature and gas
sensors to the Raspberry Pi to ensure students’ safety on their journey. From this work,
we learned how to connect the Raspberry Pi to the internet to transmit and receive
information from a server using the SIM900A module. However, passengers on the
vehicle who were interested in viewing this information would have to use their phones
GPRS data, which is inefficient [1]. Our system allows passengers to view information
whilst on-board using their cell phone. Our system eliminates the need to install
additional software to use such features while aboard the vehicle.

2.2 Raspberry Pi Systems

The Raspberry Pi was originally designed for educational purposes [1]. However, the
Raspberry Pi is used in a wide range of applications ranging from home automation to
educational projects. Guravaiah and colleagues [4] propose an algorithm called River
Formation Dynamics based the Multi-hop Routing Protocol for Vehicles (RFDMRPV)
that addressed problems such as vehicle theft within a locality. To test this algorithm,
they implemented it using open source platform systems such as the Raspberry Pi,
Arduino and XBee which uses the ZigBee protocol. In their work, they described the
details of the Raspberry Pi 3 B model which are shown in Fig. 2.

70 S. Ward and M. Gittens



We learned that the Raspberry Pi requires 5 V power from a micro USB adapter.
Additionally, we also discovered that the Raspberry Pi 3 B model has Wi-Fi capa-
bilities that can be used to connect to wireless routers or as a Wi-Fi hotspot. This work
by Rahane and colleagues is similar to the work done in [5] by Ward and Gittens where
they developed a system using repurposed cell phones to monitor Wi-Fi signals.

Bhardwaj and associates [6] developed a system called Wi-Pi that used the
Raspberry Pi and an additional Wi-Fi dongle to monitor Wi-Fi in an enterprise envi-
ronment. They deployed various Raspberry Pis to store Wi-Fi performance. When a
connection to the Wi-Pi server was established, the Raspberry Pis transmitted the
performance data to the main Wi-Pi server. From this work, we learned how to use the
Raspberry Pi to connect to access points. However, as previously identified, the
Raspberry Pi 3 B model has built-in Wi-Fi, therefore, this is not necessary.

In addition to using a Wi-Fi dongle with the Raspberry Pi to enable network
services, we can use a GSM 3G/4G modem to connect the Raspberry Pi to the cellular
network as shown in [7]. Vujović in [7] proposed a system that provides a sensor node
that is accessible all over the world using either a GSM/GPRS shield or a USB 3G/4G
modem. This system would be useful in situations where sensors are deployed in
dangerous or hazardous areas. This work demonstrates how to integrate the Raspberry
Pi with the cellular GSM/GPRS network by using a GSM/GPRS shield or by con-
necting a USB GSM 3G/4G modem. Since the Raspberry Pi does not contain self-
powering capabilities, we must consider instances where the vehicle is turned off. At
this time, the vehicle may still have occupants that would rely on the Edu-BUS.

We therefore, need to identify a method to keep the Raspberry Pi powered even
with additional attachments. Sakai and Sugano [8] developed a system that can track
humans. Use cases for this work include small children and dementia patients. Sakai
and Sugano used a Raspberry Pi, GPS module, battery, 3G modem and a Wi-Fi
adapter. They used a battery to keep the Raspberry Pi powered. This allowed the device
to be deployed wirelessly in a stuffed animal 30 cm in size. From this work we learned
how to connect the Raspberry Pi to a battery that allowed it to be powered without a
wired connected power source.

Fig. 2. Details on Raspberry Pi 3 B device [4].
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2.3 Wi-Fi Captive Portal Systems

Dabrowski et al. in their work in [9] introduced the concept of captive portals. In their
work, they mentioned that captive portals are used worldwide in restaurants, airports
and train stations, which offer Wi-Fi Hotspots. Captive portals allow administrators to
set a display page that requires some action from the user before they are allowed Wi-Fi
access. Dabrowski et al. [9], created a proof of concept to raise awareness that personal
privacy could be at risk when using public Wi-Fi with captive portals implemented. To
test this, they deployed a virtual machine that had a USB Wi-Fi adapter (TP-LINK TL-
WN722 N) configured in access point mode. From this work we learned that captive
portals could be used to control access to free Wi-Fi access points. Additionally, we
recognized that USB Wi-Fi dongles, particularly the (TP-LINK TL-WN722N) could be
configured to not only connect to Wi-Fi access points but could also be configured as
an AP. Gatehouse [10] implemented a Wi-Fi network and captive portal gauging the
multiple meanings of free and public Wi-Fi.

The interface requires users to navigate the interface which should prompt reflec-
tion. From this work, we gathered a captive portal could be used for more than just
accepting user credentials but could also be used to display various types of infor-
mation before users are allowed to connect.

2.4 Related Works Summary

From our survey of related works, we noted it was possible to use a Raspberry Pi with a
router to provide Wi-Fi access to resources on the Raspberry Pi. However, we noted
that the Raspberry Pi 3 B has onboard Wi-Fi and therefore is suited to replace the
external router mentioned in the work by Rahane et al. in [1]. We also found that it is
possible to use a captive portal to capture information from the user before they are
provided with free Wi-Fi service. Additionally, from the work done by Rathod et al. in
[2] we noted that a 5-V step-down module can be used in a vehicle system to connect
microcontrollers. We, therefore, can use this approach to connect the Raspberry Pi to a
vehicle which has a 12-V supply. Having identified similar systems, devices and
approaches employed we will now define the Edu-Bus Wi-Fi system.

3 Edu-BUS Wi-Fi Implementation

In this section we will discuss the implementation of Edu-Bus Wi-Fi which seeks to
address our research question: Can a low-cost system be deployed onboard multiple
vehicles to offer Free Wi-Fi to passengers and allow administrators to monitor and
control user activities and authentication remotely.

To implement the free Edu-BUS Wi-Fi we used the following:

• Raspberry Pi
• Battery
• USB 3G/4G modem
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We will now discuss how we configure the devices mentioned previously to offer
the Free Edu-Bus Wi-Fi which is illustrated in Fig. 3.

3.1 Wireless Configuration

In this section, we discuss how we configured the Raspberry Pi to offer Wi-Fi access to
persons on-board. We recall the work done by Rahane et al. in [1] used a Raspberry Pi
with a USB Wi-Fi dongle and a router to enable users to connect to their devices
wirelessly while onboard. However, we also recall in the work done by Kataoka and
Kumar in [6] mentioned the Raspberry Pi has built-in Wi-Fi capabilities. We also
recognized in the work done by Dabrowski et al. in [9] some USB adapters can be
converted into AP mode that allows users to connect their devices. We, therefore,
investigated the possibility of using the Raspberry Pi as an access point which would
remove the need to use a wireless router done in the work by Rahane et al. in [1].

Kim and Lee [11] used open source software to deploy APs. They identified
HOSTAPD and OpenWRT as software that is useful to convert the Raspberry Pi into
an AP. We, therefore, investigated the HOSTAPD and OpenWRT and recognized
OpenWRT requires the Raspberry Pi to run on specific software where as HOSTAPD
can be installed on the native Raspbian platform designed for the Raspberry Pi. This
would allow us to install other native features to that operating system while having the
Raspberry Pi configured as an AP. Additionally, Kim and Lee [11] identified DHCPD
to allocate IP addresses to users after they connect to the AP. Having installed HOS-
TAPD and used DNSMASQ, we have a functioning wireless AP that users can connect
to using Wi-Fi enabled devices. We must now identify compatible software with the
Raspbian operating system that would enable us to offer captive portal features as
discussed previously in Sect. 2.3.

Fig. 3. Free Wi-Fi Edu-Bus
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3.2 Captive Portal

In this section, we discuss how we integrate a captive portal with our Raspbian operating
system and are already installed HOSTAPD and DNSMASQ open source software. We,
therefore, performed a search to identify compatible captive portal software for Rasp-
bian. We identified Nodogsplash which is suggested in the following tutorials [12, 13].
We also discovered Kupiki Hotspot [14], which was an implementation of CoovaChilli
and Freeradius described in the tutorial found on [15]. Other possible solutions were
proposed such as Tornado but were not widely used and implemented. We selected
Nodogsplash since it was well documented and there are various tutorials which use this
as their solution for a Captive Portal. Additionally, NoDogSplash is well documented in
addition to the tutorials its documentation can be found on [16]. We discuss
NoDogSplash and its features that we could use in our system.

Nodogsplash (NDS): In addition to the captive portal feature, Nodogsplash(NDS)
offers other features which could be used in our solution by restricting and applying
access control measures on users these include:

• Blocking all outgoing packets
• Performing Packet filtering
• Forwarding External Authentication Methods (FAS)

Blocks All Outgoing Packets: NDS intercepts all outgoing packets which have a
destination of port 80. NDS will display its default page when a user attempts to access
a webpage. In some cases, devices may be equipped with Captive Portal Detection
(CPD) and will automatically display the NDS splash page. This function can be used
to validate users before they are allowed to access the internet and other services
provided by Edu-BUS Wi-Fi.

Performs Packet Filtering: By inserting rules into the iptables, NDS can filter
incoming packets that contain certain marks and forwards matching ones. Packets
coming through the router is one of the following types:

• Blocked – The MAC address of the transmitting device is in the BlockedMACList
or the MAC address is not in the AllowedMACList or TrustedMACList. These
packets are dropped [16].

• Trusted – TheMAC address of the transmitting device exist in the TrustedMACList.
These packets by default are automatically routed to their destination port [16].

• Authenticated – The IP address and MAC address has been authenticated using
the NDS process and has not yet expired. These packets are routed to their
destination [16].

• Preauthenticated - Packets which have a port destination or addresses not allowed
by the NDS configuration are dropped except packets with a destination of Port 80.
Packets addressed to Port 80 are redirected to Port 2050. NDS has an libhttpd-based
web server that is listening on Port 2050 and displays the NDS splash page. The
user is then authenticated by performing some defined activity.

74 S. Ward and M. Gittens



Facilitates External Authentication Methods: We discussed the packet filtering
capabilities of NDS that enables us to authenticate users. However, NDS has the ability
to use an external method for validating users this could be done on an external server.
NDS offers four methods of authentication using its Forwarding Authentication Service
(FAS) these are:

• Fasport – The port number of the NDS is changed to a Port that another application
is listening.

• Fasremoteip – NDS navigates to this address for authentication.
• Faspath – NDS will navigate to this path for authentication.
• Fas_secure_enable – When set to 1 the client token which is used for authenti-

cation is held and FAS has to request a token using NDSCTL. However, if this
value is set to 0, NDS will provide the client token in clear text to FAS along with
authentication and redir.

NDS Configuration: We selected the Fasremote method for authentication as this
would allow us to remotely control the authentication of users. However, this requires
us to have an internet connection on our Raspberry Pi to connect to our server since
NDS FAS will navigate to http://[fasremoteip]:[fasport]/faspath?authaction=http://[-
gatewayaddress]:[gatewayport]/nodogsplash_auth/?clientip=[clientip]&gatewayname=
[gatewayname]&tok=[token]&redir=[requested_url] passing the above parameters.
We, therefore, need to have an established internet connection on the Raspberry Pi to
facilitate the connection.

3.3 Enabling Internet Connection

Since the system is being deployed on a moving vehicle the method of connecting to
the internet needs to consider this factor. We recall in the work done by Vujović in [7],
they proposed the use of a GSM/GPRS shield or a USB 3G/4G modem to connect
Raspberry Pis to the internet using the cellular network. We selected the USB 3G/4G
method as it was the most available method to us. We selected the Huawei E3372h-510
Unlocked 150 Mbps 4G LTE USB Stick shown in Fig. 4 after performing a search to
identify modems which were both compatible with our 4G LTE bands and with the
Raspberry Pi. The Huawei E3372h-510 adapter auto-configures to enable internet
connection on the Raspberry Pi.

Fig. 4. Huawei E3372h-510
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Additionally, we tested an alternative method that could be used in the event that a
USB 3G/4G adapter is not available. This method was similar to the method employed
by Rahane et al. in [1]. We attached a USB Wireless adapter to the Raspberry Pi similar
to Rahane et al. in [1] however, the router which we connected to was a Huawei
E5573C modem with 3G/4G connectivity the device is shown in Fig. 5.

This required us to create a shell script which would ensure the Raspberry Pi
remained connected to the Wi-Fi. However, we recognized this approach had a major
flaw. When the vehicle is switched off for an extended period and the backup battery
has no remaining charge the device will switch off completely. When the vehicle is
switched back on the device will not automatically turn back on it will require the
power button to be pressed. Whereas, with the USB 3G/4G approach as soon as the
Raspberry Pi receives power again the USB 3G/4G will switch on and auto reconfigure
itself to provide internet connectivity. This capability is important to avoid the need for
human interaction. Additionally, to avoid human interaction with the Edu-Wi-Fi Bus
system we need to develop a method of implementation which does not require an
action from the vehicle operator after installation.

3.4 Vehicle Installation

We recall in the work done by Rathod et al. in [2] the authors used the 12 V power
supply from the vehicle to power their device. Additionally, they employed the use of a
5 V step-down module since their microcontroller required a 5 V power supply. We
also recall in the work done by Guravaiah, Thivyavignesh and Velusamy in [4] the
Raspberry Pi also requires a 5 V power supply. We, therefore, investigated how we
could power the Raspberry Pi from a vehicle employing a step-down module. We
discovered the cigarette lighter port which is available in most vehicles and is used to
charge phones and other devices. The USB adapter converts the 12 V power supply
outputted from the cigarette lighter and converts it to a 5 V output that provides a USB
male jack. By employing this installation method, it makes it easier to move the Edu-
Bus Wi-Fi System to other vehicles if necessary. Figure 10 shows the USB 5 V adapter
which is used to charge the Raspberry Pi. However, we recall when the vehicle is
switched off no power is supplied from the cigarette lighter. Therefore, we have to
implement a redundancy in the event that users wish to use the Edu-Bus Wi-Fi system
for a limited time while the vehicle is switched off. We, therefore, recall the work done

Fig. 5. Huawei E5573C Modem
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by Sakai and Sugano in [8] were they used a battery to power the Raspberry Pi which
had various other modules connected to it. We, therefore, connected the Raspberry Pi
to a battery and then connected the battery to the 5 V outlet in the USB adapter as
shown in Fig. 3. This method would, therefore, allow us to connect the Edu-Bus Wi-Fi
box to any vehicle which contained a functioning cigarette lighter and the system
would remain functional for a limited time when the vehicle is switched off.

3.5 User Access Control Management

We now have an access point with NDS enabled and when a user connects to the
access point, they will be presented with the NDS splash page shown in Fig. 6. When
the image displayed in the center of the page is clicked the user is given access to free
Wi-Fi. In answering our research question, we must have the ability to monitor and
control users access to the free Wi-Fi resource.

We, therefore, need to implement a method that would allow us to configure the
NDS splash page remotely. We recall NDS allows for external authentication (FAS).
We also note using FAS we can configure NDS to redirect the splash page to a remote
URL and port and pass it parameters. This would enable us to remotely control and
update what is displayed to the user before they are authenticated.

Authenticate Users Remotely. We recall the FAS functionality of NDS allows NDS
to be configured to direct users to a remote host for it to provide authentication. We,
therefore, created a page using PHP and javascript on our remote server which
NDS FAS would be forwarded to. NDS FAS has the ability to pass the mac-address of
the user’s device who is seeking to access the Edu Wi-Fi system. We recorded the mac-
address of each user to perform authentication and monitoring. Before giving access to
the user their mac-address is checked against the blacklist database. If their mac-
address is found they are denied access.

Remotely Monitor Users Activity. We mentioned previously we attain the mac-
addresses from NDS FAS as users attempt to connect. These mac-address are stored in
our database along with the Gateway mac-address which is the mac-address of the
Raspberry Pi they are connecting too which is the unique mac address of each
Raspberry Pi on each vehicle as well as the time of the activity.

Fig. 6. NDS Page shown when a user connects to Edu Wi-Fi
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Having designed a system which answers our research question. We will now test
our system design and implementation by applying it to a case study which has the
requirements of our research question.

4 CASE STUDY – Co-Pilot Pass

Our case study is motivated by the 2018 Internet Society Chapterthon which focused
on promoting the safe usage of the internet of Things (IoT) devices. The University of
the West Indies Cave Hill Campus (UWICHC) offers a shuttle service to students that
allow them to travel off and on campus. Our proposed approach was to use the Edu-Bus
Wi-Fi system to educate students who boarded any four (4) of the UWICHC shuttles.
To do this we provided free Wi-Fi access to students aboard however, before con-
necting they were presented with a captive portal that required them to watch an
educational video based on safe usage of IoT devices. Additionally, we needed to
record the number of unique users who would have watched the IoT videos to gauge
the effectiveness of the campaign. We will now discuss how we used the Edu-Bus Wi-
Fi system to implement the Co-Pilot Pass project.

4.1 Co-Pilot Pass Requirements

We will now state the requirements of the Co-Pilot Pass project and identify how the
Edu-Bus Wi-Fi system was used to address these requirements. Below we list the
requirements:

• Authenticate users remotely after watching educational videos.
• Display, edit and update educational video paths remotely.
• Record the number of unique users who watched the IoT videos.

Authenticate Users Remotely After Watching Educational Videos. We recall the
FAS functionality of NDS allows NDS to be configured to direct users to a remote host
for it to provide authentication. We, therefore, created a page using PHP and javascript
on our remote server which NDS FAS would be forwarded to which is shown in Fig. 7.
We placed an HTML 5 tag that linked to a video locally on the Raspberry Pi which
maintained the benefit mentioned by Rahane et al. in [1] since the locally hosted video
would not incur a cost. We then used JavaScript to listen for a video complete event.
After this event was received, we used JavaScript to hide the video tag and display a
button shown in Fig. 8. This button contains the link which is required for NDS to
authenticate the user by placing the URL and Port to NDS mentioned in Sect. 3.3 and
by passing the user token and redir parameter.

Display, Edit and Update Educational Video Paths Remotely. We stated in
Sect. 4.1 that we insert a video link into the page that allows for the loading of the
video locally hosted on the Raspberry Pi. However, we should be able to display
multiple videos and update these videos remotely. We, therefore, implemented a bash
script which contained an RSYNC function called by a Cron job which would sync the
local folder with the remote folder on our server at 12:15 AM daily. This time was
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chosen based on operation times of shuttle and based on user connections by time
analysis discussed in the section below. Additionally, we wished to randomize the
videos being displayed we, therefore, included a JavaScript function that would allow
us to check the contents of the remote directory through PHP and identify the videos
that could be displayed. Additionally, we implemented a feature which allowed the
script to randomize the selection of a video from the video folder in the event only one
video should be displayed. However, our script accepted parameters from FAS and
could, therefore, be used to further customize which video and how it is displayed.

Record the Number of Unique Users Who Watched the IoT Videos. We recall
from Sect. 3.5 we recorded the mac-address of each user which connected to the Edu
Bus Wi-Fi. This activity was also recorded with other parameters passed by NDS FAS
which include the device gateway (Raspberry Pi mac-address). From this information,
we can, therefore, ascertain the number of users which connected and viewed the
videos which were 829 unique users and 2724 sessions. Figure 9 shows the number of
sessions which occurred over the 3-week testing period per bus. We notice bus 1
sessions are much lower than the other busses having only 122 sessions during the test
period. This occurred bus was having mechanical issues during that time and was
removed from operation from time to time.

Fig. 7. Edu Bus Wi-Fi dis-
playing a video to users
before they connect.

Fig. 8. Edu Bus Wi-Fi displaying a
button after users watched the video.
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While we achieved the requirements of the Co-Pilot project by attaining the number
of unique users and number of sessions were persons viewed the education videos we
were also able to provide additional information which could be used to target users on
particular days ant particular times. In Fig. 10 we show the user connections and
sessions by day of the week and Fig. 11 by hour of the day.

The day of the week view of the data showed users on Sunday and Saturday had
very few sessions. This is consistent with the operation days of the shuttle which is
Monday to Friday. However, from time to time on Sundays the shuttles are mobilized
to ferry students to various events we can, therefore, see a slight number of users
connected on Sunday on Bus 2 and Bus 4 in relation to Saturday. Additionally, the
same could be said about hours of the day since the shuttle operates from 6 AM until
11:00 PM. We can also see most connections occurred during the morning between the
hours of 7 PM–9 PM.

Fig. 9. A graph illustrating the number of connections and video views per bus

Fig. 10. Sessions by day of the week
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5 Conclusions and Future Work

In this paper, we developed a system capable of providing internet enabled Wi-Fi
onboard a vehicle using a Raspberry Pi and a USB 3G/4G modem. Additionally, we
integrated NDS and used its FAS capabilities to perform validation and authentication
of users seeking to use the onboard Wi-Fi. Our system is also capable of displaying
content during the authentication process which must be viewed by a user before access
is given. To reduce the data cost content is stored locally on the Raspberry Pi. How-
ever, the content is automatically synchronized with a remote server and therefore
allows content to be uploaded remotely. Our system can be used on-board any vehicle
which has a functioning cigarette lighter. It can also function when the vehicle is
completely turned off for a limited period of time based on the battery capacity. We
tested our system on-board four (4) UWICHC shuttles which has a ridership of 20,000
students per semester. We collected the connection time mac-address and default
gateway mac-address of each user. We tested the system for three weeks and recorded
829 unique users and a total of 2724 sessions. We also presented information which
could be used to determine the peak times when users connect to Wi-Fi onboard the
vehicles and could be used to display special videos during that time.
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Abstract. Map matching is the processing of recognizing the true driving route
in the road network according to discrete GPS sampling datas. It is a necessary
processing step for many relevant applications such as GPS trajectory data
analysis and position analysis. The current map-matching algorithms based on
HMM (Hidden Markov model) focus only on the accuracy of the matching
rather than efficiency. In this paper, we propose a original method: Instead of
focusing on a point-by-point, we consider the trajectory compression method to
find the key points in the discrete trajectory, and then search for optimal path
through the key points. The experiments are implemented on two sets of real
dataset and display that our method significantly improve the efficiency com-
pared with HMM algorithm, while keeping matching accuracy.

Keywords: Map matching � Efficiency � Trajectory compression � Key points

1 Introduction

With the popularity of electronic mobile devices with built-in GPS sensors, a large
amount of driving tracks which contain rich traffic information and user behavior are
generated every day. However, with limited satellite visibility and high-rise buildings,
the satellite signal is blocked and refracted, and the positioning data we obtain through
the GPS sensor is can be inaccurate and noisy, which means that GPS trajectories can
not accurately reflect the location of moving objects. Therefore, map-matching is
proposed to identify the actual road segment where the user (or vehicle) is/was driving.
This process is useful in applications such as vehicle navigation [1], path planning and
recommendation [2], traffic forecasting and management [3] and many other LBS
(Location-Based Service).

Over the last decades, hundreds of map-matching algorithms were proposed by
abundant researchers.

According to the information involved in the input data, Quddus et al. [4] divided
the existing map-matching algorithms into four categories: geometric [5], topological
[6], probabilistic and advanced. Geometric algorithm only considers the geometric
information for identifying the real paths, such as distance, angle and shape, this type of
algorithm can provide good accuracy and fast matching efficiency in the case of high
sampling rate and accurate positioning, but it is not suitable for trajectory data with low
sampling rate and large positioning error. Based on the geometric algorithm, topo-
logical algorithm considers the connectivity between road segments, so that the
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accuracy can be improved to a certain extent. However, they are still susceptible to the
influence of noise collection and sparse data, and cannot completely solve the complex
urban road problems. In fact, we can classify probability algrthim as advanced algo-
rithm which tends to incorporate comprehensive information and use more refined
concepts, such as kalman filter [7] fuzzy logic model [8] hidden markov model [9–12]
and so on, these advanced algorithms have generally higher accuracy, and the HMM
matching algorithm has the highest accuracy. Although the advanced algorithm is
better than geometry and topology in matching accuracy, it has poor matching
efficiency.

QMM [11] (Quick Map Matching) is the first matching algorithm that emphasizes
running time. The algorithm is designed to run on multi-core cpus, because the pro-
cessing of road segments can be separated from each other during indexing, and each
sample trajectory point is independent of each other during matching. The application
of multithreading technology greatly reduces the running time of the algorithm. Fur-
thermore, efficiency-based algorithms [13, 14] both consider parallel processing to
speed up map matching computation. The above three methods are all based on the
idea of processing multiple trajectories at the same time.

Different from the three efficiency-based algorithms, we propose a algorithm called
FHMM(Fast map matching based on HMM) to speed up single track matching effi-
ciency. Firstly, our algorithm employs the idea of trajectory compression to find a set of
key points. Subsequently, riginated from HMM, we employs measurement probabili-
ties and transition probabilities to measure the relationship between consecutive can-
didate points of key points in map-matching. Finally, to solve the HMM problem, we
make use of dynamic programming Viterbi algorithm to search for optimal travel route.

This paper is organized as follows. Section 2 states the problem of map matching
algorithm. The detail of the FHMM is introduced in Sect. 3. The experiment results are
presented and analyzed in Sect. 4. Finally we summarize the paper in Sect. 5.

2 Preliminary

2.1 Map Matching Problem

To facilitate the description, we first define some basic concepts and symbols, and then
formalize the map matching problem.

• Definition 1 (GPS Trajectory): A GPS track T : p1 ! p2 ! � � � ! pn is an
ordered sequence composed of a series of GPS coordinate points, in which each
GPS point pi ¼ t; lat; lon; heading; speedð Þ contains information such as sampling
time t, latitude and longitude coordinates, GPS real-time direction heading and
speed.

• Definition 2 (Road Network): road network is composed of a series of intersection
and connection crossroads sections, can be represented as a directed graph G (V, E).
V is a vertex set, which contains all the intersection in the road or the road end
point. E is directed edge set, which represents sections of road network.
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• Definition 3 (Path): A Path is a road segment sequence P: r1 ! r2 ! � � � ! rn,
where ri�1.e = ri.s, (1 � i � n). r.s and r.e represent the start point and end point
of the road segment r respectively.

2.2 Candidate Points Selection

The preparation process of candidate sets is divided into two sub-steps. Step 1: to
establish the r-tree index of road network data, which is mainly aimed at the road
section to facilitate the quick search of candidate road sections. Step 2: based on the r-
tree index of road segment, fast query all possible candidate road segments of each
sampling point in the road network on track T, and then calculate the corresponding
candidate points.

Specifically, for each sampling point pi 1� i� nð Þ in GPS track
T : p1 ! p2 ! � � � ! pn, all sections within the search radius r of the road network
with GPS point pi:lon; pi:latð Þ as the center of the circle are taken as candidate sections,
denoted as Ri ¼ frki jk ¼ 1; 2; � � �g, rki represents the candidate section k of GPS point
pi, and the point closest to the sampling point on the candidate section is called the
candidate point, denoted as cki . Figure 1 gives an example of candidate points selection.
After calculation, GPS point p1 obtains four candidate sections, and the corresponding
candidate points are c11,c

2
1 ; c31 and c14.

3 FHMM Algorithm

The proposed FHMM algorithm consists of four phases: trajectory preprocess, candi-
date preparation, HMM training, and result matching, of which candidate preparation
has been introduced in Sect. 2. Figure 2 shows a framework of the FHMM algorithm.

3.1 Trajectory Preprocess

Generally speaking, the number of driving vehicle records with GPS acquisition
devices is greater than the amount of data required by existing algorithms, such as
HMM matching algorithm. The influences of intersections and signal controls mean
that vehicles travelling on normal arterials often display a ‘stop-and-go’pattern. In other

Fig. 1. Illustration of candidate sections and candidate points.
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words, there will be lots of stop points in the raw trajectory. In addition, the vehicles
tends to drive on the same road for a period of time, which means the driving route is
close to a straight line. As a result, there is also a lot of GPS redundancy between the
two ends of the line.

Our insight that compress a trajectory can remove stop points and redundant points
that are between the key points. An example is illustrated in Fig. 3, obviously, the blue
sampling points that can increase the computational cost in map matching are redun-
dant. In the actual matching process, we only need the key sampling points (such as red
sampling points) in the original trajectory to infer the entire driving route.

In this paper, we propose a method to compress trajectory by sliding window,
which can be used for both online and offline compression. Our approach aims to
describe the original trajectory with fewer key points by using the distance threshold
which can be changed according to the required compression. We apply an example to
describe the main ideas of our method. As Fig. 4 shows, there is a raw GPS trajectory
T : p1 ! p2 ! � � � ! p6.we firstly put p1; p2 into sliding window, then as a new point
arrives in the sliding window, it uses the new point and the first point to calculates the
PED (Perpendicular Euclidean Distance) (PEDpmj pi;pjð Þ) by Eq. 1 for all the points in

the sliding window. If there is PEDpmj pi;pjð Þ[PEDthreshold(i < m<j), the pj�1 is called

key point. In Fig. 4, because PEDp3j p1;p4ð Þ > PEDthreshold, we take p3 as the key point

Trajectory Preprocess Candidate Preparation HMM Training Result Matching

Raw Trajectory

Key GPS 
point Sets

Trajectory Compression 

Road Network

Candidate Calculation

Candidate 
Sets

Emission Probability

Transition Probability

Three Martixs
in HMM

Vertebi Algorthim

Optimal Path

Points Matching

Fig. 2. Framework of the FHMM algorithm.

The first key GPS 
point

The second key 
GPS point 

Fig. 3. An example to illustrate key points and the redundant. (Color figure online)

88 S. Yan et al.



and p3;p4 as the new starting point of the sliding window. PEDp4j p3;p6ð Þ > PEDthreshold,
so p5 also is a key point. p6 is the end point of trajectory, we also add p6 to the key
points sequence.

PEDpmj pi;pjð Þ ¼
yj � yi
� �

xm � xj � xe
� �

ym þ xjyi � xiyj
�� ��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yj � yi
� �2 þ xj � xe

� �� �2
q ð1Þ

3.2 HMM Training

We give a brief description of the matching algorithm based on HMM [9]. For each
GPS point, a group of candidate sections is determined first. Each candidate section is
represented as a hidden state (vertex) in the markov chain, and has the probability of
observation state, which is the feasibility of observing whether the GPS point matches
the candidate section. If the GPS point is found to be very close to a section, assign a
high probability value to that section. Then, the weight of each pair of adjacent vertices
connected in the markov chain is calculated, that is, the state transition probability.
Finally, the maximum likelihood path with the highest observed state probability and
state transition probability is found on the markov chain. Fig. 5 illustrates a hidden
markov chain of map matching.

Observation probability. Although it is simple to calculate the observation proba-
bility based on the gaussian distribution model, it has been proved to be effective in the
previous work of [9–12] map matching. So the observation probability is as:

N c ji
� � ¼ 1

ffiffiffiffiffiffi
2p

p
r1

e

X j
i
�l1ð Þ2
2r2

1 ð2Þ

Fig. 4. An example to illustrate proposed method.
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Where c ji is a candidate point of sampling point pi, and X j
i is the Euclid distance

from c ji to pi.

Transition probability. Compared to circuitous paths, the true driving distance tends
to be close to the euclidean distance between the adjacent GPS points, especially after
trajectory compression. Based on the above insight, We adopt the transition probability
method proposed by Lou et al. [10], which further improves the robustness of the
algorithm based on HMM [9].

V csi�1 ! cti
� � ¼ Euclid i� 1 ! ið Þ

route csi�1 ! cti
� � ð3Þ

Where E i� 1 ! ið Þ is Euclid distance from pi�1 to pi, and route csi�1 ! cti
� �

rep-
resents the driving path distance from csi�1 to cti:

3.3 Result Matching

The most likely sequence of hidden states in a HMM is commonly found apply a DP
(dynamic programming) algorithm known as the Viterbi algorithm, which can quickly
find the optimal path in the road network to maximize the product of observation
probability and transition probability.

Figure 6 shows an example of finding the optimal path by Viterbi algorithm. We
consider candidate c12, the weight of path(c11 ! c12) is 1:36 ¼ 0:8þ 0:8� 0:7, and the
path’s (c12 ! c12) weight is 0.61. Therefore candidate c

10
2 s weight is 1.36, and its parent

is c11. We repeat the above process for all c ji . After completing the calculation we find
that c13 has the highest score, and its parent is c

1
2: the Viterbi algorithm finally output the

matching path is c11 ! c12 ! c13.

Fig. 5. An example to illustrate a hidden markov chain of map matching
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4 Experiment

In this section, we use real-world trajectory data to evaluate our FHMM algorithm. We
first describe the setting of experiment and then report the experiment results.

4.1 Parameter Selection

In our experiment, we set k = 6 as the maximum number of candidates for each
sampling point. and the query radius is r = 100 m. In the trajectory compression stage,
in order to ensure that the travel path between two adjacent GPS points after com-
pression is close to a straight line, we set PED threshold as 20 m. For observation
probability calculation, we use a normal distribution with l ¼ 0 and r ¼ 4:61 esti-
mated by Eq. 4 [9]. In addition, the algorithms are implemented in python 2.7, on an
Intel i5-7200u PC with memory 8 GB on windows10 operating system.

r ¼ 1:4826 median k pi � c ji kEuclid
� � ð4Þ

4.2 Experiment Datasets

We evaluate the performance of our proposed algorithm using two real-world trajectory
datasets, and the details of the dataset are as follows:

• Dataset 1: The dataset [9] was collected by Krumm et al. to test HMM matching
algorithm and its sampleing rate, number of sampling points et al. are showed in
Table 1. Moreover, the dataset provides the road network and ground truth data for
comparsion with matching result.

• Dataset 2: The dataset [15] was used for map matching in the ACM SIGSPATIAL
CUP 2012, and the details are also shown in Table 1. Besides, the dataset also
provides the ground true.

Fig. 6. An example of finding the optimal path by Viterbi algorithm.
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4.3 Evaluation Approach

The FHMM is an improved algorithm based on the HMM [9], so we compared the
matching accuracy and efficiency of the FHMM with the HMM. The accuracy is the
correctness of matching the road, and the efficiency is to compare the running time of
the algorithm on the same platform. We use matching precision (MP) to evaluate the
accuracy of the algorithm.

MP ¼ correct matched road segmentsj j
road segments to bematchedj j � 100% ð5Þ

4.4 Result and Analysis

Figure 7 present the visualized compressing result using the GPS trajectory of dataset 1.
In this picture, the blue dots represent raw sampling GPS points, and the red dot
represents the GPS sampling points in the compressed trajectory. Figure 7(a), (b) and
(c) represent global compression results and local compression results respectively.
Obviously, the trajectory obtained by our method of compression can completely
describe the original trajectory to the maximum extent. The original trajectory has 7,351
trajectory points. After compression, there are 167 key GPS points left, with a com-
pression rate of 97.3%. A large number of redundant GPS points are removed, which
greatly reduce the calculation cost in the subsequent matching process. The dataset 2 has
similar compression results as dataset 1.

Tables 2 and 3 shows the matching accuracy and running time of HMM and
FHMM algorithms. We compare the performance of the algorithms on the same
platform. We can see that the FHMM algorithm is about faster 2 to 3 times than the
HMM algorithm, while keeping matching accuracy.

Table 1. Description of experimental datasets

Dataset Trips Sampling Size Time Length

Dataset 1 1 trip 1 s 7531 *2 h *80 km
Dataset 2 10 trips 1 s 14436 *4 h *228 km

92 S. Yan et al.



Fig. 7. Result of trajectory compression of Dataset 1. (Color figure online)

Table 2. Comparsion of two algorithms on accruracy

Dataset Method
HMM FHMM

Dataset 1 99.30% 99.30%
Dataset 2 99.45% 98.61%

Table 3. Comparsion of two algorithms on efficiency

Dataset Track HMM FHMM
Size (raw) Running time/s Size (compressed) Running time/s

Dataset 1 Track1 7351 131.6 167 46.1
Dataset 2 Track1 2356 29.4 47 14.7

Track2 1070 13.6 39 6.6
Track3 1566 17.4 52 5.8
Track4 1177 21.5 50 10.0
Track5 885 7.4 19 3.7
Track6 1017 9.1 35 4.2
Track7 2368 26.5 54 7.9
Track8 1135 13.2 53 5.9
Track9 1543 21.4 60 9.7
Track10 1320 9.7 40 4.3
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5 Conclusion

In this paper, we present an efficient algorithm for matching nosiy vehicle trajectories
onto road network. Experiments show that our algorithm achieves excellent efficiency,
while keep reasonable matching accuracy. In fact, our compression method can be
applied to the track acquisition stage, which can greatly reduce the difficulty of sub-
sequent matching. In the future, we plan to develop algorithms which provide higher
mapping accuracy with moderate computation costs for more noisy datasets.
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Abstract. Classification and treatment of vehicle defect complaint data is an
important link in the process of vehicle recall. Traditionally, the complaint data is
classified by keyword matching method based on defect label library during the
process of dealing with vehicle complaint data, which heavily relies heavily on the
quality of the vehicle defect label library. The speed of traditional classification
methods is rapid, but the accuracy is low. We transform the classification task of
vehicle complaint data into a multi-label classification problem. Multi-label
classification of vehicle defect information collection based on seq2seq model
named VDIF-M is proposed in this paper. Firstly, a synonymous vehicle defect
description label library is constructed based on the vehicle defect description data
and vehicle domain corpus collected from various channels. Then a seq2seq
model is proposed to solve the problem of multi-label classification of vehicle
complaint data, which fuses the distribution relationship between labels. Sub-
stantial experimental results show that the proposed method outperforms previous
methods in multi-label classification of vehicle complaint data.

Keywords: Multi-label classification � Seq2seq � Label generation �
Deep learning

1 Introduction

With the continuous development of the vehicle industry, vehicles have become a
necessity in people’s lives. Data show that China is the largest country of vehicle
production and sales country in the world. At the same time, the quality defects of
vehicle products have also aroused people’s concern and the complaints about vehicle
quality defects appear on the Internet. In recent years, the recall system of defective
vehicle products in China has been gradually improved. A large number of consumer
complaints are collected in the vehicle quality defect complaint system, which named
the defect information collection system of Defective Product Administrative Center
[1]. Most of these complaints contain one or more defect description information. The
Defective Product Administrative Center needs to investigate and verify the vehicle
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defects reflected in these complaints to determine whether to initiate a recall. But
because different users have different understanding of the vehicle, the same kind of
vehicle defect may be expressed in different ways, which brings great difficulties to the
defective product management center for the analysis and processing of these com-
plaints data. It is a feasible solution to classifying these complaints with multi-bale
using the multi-label classification technology in Artificial Intelligence and natural
language processing and according to the corresponding defect classification system. In
this paper, we transform the classification task of vehicle complaint data into a multi-
label classification problem employed with seq2seq model.

Multi-label classification is an important problem in the field of natural language
processing. Multi-label classification is a concept relative to single-label classification.
Traditional single-label classification associates instance X with a single label L from a
previously known finite set of labels L. A single label data set D consists of n instances
(x1, L1), (x2, L2), …, (xn, Ln). The multi-label classification task associates a subset of
labels S with each instance. Thus, the multi-label data set D is composed of n examples
(x1, S1), (x2, S2), …, (xn, Sn). In a practical application scenario, an instance is usually
associated with multiple labels in most cases. In this paper, a piece of vehicle complaint
information may contain two or more kinds of vehicle defect information. Considering
the great achievements of neural networks in natural language processing in recent
years, we transform the multi-classification problem into a label generation method in
this paper. Solving the multi-classification problem with sequence-to-sequence model
(seq2seq) is popular in machine translation and generative text summarization. The
seq2seq model used in this paper consists of an encoder and a decoder with attention
mechanism. The encoder uses Bi-directional Long Short-Term Memory (Bi-LSTM) to
read the semantic information of the vehicle complaint information on the one hand,
and compares the complaint text with the vehicle defect description label library on the
other hand, and extracts the defect description features. The decoder generates a label
sequence through the LSTM based on the previously predicted label. Because different
words in the complaint information contain different amount of defect information, the
attention mechanism can distribute different weight to different parts. Therefore, this
kind of neural network model can capture the feature of the complaint text better.

As a whole, the main contributions of this paper are listed as follows:

(1) Two vehicle complaint datasets are constructed through utilizing web crawler
technology. The constructed datasets contain descriptions of all kinds of com-
plaints in the process of vehicle recall.

(2) We firstly employ the seq2seq neural network model to solve the multi-label
classification on vehicle complaint data. And the defect label features and defect
label distribution are added to the basic seq2seq model, which makes the model
more suitable for multi-label classification of vehicle complaint data.

(3) Substantial experiments are conducted on the two constructed dataset with dif-
ferent deep learning models, the experiment results demonstrate that the proposed
method outperforms current existing methods in multi-label classification of
vehicle complaint dataset.
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The following sections are organized as follows. Section 2 introduces the relevant
work. We describe our methods in the Sect. 3. In Sect. 4, we present the experiments
and make analysis and discussion. Finally in Sect. 5 we conclude this paper and
explore the future work.

2 Relate Work

Multi-label classification mainly includes three types of solutions, they are problem
transformation methods, algorithm adaptation methods and neural network-based
methods.

The idea of problem transformation is to transform multi-label problem into single-
label classification problem in some way, a mature single label classification method is
used to solve the problem. Binary Reliance (BR) algorithm proposed by Boutell [2]
transforms each label into a single label classification problem, which is independent of
each other. The disadvantage of this method is that the relationship between labels is
ignored. Similar algorithms include LIFT algorithm [3], which improves the classifi-
cation effect by clustering the positive and negative instances to construct the char-
acteristics of each label in the multi-label. Label Powerset (LP) [4] algorithm
transforms the multi-label classification problem into a single-label multi-classification
problem by treating each label set as a new independent label. The Classifier Chain
(CC) algorithm [5] transforms the multi-classification tasks into a series of binary
classification problems. The author combines the multi-labels into a sequence, and adds
the predicted labels into the feature vector when predicting the new labels in the
sequence, which can introduce the global information into the fusion of labels and the
relationship between labels. However, CC algorithm is inefficient in solving the
problem of more labels or more samples.

The algorithm adapts to multi-label data after modifying and extending the tradi-
tional single-label classification algorithm. Clare [6] extends the definition of infor-
mation entropy to multi-label problem, and then uses improved decision tree algorithm
to classify multi-label. Elisseeff [7] proposes Rank-SVM algorithm by introducing loss
function to support vector machine (SVM). Zhang and Zhou [8] proposed an improved
ML-KNN algorithm based on k-nearest neighbor algorithm to solve the multi-label
classification problem. Li [9] proposed a new joint learning algorithm, which propa-
gates the feedback of the current label to the classifier of the subsequent label, and
achieves good results in text multi-label classification.

With the successful application of deep learning in image and speech fields in
recent years, some neural network models are also applied to multi-label learning tasks.
Zhang and Zhou [10] proposed BP-MLL model, which uses a new loss function in the
fully connected neural network. Experiments show that the neural network model can
capture the characteristics of multi-label tasks. Chen [11] uses a combination of CNN
and RNN to represent the semantic information of the text and the higher-order features
between the labels. Baker [12] will map to the rows of co-occurrence labels to initialize
the final hidden layer of the CNN to improve the model effect. Yang [13] put forward
that multi-label classification task should be regarded as sequence generation problem,
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and used a new sequence generation model with a new decoder structure to solve the
multi-label classification problem, and achieved good results.

3 VDIF-M: Multi-label Classification of Vehicle Defect
Information Collection Based on Seq2seq Model

This section will introduce the details of the method used in this paper to solve the
problem of multi-label classification of vehicle complaint data. An overview of the
method used in this paper is given in Subsect. 3.1. In Subsect. 3.2, some preparatory
work is described, including word vector training, data preprocessing and the extension
of vehicle defect label library. Finally the details of seq2seq model structure used in this
paper are present in Subsect. 3.3.

3.1 Model Architecture of VDIF-M

In the task of multi-label classification, we use L to represent the defect label library
corresponding to the vehicle complaint text, which contains h class defect labels. The
task of multi-label classification is to generate a set Y of corresponding labels for each
complaint text x containing n words. Y is a subset of the label library L, and Y contains
one or more labels like Ln.

An overview of our proposed model is Fig. 1. Firstly, in the embedding layer, we
use the pre-trained word vector vi to join the coding vector bi in the defect label library
to form xi as the input of the seq2seq model. In the encoder layer, we use bi-directional
LSTM to read xi to get the hidden layer state vector h, and combine the attention
mechanism to get the context vector ct at time t. The decoder layer receives these
vectors and predicts the label distribution vector vl corresponding to the previous label,
and then gets the distribution of the label sequence through softmax layer. According to
the distribution, we can get the defect label sequence L1, L2 … Ln.

3.2 Defect Label Library Feature

The vehicle defect label library is composed of standardized vehicle defect names and
corresponding typical defect descriptions. Since the embedding layer of the model used
in this paper consists of two parts, one part is based on the word vector obtained by the
pre-trained vehicle domain word vector model. And the other part reflects whether the
key words in the defect description appear corresponding vehicle defect description
directly. Considering that the complaint data come from different kinds of consumers of
different cultural levels, different descriptions may appear for the same group of dif-
ferent users of the defect, we expands the synonym of the existing defect label library
in this part. After analysis, the defect description is usually composed of secondary
assembly and specific defect description, such as “door rust”. The secondary assembly
is mainly the name of the vehicle parts. We extend the nickname, abbreviation and
common misnomer of vehicle parts by search engine. For the vehicle defect description
part, we use the synonym extension tool synonyms [14] to extend this collection. We
replace the word vector model of the toolkit with the pre-trained vehicle domain word
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vector, that is to say, a group of synonyms is extended based on word2vec. Then the
candidate words are selected by similarity of defect description. Finally, a defect label
library with extended synonymous descriptions is obtained. In the embedding layer of
the model, the representation of a word is divided into two parts, one is the word vector
represented by the domain word vector model, and the other is the 32-bit defect coding
feature bits transformed from the defect coding. For each word in the complaint text, if
the current word belongs to the defect label library or the corresponding secondary
assembly appears in the text, the word defect coding feature position of the complaint
text is defect code, otherwise the defect coding bit of the word is ‘0000’ (Table 1).

In order to capture the relationship between the defect labels corresponding to the
vehicle complaint data, this paper first extracts the label data, each row corresponds to a
set of defect labels of the complaint data, and converts the defect labels into codes
according to the coding table of the vehicle defect label library. And then a vector vl
which can reflect the distribution of defect labels is obtained by training word2vec
word vector.

3.3 Seq2seq Model in Our Method

In this section, we introduce the seq2seq model used in this article in detail. The
complete model includes the embedding layer, the encoder layer, the decoder layer, and
the softmax layer. The basic idea of seq2seq is to use Bi-LSTM called encoder to read
the input sentence, that is, the whole sentence is compressed into a fixed dimension of
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Fig. 1. VDIF-M model architecture
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the code, and then use another LSTM called decoder to read the code, the information
of the sentence will be compressed into a vector. This model is also called the encoder-
decoder model.

Embedding. In a deep learning task, the quality of the word vector determines the
final effect of the neural network. Embedding layer mainly vectorize the complaint text
S. That is, the words in the text S are represented by a real vector, which can reduce the
input dimension and reduce the number of parameters of the neural network. On the
other hand, the dense vector representation of the word vector layer can contain more
semantic information. After using the word segmentation tool jieba [15] for the
complaint text S, a sequence of n words is formed and denoted by w = (w1, w2 … wn).
In the process of word segmentation, in order to improve the accuracy of word seg-
mentation, the vehicle domain dictionary constructed in our previous published paper
[16] is used as the user-defined dictionary. The word2vec model proposed by Mikolov
[17] is used to construct a pre-trained word vector model based on the vehicle domain
corpus. The model forms n*d embedding matrix, where n denotes the number of words
in the dictionary and d denotes the dimension of the word vector. As described in the
previous section, for the word w in complaint text, label feature vector wa�!

i is con-
structed by searching whether the word in the text is the keyword of the vehicle defect
label library. The purpose of this process is to capture label library features at the word
embedding. The expression of the ith word xi in the complaint text is as follows:

~xi ¼ wv�!
i; wa
�!

i
� � ð1Þ

Where wv�!
i is the word vector representation of the ith word in the complaint text

based on the pre-trained word2vec model,~xi is composed of wv�!
i and wa�!

i splices.

Encoder Layer. In the encoder layer, we use a recurrent neural network bidirectional
LSTM [18] to read the text information in order from the front and back two directions,
and calculate the hidden layer vector hi for each word w in the text. Each word

Table 1. Vehicle defect label library code.

First assembly Second assembly Defect label Defect code
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corresponds to the hidden state vector h, which includes the state vectors in the two

directions ~hi and h
 
i representing the semantic information centered on ith word. The

concealed state vector h is composed of the state vectors in the two directions. The
calculation process is as follows:

~hi ¼ lstm
��! ~hi�1; xi

� �
ð2Þ

h
 
i ¼ lstm
 ��

h
 
i�1; xi

� �
ð3Þ

hi ¼ ½~hi; h
 
i� ð4Þ

Attention Mechanism. When predicting defect labels, the complaint text may contain
information that is not relevant to the defect label. Considering that different words
have different effects on prediction labels, we use seq2seq model with attention
mechanism to find out the hidden state of encoder and decoder through attention
connection. The decoder searches the hidden state of encoder at every step of decoding
by using the hidden state of encoder as the input of query calculating a weight related to
the query input at each location of the input, according to this weight, the hidden state
of each position is weighted to obtain a context vector. In decoding the next word, the
context vector and the pre-trained label distribution vector label stitching are used as
additional information input to the decoder, which enables the decoder to read the
information most relevant to the vehicle defect in the text rather than relying entirely on
the hidden vector at the previous moment. The attention mechanism assigns the vector
contexti as follows:

e hi; sj
� � ¼ Uatanh VahiþWasj

� � ð5Þ

ai;j ¼
exp e hi; sj

� �� �Pm
k¼1 exp e hi; skð Þð Þ ð6Þ

contexti ¼
Xm

i¼1 ai;jhi ð7Þ

Where Va, Wa,Ua are weight parameters and hi is the hidden state.

Decoder Layer. In a decode layer, in order to capture the relationship between defect
labels, we use the vector representation of the previous label based on the pre-trained
label distribution vector and the context vector, and use the LSTM in the recurrent neural
network. The decoder receives the hidden layer state st-1 at time-step t, the context vector
ct-1 and the label distribution vector l yt�1ð Þ from the attention mechanism, respectively,
and inputs them to the decoder. The vector l yt�1ð Þ reflects the overall distribution of
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labels. Adding this vector to the decoding process can integrate the relationship between
labels. The decoder calculates the hidden state vector s as follows:

st ¼ LSTM st�1; l yt�1ð Þ; ct�1½ �ð Þ ð8Þ

Softmax. The softmax layer is the final prediction layer, and a defect label yt with the
highest probability is generated by the output state vector st from the decoder.

yt ¼ exp Vlð ÞPL
p¼1 exp Vp

� � for l in L

" #
ð9Þ

Where L represents the vehicle defect label library and mt is the mask vector. yt is
the label probability distribution at time-step t predicted by the model.

4 Experimental Results and Analysis

In this section, we evaluate our proposed methods on datasets. First, we introduced the
datasets, evaluation metrics and experimental details. Then we make analysis and
discussions about the experimental results.

4.1 Experimental Datasets

DPAC Corpus. This dataset is provided by the defect information collection system
of Defective Product Administrative Center. It contains more than 130,000 pieces of
vehicle defect complaint information, of which about 22,747 pieces of data contain one
or more defect labels marked by experts. These defect labels are from the Vehicle
Defect Label Library of the Defective Product Administrative Center, which contains
934 defect labels. The number of defect label and data sample is listed in Table 2.

AUTO Corpus. We build a new large dataset form a vehicle complain website by
crawler system. It contains more than 200,000 descriptions of complaints about defects
in vehicles. All data is labeled by experts. These defect labels come from the vehicle
defect classification label library of the vehicle complain website, with a total of 402
defect labels. The number of defect label and data sample is listed in Table 3.

Table 2. DPAC corpus Statistical tables

The number of label 1 2 3 >=4

22747 16351 4991 1183 222
percent label 71% 23% 5% 1%
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4.2 Evaluation Metrics

Following the previous work, we uses Hamming-loss [19] and Micro-F1 [20] which are
the most commonly used indicators in multi-label classification tasks.

Hamming-Loss. You can evaluate the difference between the predicted result
sequence and the actual label sequence for the data in the test set. The higher the
similarity between the two sequences, the lower the value of Hamming-loss, which
means the better the result.

hamming� loss hð Þ ¼ 1
p

Xp

i¼1
1
Q

h xið ÞDYij j ð10Þ

Where D represents the symmetric difference between two sets, which is used to
measure the degree of difference between the two sets.

Micro-F1. This is a micro-average, based on the basic quantities in the binary clas-
sification problem including true negative number (TP), false negative number (FP),
true positive number (TN), false positive number (FN) evaluation indicators. Firstly,
we calculate the average of the basic quantities of all labels, and then use the average to
calculate the performance indicators of the classification.

4.3 Experimental Details

In this paper, the most representative multi-label classification algorithms are selected
as baseline, and the comparative experiments are carried out in large-scale cor-
pora (AUTO corpus) and small-scale corpora (DPAC corpus).

This experiment uses the pre-trained vehicle domain word vector model as word
representation, for words that are not in the vocabulary, replace them with ‘unks’. In
order to avoid the influence of the vehicle brand on the prediction result, this paper
makes synonymous substitution of the description of the vehicle brand and the vehicle
system, and also makes corresponding substitution of the figures in the complaint text.
After statistical analysis, the first 600 words of the complaint text are intercepted as
input, and the part exceeding the length of the complaint text will be discarded.
Referring to the conclusion of paper [13], the frequency of the defect labels corre-
sponding to the complaint text in the training data is sorted. The hidden state vector of
the encoder and decoder is set to 300 and 600, and the number of LSTM layers of the
encoder and decoder is set to 2. In the training phase, the loss function is the cross-
entropy loss function. We use the beam search algorithm [21] to find the highest ranked
prediction path at the inference time. This prediction paths ending with the ‘eos’ are

Table 3. AUTO corpus Statistical tables

The number of label 1 2 3 >=4

200000 136701 44814 12871 5601
percent label 68% 22% 6% 4%
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added to the set of candidate paths. The length of the beam search is set to 5. In the
training process, Adam optimizer is used to minimize the cross-entropy loss function.

4.4 Baselines

In order to compare the performance of different multi-label classification methods, the
following five representative methods are implemented on the two dataset.

Binary Relevance (BR) [3]: transforms each label in multiple labels into a single
label classification problem.

Classifier Chains (CC) [5]: transforms the multi-label classification problem into a
single label classification problem, which introduces the relational information between
labels in a chain structure of one label.

Label Powerset (LP) [6]: treats every possible label set combination as a new label,
transforming the problem into a multi-classification problem with a single label.

CNN-RNN [11]: Global and local text semantics and label dependencies are cap-
tured using CNN and RNN, and label sequences are predicted using RNN.

The Sequence Generation Model (SGM) [13]: transforms the multi-label classifi-
cation problem into a sequence generation problem, and generates a label sequence
using a global-embedding decoder architecture.

We implement the BR and CC algorithms using the open source multi-label
classification toolkit Scikit-Multilearn [22], and use Support Vector Machine (SVM) as
the basic classifier in these algorithms.

4.5 Experimental Results and Analysis

Based on pre-trained vehicle domain word vectors, five typical multi-label classifica-
tion methods are tested on two vehicle complaint datasets. The experimental results are
shown in the following Table 4, Figs. 2 and 3, where BR stands for Binary Relevance
algorithm, CC stands for Classifier Chains algorithm, BF stands for feature extraction
based on vehicle defect labels, and LE stands for adding defect labels distribution
vectors at the decoding layer.

Table 4. Label prediction results comparison

Corpus AUTO DPAC
Metrics Hamming loss Micro-F1 Hamming loss Micro-F1

BR-BF 0.0106 0.5996 0.0529 0.5517
BR-W2V 0.0038 0.6301 0.0319 0.6103
CC-BF 0.0087 0.6176 0.0473 0.5885
CC- W2V 0.0031 0.6565 0.0297 0.6237
LP-BF 0.0097 0.6028 0.0476 0.5904
LP-W2V 0.0032 0.6468 0.0415 0.6175
CNN-RNN 0.0031 0.6971 0.0178 0.6412
SGM 0.0027 0.7203 0.0125 0.6563
Seq2seq 0.0028 0.7195 0.0129 0.6511
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In BR, CC, and LP algorithms, for a complaint text containing m words, the pre-
trained domain word vector model is used to obtain the word representation vector of
each word, and then the average value is obtained to represent the complaint text.

The following conclusions can be drawn from the above experiment results:

(1) Neural network based methods are better than those using traditional multi-label
classification, which shows that the neural network can recognize text information
better and improve the accuracy of classification in multi-label classification.

(2) In the traditional machine learning multi-label classification method, the selection
of text features has a great influence on the prediction results. From the table, it
can be seen that for the same method, the result of using pre-trained domain word
vectors is better than that of using label-only database features to express the
complaint text, which verifies the necessity of pre-trained domain word vector
model.
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(3) Compared with the BR algorithm and the CC algorithm, the Classifier Chains
algorithm performs better because the multiple defect descriptions contained in
the vehicle complaint data are generally related to each other, and the CC algo-
rithm takes into account the relationship between the labels. Because LP algo-
rithm transforms the problem of multi-label classification into the problem of
multi-class classification in single-label learning, and there are many kinds of
multi-label combinations in the data analysis and statistics, LP algorithm is not
suitable to solve this problem, and the experimental results also prove this point.

(4) Compared with CNN-RNN model, seq2seq model performs better in multi-
classification of Chinese complaint texts. The reason is that seq2seq model reads
the semantic information before and after each word in the complaint texts
through Bi-LSTM, and pays attention to the words related to the predicted failure
results through attention mechanism. CNN-RNN focuses on the high-order rele-
vance of labels, but the recognition of the semantic information of the text itself is
insufficient.

(5) Comparing SGM model with seq2seq model with attention mechanism, the input
of SGM model and seq2seq model is based on pre-trained vehicle domain word
vector model, and the value of word vector is allowed to change during the
training process, because SGM model is based on seq2seq model with mask
module and global embedded information (global embedded) in the decoder
part. Experiments show that the mask module and global embedding vector are
equally effective in vehicle complaint dataset. In analyzing the classification
results of seq2seq model, we also find that the prediction results of the same
article text contain some duplicate labels.

Based on the above conclusions, we add the feature of extended vehicle defect label
library (CF) to the input layer of seq2seq model with attention mechanism. Considering
the diversity of vehicle defect label combinations, a label distribution vector (LE) of
each vector is obtained by using the training method of word2vec based on the defect
label text of all data. A comparative experiment was carried out in two datasets. The
results are shown in Table 5, Figs. 4 and 5.

The experimental results in the table show that the label library features added have
obvious effect on the auto dataset, and the reason may be that there are fewer defect
categories in the vehicle quality network, but there are more defect labels in the dataset
of DPAC corpus, so the effect of adding label library features is not obvious. After the

Table 5. Label prediction results comparison

Corpus AUTO DPAC
Metrics Hamming loss Micro-F1 Hamming loss Micro-F1

Seq2seq 0.0028 0.7195 0.0129 0.6511
SGM 0.0027 0.7203 0.0125 0.6563
Seq2seq+CF 0.0026 0.7212 0.0121 0.6532
Seq2seq+CF+LE (VDIF-M) 0.0025 0.7363 0.0100 0.6624
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label distribution vector is added to the decoder layer, it is improved both in two
datasets. Comparing with the SGM model, the experimental results show that the
proposed method is superior to the SGM model in two datasets, because the our
methods adds defect label features suitable for vehicle complaint data, and uses the pre-
trained domain word vector model at the same time.

Table 6 shows some instances of a multi-label classification that uses the different
sequence models to identify only the “Engine Abnormal Noise” label in the defect
description. Our proposed VDIF-M model can not only recognize the “engine-
abnormal noise” label, but also generate the “Body Vibration” label according to the
words “vehicle” and “jitter”. This is because the extended fault description synony-
mous label library contains synonymous relationships between “vehicle resonance” and
“vehicle jitter”, which verify the model proposed in this paper can solve the multi-label
classification problem of some instances by adding defect label features.
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5 Conclusion and Future Work

The multi-classification task of vehicle complaint data is of great significance in the
process of vehicle defect recall. In this paper, we propose a multi-label classification
method based on seq2seq model named VMIF-M to generate the defect label of vehicle
complaint data. Firstly, the synonymous extension of defect description is made based
on the existing defect classification system and the corpus related to vehicle complaint
is collected to train a word vector model of vehicle domain. Then the word vector and
defect label feature splicing are used as the input of the encoder, and then the encoder
and decoder are connected through attention mechanism to focus on the words closely
related to the defect label. Finally, the label distribution vector is added to the decoder,
and the final classification prediction result is obtained through the softmax layer. This
method avoids a lot of manual data processing. Experimental results show that the
proposed methods outperform the baselines. The Macro-F1 reached 73% and 66% on
the AUTO corpus and DPAC corpus, respectively. Through the analysis of the
experimental data, we notice that the quality and size of the defect label library have a
great influence on the prediction results. In the future work, the standardization of the
vehicle defect in the process of vehicle recall will be used to improve the identification
results of the complaint data.

Table 6. Multi-label classification instances

defect description VDIF-M seq2seq correct label

The engine is obviously abnor-
mal, don't understand the car can 
hear, and the car jitter, go to the 
store to check, say what is nor-
mal, jitter is normal.

Abnormal engine 
noise

Body Vibration

Abnormal 
engine noise

Abnormal engine 
noise

Body Vibration

When the speed of the gearbox 
increases to 40, the speed of the 
engine reaches 4000, but the 
speed of the car does not rise; 
when the gearbox is unable to 
step on the brake, the body shakes 
seriously. Go to 4S shop to check 
that the 3-5 module of the gear-
box is damaged, it is necessary to 
overhaul the gearbox.

Engine  Unable to 
Speed up

Transmission-
Computer Board 
Failure

Engine Unable 
to Speed up

Transmission
Abnormal 
engine noise

Engine Unable to 
Speed up

Transmission
Computer Board 
Failure
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Abstract. Network traffic prediction is not only an academic problem, but also
a concern of industry and network performance department. Efficient prediction
of network traffic is helpful for protocol design, traffic scheduling, detection of
network attacks, etc. In this paper, we propose a network traffic prediction
method based on the Echo State Network. In the first place we prove that the
network traffic data are self-similar by means of the calculation of Hurst
exponent of each traffic time series, which indicates that we can predict network
traffic utilizing nonlinear time series models. Then Echo State Network is
applied for network traffic forecasting. Furthermore, to avoid the weak-
conditioned problem, grid search algorithm is used to optimize the reservoir
parameters and coefficients. The dataset we perform experiments on are large-
scale network traffic data at different time scale. They come from three provinces
and are provided by ZTE Corporation. The result shows that our approach can
predict network traffic efficiently, which is also a verification of the self-
similarity analysis.

Keywords: Network traffic � Self-similarity � Echo State Network

1 Introduction

Traffic prediction is the foundation of network performance analysis. It provides
essential evidence for network design and planning. Designing an efficient and accurate
model for network traffic prediction can reduce network congestion frequency and
improve network communication quality. Either short-term or long-term prediction is
beneficial to network control and resource adjustment. By analyzing and forecasting
historical traffic data and adjusting the allocation of network resources accordingly,
operators can be aware of the future situation of the network in advance. It has a
profound impact on the development of key technologies such as network planning,
resource allocation and network security.

There are a great number of prediction models for network traffic data and they can
be classified into statistical analysis models and machine learning methods [1].
Autoregressive integrated moving average (ARIMA) is a typical statistical analysis
model [2, 3], which is the combination of autoregressive and moving average models.
Since ARIMA is a linear time series model, some improvements are made to capture
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the non-linearity of network traffic. Zhou et al. [2] combined ARIMA model with
GARCH, non-linear model. Shu et al. [3] proposed a seasonal ARIMA model to
explore the cyclical patterns of traffic data. With the rapid growth of network and
complexity of traffic data, more and more researchers have placed emphasis on
machine learning models, especially neural networks [1]. A hybrid ARIMA-ANN
model was proposed in [4] to forecast time series data. Three methods: ARIMA, Holt-
Winters and a novel neural network ensemble (NNE) approach, were performed on
multi-scale internet traffic forecasting and the results showed the advantage of NNE [5].
Multi-layer Perception (MLP) is widely used for network traffic prediction [6–8]. [9]
performed SVR, the regression variant of SVM, on heterogeneous Internet traffic
collected at the POP of an ISP network. Nie et al. [10] decomposed the network traffic
into low-pass and high-pass component, where the low-pass component describe the
long-range dependence and the high-pass component gusty and irregular fluctuations of
network traffic. As for prediction, a deep belief network and a Gaussian model were
utilized for respectively. Poupart et al. [11] aimed at predicting the size of flow in order
to detect elephant flow (very large flows). Three machine learning techniques: neural
networks, Gaussian Process Regression and Online Bayesian Moment Matching
(oBMM), were combined with routing, where GPR achieved the best improvements for
elephant flow detection.

However, the most of the models focus on the non-linearity of traffic data to
improve the accuracy but ignore the importance of self-similarity. Based on the large-
scale network traffic dataset provided by ZTE Corporation, this paper analyzes the
characteristics of the dataset, and performs pre-processing on the dataset to obtain
suitable traffic data of each node at different time scales. Then by plotting the trend of
traffic over time and calculating the Hurst exponent value, it proved that the traffic data
of the three provinces provided by ZTE has self-similarity, suddenness and periodicity.
Finally we can predict the data using a nonlinear time series. Because of the nonlinear
characteristic of network traffic prediction, we utilize Echo State Network (ESN) to
learn the output connection weight matrix. The ridge regression learning algorithm is
applied instead of traditional linear regression algorithm so that weak-condition can be
avoided. Meanwhile the gird search algorithm is used to optimize the reservoir
parameters and regularization coefficients.

The reminding portion of the paper is organized as follows. Section 2 clarifies the
definition of self-similarity and the estimation of Hurst exponent. Section 3 introduces
the structure of Echo State Network, along with parameters to be estimated and the
training process. Section 4 focuses on the experiments based on network traffic data
from three provinces. Section 5 is the conclusion.

2 Self-similarity

Self-similarity [12–15] means that local structure is partly consistent with the overall
structure. A self-similar process is a stochastic process which is statistically constant. In
this regard, the concept of fractal to the random process is introduced. Network traffic
has long-range dependence (LRD) as opposed to processes with short-range depen-
dence like Poisson process. From a physical point of view, LRD [16, 17] is a
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phenomenon, i.e. the sustainability and suddenness of a self-similar process exist on all
time scales, also known as multi-scale behavioral features [18, 19].

Definition 2.1: 8k[ 0, we say that a stochastic process X tð Þ; t� 0f g is self-similar if

X tð Þ¼d k�HX ktð Þ, where H 2 0:5; 1ð Þ refers to Hurst exponent or self-similarity

parameter. ¼d means that the equation is correct in finite dimensions.
According to Definition 2.1, X tð Þ; t� 0f g with self-similarity has following

properties:

Property 2.1: Time series X tð Þ; t� 0f g has time-scale invariance, or when
X ktð Þ; t� 0f g is normalized by k�H , they have the same structure.

Property 2.2: E X tð Þf g ¼ 0

Property 2.3: EfjXðtÞqjg ¼ EfjXð1ÞqjgtqH

The Hurst exponent [20, 21], denoted by H, is an important parameter to charac-
terize self-similarity. A self-similar process will degenerate towards a Poisson process
if H ¼ 0:5. A value of H in the interval (0.5, 1) refers to positive autocorrelation, i.e.
the random variety series is self-similar and the degree grows with the increase of H.
A value of H in the interval (0, 0.5) indicates negative autocorrelation, i.e. the series is
not self-similar. There are five commonly used and robust estimation methods and we
compare them in detail as shown in Table 1. The first three methods are graphical. The
estimation of Hurst exponent is the slope of the line, which is plotted by fitting
statistical sample points. Among the three methods, the variance-time plot method is
less robust and the periodogram method requires determination of the appropriate
cutoff frequency. The whittle estimator can only estimate short-range dependent data,
rather than the long-range dependent data and it has high complexity. Wavelet analysis
can estimate the Hurst parameter more accurately while the confidence interval of the
parameter cannot be obtained and the calculation is more complicated. In summary, we
select R/S plot to estimate Hurst exponent.

Table 1. Comparison of commonly used estimation methods for Hurst parameters

Self-similarity
judgement

Graphical Online Complexity Others

Variance-
time plot

Yes Yes No O nð Þ Lots of data required in
advance

R/S plot Yes Yes No O n2ð Þ Independent of edge
distribution

Periodogram Yes Yes No O nlognð Þ Set suitable cutoff frequency
at first

Whittle
estimator

Yes No No O n2ð Þ A quantitative method with
high complexity

Wavelet
analysis

Yes No No O nlognð Þ Accurate estimation
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R/S plot is widely used to estimate Hurst exponent. At the beginning, we need to
divide a time series of length N into series of length N, N/2, N/4, etc. Then for a time
series X1;X2; . . .;Xnf g, calculate its rescaled range R/S:

1. Calculate the mean: m ¼ 1
n

Pn

i¼1
Xi, where n is the length of the time series, which is

the network traffic;
2. Generate a deviation series Y1; Y2; . . .; Ynf g: Yt ¼ Xt � m; t ¼ 1; 2; . . .; n
3. Calculate the range R: R ¼ max Y1;Y2; . . .; Ynð Þ � min Y1; Y2; . . .; Ynð Þ

4. Calculate the standard deviation S: S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn

i¼1
ðXi � mÞ2

s

5. Get the rescaled range R/S.

3 Echo State Network

Echo State Network (ESN) [22–24] is a new type of recursive neural network. An ESN
is made up of an input layer, a hidden layer (dynamic reservoir) and an output layer. It
can also remember data by adjusting weights inside the network. The dynamic reser-
voir contains a large number of sparsely connected neurons, which keep the state of the
system and has a capacity of short-term memory.

3.1 Structure of ESN

Echo State Network is a new type of three-layer recurrent neural network. As shown in
Fig. 1, an ESN consists of three parts: input layer, hidden layer (reservoir) and output
layer. The number of neurons is K, N and L respectively. Win 2 R

N�M and Wout 2
R

L� KþNþLð Þ are the input and output weight matrices respectively as shown in Fig. 1.
W 2 R

N�N represents concatenation of neurons inside the reservoir. Wback 2 R
N�L is a

feedback matrix from the output layer at one moment to the reservoir at the next.
The hidden layer is also known as a dynamic reservoir since it is made up of many

dynamic neurons which are connected. The reservoir is the core structure of ESN. Like
a human brain, it consists of many neurons. These neurons are connected to constitute a
large-scale and complex network so that they can transfer information inside. It can
constantly learn and deal with stimuli from the outside world. Considering the con-
dition that information cannot be transferred from one neuron to another, we have
weights among neurons in the range [−1, 1]. The weight will be 0 if there is no
connection between the two neurons, otherwise it will be a non-zero value in the
interval [−1, 1]. A positive weight results in promotion while a negative weight causes
neutralization.

Reservoir connection matrix is sparse. To guarantee the reservoir’s echo effects, the
spectral radius of W should be less than 1. Echo effects refer to the reservoir neuron’s
short-memory of the states of input traffic data.
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3.2 Key Parameters of Reservoir

The reservoir, a recursive structure of randomly generated, large-scale and sparse con-
nections, is the core structure of ESN. It is necessary to set appropriate values for reser-
voir’s key parameters to achieve good performance. Reservoir’s key parameters include:
spectral radius (SR), size of reservoir (N), input scale (IS) and sparse degree (SD).

• Spectral radius (SR). The feature value, with the largest absolute value, of the
connection weight matrix, denoted by kmax. The state of reservoir neurons can stay
decaying to keep the network stable if kmax\1.

• Size of reservoir (N). The number of neurons in the reservoir. The size of reservoir
is closely related to the number of samples to be predicted, which has a great impact
on the prediction. There are two ways to set the value of N. The first method is
based on the complexity of the problem, which is gradually increasing the value of
N; the second method is to select a value in the range T=10; T=2½ �, where T refers to
the size of the training set.

• Input scale (IS). A scale factor that needs to be multiplied by the input signal before
it connects neurons inside reservoir, i.e. a certain scaling of the input signal. With a
nonlinear time series, the IS is larger.

• Sparse degree (SD). The connection among neurons inside reservoir. Not all neu-
rons have connections between them. SD represents the number of connected
neurons out of N, i.e. SD ¼ n

N, where n is the number of connected neurons. With a
value SD 2 5%; 10%½ �, the reservoir can maintain its dynamic characteristics.

Reservoir Output layer Input layer 
(K nodes)

Fig. 1. Structure of Echo State Network
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3.3 Training

Win, W and Wback are randomly initialized at the beginning and they are unchanged
during the training and predicting process, which means that we only need to train the
weight matrix Wout. Linear regression algorithm is applied to calculate Wout. State
sequences of input, output and reservoir at moment n are defined as follows:

Definition 3.1: Suppose that the ESN has K input nodes and L output nodes, then the
input and output vectors are u nð Þ ¼ ðu1 nð Þ; . . .; uk nð ÞÞT and y nð Þ ¼ ðy1 nð Þ; . . .; yL nð ÞÞT
respectively. Win ¼ ðwin

ij ÞN�K is the input connection weight matrix, W ¼ ðwijÞN�N is
reservoir weight matrix and Wout ¼ ðwout

ij ÞL� KþNþ Lð Þ represents the output connection
weight matrix.

The training process of ESN can be divided into two stages:

Step1. Data Sampling. Initiate the network state at the very beginning. Generally we
set the initial state as 0, i.e. x 0ð Þ ¼ 0.

• Training samples u tð Þ; t ¼ 1; 2; . . .;Pf g are added to reservoir by the means of input
connection weight matrix Win.

• According to Eqs. 1 and 2, calculate states of reservoir and corresponding output
y nð Þ. Equation 1 is known as an update equation of reservoir neurons. Equation 2 is
an output state function, where n is the number of samples of input network. f and
fout are the neuron stimulation functions of the dynamic reservoir and output layer
respectively. In general, f ¼ tanh, fout ¼ Sigmoig. You can choose other functions
according to specific situation.

x nþ 1ð Þ ¼ f Winu nþ 1ð ÞþWx nð ÞþWbacky nð Þ� � ð1Þ

y nþ 1ð Þ ¼ fout W
out u nþ 1ð Þ; x nþ 1ð Þð Þð Þ ð2Þ

Step 2. Computing Output Weights. Compute output weights Wout based on
reservoir state matrix M and corresponding output matrix T collected at step 1, where
M 2 R

m�N , T 2 R
m�1. In general, the state of reservoir is not stable at the initial phase

of step 1. In order to eliminate the influence of the initial transient of the network, data
sampling will be simplified, which is removing some steps of sampling, and the value
of m is the final number of sampling. Using linear regression method, weights are
calculated according to Wout ¼ ðM�1 � TÞT , where M�1 is the generalized inverse
matrix of M.

Self-similarity Analysis and Application of Network Traffic 117



4 Experiments and Analysis

4.1 Dataset

ZTE provided us with network traffic data of three provinces: A, B, and C. Traffic data
of different time scales: second, hour, day, week, month, are stored in their own csv
files. Taking the minute-scale traffic data from March 1st to March 31st for example,
bytes of traffic data at several nodes at 100 fixed time points everyday are recorded and
stored into 31 files respectively in a common format. Due to the space limitation, we
will talk about minute-scale in detail.

After sampling, the size of traffic data in province A is 9.22 GB, along with
19.5 GB in province B and 50.7 GB in province C, which are apparently too large for
the self-similarity analysis. It is necessary to find out the rules and apply corresponding
pre-processing method to get suitable data.As described above, all the files have a
common format with multiple fields, some of which are unnecessary. We need three
fields: noid for Node number, time and kb for Bytes count and we can extract these data
from the whole dataset. In this way we get a dataset that is much smaller.

There are abnormal values in the dataset after filtering. The abnormal values of field
kb are −99999999 and 450000, which can also be considered as missing values. If the
ratio of abnormal values at one node exceeds 15%, then delete the node. Otherwise,
replace the abnormal values with the mean. Actually the ratio is either 0 or 100%.

Besides, the value of field kb is relatively large, so that normalization is required for
speed. The deviation standard method is applied to scale data into the range [−1.0, 1.0].

4.2 Self-similarity Experiments

We shall observe the flow of traffic data by time in the first place. Considering the
minute-scale traffic data, Fig. 2 demonstrates the traffic series of three provinces
intuitively. It is easy to tell that all of them have periodicity. The periods all approx-
imate to 96. Besides all of them has a big gap between the maximum value and the
minimum value, which means that they are all unstable time series that have strong
bursts. Since the local trends are some kind consistent to the overall trend, we can
roughly tell that the minute-scale traffic data of each province have self-similarity.

In order to more rigorously judge whether the traffic sequence has self-similarity,
the Hurst exponent estimation is applied. We adopt R/S plot to estimate Hurst expo-
nent. Hurst values at different time scales of province A, B and C are shown in
Tables 2, 3 and 4 respectively. We omit time scales week and month since the number
of traffic data is smaller than 100, which is not persuasive. As what we said above, a
time series is self-similar if its Hurst exponent is a value in range 0.5–1. It is proved that
network traffic data of three provinces at different time scales is self-similar.
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Fig. 2. Minute-scale traffic series: (a), (b), and (c) correspond to Province A, B and C
respectively.

Table 2. Hurst values in Province A

Time scale No. of traffic data Value of Hurst

Minute 3456 0.8274
Hour 840 0.8335
Day 142 0.8430

Table 3. Hurst values in Province B

Time scale No. of traffic data Value of Hurst

Minute 3456 0.7189
Hour 840 0.737
Day 632 0.7511
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4.3 Network Traffic Prediction and Evaluation

Evaluation. Ahead of displaying the results of prediction, the evaluation indicators
that we will use in this paper are introduced first. Considering test dataset x1; y1ð Þ; . . .;f
xm; ymð Þg, the prediction for vector ðx1; . . .; xmÞT is ðŷ1; ; . . .; ŷmÞT . In this paper, we
evaluate the performance of a prediction model with following evaluation indicators.

Mean Absolute Error (MAE). MAE is also known as L1-norm loss. It offers an
intuitive comparison among real values and prediction ones. The bigger the value of
MAE is, the worse this prediction model perform. It can be given by:

1
m

X

i¼1

m

yi � ŷið Þj j

Root Mean Square Error (RMSE). RMSE is the most commonly used performance
metric for regression tasks. It is used to measure the deviation between observed and
true values. RMSE is sensitive to abnormally large or small errors in predicted values,
which makes it well reflective of prediction accuracy. RMSE is given by:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m

X

i¼1

m

ðyi � ŷiÞ2
s

R-square. R-square is used to describe how well the regression line fits the observa-
tions. It reflects the proportion of predictable dependent variables from the unpre-
dictable ones. R-square can be used to describe how well the regression line fit the
observations. A larger value of R2 indicates a better performance of the prediction
model. It is given by:

R2 y; ŷð Þ ¼ 1�
Pm

i¼1ðyi � ŷiÞ2Pm
i¼1ðyi;�yÞ2

¼ 1�
Pm

i¼1ðyi � ŷiÞ2=mPm
i¼1ðyi;�yÞ2=m

¼ 1�MSE ŷ; yð Þ
Var yð Þ

Experiment Result. We predict network traffic data of three provinces with GRID-
ESN: finding parameters of ESN using the grid search algorithm, and make compar-
isons with Elman, SVR and ESN. The key parameters to be set includes: SD, N, SR
and regularization factor v. We set N = 1000. SR, SD and v are determined by grid
search algorithm. Their searching ranges are [0.01, 1], [0.01, 0.1] and [10−6, 10−2]
respectively.

Table 4. Hurst values in Province C

Time scale No. of traffic data Value of Hurst

Minute 3456 0.5755
Hour 816 0.6090
Day 784 0.7016
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Prediction of Network Traffic in Province A. Parameter estimation of GRID-ESN:
SR = 0.948, SD = 0.014 and v = 0.01. The prediction comparison is shown in Fig. 3
and Table 5. From Fig. 3, we can find that ESN can fit the traffic data better than SVR
and Elman, especially at the bursts. Besides, the average evaluation values of 30
experiments are shown in Table 5, where GRID-ESN get the smallest RMSE and
MAE, and the biggest value of R-square.

Fig. 3. Prediction comparison for traffic data in Province A: (a) is the prediction comparison
among SVR, Elman and ESN; (b) is the prediction comparison between ESN and GRID-ESN

Table 5. Province A: RMSE/MAE/R-square value for ESN, Elman, SVR and GRID-ESN

RMSE MAE R-square

ESN 0.03095 0.02181 0.95747
Elman 0.04237 0.03426 0.92041
SVR 0.03224 0.02643 0.95385
GRID-ESN 0.02673 0.02027 0.96827
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Prediction of Network Traffic in Province B. Parameter estimation of GRID-ESN:
SR = 0.864, SD = 0.045 and v = 0.01. It is not sufficient to make a decision based on
the regular traffic data, so that we select traffic data on holidays, which contain many
bursts. The prediction comparison is shown in Fig. 4 and Table 6. As shown in Fig. 4,
ESN is still better than SVR and Elman. Compare GRID-ESN with ESN in Fig. 4(b),
GRID-ESN performs better, especially at the error at burst nodes. The average eval-
uation values of 30 experiments are shown in Table 6, where GRID-ESN get the
smallest RMSE and MAE, and the biggest value of R-square.

Prediction of Network Traffic in Province C. Parameter estimation of GRID-ESN:
SR = 0.948, SD = 0.043 and v = 0.01. We select a piece of data that is more unstable.

Fig. 4. Prediction comparison for traffic data in Province B: (a) is the prediction comparison
among SVR, Elman and ESN; (b) is the prediction comparison between ESN and GRID-ESN
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The prediction comparison is shown in Fig. 5 and Table 7. From Fig. 5, we can find
that ESN can fit the traffic data better than SVR and Elman. The evaluation of the four
models including GRID-ESN is shown in Table 7, where GRID-ESN get the smallest
RMSE and MAE, and the biggest value of R-square.

Table 6. Province B: RMSE/MAE/R-square value for ESN, Elman, SVR and GRID-ESN

RMSE MAE R-square

ESN 0.00513 0.00267 0.90525
Elman 0.00676 0.00546 0.84214
SVR 0.00573 0.00425 0.88679
GRID-ESN 0.00503 0.00255 0.91251

Fig. 5. Prediction comparison for traffic data in Province C: (a) is the prediction comparison
among SVR, Elman and ESN; (b) is the prediction comparison between ESN and GRID-ESN
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5 Conclusion

We observe and analyze the characteristics of network traffic dataset, find the law of
data storage, and then perform a series of processing on data set, such as specification,
integration, transformation and cleaning to obtain the traffic data of each node at
different time scales. By plotting the traffic data graph, we can easily find the sud-
denness and periodicity of the traffic data. By calculating the Hurst exponent of the
node traffic at different time scales of the dataset, it is proved that the traffic data of the
three provinces provided by ZTE are self-similar, which indicated that the nonlinear
characteristics of the network traffic time series can be predicted by a nonlinear time
series model. In this paper we propose a traffic prediction method based on Echo State
Network. The ridge regression learning algorithm is applied instead of traditional linear
regression algorithm so that ill-condition can be avoided. Meanwhile the gird search
algorithm is used to optimize the reservoir parameters and regularization coefficients.
We compare GRID-ESN with ESN, SVR and Elman, and evaluate the prediction
performance with four indicators: RMSE, MAE and R-Square, which indicates that our
approach can predict traffic data with better performance.

Acknowledgement. This paper is supported by Postgraduate Research & Practice Innovation
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Abstract. Networked robotics systems often work in collaboration to
accomplish tasks. The random environments the robots work in render
any previous contact data between robots useless as the contact patterns
are different for each deployment. In the case of military and disaster
scenarios, delivering data items quickly is imperative to the success of
a mission. However, robots have limited battery and need a lightweight
protocol that maximizes data delivery ratio and minimizes data deliv-
ery latency while consuming minimal energy. We present two learning
automata based data dissemination protocols, LADD and sc-LADD.
LADD uses learning automata with direct connections to all neighboring
nodes to make efficient and accurate forwarding decisions while sc-LADD
uses learning automata and exploits the clustering nature of the robotic
systems to abstract clusters/groups and reduce the number of decisions
available to the learning automata, which also reduces overhead.

Keywords: Data dissemination · Networked robotic systems ·
Learning automata

1 Introduction

In many applications of collaborative networked multi-robot systems, robots
need to communicate with each other or a remote server. Data dissemination
can be used to send tasks to robots. If this process is not efficient, tasks may
expire before the robot can perform them. This becomes increasingly important
for critical tasks. Consider a disaster scenario where robots are searching for
surviving civilians. Critical updates received by an emergency response personnel
coordinating the search mission may need to be disseminated to the robots
quickly to save civilians in the most dangerous areas of the disaster zone. Without
efficient data dissemination, an area of the disaster zone could potentially go
unexplored. Furthermore, multiple robots may need to receive the data based
on their capabilities.
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We specifically consider the scenarios where multiple robots work in
groups/swarms. A swarm of robots is a collective group of robots working
together to complete a task. In this paper, we use group, swarm, cluster inter-
changeably. Each robot in the swarm may perform the same task or may perform
different parts of a singular, collaborative task. Because robots in a swarm may
perform different tasks within the same mission, it is possible that only a certain
percentage of the total swarms need to receive data; each of the swarms may
also have a different number of nodes that need the data. These types of net-
works have varying or intermittent network connectivity, resulting in unreliable
message transmission.

This work presents Learning Automata based Data Dissemination (LADD)
and Swarm Centric Learning Automata based Data Dissemination (sc-LADD),
two protocols for data dissemination that use learning automata (LA) to make
decisions that are adaptive to the environment; consider residual energy, mobil-
ity, link quality, hop count, and local delivery ratio; and works in a scenario
which a-priori data about cumulative node contacts and centrality is unavail-
able. Each protocol uses LA to determine the next best hop based on the current
network parameters. Detection and tracking of the swarms/groups is outside the
scope of this work and has been well studied [21].

2 Related Work

Our work is related to several areas of research in the literature. While this work
focuses on data dissemination, it is similar to data forwarding. Data forwarding
refers to sending data to one single destination, while data dissemination aims to
deliver data to multiple receivers. As we consider the scenarios where multiple
robots communicate wirelessly in an ac-hoc manner, essentially forming a a
Delay Tolerant Network (DTN), we will focus on techniques developed for DTNs,
instead of traditional wired networks. Machine Learning based approaches have
been used in a Delay Tolerant Network (DTN) for data forwarding [2,5,10,13,
17,19].

Data dissemination in DTNs has been addressed using graph theory
approaches [3,18], community based approaches [6–8,12,15,22–24], or machine
learning based approaches. Reinforcement learning techniques have been used
for data dissemination to adapt to the dynamic nature of DTNs. For instance,
QL has been used to dynamically adjust the broadcast rate of a node [20]. In
LAFTRA [14], LA share a goodness table between nodes that helps choose the
next hop node. FROMS [4] treats an action of its Q-Learning model as a set of
sub-actions to determine goodness of a path. Other work use RL techniques to
select best forwarding nodes by considering energy consumption [9,17].

On-Demand Multicast Routing Protocol (ODMRP) [11] is a popular routing
protocol designed for wireless ad-hoc networks. It uses a mesh network to create
routes on demand instead of proactively. ODMRP determines sets of forward-
ing nodes used to send data to multicast groups. The mesh network makes the
network more stable under intermittent connectivity and helps improve deliv-
ery ratio. To avoid the delay the route acquisition incurs, the protocol sends a
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route discovery packet with the initial data packet. ODMRP listens to multicast
addresses. This means the network must know which nodes are registered to
which multicast addresses prior to being deployed. In reality, our target scenar-
ios assume that we do not know when nodes may need to receive data or what
groups nodes may be a part of during deployment. This means ODMRP will fail
as a data dissemination protocol in our targeted scenarios.

3 Swarms and Learning Automata

A swarm consists of multiple robots performing some mission. While the swarm
at the high level can have randomly distributed movements, each robot within
the swarm moves within a maximum distance from the center of the swarm,
making the movements much more predictable and reliable. This allows local
data dissemination to occur more easily.

The existence of swarms can be exploited for more efficient data dissemina-
tion. At any time instant, a robot belongs to a given swarm. This allows for an
abstraction when forwarding data. Once a node in the swarm receives a message,
it can forward the message to the other destinations in the swarm and control
local data dissemination. Instead of needing to forward to any of the respec-
tive nodes in the swarm, this work generalizes the swarm to be considered as a
supernode.

Swarms also make it simpler to handle nodes that leave or join a swarm.
Because the nodes are abstracting the swarm, a message need not be broadcast
to all nodes in other swarms about the changing structure of the swarm. Finally,
the swarm abstraction saves memory. Nodes do not have to consider the contacts
of all nodes in a swarm, but only those in its immediate swarm as it is needed for
local dissemination. This work assumes that swarms are formed as a prerequisite
to the mission.

Since the swarms formed are transient (i.e. they may never meet again after
the mission), there is no data about previous contacts that can be utilized for
forwarding nodes. Therefore, nodes in the network must make intelligent dis-
semination decisions with limited network data in a random environment where
data needs to be disseminated to multiple nodes. In order to extend network
lifetime, the energy of nodes needs to be considered in a way that does not
significantly affect latency in the network. These factors give the foundation to
consider learning automata for data dissemination.

LA greatly reduces memory, overhead, and energy consumption. LA have
also been shown to be effective in finding near-optimal routes. However, LA can
be further improved by having an adaptive action-set where the actions available
change based on the nodes that come in contact with the swarm. Furthermore,
the reinforcement scheme will be able to account for energy, mobility, and prox-
imity of nodes which will all assist in minimizing the total resources for the
network. This work uses an S−model LA with a variable structure. This means
the goodness of an action will lie in an interval of [0, 1] and the actions available
will be dynamic as nodes come into contact with other swarms.
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To illustrate the potential benefits from using LA combined with swarms to
assist with data dissemination, consider the example network in Fig. 1. Figure 1a
shows a simple topology in which a source is attempting to deliver a data item
to a set of destination nodes. To reach the destination, the source has several
available forwarding options as it is connected to nodes 1, 3, 5, and 6. Figure 1b
shows the same topology, but includes the use of swarms to abstract forwarding
to neighboring swarms. This gives the source fewer available actions to choose
from and forces swarms to handle local routing. Instead of potentially taking four
different actions, each of which needing to take multiple actions to converge, the
number of paths that need to be explored is reduced by half. By reducing the
number of routes to explore, the LA should be able to converge more quickly
and decrease delay times while maintaining a similar level of dissemination qual-
ity. Also, in this example, all three destinations are located in one swarm, one
delivery to the swarm would be sufficient, thereby further reducing overhead.
With the swarm abstraction, the LA will be able to adapt to the changes and
re-converge more quickly when changes in optimal routes occur.

Dest 1 Dest 2

Dest 3

1

2

3

Source

5

4

6

Connection between nodes

(a) An example of possible
dissemination scenarios.

Dest 1 Dest 2

Dest 3

1

2

3

Source

5

4

6

Connection between nodes
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(b) An example of using
swarms for dissemination.

Fig. 1. Benefits of using swarms in LADD

4 LADD: Distributed Learning Automata-Based Data
Dissemination

We consider a network of robots as a graph G = (V,E) where each robot is a
vertex vi. When two robots vi and vj are within communication range of each
other, there is a bidirectional edge eij . We consider a single source node s ∈ V
and a set of destination nodes D ⊆ V . Robots are also grouped into swarms
S ⊂ V , that together try to accomplish a designated mission. All the nodes inside
the same swarm are within one hop of each other. Each swarm S is disjoint from
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all other swarms in the network such that ∀Si, Sj ∈ S Si ∩ Sj = ∅. Each node
belongs to one or no swarm at any given time such that ∀v ∈ V v ∈ Si|v ∈ {}. A
node can belong to no swarm if it is disconnected from other nodes for various
reasons such as in the middle of switching its swarm or has low battery and
needs to recharge. Destination nodes may be unevenly distributed among the
swarms. As a mission unfolds, robots will move and destination nodes may not
stay in the swarms. When data needs to be sent from source s to all nodes in D,
our objective is to maximize data delivery ratio, minimize data delivery latency,
and minimize overhead incurred (which includes energy consumed by the robots
in message transmission and bandwidth used).

This section proposes two Learning Automata-based data dissemination
schemes for solving the data dissemination problem in swarm robotic systems:
LADD does not exploit swarms, sc-LADD does.

4.1 Swarm-less LADD

Nodes in LADD use the network conditions with its neighbors to adapt to the
continuously changing environment instantly. Each node maintains a goodness
matrix and uses the goodness values to decide where to forward its messages
for the destination(s). The nodes available for forwarding will have a different
goodness for each destination. The matrix allows the node’s LA to make the
differentiation.

Goodness Values. The goodness matrix for node i is denoted as GVi, which
is an n × n matrix where gv[j][k] describes the goodness of choosing node k as
i’s next hop in the path to destination j. Each row of the matrix pertains to the
respective node in the network if it were the destination of a message, while the
column pertains to the goodness value of selecting that node on the path to the
destination.

A goodness value is calculated between a node, i, and its predecessor in the
path, h, based on its residual energy, current mobility, link quality with the
receiver, hop count, and local delivery ratio. These networking factors give infor-
mation about the goodness of paths throughout the network. It is calculated as

gvih = rfi ∗ lqfih ∗ hcfp ∗ dri, (1)

where rfi is the routing factor of the current node, i, sending a response; lqfih
is the link qualify factor between the current node, i, and its predecessor in the
path, h; hcfp is the hop count factor of the path, p; and dri is the delivery ratio
of the current node, i.

– The routing factor, rf , is a node’s general ability to forward. It is calculated
as

rfi =
residualEnergy
initialEnergy

∗ (1 − velocity
maxAllowedVelocity

).

The first term prefers a high residual energy while the second prefers a low
velocity.
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– The link quality factor, lqf , is calculated as

lqfih =
rss

minAllowedRss

where rss is the last received signal strength (RSS) between the current node
and its predecessor in the path. An RSS around 0 dBm indicates a strong link
quality between two nodes, while 90 dBm (the minAllowedRss) is the lowest
usable signal in ad hoc networks.

– The hop count factor, hcf , is calculated as

hcfp = 1 − hopCount
numberOfNodes

.

Hop count is the path length from the source to the destination and can be
at most the number of nodes in the network. This term will prefer paths with
shorter hops.

– The local effective delivery ratio, dr, is calculated as

dri =
number of delivered packets

number of sent packets
.

The local effective delivery ratio is the ratio of packets sent by the node
and actually delivered to its destination. Nodes that are consistently able to
disseminate data to their destinations should be considered more heavily for
forwarding data.

LADD Overview. Each node is equipped with an LA, goodness matrix, and
enabled forwarding node set for making forwarding decisions. At the start of
LADD, each element of the goodness value matrix is initialized to .5 in order to
allow all paths to have a chance to be explored at some point.

Since not all nodes are in communication range of each other all the time,
we use an enabled forwarding node set (i.e., enabled actions vector used in LA)
which shows the list of forwarding nodes that are available to a node. As a node
identifies its neighbors, the enabled forwarding node set will change. If that
node then leaves the communication range of the robot, it should no longer be
considered for forwarding and is removed from the enabled forwarding node set.

To select forwarding nodes, a node calculates the number of paths using local
effective delivery ratio (LEDR) as follows:

numPath =
numNeighbors

2
∗ (1 − LEDR) (2)

The local effective delivery ratio is initialized as zero, so a source node selects a
max of half of its neighbors. Multiplying by this factor enables more exploration
of paths when fewer packets are being delivered.

Only the first node in a path makes this calculation. Predecessors select one
node for further forwarding. Once the number of forwarding nodes is decided, a
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node will add its routing factor to the cumulative routing factor of the message
and its id to the path. This cumulative routing factor will tell a destination node
how good of a path was chosen. The other elements of Eq. 1 cannot be utilized
for this metric as they cannot be calculated until a destination is reached. When
a node receives a forward message, the node must determine if it is one of the
destinations. If it is, it can then calculate average routing factor of the path by
dividing the cumulative routing factor by the hop count. If the average routing
factor of the path is greater than the average routing factor of all data items
received by the destination, it will send back a response with the calculated
goodness relative to the node that sent the data item as in Eq. 1. If more desti-
nations exist, the node forwards the data to the next hop. When a node receives
a response message, it will store the received goodness value in its goodness
matrix for taking that forward node as the next hop to the destination (i.e.,
updating gv[destination id][sender of the response’s id]). It will then calculate
its goodness relative to the predecessor in the path before sending the response
to its predecessor.

When a node forwards a message, it decreases the goodness value of the cho-
sen forwarding node by half in the goodness matrix (i.e., gv[destination][forward
node] = gv[destination][forward node]/2).

LADD’s Learning Automata. Nodes send and receive several different types
of messages: Forward, Response, Mobility, and Hello messages. When receiving
a Forward message, a node in LADD will send a Response down the path if
it is a destination. If the average cumulative routing factor of the message is
greater than or equal to its local cumulative routing factor, it will send a reward
response. Otherwise, it will send a penalty response. Then, if there are more
destinations, it will add its routing factor to the cumulative routing factor of the
message and select a forwarding candidate for each destination (which may be
a shared hop) from its neighboring nodes.

When receiving a reward Response message, the node will update the good-
ness value from the sending node in its goodness matrix. For either a penalty or
reward, the node will send the response down to its predecessor in the path.

Mobility messages let neighboring nodes know when a node has begun mov-
ing more quickly. In this event, the node should be removed as an enabled action.
These messages are added to a Hello message. When receiving a Hello message,
a node updates or adds the neighboring node to the enabled actions vector.

Figure 2 gives a high-level overview of the data dissemination process in
LADD.

4.2 Swarm-Centric LADD (sc-LADD)

Swarms create an abstraction layer for nodes in the network. In order to reduce
the memory space needed by the goodness value matrix, a node only main-
tains its neighbors in its current swarm along with a single connection to the
supernode of the other swarms. However, having a connection to a single node
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Fig. 2. A flowchart of the data dissemination process in LADD.

in the swarm may not be the most beneficial, as another node may have bet-
ter routing capabilities. Therefore, sc-LADD also maintains a small table, the
swarm supernode table, which contains the node most suitable for forwarding in
the swarm. This table maintains swarm ID, supernode reference id, and routing
factor. The supernode reference id is the ID of the node currently being utilized
within a swarm as the supernode and the routing factor is its current goodness
value as a routing node. However, the routing factor is not dependent on routing
to specific destinations as goodness values are, but instead its ability to route in
general. Both supernode reference id and routing factor are updated as nodes in
the swarm come into the communication range of a node.

As sc-LADD still applies similar concept of LA, we next discuss how this
algorithm works by only describing the difference from the original LADD.

– The routing factor utilized between swarms does not consider mobility and
only considers the residual energy of the node. When utilizing swarms, the
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granularity of decision making changes. Instead of making fine-grained deci-
sions to each node in the network, there is more coarse-grained abstraction.
Mobility of neighboring nodes is more fine-grained information, while aver-
age residual energy of the network remains coarse-grained. When considering
swarms, the individual node mobility is abstracted. Removing the mobility
information from the routing factor matches the more coarse-grained nature
of the swarms. Therefore, routing factor for sc-LADD is calculated as:

rf =
residualEnergy
initialEnergy

The goodness value calculation is also changed to reflect this. In addition, RSS
and local effective delivery ratio are not calculated in the goodness value when
using swarms. Because only energy and hop count are considered, goodness
values begin to reflect the goodness of a path as opposed to an individual
node. Specifically, goodness values for sc-LADD are calculated as:

gv = rf ∗ hcf (3)

– One additional change needs to occur for the cumulative routing factor stored
on a node. Because routing factor now only considers the residual energy of
the node, the routing factor will always be decreasing for a node. To resolve
this issue, the node keeps track of the rate that it is using battery and occa-
sionally reduces its cumulative routing factor at this same rate. This allows
the cumulative routing factor to still be reflective of the good paths in the
network.

– sc-LADD only maintains connections to its local swarm and the supernode
from the neighboring swarms.

– sc-LADD only sets the enabled actions for a node to those of its neighboring
supernodes. When a node receives a forward message, it checks if it is a
destination as per the original algorithm. However, before forwarding the data
items, the node will then check if any of the destinations lie in its swarm. If
this is true, it will broadcast the forward message throughout the swarm.
Next, it will forward the message to the neighboring swarm with the best
goodness value. Before sending the message to the neighbors it has selected
for forwarding, it will add all of the nodes in its swarm to the disabled actions
list to ensure the swarm will not receive the message again.

– When a node has determined it is a destination, it will build the response
as per the original algorithm. However, the response will only need to travel
between the swarms via the supernodes that forwarded the data item. When
a supernode receives a response, it will broadcast that response to the rest of
the swarm before sending it back down the path to the next supernode. This
ensures that all nodes have the updated goodness for routing to the swarm
in the event that the supernode changes and one of the other nodes is chosen
for forwarding data.
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5 Performance Evaluation

Our simulation studies are conducted using NS-3 [16], a widely used network
simulator. Robots communicate with each other using Wi-Fi ad hoc mode. NS-
3 provides realistic simulation of Wi-Fi network conditions based on network
topology and robot mobility. Using NS3 [16] and node traces generated by Bon-
nmotion [1], realistic scenarios were created that mimic networked robotic sys-
tems being used for disaster relief applications. Each scenario includes several
parameters: number of nodes, number of swarms, node mobility, and swarm
change rate. By default, we have 10 swarms, a total of 50 robots, each robot’s
max pause time is 60 s and max allowed velocity is 51 mph and swarms do not
change. We chose 51 mph based on the specs of the DJI Phantom 4. One of
these parameters is changed to determine how that parameter affects either pro-
tocol. These experiments will help evaluate the scalability and adaptability of
the algorithms.

We consider several performance metrics: data delivery ratio, data delivery
latency, average cost, and average energy consumption.

– Data delivery ratio is the percentage of destinations that actually received a
data item.

– Data delivery latency is the average delay for all delivered destinations to
receive the data items being disseminated. A low delivery latency is desired
as all data should be disseminated as quickly as possible.

– Average cost is the amount of overhead produced by the data dissemination.
Overhead is considered as the number of forward and response messages being
sent. Reducing the amount of overhead means less energy is spent on trans-
mitting data into the network.

Impact of Number of Nodes. Studying the impact of the number of nodes
in the network gives a better indication of how having more or less nodes in
the same geographical area affects the performance of our data dissemination
algorithms, which provides a sense of the scalability of the algorithms.

Results shown in Fig. 3 are from what we consider the worst case scenario,
where nodes constantly move up to the maximum speed of 51 mph and rarely
pause, meaning that nodes and their swarms never stop in any single location for
more than 60 s. The constant mobility makes it difficult for the LA to converge as
it constantly needs to switch paths it just discovered. Despite these conditions,
LADD is able to provide high delivery radio ranging between 96% and 98% as
shown in Fig. 3a. However, sc-LADD falls about 6–10% below LADD in delivery
ratio. Changes in the network propagate more quickly in LADD because of the
fine-grained decision making. When considering the delivery latency shown in
Fig. 3b, sc-LADD outperforms LADD in all cases but the 20-node case. However,
delivery latency for both protocols decreases as more nodes are added to the
network.

Finally, the overhead for sc-LADD, shown in Fig. 3c, is significantly lower
than the overhead of LADD. Interestingly, after 30 nodes, sc-LADD begins to
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decrease in overhead while LADD’s overhead only increases on a linear scale
as more nodes are added. This is because the number of decisions for a node
in LADD only increases, while the number of decisions for sc-LADD actually
remains unchanged, causing the overhead gap to continuously grow between the
two protocols.
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Fig. 3. Impact of number of nodes

Impact of Number of Swarms. Considering the number of swarms shows
how the protocols will work with different sized swarms. Having fewer swarms
indicates that there are more nodes in each swarm while having more swarms
indicates there are less nodes in each swarm.

Figure 4 shows the comparison of LADD and sc-LADD with different num-
ber of swarms. As shown in Fig. 4a, delivery ratios of the two protocols are
similar with LADD slightly outperforming sc-LADD; there is an exception of
the 10 swarm, which is given the more extreme parameters of the number of
nodes comparison. In the 20 swarm case, sc-LADD slightly outperforms LADD.
Delivery latency, shown in Fig. 4b is nearly identical between the two protocols.

Finally, sc-LADD again outperforms LADD in overhead as shown in Fig. 4c.
However, the overhead becomes much more similar from 15 to 25 swarms. This is
most likely due to the changing sizes of the swarms. As swarms become smaller,
the protocol gets closer to becoming the same as LADD and removes fewer
actions for the LA to take.

Impact of Node Mobility. The max pause time simulations measure perfor-
mance when nodes are able to pause from 0 to 60 min in increments of 15 min.
Figure 5a shows the delivery ratio for sc-LADD and LADD are comparable with
LADD outperforming sc-LADD by less than 2% in every setting. This shows
how the mobility in Fig. 3 affected the results of sc-LADD. When there is more
stability in the network, both protocols are able to perform well. It is important
to note the slight performance decrease in the 45 and 60 min scenarios. This may
be due to the methods used by Bonnmotion to create the mobility traces. While
more stop time is allowed for a node, it does not guarantee that all nodes will
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Fig. 4. Impact of number of swarms

stop for that time frame; in fact, nodes can still move continuously even when
allowed a pause time, although this is unlikely.

Similar to other results, Fig. 5b shows that the delivery latencies of both pro-
tocols perform similarly with LADD slightly outperforming sc-LADD by at most
a little over one second. Figure 5c also follows a similar pattern with sc-LADD
outperforming LADD in overhead. However, the overhead is more significant in
most cases than in Sect. 4 These results show that even with a similar delivery
ratio, sc-LADD makes around 100–250 less transmissions per node than LADD
in most cases.
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Fig. 5. Impact of node mobility

Impact of Swarm Change Probability. We use swarm change probability to
indicate the chances of nodes switching to different swarms. With a probability
of 0%, 10%, 20%, 30%, or 40%, a node will move to a different swarm in our
simulation. Nodes are not leaving and then returning to the same swarm, which
is a less extreme case. The 0% probability change relates to the 15 min max
pause time simulation.

Figure 6a shows that while LADD still performs well, sc-LADD has a decreas-
ing delivery ratio. This might be due to the abstraction mechanism used for
sc-LADD for swarms. While it would handle a node leaving and returning to the
same swarm, the mechanism is not yet suitable to handle nodes permanently
changing swarms.
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Fig. 6. Impact of swarm change probability

When a node leaves a swarm, it allows its immediate neighbors to know it
is leaving and cannot receive messages. In the case of LADD, this immediate
change is easily reflected as it has an immediate connection to that node and
it does not matter what swarm it belongs to. Furthermore, LADD uses a fine-
grained delivery mechanism to send data items directly to nodes. Any change
in a node’s swarm does not change another node’s ability to forward data to
the node changing swarms. In the case of sc-LADD, there is no direct contact
with every node in a swarm. A node changing its swarm alters the path to that
node. Because sc-LADD makes decisions based on paths, this is not immediately
reflected in all nodes in said path. This makes it harder to forward to a node’s
new swarm. Future work would include updating the abstraction mechanism to
alert other nodes when a node permanently changes its swarm.

Similar to the reasons stated for delivery ratio, Fig. 6b shows LADD begins
to greatly outperform sc-LADD in delivery latency as nodes are more likely
to switch between swarms. Nevertheless, sc-LADD still outperforms LADD in
overhead. However, some of the performance benefit in the overhead can be tied
to the decreasing delivery ratio.

6 Conclusion

In this work, we have created two versions of a data dissemination protocol
for networked multi-robot systems that adapt to the rapidly changing topology
of the mobile robotic network without the knowledge of a-priori node contact
data. A learning automata based approach was taken to keep the algorithm
lightweight. The simulation results indicate that the non-swarm based protocol,
LADD, slightly outperforms the swarm based protocol, sc-LADD, in terms of
delivery ratio in all cases. However, sc-LADD incurs significantly less overhead
than LADD, while delivery latency remains similar in all scenarios. In many
cases, LADD does not provide significantly higher delivery ratio than sc-LADD.
This is especially true in the case of nodes pausing. In these scenarios, sc-LADD
can be used to achieve a reasonable delivery ratio with much lower overhead.
However, in the scenarios where LADD does provide higher delivery ratio than
sc-LADD, sc-LADD could be paired with LADD as an energy conserving mode.
When a node goes below a certain energy threshold, it can switch from LADD
mode to sc-LADD to conserve energy. This will extend the network lifetime at
the price of a lower delivery ratio.
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M., Gross, J. (eds.) Modeling and Tools for Network Simulation, Chap. 2. Springer,
Heidelberg (2010). https://doi.org/10.1007/978-3-642-12331-3 2

https://doi.org/10.1007/978-3-642-12331-3_2


140 G. Henderson and Q. Han

17. Torkestani, J., Meybodi, M.: Mobility-based multicast routing algorithm for wire-
less mobile ad-hoc networks: a learning automata approach. Comput. Commun.
33(6), 721–735 (2010)

18. Torkestani, J., Meybodi, M.: A learning automata-based heuristic algorithm for
solving the minimum spanning tree problem in stochastic graphs. J. Supercomput.
59(2), 1035–1054 (2012)

19. Wu, C., Ohzahata, S., Kato, T.: Flexible, portable, and practicable solution for
routing in vanets: a fuzzy constraint q-learning approach. IEEE Trans. Veh. Tech-
nol. 62(9), 4251–4263 (2013)

20. Wu, D., et al.: ADDSEN: adaptive data processing and dissemination for drone
swarms in urban sensing. IEEE Trans. Comput. 66(2), 183–198 (2017)

21. Yu, J., Chong, P.: A survey of clustering schemes for mobile ad hoc networks. IEEE
Commun. Surv. Tutor. 7(1), 32–48 (2005)

22. Zhang, X., Cao, G.: Efficient data forwarding in mobile social networks with diverse
connectivity characteristics. In: Proceedings of IEEE 34th International Conference
on Distributed Computing Systems (ICDCS), pp. 31–40 (2014)

23. Zhang, X., Cao, G.: Transient community detection and its application to data
forwarding in delay tolerant networks. IEEE/ACM Trans. Netw. 25(5), 2829–2843
(2017)

24. Zhao, W., Ammar, M., Zegura, E.: Multicasting in delay tolerant networks: seman-
tic models and routing algorithms. In: Proceedings of the ACM Special Interest
Group on Data Communication (SIGCOMM) Workshop on Delay-Tolerant Net-
working (WDTN), New York, NY, USA, pp. 268–275 (2005)



Comparison of User Trajectories with the
Needleman-Wunsch Algorithm
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Abstract. We show that the Needleman-Wunsch algorithm for sequence
alignment can be efficiently applied to comparing user trajectories, where
user locations are provided by Global positioning system (GPS). We com-
pare our approach based on this algorithm with other approaches such
as the pairwise method and the proximity method. We describe all steps
necessary to apply the Needleman-Wunsch algorithm when comparing
user trajectories. In our experiments we use two different data sets: a
data set that we collected with 455 mobile devices distributed among
our students and the Geolife data set (Microsoft Research Asia). We
conclude that our approach based on the Needleman-Wunsch algorithm
performs better than other approaches, especially, in terms of true nega-
tives, false positives and false negatives, while still offering improvement
in terms of true positives.

Keywords: GPS · Needleman-Wunsch algorithm ·
Sequence alignment · User movement patterns ·
Experimental evaluation

1 Introduction

We investigate whether the Needleman-Wunsch algorithm for sequence align-
ment can perform well for comparison of user trajectories. Comparing user tra-
jectories is relevant when there is a need to group users by visited locations with
sequential dependence. Such a grouping has a wide range of applications such
as navigation, location recommendation, friend recommendation etc.

The Needleman-Wunsch algorithm was published in 1970 [11]. It is one of the
first applications of dynamic programming, where a large problem is divided into
a series of smaller problems to reconstruct a solution to the larger problem. The
Needleman–Wunsch algorithm is still widely used for optimal global alignment,
particularly when the quality of the global alignment is of the utmost importance.

The algorithm takes as input two sequences, score matrix and gap penalty.
The objective is to align these two sequences by matching letters and introducing
gaps, where score with respect to matched letters and penalty for introducing
gaps are computed. Matching only identical letters can be desirable, however,
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(a) Gap - missing location data (b) Nest - false movement

Fig. 1. Gap and nest.

in bio-informatics score is often set according to mutation probabilities, where
matching certain letters can have a higher score than matching other letters. It
is also often desirable that alignment has few small gaps, therefore penalty for
starting a gap can also be introduced. Let us consider the following sequences:

Sequence 1: G A T T A C A
Sequence 2: G T C G A C G

An alignment for these two sequences, when only identical letters are allowed
to match, can be as follows:

Sequence 1: G - T - - C G A C G
Sequence 2: G A T T A C - A - -

We argue that the Needleman-Wunsch algorithm can be efficiently applied
for aligning user trajectories defined by coordinates received with GPS (Global
Positioning System). When comparing user trajectories, one has to cope with
the following phenomena:

– Gaps arise when acquisition of GPS coordinates is interrupted; such gaps
naturally map to gaps in the sequence alignment problem.

– Nests arise when signal reflection and multi-path propagation negatively
impact GPS signal reception. This phenomenon can be perceived as a random
walk around the user’s real location.

Examples of these two phenomena are shown in Figs. 1(a) and (b). Our ambi-
tion is to show that gaps and nests can be efficiently addressed with algorithms
for sequence alignment, in our case with the Needleman-Wunsch algorithm.

The rest of this document is organized as follow. In Sect. 2 we introduce
the Needleman-Wunsch algorithm, Sect. 3 has relevant definitions necessary for
discussing and introducing our approach and results, in Sect. 4 we review the
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related work, in Sect. 5 we introduce our approach to user trajectory comparison,
in Sect. 6 we present the applied experimental setup, Sect. 7 contains the obtained
results, and finally, in Sect. 8 we conclude and give suggestions for possible future
work.

2 Needleman-Wunsch Algorithm (NWA)

NWA is a variant of string-editing algorithm, where the objective is to maximize
alignment scores along the entire length of two sequences. Let x1, x2, ..., xm and
y1, y2, ..., yn be two sequences, one having m letters and the other n letters. The
scoring schema S defines scores when letters match or mismatch, for example,
S(G,G) = 1 or S(G,T ) = −1. In its simplest form, S returns score 1 for identical
letters and −1 for different letters including letter to gap mismatch (gap penalty).
More complex schemes were proposed in order to capture different mutation
probabilities; see e.g. BLOSUM scoring [3].

Having a scoring scheme, we can build a matrix M of size (m + 1) × (n + 1),
where each entry M(i, j) represents the score for optimal alignment of partial
sequences x1, ..., xi and y1, ..., yj . The matrix M needs to be initialized as follows:
M(0, 0) = 0, M(i, 0) = i ∗ gp and M(j, 0) = j ∗ gp, where gp is gap penalty. The
remaining entries of M are filled recursively:

M(i, j) = max

⎧
⎪⎨

⎪⎩

M(i − 1, j − 1) + S(i, j),
M(i − 1, j) + S(i, ),
M(i, j − 1) + S( , j),

(1)

where S(i, ) and S( , j) is gap penalty and S(i, j) is the score of matching (or
mismatching) at i-th and j-th position of sequences. In order to compute optimal
alignment, we also need to record which of the three considered cases was applied,
i.e. which resulted to maximum value. When computing the optimum alignment
we need to backtrack from M(m,n) in the direction of recorded choices, where
moving up or left means introducing a gap and moving on diagonal means no
gap. NWA complexity is O(mn), therefore this algorithm is also suitable for
computing sequence alignments of considerable length.

3 Definitions

To define a movement of device (user) it is necessary to determine its location at
any point. Therefore, we define position as a location of user using geo-location
coordinates as follows.

Definition 1. Position P is a couple (lat, lon), where

– lat is latitude in decimal degrees (e.g. 48.1518568),
– lon is longitude in decimal degrees (e.g. 17.0711559).
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Alongside with device position, we also record other relevant information
such as time, accuracy or process of obtaining the position.

Definition 2. Location L is a tuple (P, T ,A), where

– P is position,
– T is time in seconds from 1.1.1970 (UTC),
– A is horizontal accuracy in meters.

According to the Android documentation [2], we define horizontal accuracy A
as a radius with 68% reliability. In other words, if we draw a circle with radius A
and center P, there is 68% probability (one standard deviation) that the actual
position is inside of this circle. The value of 0.0 means that the accuracy of the
actual position is not defined.

Definition 3. Path S is sequence of locations (L1,L2, ...,Ln), where (T1, T2,
..., Tn) is a non-decreasing sequence of time values at which location was recorded.

Next we define two quantitative indicators for paths, in particular length and
size.

Definition 4. The length of path S = (L1,L2, ...,Ln) is the sum of distances
between subsequent pairs of locations:

length(S) =
∑n−1

i=1
distance(Li,Li+1),

where distance(Li,Li+1) is the distance based on either Euclidean distance or
Vincenty’s formulae [5,13], where the latter calculates the distance of two points
on a spheroid.

Herein we apply Vincenty’s formulae as they are available in a number of
libraries.

Definition 5. The size of path S = (L1,L2, ...,Ln) is the number of locations
in path:

size(S) = n.

In general, as each path contains temporal T and spatial element P, one
can consider three types of path similarities: spatial, temporal and spatial-
temporal [19].

– For spatial approach, only sequence of positions (Pi)i=1
n , regardless of tempo-

ral aspect, gets considered. To compare two or several paths, one can calculate
distance between individual path positions or compare them with respect to
a fixed position Q.

– For temporal approach, only sequence of time (T )i=1
n , where locations get

obtained regardless of their actual positions, gets considered. To compare
paths, one can search for appearance of common time intervals in individual
paths or appearance of paths in certain interval.
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– For spatial-temporal approach, both (Pi)i=1
n and (T )i=1

n get considered, we use
path (S)i=1

n . To compare paths, one can calculate distance between individual
path positions in relation to time of the position or given path in given time.

An appropriate approach for modeling, representation and comparison of paths
is chosen based on task requirements. In this work, we are focusing on spatial
and spatial-temporal representation of paths.

Next, we define clusters and tracks that we need when applying NWA. The
interpolated path is referred to as track, which is defined with new interpolated
locations called clusters.

Definition 6. Cluster K = (P0, δ) includes a set of locations {L1, ...,Ln} such
that:

∀Li,Lj : distance(Li,Lj) < δ,

where i = 1...n, j = 1...n, δ is the cluster diameter and P0 is the cluster center
such that it holds ∀Li : distance(Li,P0) ≤ δ

2 .

Definition 7. Size of cluster |K| is the number of locations in cluster.

Definition 8. Distance between clusters Ki = (Pi, δ) and Kj = (Pj , δ) is defined
as:

distance(Ki,Kj) = distance(Pi,Pj),

for arbitrary i and j, i �= j.

Definition 9. Track C is a sorted sequence of clusters (K1, ...,Kn) such that

∀Ki,Ki+1 : distance(Pi,Pi+1) = δ,

where i = 1...(n − 1), Ki = (Pi, δ) and Ki+1 = (Pi+1, δ).

Definition 10. Size of track |C| is the number of clusters it contains.

4 Related Work

A number of approaches such as those described in [4,8–10] apply various extrac-
tion and prediction approaches based on position information provided by GPS.
In other approaches, instead of using locations from a collection of GPS posi-
tions, the authors constructed a semantic trajectory. Ying et al. [15] proposed a
framework by exploring semantic trajectories of mobile users, in order to model
the next location of a mobile user in support of various location-based services.

Mavoa et al. [7] attempted to link GPS positions and a manually inserted
travel diary using sequence alignment in study of children’s independent mobility.
They concluded that sequence alignment is a promising method. This approach
provided motivation and a starting point for our research.
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Herein we focus on approaches that take advantage of comparing user tra-
jectories. As our literature review revealed, such approaches are common when
comparing user trajectory with possible trajectories derived from a map. In the
following sub-sections we review the most relevant methods for comparing user
trajectories and map trajectories. These approaches constitute a consistent set
of options that we took into consideration, when proposing our approaches.

4.1 Locational Proximity

The Locational proximity method for comparison of multiple paths has been
described by Yang et. al. [14]. In this method distances are calculated between
each pair of positions in recorded path and map segment. Comparison of paths
is sequential, where each location (L)i=1

n in the path is compared with the map
segment in order to find the closest segment. The approach used for assigning
locations (L)i=1

n to map segments is based on map-matching. The method cal-
culates distance d from the closest position in assigned map segment for each
assigned location in the recorded path. Subsequently, the total deviation is cal-
culated for all locations from the recorded path as:

d =

∫ lM
0

d(l)dl

lM
,

where lM is a total size of compared path.

4.2 Shape Similarity

Yang et. al. also presented another approach for comparison of paths called the
Shape similarity method [14]. To compare a recorded path with matched map
segment, the method uses a shape based similarity in geometrical context. A
level of similarity is expressed by the differential deviation:

δd =

∫ lM
0

|δd(l)|dl

lM
,

where δd = d − d . The derived differential deviation is computed as an average
of deviations retrieved by the Location proximity method for a given recorded
path. Such differential deviation can be then shown in a graph for an easy and
quick comparison of both compared paths. The lower the deviation, the more
similar is the shape of the compared paths.

4.3 Directional Consistency

The movement direction is another approach for effective comparison of
paths [14]. The directional consistency method enables to determine consis-
tency between direction of recorded path and selected map-matched path. To
apply this approach, it is necessary to calculate the difference between selected
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path αO and direction of map-matched path αM , for each pair of locations as
Δα = αM − αO. The overall similarity of the movement direction is calculated
as follows:

Δα =

∫ lM
0

|α(l)|dl

lM

4.4 Behavioral Consistency

The analysis of user behavior is one of the fields focusing on comparison of paths.
The behavioral consistency method requires information about the change of
speed (e.g. speeding, slowing down) and change of direction. As shown in [14],
the similarity of two paths is directly related to the user behavior. This method
allows identification of various habits and patterns of the movement when used
for comparison of various spacious paths.

4.5 Grid Sequencing

The Grid sequencing method described by Thiagarajan et. al. in [12] uses Hid-
den Markov Model containing a set of hidden states and observables. Individ-
ual states emit an observable whose probability is defined by an emission score
E(F,G). This emission score captures the probability of finding a user location
F in a cell G (grid cell). The higher the emission score, the higher the probability
of user location being matched with the map segment. The location with highest
emission score is considered for the one being truly visited by user. The transi-
tion score is calculated as a distance between neighboring cells, and it represents
the probability of further transition from one cell to another.

5 Our Approaches

5.1 Pairwise Method

This approach is a naive approach aimed at straightforward interpretation of
results. We included it as a useful base case. Let Sa = (La1 , ..., Lan

) and
Sb = (Lb1 , ..., Lbm) be paths. In pairwise method we compare pairs of locations
(Lai

, Lbi) as follows:

d = distance(Lai
, Lbi),

where i = 1...x and x = min(m,n). We say that locations (Lai
, Lbi) are similar,

if distance(Lai
, Lbi) < δ. In order to compute similarity score for path Sa and

Sb, we count the number of similar location pairs. This approach requires that
paths get manually synchronized, i.e. it must be decided which initial pair of
positions from either path will be used in computation.
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5.2 Proximity Method

This approach is derived from the locational proximity approach introduced in
the previous section. In proximity method we compare paths by computing:

d = distance(Lai
, Lbx), and

∀Lai
∃Lbx : distance(Lai

, Lbx) = min(distance(Lai
, Lbj ),

where i = 1...n and j = 1...m. As for pairwise method, we count the number
of similar (Lai

, Lbj ) with respect to δ. The proximity method applies pairs of
positions with least distance, therefore unlike the pairwise method, this method
can be applied without any initial synchronization.

5.3 Upward Proximity Method

Upward proximity method is similar to proximity method with the difference
that subsequent pairs for comparison are chosen in increasing order. In upward
proximity method we compare paths by computing:

d = distance(Lai
, Lbx),

∀Lai
∃Lbx : distance(Lai

, Lbx) = min(distance(Lai
, Lbj )),

bj > k,

where i = 1...n, j = 1...m and Lk is the location used in previous iteration. As
for previous methods, we count the number of similar (Lai

, Lbj ) with respect
to δ. We have proposed Upward proximity method as an iterative improvement
over Proximity method. The rationale is that when comparing pairs of locations,
back-tracking should not be possible.

5.4 NWA Approach

Our proposed approach is based on NWA alignment. In order to apply NWA,
it is necessary to convert paths Sa and Sb to tracks Ca = (Ka1 , ...,Kar

) and
Cb = (Ka1 , ...,Kas

). Then we compute alignment of Ca and Cb with NWA. As for
previous methods, we count the number of aligned clusters with respect to fixed
distance δ:

d = distance(Kai
,Kbi),

where the pair (Kai
,Kbi) is aligned applying NWA.

6 Experimental Setup

6.1 Data Sets

The evaluation of our approach to sequence alignment is based on data sets that
record people movement. We considered two data sets:
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– A data set that we collected using 455 mobile devices distributed among
our students. The results presented herein were collected by our students
during a 10-month period starting from September 2016 to July 2017. Over 20
million location records provide insights into our students’ behavior patterns
(bars, restaurants, clubs etc.). Recording of locations was done using our
implemented mobile application for energy efficient trajectory recording of
mobile devices using WiFi scanning, described in more details in [1,6].

– The Geolife data set (Microsoft Research Asia) was collected by 182 users
in a period of over three years (from April 2007 to August 2012). This data
set contains 17,621 trajectories with a total distance of about 1.2 million
kilometers and a total duration of 48,000+ hours. These trajectories were
recorded by different GPS loggers and GPS capable phones, and have a variety
of sampling rates. This data set recorded a broad range of users’ outdoor
movements, including not only life routines like go home and go to work but
also some entertainments and sports activities, such as shopping, sightseeing,
dining, hiking, and cycling [16–18].

6.2 Pre-processing

In pre-processing phase it is necessary to identify errors or incomplete paths,
which were excluded from evaluation. Therefore, in the first step we eliminated
paths shorter than sizemin; we have set this parameter to 500 m.

During the recording of paths we encountered situations where for some
reason devices stopped collecting information about the location. In those cases
the location data includes gaps; see Fig. 1(a). Identified gaps can have a length
of up to few kilometers, therefore it is crucial to exclude them by dividing the
path into separate sub-paths.

In a situation when mobile device does not move, for example it lies on a
table, a nest can arise; see Fig. 1(b). Nests are often formed by a large number
of positions. For this reason we implemented the process of clustering individual
positions that are close to each other.

Initially, we implemented a clustering method based on a fixed-size square
with side a, where the center of a square represented the starting location. How-
ever, as this approach did not result in an effective clustering of locations, we
proposed and implemented a clustering method, where square center gets moved
in order to include a new location. In other words, location belongs to the exist-
ing square if a center of that square can be adjusted to contain this location
with all locations that belonged to this square before.

The proposed clustering with dynamic center can lead to the situation where
individual squares overlap each other while each location belongs to only one
square. An advantage of the proposed clustering is its ability to minimize the
number of required squares.

An example of recorded locations is shown in Fig. 2(a), where locations are
marked by circles with diameter representing location accuracy A. The figure
represents a usual nature of recorded path with a large number of gaps. The
interpolated movement of user is represented by line.
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(a) Recorded path locations (b) Interpolated path locations

Fig. 2. Recorded and interpolated path.

Comparison of paths with many gaps can lead to inaccurate results. In order
to overcome this problem, any recorded path needs to be interpolated with evenly
distributed locations along the entire path. Therefore we implemented backward
interpolation of path. With this process we ensure constant distribution of loca-
tions along the path as shown in Fig. 2(b).

The final step was to remove all short paths, that can also be a result of
previous steps. As in the first step, we removed all paths shorter than sizemin.

6.3 NWA Parameters

NWA requires scoring schema that defines score for match, score for mismatch
and gap penalty. In our case, we set these parameters to 1, −1 and 0, respectively.
The given scoring schema was chosen by multiple tests, to ensure the highest
accuracy for aligning clusters of given tracks. Arguably, choosing parameters for
a scoring schema deserves a separate study with more detail and experimen-
tation. We remind that scoring schemes such as BLOSUM were also derived
experimentally with expert knowledge about a specific problem.

7 Experimental Results

7.1 Evaluation Details

When applying NWA, tracks need to get computed; see Definition 9. Figure 3(a)
shows an example for computed tracks, more specifically, it shows two tracks
that need to get compared.

The comparison of tracks has been based on two criteria: the number of
subsequent mismatches and the total number of matches. As accuracy of user
movement tracking based on GPS data captured by mobile device varies, we
consider for evaluation the maximum number of subsequent mismatches instead
of the total number of mismatches. This means, a path can contain any number
of mismatches as far as the maximum number of subsequent mismatches does
not exceed a certain threshold, in our case we set this threshold to 3.
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(a) Compared tracks (b) Alignment using algorithm

Fig. 3. Comparison and alignment applying NWA

When a mismatch in one path is directly followed by a mismatch in other
path, this is counted as a single mismatch due to the fact that both mismatches
happened in two different clusters. Mismatches are counted as two only if they
follow each other. For this reason it is necessary to check also an overall similarity
of tracks based on a total number of matches.

Definition 11. Tracks Ca and Cb are similar if these tracks have at least α
matches and no more than β subsequent mismatches.

Table 1. Alignment computed by NWA

3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 2, 1, 3, 3, 3, 3, 3, 3, 3, 2, 2, 1
(1)=mismatch of Track 1, (2)=mismatch of Track 2, (3)=match

The parameters α and β have been experimentally set to α = 75% a β = 3.
An example of track alignment is shown in Table 1, representing the same result
as depicted in Fig. 3(b).

In this particular case, Table 1 shows 23 matches in interpolated locations
and 3 mismatches. In this example, one of the tracks is longer, consisting of 26
clusters, thus having 1 cluster more than the other track. As Track 1 contains
23 matches from 26 and the maximum occurrence of subsequent mismatches is
2, the compared tracks are considered similar.

Table 2 shows the distances of locations for similar or dissimilar pairs of tracks
with respect to some threshold ε, which was set to

√
a2 + a2 = 70, 71 m, i.e. to

the diagonal length of a square with sides equal to 50 m. We remind that such
a fixed-size square was used for clustering in the pre-processing phase.

Table 2 shows that shortest distances between pairs of locations can be
expected for the proximity approach and the NWA approach. This indicates
that these two approaches might be the best candidates for comparing user
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Table 2. Results for total number of 286, 431 pairs of locations or cluster centers for
NWA approach.

Method d ≤ ε d > ε d ≤ ε d > ε

Pairwise 99 874 186 557 35% 65%

Proximity 268 024 18 407 94% 6%

Upward proximity 92 672 193 759 32% 68%

NWA 271 078 15 353 95% 5%

tracks. Notice that in the case of the NWA approach, we compute distances of
cluster centers, not individual locations.

With respect to Definition 11 we filtered the two considered data sets so that
we have 1, 500 pairs of similar tracks and 500 pairs of tracks of dissimilar tracks.

7.2 Results

When evaluating the two data sets, we compared the performance of following
approaches:

– NWA approach,
– Pairwise method,
– Proximity method,
– Upward proximity method.

We consider the pairwise method and proximity method to be useful base
cases, i.e. approaches with straightforward implementation and arguably leading
to results that are simpler to interpret.

Table 3 shows the results for the four considered approaches, where true posi-
tive is when a pair of tracks that was correctly identified as similar, true negative
is when a pair of tracks that was correctly identified as dissimilar, false positive
when a pair of tracks was dissimilar but identified to be similar, and finally, true
negative is when a pair of tracks was similar but identified to be dissimilar.

Table 3. Performance of different methods.

Method True positive False positive False negative True negative

Pairwise 87 159 913 341

Proximity 862 465 138 35

Upward proximity 284 307 716 193

NWA 918 74 82 426

Table 3 thus shows that NWA approach is the winning approach in all four
categories, especially, this approach offers very low false positive and false neg-
ative rates.
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8 Conclusion and Future Work

Our goal was to apply NWA, better known from biology and bio-informatics
rather than other research areas, to user trajectory comparison. We proposed
several adjustments to this algorithm, so that it can be applied to data sets with
different properties than data sets arising in the above mentioned areas.

NWA requires a scoring scheme as an input, and arguably, more research
effort might need to be invested in finding optimal scheme. Our results show that
NWA can be successfully applied to user trajectory comparison. When compar-
ing NWA to the proximity method, we show that NWA offers 5.6% improvement
for true positives. When comparing NWA to the pairwise method, we show that
NWA offers 19% improvement for true negatives. NWA dominates other consid-
ered approaches in terms of false positives and false negatives. Given the high
false positives and high negatives rates of other methods, these can be considered
useless, at least in the context of the applied data sets.

We plan to do further tests with other existing data sets, which could lead to
improved knowledge about the performance of our NWA approach in situations
insufficiently covered by the data sets considered herein.
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Abstract. Convolutional neural networks have made unprecedented break-
throughs in various tasks of computer vision. Due to its complex nonlinear model
structure and the high latitude and complexity of data distribution, it has been
criticized as an unexplained “black box”. Therefore, explaining the neural net-
work model and uncovering the veil of the neural network have become the focus
of attention. This paper starts with the term “interpretability”, summarizes the
results of the interpretability of convolutional neural networks in the past three
years (2016–2018), and analyses them with interpretable methods. Firstly, the
concept of “interpretability” is introduced. Then the existing research achieve-
ments are classified and compared from four aspects, data characteristics and rule
processing, model internal spatial analysis, interpretation and prediction, and
model interpretation. Finally pointed out the possible research directions.

Keywords: Convolutional neural networks � “black box” � Interpretability

1 Introduction

The concept of artificial neuron was first proposed in the 1940s. After decades of
research, Yann LeCun designed and trained LeNet-5 model — classic CNN structure,
in 1998, giving the basic component and framework structure of Convolutional Neural
Network. Later, neural networks such as AlexNet, VGGNet, GoogLeNet, ResNet,
DenseNet appeared, and they became deep and complex. These convolutional neural
networks have achieved unprecedented breakthroughs in various tasks of computer
vision, such as image classification, semantic segmentation, target detection and visual
problem answering.

Although these neural networks have been successful in various scenarios, the
entire network lacks intuitive and understandable components, making the results of
the network model difficult to interpret. In particular, the application of neural network
in the fields of medicine, financial markets, criminal justice, etc., interpretability is an
extremely important standard for model evaluation, and has become the most worrying
“black box”.
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Therefore, how to understand the interpretability of neural networks better is a
common concern of academia and industry.

2 An Overview of “Interpretability”

As for interpretability, there is no strict mathematical symbol definition and no general
(non-formula) literal definition. However, with the development of artificial intelli-
gence, it is particularly important to study the interpretability of models. In general, it is
far from enough to obtain simple prediction results for models from low-cost general
fields (such as commodity recommendation) to high-cost key fields (such as finance and
medical treatment). People began to pay attention to how the model made predictions.

The PhD student Leilani Gilpin from MIT’s Computer Science and Artificial
Intelligence Lab (CSAIL) has published a paper [1] that analyzes “interpretability” and
several related semantic approximate terms, classifies the current machine learning
model interpretability methods, and puts forward the evaluation of interpretability
methods. Gilpin informally defines “interpretability” as understanding what the model
does or has done. This paper discusses the difference between “explanation” and
“interpretability”. In a word, the model with interpretability can be interpreted by
default, but not vice versa. The proposed interpretative understanding is divided into
three types: (i) was proposed some explanation, while the key to this explanation does
not represent a model will make the decision making process, but can provide a certain
degree of reason to make a choice; (ii) was the representation of data in the network;
(iii) was the establishment of a network model that generates interpretation.

In the 2nd ICML 2017 Workshop on Human Interpretability in Machine Learning
(WHI), Google brain senior research scientist, Been Kim [2] reported on the inter-
pretability study of machine learning and provided a preliminary understanding of the
“interpretability” study of the AI model. This is a tutorial report that shows what is
interpretability, why interpretability, and what we can do on interpretability. She said,
Interpretation is the process of giving explanations To Humans. Comparing the AI
model with traditional software shows that the AI model also needs security, debugging,
principle support, iterative optimization and fairness and legality. Been Kim divided the
third question into three aspects: pre-modeling, modeling time, and post-modeling. For
example, consider data distribution before modeling, consider feature functions in
modeling process, and consider hidden layer information in model completion.

Dr. Zachary C. Lipton, of the University of California, San Diego, and assistant
professor of computer science at Carnegie Mellon University, shared a report on “The
Mythos of Model Interpretability” [3] on the ACM Queue and discussed the inter-
pretability of the supervised machine learning model. Lipton said that people have
realized the importance of interpretability for a model, especially in key areas such as
medicine, criminal justice systems, and financial markets. He believes that the results of
the interpretable analysis of the deep model from the current academia can be seen that
people generally agree with the term “interpretability”, but there is absence of a defi-
nition. In other words, the meaning of “interpretability” is unclear, so that there are
various papers that claim to be interpretable after optimizing a model or building a
model. Such an article may interpret the model based on different starting points,
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leading to such a vague situation. Lipton divided the work of “interpretability” into two
categories by analyzing the need for interpretability research. The first relates to
transparency, i.e., how does the model work? The second consists of post-hoc expla-
nations, i.e., what else can the model tell me? Finally, in order to standardize the
“interpretability” study, he proposed that the interpretability study of the model should
achieve one of the above two as a specific goal.

3 Convolutional Neural Networks “Interpretability”
Research

Combining the above researches, in this paper, the “interpretability” of the convolu-
tional neural network model (hereinafter referred to as the model) is summarized into
four aspects (As shown in Fig. 1):

• Data characteristics and rule processing. Initial exploration of model data or adding
some known rules to the model (see Sect. 3.1 for details).

• Model internal space analysis. By analyzing the internal components of the model,
such as unit level, hierarchical analysis (see Sect. 3.2 for details).

• Explain the predictions. Focus on the analysis of the results of the model, that is,
post-hoc explanations (see Sect. 3.3 for details).

• Model interpretation. Based on the entire model, such as model simulation, con-
struction of interpretable systems (see Sect. 3.4 for details).

Fig. 1. Interpretable research structure diagram
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3.1 Data Characteristics and Rule Processing

Data Characteristic. [4] has proposed feature selection can help to build better
models with finer data. Removing the unrelated and redundant attributes can reduce the
complexity of the model, so that the model can be understood and explained. When
understanding a model, the first starting point is the characteristics of the original data.
[5, 6] analyzed the influence of the original data features on the model interpretability
from medical image data and material microstructure image data. [5] compared the
results of the original image scaling � 1/2, � 1/4 and � 1/8 post-resolution pairs,
indicating that the difference in the details of the two images provides an explanation
for the prediction. However, the experimental comparison can only confirm that the
detail features in the image can increase the prediction accuracy, but it is difficult to
explain the influence of the details on the model decision. [6] used CNN to extract
micro-texture features on Titanium, Steel, and Powder dataset images, and discussed
the generalization and classification features between datasets when convolutional
neural networks are used for microscopic image classification.

The selection of data features as a specific method of Model interpretation [7].
Based on the maximization of mutual information between selected features and
response variables, a function model based on learning method is established to extract
the feature subset with the largest amount of information in each given example. Then,
an importance score is assigned to a given instance prediction result for each feature,
allowing the relative importance of each feature to vary from instance to instance.

Rule Processing. Traditional machine learning is generally considered to be more
suitable for interpretation with rules, and Boolean rules are one of the simplest inter-
pretable classification models [8]. For the depth model, some optimized rule-based
methods are equally applicable.

Rule-Based Extraction. When a known model is built according to a priori rule, it is
theoretically easy to understand the model. On the contrary, the decision process of the
model can be studied by extracting rules from the model. Rule extraction can be
divided into (i) decomposition-based methods; (ii) model-agnostic methods (for
machine learning models, not discussed here). The former, for example, the DeepRED
[9] algorithm that is able to extract rules from deep neural networks. The basis of this
method is the CRED [10] that contain both continuous (real-valued) and discrete
literals. This decomposition algorithm used the decision tree to describe the behavior of
the hidden layer elements of the NN. DeepRED extracted intermediate rules for each
layer of the DNN through the CRED algorithm, then merged the previously generated
rules and generated behaviors(rules) describing the DNN through input data.

Embedding of Prior Rules. A priori rules is embedded in the NN to explaining the
model. [11] proposed a rule embedded neural network (ReNN) to cope with the
shortcomings of neural network. ReNN breaks down the “black box” of ANN into two
parts: local-based reasoning (local patterns learned from data sets) and global-based
reasoning (a priori knowledge of human long-term accumulation) (As shown in Fig. 2).
Through the local inference mode and rule analysis of the ReNN, the entire network is
better interpretable.
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3.2 Model Internal Space Analysis

The classical CNN structure given by Yann LeCun usually consists of input layer,
hidden layer and output layer. Understanding the neural network from such a model
structure requires an analysis of the roles of its components. It is divided into neural
unit, neural network layer, hierarchical neuron combinations and perturbation-based
models interpret four aspects of analysis.

Component Analysis Based on Neural Unit. On the analysis of neural network
neurons, on the one hand, under what conditions a single neuron is activated, on the
other hand, when a neuron is activated, it expresses information. The method displays
the sensing area of the activated neuron by maximizing the activated input image and
highlights a particular portion of the neuron image used to activate the convolutional
layer through the deconvolution network.

[12, 13] both adopted the activation maximization method to analyze the infor-
mation contained in the neuron, that is, to find the optimal stimulus of each unit by
performing gradient descent to maximize the activation of the unit, mainly calculating
the input sample when the activation of the ith neuron in the jth hidden layer is
maximized. The downside is that the complex input distribution will fail. The latter
optimized it and proposed that a single neuron can detect multiple characteristics
(color, size and direction) on the original basis, while the existing maximum activation
method only considers one of them. Therefore, the algorithm is proposed to synthesize
the multi-aspect information that each neuron can express into the sample activation
image through the activation method, which can more fully understand the function of
each neuron.

The other [14], which adds a deconvolution operation (convolution operation is
carried out on the filter with both horizontal and vertical directions reversed) on each
convolutional layer of the classification CNN to visualize the image region activated by
each neuron. In this paper, 9 images with the highest activation value are shown after
convolution of each feature image. It can be seen that each feature map is “interested”
in different images.

[15] evaluated the consistency between individual neural units and the quantified
interpretability of visual semantic concepts (color, material, structure, parts, objects and
scenes). And indicated that neural units is assigned different identifiable labels.

Fig. 2. Computational graph of ReNN(adapted from [7]).
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Hierarchical-Based Component Analysis. The formula y ¼ h x � xþ bð Þ for each
layer of the neural network is the transformation of the input vector x to the output
vector y. Where, x � x represents lifting dimension, scaling and rotation, b represents
translation, and the function h xð Þ represents distortion, namely the transformation of
linear and non-linear matrix space is completed. The graphical explanation can be seen
here [16, 17]. From the perspective of classification neural network, a hyperplane is
found in the space after the linear transformation of the original space through the
nodes in each layer and the nonlinear transformation of the activation function. This is
explained by a operation from each layer of the neural network.

As for the expression of each layer of the neural network, [18] proposed that each
layer of the classification neural network recognized the distribution of each category in
the two data sets of ImageNet-CNN and Places-CNN, as well as the detection of an
object by a single neuron. [19] illustrated the transferability of neural networks,
quantifies the comparison between the universality and specificity of each layer of deep
convolutional networks, and two factors affecting its portability are found: fragile
coadaptation of middle layers and specialization of higher layers.

Component Analysis Based on Hierarchical Unit Combination. Instead of studying
individual neurons or the concept of layers in a neural network, exploring linear
combinations of hierarchical units brings new perspectives.

On the basis of theory, [20, 21] proposed different concepts. The former mapped
semantic concepts to vectors based on the corresponding filter response. Analysis
model internal filter proof: (i) In most cases, need more than one filter to code a
concept; (ii) Not a single filter specific to a concept; (iii) For single filter activation,
filter embedding can better represent the meaning of the representation and its rela-
tionship with other concepts. The latter proposed two counter-intuitive properties of
deep neural network. [21] found that it is the space, rather than the individual units, that
contains the semantic information in the high layers of neural networks. This provides a
new point of view with the general understanding of neural networks. At the same time,
this paper also proposed the existence of adversarial example in neural networks.

Subsequently, [22] introduced the concept activation vector(CAV), and represented
that the model interpretation is formally expressed as a set of model state space vector
Em and a set of unknown human understandable concepts Eh. The model interpre-
tation can be expressed as a mapping relationship g:Em ! Eh. As a way of conversion
between Em and Eh, a set of human understandable input data examples are defined as
concepts. The relative importance of concepts to classification is quantitatively ana-
lyzed to explain the neural network. [23] proposed each neuron in DNN is interpreted
as an activation vector whose value is the scalar output generated by it on the input
data. By collecting two groups of neurons and then outputting the alignment feature, it
can be seen that the potential representations acquired by the two networks have similar
characteristics. The advantages of this method are: one is to compare the representa-
tions learned by the two neural networks, and the other is to explain the representations
of DNN hidden layer learning.

Internal Space Analysis Based on Perturbation. The perturbation in the neural
network is not to delete or modify the model structure, but to input the processed test
samples and then observe the prediction results of the neural network. The specific
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processing methods include occlusion experiment, noise study and adversarial sample
study. [14] studied which region of the image has the largest effect, the experiment used
a gray square to cover different positions of objects and then monitored the output of
the classifier. The results are consistent with the results of human cognitive knowledge,
that is, the key position in line with human knowledge will have a greater impact. [24]
studied the effects of noises on the interpretation of neural networks. The deep Taylor
decomposition is used to show the interpretation results of different interpretation rules
in response to noise. [25] found out which part of the image has the greatest influence
on its output score when disturbed, so as to understand the search position of the
algorithm. [26] proposed a new scoring formula on the basis of antagonistic samples
and characteristic scores. Based on the adversarial example, seeking the minimum data
perturbation of model input can identify the important input characteristics and the
minimum allowable data perturbation by looking for the maximum data perturbation
that does not change the output. Among them, occlusion experiment is the most
consistent with human cognition, but it has a strong artificial purpose. Some noise
studies have achieved good results. Although the results of adversarial sample exper-
iment are eye-catching, there are some deficiencies for human understanding.

[27] proposed LIME(Local Interpretable Model-agnostic Explanation), a novel
explanation technique that explains the predictions of any classifier in an interpretable
and faithful manner, by learning an interpretable model locally around the prediction.
Observing the predictive behavior of the model by perturbing the input samples (ac-
tually a sampling method), and then assigning weights based on the distances of the
perturbed data points from the original data, based on which they learn an interpretable
model and prediction results. The essence of perturbation is that these around distur-
bances must be understandable by humans.

3.3 Explain to Predict

This part focus on the results of the model, such as analyzing the reason why an image
is classified into a certain category from a CNN, which is explained by the two aspects
of feature and visualization. And, feature interpretation is divided into feature impor-
tance and feature text interpretation.

Feature Importance. The interpretation of feature importance is to evaluate the fea-
tures concerned by the model, and then measure the importance of the features with
scores. Compared with the perturbation-based method above, it is easier because each
perturbation requires a forward propagation of the network, which is computationally
inefficient.

DeepLIFT (Deep Learning Important FeaTures) [28], an algorithm for recursive
predictive interpretation of depth models that assigns importance scores to inputs for a
given output. The difference is that DeepLIFT uses backpropagation to calculate the
scores, so they can be efficiently obtained by a single reverse network propagation.
LRP (Layer-Wise Relevance Propagation) [29] achieved pixel-level decomposition,
using a single pixel to evaluate the impact of sample images in a kernel classifier and
neural network, and visualize it. This method is equivalent to performing a DeepLIF
operation, activating all input reference values (DeepLIFT will set a reference value for
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each input) to zero. [30] proposed the use of Shapley value to quantify the importance
of characteristics of a given input, and proposed a sample-based method and “kernel
SHAP” to approximate Shapley value. The commonality of the above methods is to use
a local additional model to approximate the local model, and its inadequacy is also
localized.

The difficulty with the importance of features is that it is difficult to evaluate them
with experience. To compensate for this shortcoming, [31] proposed an integrated
gradient approach. And two basic axioms that the attribution method should satisfy—
sensitivity and implementation invariance. Integrated gradient is a new attribute
method guided by these axioms. This method does not require any network tools, and
can be easily calculated by a few calls to gradient operations.

For the deficiency of localization, [7] proposed the L2X (Learning to Explain)
method, which learns the feature selection function different from the local approxi-
mation method of the previous function in the global scope, and takes the instantiated
feature selection as the method of model interpretation. In particular, the importance
score of each feature of an instance is given to indicate which features are the key for
the model to predict on this instance.

Feature Text Interpretation. [32] focused on the description and interpretation of the
recognition features, for example, when the neural network identifies a bird, it will give
“this is a bird, because its beak is recognized” instead of “filter ith is activated at the
highest level in the model”. Such an explanation would be more useful to non-
professionals with no knowledge of modern computer vision. The paper proposes that
such interpretations must meet two criteria: they must be class sensitive and accurately
describe specific image instances (Table 1).

Summary of the properties of different methods. “Training” indicates whether a
method requires training on an unlabeled data set. “Efficiency” qualitatively evaluates
the computational time during single interpretation. “Locality” indicates whether a
method is locally additive. “Model-agnostic” indicates whether a method is generic to
black-box models (adapted from [7]).

[33] interpreted the output results of the model by generating counterfactual
explanations of text types afterwards. The counterfactual interpretation here refers to a
description of a characteristic fact that distinguishes Category A from Category B, for
example, “This is not a scarlet tanager because it has no black wings.”

Table 1. Feature importance methods comparison

Method Train Efficiency Locality Model-agnostic

LIME [27] No Low Yes Yes
DeepLIFT [28] No High Yes No
LRP [29] No High Yes No
SHAP [30] No Low Yes Yes
Integrated gradient [31] No High No Yes
L2X [7] Yes High No Yes
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Visualization. Further research into the interpretability of neural networks has shown
that Deep Visualization is a good way to understand neural networks, and leads to the
direction of Deep Visualization. These methods are mainly composite images, which
can be divided into two directions: gradient-based method and network-based activa-
tion method.

Gradient-Based Approach. The Gradient Explanation of the input x is Egrad xð Þ ¼ @S
@x.

The gradient quantifies the extent to which a change in each input will change the
predicted value S xð Þ in its neighborhood. By iterating the gradient of the objective
function and updating the random input x, the original image can be reconstructed
in reverse [34] or the image that maximizes the score for a certain category can be
realized [35].

[36, 37] proposed DeConvNet and [38] proposed Guided Backpropagation(GBP)
based on the gradient method where negative gradient entries are set to zero while
back-propagating through a ReLU unit to generate a clearer visualization.

[31] combined the axioms of previous research to guide a new approach, called
Integrated Gradients (IG). With summing over scaled versions of the input solves

gradient saturation. IG for an input x is defined as EIG xð Þ ¼ x� xð Þ � R1

0

@Sðxþ a x�xð Þ
@x da,

where is a “baseline input” that represents the absence of a feature in the original
input x.

[35, 38] demonstrated that the gradient could be used for extracting a saliency map
of an image. However, they also tend to be noisy, covering many irrelevant pixels and
missing many relevant ones. SmoothGrad [39] achieved the denoising effect by adding
noise to the image, then sampling the similar image, and average the sensitivity map of
the sampled image. Take an input x and average the resulting sensitivity maps E,
ESG xð Þ ¼ 1

N

PN
i¼1 E xþN 0; r2ð Þð Þ, where N 0; r2ð Þ represents Gaussian noise with

standard deviation r.
Above classifier-dependent saliency maps can be utilized to analyze the inner

workings of a specific network. [40] proposed a saliency map extraction method that
does not rely on a classifier, which can find the portion of the image that any classifier
can use.

Methods Based on Network Activation. Activation maximization is the search for an
image that maximizes the activation of a specific neuron (also known as a “unit,”
“feature,” or “feature detector”) to reveal the neural response what it has learned (the
features it has detected) in DNN. This technique can be performed for output neurons,
such as neurons that classify image types [35], or for each hidden neuron in DNN [12,
41, 42], to explain the representation of neuron activation during prediction [34, 43].

Another set of visual activation methods not only focus on single neuron activation,
but also take into account the global information of the image.

[31, 39, 44, 45] Integrated Gradient, SmoothGrad, CAM, GradCAM, each method
show that the correlation between highly activated region (the area where neurons are
highly activated) and highly sensitive region (the area where changes have the greatest
influence on the output).
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These methods provide useful insights into deep neural networks, but they also
have some shortcomings. Based on gradient method, artifacts caused by discontinuity
of gradient in the process of back propagation; Based on the network activation
method, when the filter response is displayed in the deeper sensory field, the enlarged
activation diagram may lose the details obviously. [28, 46] proposed methods to
alleviate the problem of introducing artifacts. There is no good solution to the problem
of missing details in the enlargement of the activation diagram.

Semantic-Based Feature Representation. [47] proposed the Network Dissection
framework, a method for accurately calculating the receptive field regions of neural
activation in feature maps. The Network Dissection effectively partitions the input
image into multiple parts with various semantic definitions (accurate estimates of
receptive fields) that match six semantic concepts (such as scenes, targets, parts,
materials, textures, and colors). The semantics directly represent the meaning of the
features to improve the interpretability of neurons. [20] proposed the Net2Vec frame-
work, in which semantic concepts are mapped to vector embeddings based on corre-
sponding filter responses. Through this method, the article can better describe the
semantics of the filter and its relationship with other semantics. However, the common
shortcoming of both is that the interpretation of network components (neurons, filters) is
limited by semantic concept annotations, and the annotation of new concepts is costly.

For the deficiencies of the above methods, [48, 49] proposed an unsupervised
method, that is, without the annotation concept part. [48] presented a graphical
explanatory diagram that reveals the hidden semantic features in pre-trained CNNs. In
the explanatory graph, each node represents a part pattern, and each edge encodes co-
activation relationships and spatial relationships between patterns. [49] proposed a
decision tree for coding potential decision patterns stored in a fully connected layer.
The decision tree quantitatively interprets the logic of each CNN prediction, that is,
given an input image, the decision tree tells people which object parts activate which
filters for the prediction and how much they contribute to the prediction score. The
decision tree can be used to explain the basic principles of each CNN prediction at the
semantic level, which object parts are used by CNN for prediction.

3.4 Model Interpretation

Explain the model from the perspective of the entire model. The main methods are:
simulation model and establishment of an interpretable model system.

Model processing. One is to simulate the model by constructing a simple human-
understandable model to simulate the decision function of the depth model, so that the
results of the simple model are close to the original model results to achieve the
purpose of interpretation. [50] proposed Model Compression method to simulate a
shallow network training shallow network, and obtain a single-layer neural network
model. This new shallow model can achieve the same effect as the depth model. [51]
also uses the method of compressing the model, but it is trimmed according to the filter
importance index in the CNN model to achieve the effect of compression. The filter
importance index is defined as the classification accuracy reduction (CAR) of the
network after pruning that filter.
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The other is through model decomposition, which is usually using decision trees
that are well interpretable in machine learning as a tool. Both the DeepRED [9] and
CRED [10] algorithms in the Rule Processing Section decompose the DNN model into
decision tree models to obtain interpretable rules.

Interpretable model system. Building an interpretable model, [52] proposed a
method to modify traditional CNN into an interpretable CNN to clarify the knowledge
representation in high conv-layers of CNNs. In an interpretable CNN, each filter in a
high conv-layer represents a particular object portion. And it automatically assigns each
filter in a high conv-layer to the object portion during the learning process. The explicit
knowledge representations in CNN can help people understand the logic within CNN.

[53] proposed the learning of qualitatively interpretable models for object detection
based on the R-CNN. This method utilize a top-down hierarchical and compositional
grammar model embedded in a directed acyclic AND-OR Graph (AOG) to explore and
unfold the space of latent part configurations of RoIs. Then proposed an AOG Parsing
operator to substitute the RoI Pooling operator widely used in R-CNN. In detection, a
bounding box is interpreted by the best parse tree derived from the AOG on-the-fly,
which is treated as the extractive rationale generated for interpreting detection.

4 Summary

Being able to understand a “black box” model is the most important issue related to
model security, model optimization, and model generalization, especially in medical,
financial and other engineering applications. Therefore, model interpretability has been
the focus of research in recent years. This paper summarizes the related work based on
the interpretability of the CNN, such as the meaning of “interpretability”, and the
classification of interpretable methods. Then, we find that the current model inter-
pretability research is divergent, and there is no unified main line. They are basically
based on their own previous studies and turned to interpret the results of these studies.
Therefore, future studies on interpretability can focus on the following points:

(1) Conceptual definition of “interpretability”

At present, there is no unified definition of “interpretability” in the academia. This
is not appropriate for the development of follow-up research. It is necessary to for-
mulate a brief explanation for “interpretability”.

(2) Visual interpretation is the focus of interpretable studies

Of the 53 references cited in this paper, 21 involved “observing” and understanding
models from the perspective of visual interpretation. This is not a denial of other work,
but it seems to be a trend, because the graphical interpretation gives the most direct
understanding.

(3) Establishing an interpretable system is the goal

At present, there are not many achievements in the research on the construction of
an interpretable system, but with the emphasis on the concept of “interpretability”,
people need a complete interpretative system to meet the needs of interpretation. Such a

Progress in Interpretability Research of Convolutional Neural Networks 165



system does not merely provide a local interpretation, but an integrated end-to-end
interpretation system.
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Abstract. Nowadays, with the advances in wireless communication, the
mobile devices are becoming important due to various applications which
provide mobile users with plentiful services in the devices. The mobile
devices can hardly complete all the computing tasks as they have lim-
itations on the battery capacity, physical size, etc. In order to release
these limitations, in the fifth generation (5G), the computing tasks can
be offloaded from the mobile devices to the central units (CUs) which are
enhanced into edge nodes (ENs) for processing. However, it is still a prob-
lem to select the appropriate offloading destination, aiming to improve
the load balance for all the ENs. In this paper, we first formulate an
optimization problem to improve the load balance of all the ENs for
5G networks in edge computing, considering the time consumption and
the privacy conflicts. Then, a load-aware computation offloading method
with privacy preservation, named LCOP, is designed. Finally, experimen-
tal results and evaluations validate our proposed method is both effective
and feasible.

Keywords: Mobile devices · 5G · Edge nodes · Load balance ·
Privacy conflicts
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1 Introduction

In recent years, along with the advances in the mobile communication technolo-
gies, a increasing number of mobile users are attracted to enjoy the services
supported by the mobile devices, which leads to an unprecedented growth in
the mobile data traffic. Based on the analysis of Cisco’s networking visual index
report, it is expected that the data traffic will grow at the rate of 57%, a tenfold
increase over 2014, by 2019 [1]. In order to cope with this condition, fifth gen-
eration (5G) is developed [2]. In 5G networks, the theoretical peak transmission
speed can reach more than 10 Gb/s, which is hundreds of times faster than that
of 4G networks [3].

Generally, the computing resources of mobile devices are limited due to the
restrictions like physical size, battery capacity, etc. Therefore, the computing
tasks from the mobile devices need to be offloaded to the cloud via the distributed
units (DUs) and central units (CUs) in 5G networks [4]. However, on condition
that the tasks are executed on the remote cloud, the efficiency of processing
the computing tasks will be affected. However, driven by the edge computing
technology, the CUs can be enhanced into edge nodes (ENs) to provide storage
and process ability [5]. The computing tasks which do not need to be dealt with
immediately are offloaded to the remote cloud for processing, and the other tasks
which have high priority are executed in the ENs. In this way, the experience of
the mobile users is greatly improved.

However, the offloading process among ENs in 5G networks is imposed with
several weaknesses, especially the security and privacy issues [6,7]. Some impor-
tant security information, including current location, remote video, voice chat,
etc., may also need to be offloaded from the mobile devices for processing [8].
On condition that the privacy information is offloaded from the mobile devices,
the networks can obtain the contents of these information, which may lead to
the risk of privacy leakage. The disclosure of private information will bring out
many terrible problems. Therefore, it is of utmost significance to avoid privacy
leakage during the computation offloading in 5G networks [9].

On the other hand, while the CUs have been enhanced into ENs which have
data-processing ability in 5G networks, some computing tasks offloaded from
the DUs need to be migrated to the other ENs for resource response due to
the limited ENs computing power, which may lead to the number of the tasks
hosted on ENs are not nearly equal. Hence, from the perspective of ENs, the load
balance should be taken into consideration. The load balance makes differences
in the throughput, data-processing capability, flexibility and availability of the
networks in 5G. Hence, it is important and necessary to make an appropriate
strategy for the computing tasks to find a better route to be offloaded across
ENs [10].

To improve the response time and efficiency for executing the computing
tasks in 5G networks, the ability of CUs has been expanded into ENs to pro-
vide storage and computation power for the tasks. However, due to the privacy
conflicts of the datasets for running the tasks, some tasks cannot be offloaded
to the same EN for execution to avoid the privacy leakage. Furthermore, the
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resource limitations of ENs need to be taken into consideration when the ENs
are employed to execute the computing tasks. On condition that the computing
task hosted on the first EN need to be offloaded to the other ENs, the load
balance of all the ENs in 5G networks is also a significant problem waiting to be
solved.

The main contributions of this paper are as follows:

(1) Analyze the load balance during the offloading of all the CUs, and the
computation offloading problem with privacy preservation for 5G in edge
computing is defined as a standard simple objective optimization problem.

(2) A load-aware computation offloading method with privacy preservation
(LCOP) is adopted to realize the optimization to improve the load bal-
ance of all the CUs while guarding against privacy conflicts of the mobile
applications.

(3) Conduct comprehensive experiments and evaluations to demonstrate the
effectiveness and efficiency of our proposed method.

The reminder of this paper is organized as follows. Section 2 describes the
mathematical modeling and the formulation. Section 3 develops a load-aware
computation offloading with privacy preservation method for 5G networks in
edge computing. In Sect. 4, simulation experiments and comparison analysis are
presented. In Sect. 5, the related work is summarized. Finally, conclusions and
future work are outlined in Sect. 6.

2 System Model and Problem Formulation

In this section, we establish the offloading task in 5G infrastructure. Besides, the
resource usage and the load balance of EN are also analyzed.

Table 1. Key notations and descriptions.

Terms Descriptions

MD The set of mobile devices, MD = {md1,md2,md3, . . . ,mdk}
K The number of data-processing tasks and mobile devices

DA The set of data-processing tasks, DA = {da1, da2, da3, . . . , dak}
Q The number of DUs

SD The set of DUs, SD = {sd1, sd2, sd3, . . . , sdq}
N The number of ENs

SC The set of ENs, SC = {sc1, sc2, sc3, . . . , scn}
RV The set of running VM, RV = {rv1, rv2, rv3, . . . , rvm}
RUn The resource utilization of n-th computing nodes

ALB The overall load balance variance

UT The urgency of the task in mobile devices

AT The time consumed by the task migration
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2.1 Resouce Model

We assume that there are k mobile devices, k data-processing tasks, Q
DUs and N ENs in 5G, denoted as MD = {md1,md2, . . . ,mdk}, DA =
{da1, da2, ..., dak}, SD = {sd1, sd2, sd3, . . . , sdq} and SC = {sc1, sc2, . . . , scn},
respectively. Consider a scenario, only one server is deployed in each EN.
Besides, we assume that there are M VMs running in ENs, denoted as RV =
{rv1, rv2, . . . , rvm} (Fig. 1).

...

ENsta rt ENmid ENfinal

cloud

...

DU DU DU DU DU

Fig. 1. The framework of migrating tasks in 5G.

2.2 Load Balance Analysis of ENs

VMs are rented for resource allocation in the ENs. The data-processing tasks
from mobile devices are hosted by VMs. Note that the resource requirement of
datasets and the capacity of servers in this paper are weighed by the number of
VMs.

The resource usage is a pivotal index to measure the performance of the ENs.
Note On as the variable to estimate whether the scn (1 ≤ n ≤ N) is occupied,
which is determined by

On =
{

1, if scn isoccupied,
0, otherwise. . (1)

Then the OSn
c is a binary variable to judge whether the dataset

DAc (1 ≤ c ≤ C) is deployed on scn, which is defined by

OSn
c =

{
1, if DAc is placed on scn,
0, otherwise. . (2)
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The average resource usage of the EN is calculated according to the number
of servers which are occupied. The number of occupied servers, denoted as MS,
is determined by

MS =
N∑

n=1

OSn
c . (3)

The resource utilization represents the usage of the VM instances. The
resource utilization of scn is calculated by

RUn =
1

αn

C∑
c=1

vc·On, (4)

where αn represents the capacity of the n-th EN and vc represents the consumed
number of VMs for dataset DAc.

Finally, the average resource usage of the EN is calculated by

AU =
1

MS

N∑
n=1

RUn (5)

Then, we consider the load balance of ENs in 5G. Through calculating the
variance of resource utilization, the load balance variance of scn is calculated by

LB=(AU − RUn)2. (6)

For all ENs, the average load balance variance is calculated by

ALB=
1

MS

N∑
n=1

LB · OSn
c . (7)

2.3 Privacy Model of Computing Tasks

In 5G networks, the computing tasks from different mobile devices combine
privacy conflicts. These tasks need different datasets to accomplish their targets.
However, the datasets may have requirements of different privacy preservation.
Therefore, some computing tasks cannot be deployed in the same EN for further
process.

A graph γ = (A,R), where A represents the set of computing tasks and
R represents the set of conflicting relations, is used to model the privacy con-
flicts of computing tasks. In order to make sure the privacy information of the
mobile devices, a pair of conflict relations (ak, ak′) (ak, ak′ ∈ A) is incapable of
the deployment in the same EN. The conflict computing tasks for an are obtained
based on cak = {ak′ | (ak, ak′) ∈ R, k′ = {1, 2, 3, ...,K}}.

The load-aware computation offloading strategy for the computing tasks is
denoted as OS = {os1, os2, os3, ..., osN} (osn ∈ N), where osn is the destination
EN for hosting an.

Based on the acquired conflicting tasks set for hosting an, the deployed loca-
tion an has the conflicting EN set, which is acquired by cck = {osj |osj ∈ cak, j =
{1, 2, 3, ..., |cak|}}.
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2.4 Time Consumption of Migration

On condition that the server of the first EN is full of tasks, we shall migrate
the VMs from hosted EN to other ENs or the cloud. However, the process of
migration consumes a quantities of transmission time.

V Fn,n′
m is a binary variable that indicates whether the vmm is migrated from

scn to scn′ and the cloud, which is calculated by

V Fn,n′
m =

{
1, if vmm is migrated from scn to scn′ and the cloud,
0, otherwise. (8)

When the EN scn needs to be transferred between the EN, the time consumed
by the AP and the VM is calculated by

TC =
M∑

m=1

N∑
n′=1

OSn
c ·V Fn,n′

m · DSm

TE1
, (9)

where DSm is the data size of the vmm, and TE1 is the transmission efficiency
between the ENs.

Let NUn,n′ be the number of ENs between the ENstart and the ENfinal.
The time consumed by migration from ENstart and the ENfinal is calculated
by

TM =
M∑

m=1

N∑
n′=1

OSn
c ·V Fn,n′

m · DSm

TE2
· (NUn,n′ − 1) , (10)

where TE2 represents the transmission efficiency between ENs.
If the VMs are migrated from the ENstart to the cloud, the time consumed

by migration from ENstart and the cloud is calculated by

UC =
M∑

m=1

N∑
n′=1

OSn
c ·V Fn,n′

m · DSm

TE3
, (11)

where TE3 represents the transmission efficiency between EN and the cloud.
flag is a binary variable that indicates where the vmm is migrated, which is

calculated by

flag =
{

1, if VMs in the ENfinal,
0, if VMs in the cloud.

(12)

During the entire process of migration, the time consumption is calculated
by

AT =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

N∑
n=1

2TC + TM, if flag = 1,

N∑
n=1

2TC + UC, if flag = 0.

(13)
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2.5 Problem Formulation

From the foregoing, the load balance of ENs is analyzed and quantified. In this
paper, we aim to achieve the target of minimizing the load balance variance
presented in (7). The formalized problem is formulated by

minALB. (14)

s.t.AT ≤ ϕ(t). (15)

osk /∈ cck. (16)

Formula (15) means that the time consumption should meet the time con-
straint which is defined as ϕ(t) according to the data size, delay and distance.
Besides, formula (16) means that the privacy constraints must be satisfied.

3 Load-Aware Computation Offloading Method
with Privacy Preservation

In this paper, our goal is to make optimization of the load balance under several
constraints. Compared with the traditional algorithms such as weighted coeffi-
cient method, GA has been widely used in the optimization problems because
of its good robustness, parallel processing mechanism and global optimization.

3.1 Encoding

Firstly, the computing tasks should be encoded in this operation. The computing
tasks which are offloaded from the mobile devices should be represented as a
gene. All of the genes consist of the chromosome which represents the efficient
offloading strategy for the computing tasks. In this paper, the chromosome is
encoded in integer. In GA, the fitness functions are used to evaluate the pros
and cons of each individual. Then, the inheritance opportunity is determined. In
this paper, the fitness functions include one category: the average load balance
variance (7). As is shown in (14), this method aims to make optimization of
the load balance. The constraints are given by (15) (16), representing the time
consumption should meet the time limitation, and some computing tasks cannot
be deployed in the same EN for execution to meet the privacy constraint.

3.2 Initialization

In the operation of initialization, the related paraments including the size of
population SP , the probability of crossover PC, the probability of mutation PM ,
the number of iterations NI and the size of archive SA need to be determined
at first. For each offloading strategy, OSj = {os1, os2, . . . , osK}, where OSj

represents the j-th chromosome in the population.
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3.3 Selection

The selection operation selects those individuals which have better fitness from
the current evolutionary group into the mating pool. The crossover operation
and the mutation operation can only select individuals from the mating pool to
generate a better population.

3.4 Crossover and Mutation

In the traditional single-point crossover operation, two parental chromosomes
are combined to generate two new chromosomes. Firstly, one crossover point is
selected in the crossover operation. Afterwards, two chromosomes are changed.

On condition that the offspring chromosomes perform no longer better than
the parental chromosomes of them but do not reach global optimal solution, the
premature convergence will take place. The mutation operation is selected to
keep the individual diversity in the population. In the mutation operation, the
probability of each gene which will mutate is exactly equal.

3.5 Method Review

In this paper, we aim at optimizing the average load balance for all ENs. GA-
based algorithm is selected to solve this problem because of its good performance
in the optimization problem. Firstly, all of the computing tasks are encoded.
Both the fitness functions and the constraints are given for the load-aware com-
putation offloading problem. Secondly, after the fine-grained fitness assignment
strategy, better chromosomes are selected from the population, the environmen-
tal selection and mating selection. Besides, the crossover operation and mutation
operation are leveraged to avoid the premature convergence and produce new
better offspring chromosomes.

4 Experimental Evaluation

In this section, comprehensive experiments and simulations are conducted to
evaluate the performance of our proposed load-aware computation offloading
with privacy preservation method for 5G networks in edge computing. In this
comparison, we denote the running state without migration as benchmark, first
fit decreasing-based computation offloading is marked as FFD, and the abbrevi-
ation of our proposed method is marked as LCOP.

4.1 Experimental Context

In this experiment, LENOVO TS250 is configured as the server. The basic con-
figurations of this server are Intel Xeon-E3-1225V6, Quad-Processor clocked at
3.4 GHz and 4 GB of RAM. In Table 2, there are five basic parameters and the
range of the values in our experiment. For the effectiveness of this experiment,
we set five different numbers of the computing tasks to generate five different
scale datasets. The numbers of the computing tasks are set as 50, 100, 150, 200
and 250, respectively.
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Table 2. Parameter settings.

Parameter description Value

The number of computing tasks 50,100,150,200,250

The number of VMs on each EN 7

The number of running VMs on each cloudlet [1,6]

The transmission rate between AP and the ENs 1200 Mb/s

The transmission rate between APs 540 Mb/s
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Fig. 2. The number of employed ENs.

Comparison of Employed ENs. In this part, the comparison of the whole
employed ENs with Benchmark and FFD with the same experimental context is
analyzed in detail. More ENs employed, lower resource utilization it has. There-
fore, the number of the employed ENs is an important parameter which needs
to be taken into consideration. Based on the outcome of this experiment, if the
number of the computing tasks increases, the number of employed ENs will
increase too. Besides, with the increase of the computing tasks, the increase of
the number of employed ENs will be slow. In our proposed method, the number
of computing tasks of 50, 100, 150, 200, 250 corresponds with the employed ENs
of 35, 71, 97, 128 and 135, respectively. The number of the employed ENs is
shown in Fig. 2.

Comparison of Resource Utilization. In this part, the comparison of the
resource utilization with Benchmark and FFD with the same experimental con-
text is analyzed. The resource utilization represents the percentage of the used
VMs in ENs. If the resource utilization is low, the number of the employed ENs
will increase. On this condition, the energy consumption will increase. Analyzed
from our experiment, with the increase of the computing tasks, the resource
utilization of LCOP will increase. In our proposed method, the number of com-
puting tasks of 50, 100, 150, 200, 250 corresponds with the resource utilization
of 59%, 63%, 67%, 70% and 75%, respectively. The resource utilization of ENs
is shown in Fig. 3.
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Fig. 3. The resource utilization of ENs.

Comparison of Load Balance. In this part, the comparison of the load bal-
ance with Benchmark and FFD with the same experimental context is conducted.
The load balance represents the degree of the difference between the employed
ENs. The load balance can increase the throughput, enhance the data-processing
ability of the network, and increase the flexibility and availability of the network.
Analyzed from our experiment, with the increase of the computing tasks, the
value of the load balance in FFD and LCOP changes just a bit, and the value
of the load balance in Benchmark changed a lot. In LCOP, the number of com-
puting tasks of 50, 100, 150, 200, 250 corresponds with the load balance of 3%,
3%, 1%, 1% and 1%, respectively. The load balance for all the ENs is shown in
Fig. 4.
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5 Related Work

Recently, due to advancements in wireless and mobile communication technolo-
gies, mobile devices such as tablets, laptops and smartphones are gaining great
popularity in our daily life. There are various applications in these mobile devices
such as remote video and GPS, which leading to quantities of data waiting to
be solved [11,12]. Currently, in order to release the above problem, the 5th gen-
eration mobile network (5G), which can provide high data rate and low latency,
is gaining much attention among the society [13,14]. The mobile applications
can be offloaded from the mobile devices to the CUs or the cloud via DUs for
execution in 5G networks.

However, some important information, including personal data and current
locations, also needs to be offloaded for further processing. The privacy infor-
mation may be leaked and the privacy leakage will bring a lot of problems with
the customers [15–17].

In [18], Eiza et al. proposed a novel system for vehicular network in 5G,
aiming to provide customers with a real-time, secure, reliable and privacy-aware
video reporting service. In [19], Ni et al. introduced a secure and efficient service-
oriented authentication framework. This network supports fog computing and
network slicing for 5G-enabled IoT services. In [20], Fang et al. introduced the
current features of different technologies and proposed a new 5G wireless security
architecture in 5G networks.

If all the mobile applications are offloaded to the CUs without management,
the load balance of the CUs will be very low. In this way, the data-processing
capabilities, availability and flexibility of the 5G networks will be worse. There-
fore, it is highly necessary for us to find the optimal migration strategy.

In [4], by implementing a mobile DBA and a fixed delay function firstly,
Keita et al. illustrate the next generation-PON2 (NG-PON2) with low latency
and small delay variation for 5G MFH. In [8], Zhang et al. proposed a mechanism
for MEC named energy-efficient computation offloading (EECO) in 5G network,
aiming to minimizing the energy consumption during the offloading. In [21], in
order to release the end-to-end delay in 5G network, Chen et al. introduced a
novel network architecture using data engine and a resource cognitive engine.
Then, an optimal caching strategy was introduced for the macro-cell cloud and
the small-cell cloud. In [22], Ketyko et al. summarized the NP-hard methods and
problems related to load balancing, resource sharing, fairness and deployment
among multiple users in 5G mobile networks. In [23], a statistical QoS-driven
power adaptation scheme is proposed for the distributed caching assisted offload-
ing scheme by Zhang et al. in 5G wireless networks. They also set up the system
models for the partial in-network transcoding and the D2D assisted caching.

Based on the above analysis, the previous researches and studies have limi-
tations on computation offloading for 5G networks in edge computing, and few
works took the multiple-objective optimization for improving the load balance
and protecting the privacy into consideration. In view of this challenge, a load-
aware computation offloading with privacy preservation method for 5G networks
in edge computing is proposed in this paper.
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6 Conclusion and Future Work

In recent years, 5G has emerged as an important technology to release the mobile
data traffic. The MEC paradigm, which is an effective paradigm, plays an impor-
tant role in processing computing tasks in 5G networks. In order to optimize the
load balance of all the ENs for 5G networks in edge computing while meet the
constraints of the time consumption and the privacy conflicts of the computing
tasks, a load-aware computation offloading with privacy preservation method
is proposed in this paper. First, where the computing tasks are offloaded to is
based on the priority of the computing tasks. Then, GA is leveraged to achieve
the goal of optimizing the load balance. Subsequent experimental evaluations
are conducted to verify the effectiveness and efficiency of our proposed method.

For future work, we plan to adjust and extend our proposed method to a
scenario in the real-world and make investigation for other specific applications.
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1 Introduction

There are many smart-phones with sensor devices proliferating in our daily life,
which promote the prevalence of mobile crowd sensing. Mobile crowd sensing can
be considered as a novel method to obtain data, handle and share the data [1]. It
can be applied in many scenes, such as location [2,3], environmental monitoring
[4] and smart transportation [5,6]. However, the process of obtaining data causes
consume of the power, flow. Meanwhile, high quality of sensory data is crucial
to the platform. Therefore, we need some incentive mechanisms to stimulate the
users [10–16].

The traditional mobile crowd sensing system is two-layer framework [10].
With the rapid development of Internet of Thing (IoT), the platform need
response quickly and provide service with high reliability [11]. Considering of
the above, we introduce edge servers into traditional mobile crowd sensing sys-
tem [12]. The flow of a typical three-layer mobile crowd sensing system in edge
computing is shown in Fig. 1. It is composed of mobile crowd sensing cloud plat-
form, crowds and edge servers. The edge servers can be deployed with mobile
equipments (base stations, wireless routers). The task initiators and crowds could
use the system to acquire or provide sensing data. The cloud platform could be
regarded as an interface of task initiators and crowds.

Fig. 1. A mobile crowd sensing system

In the three-layer system, each part of crowds wants to maximize its own
utility because of the selfish of users. So we focus on designing an incentive
mechanism to stimulate them. Our goal is to maximize the social welfare.

To design an efficient pricing incentive mechanism, there are three challenges
we have to address. First, we introduce edge servers in a three-layer structure
in mobile crowd sensing system. Second, our goal is to make the social welfare
maximization and we must solve the problem in a polynomial time. The third
challenge is on how to adjust the demand and supply according to the ability of
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crowds. Faced with these challenges, we consider a three-layer architecture and
tend to boil down the social welfare maximization problem as a Walrasian equi-
librium problem. Then convex optimization and Markov decision process(MDP)
are used to model and solve the problem. Experiments show that our proposed
method is efficient.

The contributions of our paper are listed as follows:

(1) First, we first propose a three-layer mobile crowd sensing platform and intro-
duce edge servers into the platform to make the platform response quickly;

(2) Second, the dynamic of the crowds is considered in this paper. Then we
use Walrasian Equilibrium to describe the problem and model by convex
optimization and Markov decision process;

(3) Finally, the performance of our proposed algorithms are evaluated through
Matlab. The performance of our proposed algorithms is 32.4% better than
the existing method SWMA algorithm [17] and 39.3% better than the exist-
ing method NWSA [18]. We also compare the overpayment radio and our
proposed algorithms is most closest cost than [17,18].

The organization of this paper is as follows. We review the related work
in Sect. 2. In Sect. 3, we present the model and the problem formation. The
algorithms of pricing for mobile crowd sensing are presented in Sect. 4. Section 5
conducts simulations to evaluate the performance of our proposed algorithms.
We conclude the simulation results in Sect. 6.

2 Related Work

We review the related works from three aspects: incentive of mobile crowd sens-
ing, pricing on mobile crowd sensing and incentive of edge computing in this
section.

2.1 Mobile Crowd Sensing Applications

The mobile crowd sensing could be applied in transportation, environmental
monitoring, healthcare and social network. Tse et al. [5] analyzed the relation-
ship between traffic jam and weather conditions in Beijing through Sina Weibo
using social networks. Kalejaiye et al. [6] developed a mobile application for
developing areas to predict bus arrival time. Matarazzo et al. [7] used the mov-
ing smartphones to monitor bridge vibrations and evaluated bridge avoiding
unexpected rehabilitation. Xu et al. developed a NoiseSense system to house
a rel-time urban mapping service [8]. Wang et al. [9] leveraged the influenced
propagation on the social network to recruit workers.

2.2 Incentive of Mobile Crowd Sensing

The incentive mechanisms of mobile crowd sensing solve the problem that stim-
ulating the enthusiasm of users’ participation. Sun et al. [14] designed an online
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incentive mechanism and solved the social welfare maximization problem. It was
based on heterogeneous belief values for joint social states and realtime through-
put. However, it doesn’t consider the optimality of the proposed auction. Jin et
al. [13] guaranteed near-optimal social welfare based on reverse auction. But this
paper doesn’t consider the demand of the platform and can’t adjust the supply
according to the required. Peng et al. [15] considered the effort levels of par-
ticipants to bridge the gap between sensing data quality and reward. However,
the aforementioned incentive mechanisms don’t consider the uncertainty of the
mobile crowd sensing. Gao et al. [16] ensured a high probability of success to
perform tasks using reverse-auction-based incentive mechanism.

2.3 Pricing on Mobile Crowd Sensing

A proper price of sensing data makes users willing to submit high quality sens-
ing data [19]. Zheng et al. [19] presented the architecture of mobile crowd-sensed
data market and introduced in-depth study into online data pricing. The method
is leveraged to aggregate raw data and determine the trading pricing of sens-
ing data. Duan et al. [17] introduced Walrasian Equilibrium as a comprehensive
metric to price and solved social welfare maximization problem by dual decom-
position. Like this, He et al. [20] solved the same problem but leveraged reverse
flow network. The aforementioned works don’t consider the data quality while
pricing. The data quality is took into consideration in [13,21]. Han et al. [21]
treated the pricing problem as non-submodular optimization problem and then
converted it into submodular problem by Poisson binomial distributions.

2.4 Incentive of Edge Computing

The incentive mechanisms of edge computing are based on game theory mostly.
Yang et al. [22] designed a distributed manner to solve the multi-user computa-
tion offloading problem in a multi-channel environment. Liu et al. [23] modeled
the edge server owners’ interaction and solved simulating computation offloading
problem based on stackellberg game. Yu et al. [24] proposed Wi-Fi monetization
model and used stackellberg game to analyse the factors affecting the venue own-
ers. The above works don’t solve the computation offloading problem effectively.
Zhou et al. [25] combined deep learning and edge computing. They leveraged
edge computing to process raw data and used reservation pricing auction to
recruit participants.

Unlike the aforementioned studies, we first propose a three-layer mobile
crowd sensing architecture and add edge servers into the system in this paper.
Then we transfer the social welfare maximization problem as convex optimiza-
tion and solve it by lagrangian multiplier method.

3 System Model and Problem Formulation

In this section, we first present variables to be used in the article. Each edge
server plays a game with the crowds to decide which crowds to perform the task.
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The crowds are dynamically moving because they may move to another spot
while performing the tasks. So we suppose they can accomplish the tasks with
a certain probability. The social welfare maximization problem is conducted in
this section. Then we use MDP and convex optimization to model and solve it.

3.1 System Overview

Each task needs to be performed in serval spots called Area of Interest (AoI).
We divide all task areas into several interest spots Z = {z1, z2, ..., zl}. There are
many interest spots in the AoI. The task set is A = {A1, A2, ..., Am}, where Ai

is a quintuple Ai = {Zi, t
b
i , t

f
i , ti, Ni}. Each task is interested in several spots.

There are n crowds U = {u1, u2, ..., un} to perform tasks. Suppose each edge
server can receive and perform several tasks at the same time. The edge servers
x can be defined as G = {G1, G2, ..., GM} where Gx = {lx, gb

x, gf
x , cx,Mx,MX}.

We consider that each user can perform a task at one time. The sensing time
to perform the task can be divided into many time slots. pij is the unit price of
task ai in spot zj . tij is the time performing task ai in zj . We consider the unit
price pij of completing task ai in different interest spots is different because of
the complexity and cost of performing tasks.

Zi =
∑

ai∈zj
zj is the locations of task i requests. tbi and tfi are the earliest

beginning time and the latest finishing time respectively. ti is the sensing time of
the task i required and Ni is the number of crowds the sensing task needs. lx is
the location of edge server x. gb

x, gf
x is the beginning time and the finish time of

the edge server x correspondingly. cx is the cost of the edge server x calculating
from its crowds. Mx is the number of tasks currently being completed and MX

maximum number of performing tasks at the same time.
In this system, each part of the system wants to maximize their own utility

and every member works toward this goal in each layer game. We formulate it
as a social welfare maximization problem.

3.2 System Model

In this section, the edge servers and the crowds paly a game and decide which
crowds to perform the task. Because the crowds are mobile, we can not accurately
know the location of crowd. MDP is a common method to deal with continuous
optimization in discrete-time. The basic idea of MDP is to choose the appropriate
decision-making behavior to maximize the expected return value in the current
state.

The MDP consists of a quintet M = (D,S,A, Psa, R), where
D: is the decision points. D = {0, 1, 2, ..., N} where N represents that the

time all sensing tasks completed.
S: is the states set, s ∈ S, si is the state of step i. S = G × L × T × V =

{G1, G2, ..., Gm, L1, L2, ..., Lm, T1, T2, ..., Tm, V }, where G = {G1, G2, ..., Gm} is
an m-dimensional vector represented currently-executing task. Gi ∈ {0, 1}, i =
1, 2, ...,m. Gi = 1 indicates that the crowds is performing the task and Gi = 0
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means that the task isn’t performed. L = {L1, L2, ..., Lm} is an m-dimensional
vector represented the location of the tasks. T = {T1, T2, ..., Tm} is an m-
dimensional vector represented the sensing time of the tasks and V is the moving
rate of the crowds. In a time, the state of crowd is s ∈ S, the current task is
t ∈ T , the movement rate is v ∈ V .

a: is the set of actions, ai is the action of step i. The crowds can perform
many different tasks, so a = (a1, a2, ..., am), where ai ∈ {0, 1}, i = 1, 2, ...,m,
ai = 1 indicates that the crowds is performing the task and ai = 0 means that
the task hasn’t been performed.

Psa: is the probability of state transition. Psa is the probability distribu-
tion of the other states in the current state a ∈ S after performing action
a. For example, when the crowd takes action a at state s, the probability
transferring to s′ can be expressed as p(s′|s, a). The current state is s =
[a1, a2, ..., am, l1, l2, ..., lm, t1, t2, ..., tm, v]. We choose action a then the transition
probability of next state s′ = [a′

1, a
′
2, ..., a

′
m, l′1, l

′
2, ..., l

′
m, t′1, t

′
2, ..., t

′
m, v′] is

P (s′|s, a) =

⎧
⎪⎨

⎪⎩

P [v′|v]
∏

P [l′i, t
′
i|li, ti], if g′ = a

0, else
(1)

where P [v′|v] is the transition probability of moving rate. P [l′i, t
′
i|li, ti] is the

union transition probability of the sensing time and the location of task i.
The arrival time of crowds follows a random point distribution. We suppose

the arrival of crowds obeys the poisson distribution which is shown in Eq. (2). The
arrival time is a random sequence of independent exponentially and distribution
identically. Because the arrival of crowds is a poisson distribution, the number
of crowds in different time is independent. The transition probability of location
also obeys the poisson distribution.

Pn(k) =
(λt)n

n!
e−λt (2)

R: S × A → R, R is the reward function. If (s, a) transfers to the next state
s′, the reward function is r(s′|s, a). In each state, the value function of task ai

is Vi(ai) and it is a convex function. The utility of edge server Ui(ai) is Vi(ai)
minus the payoff paid to crowds, which is defined in Eq. (3).

Ui(ai) = Vi(ai) −
l∑

j=1

pijtij (3)

For the user uk, the cost function of performing task ai is Cki(tki) and it
is a convex function increased with sensing time. The utility function Uk(uk)
of user uk is the payoff getting from the edge server minus the cost Cki(tki) of
performing tasks which is defined in Eq. (4).

Uk(uk) =
m∑

i=1

pijtij −
m∑

i=1

Cki(tki) (4)
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For the edge servers and crowds, they all want to maximum their utility
while the supply from the crowds and the demand from the edge servers are
equal. According to exchange market theory of economics, this state reaches
Walrasian equilibrium. Walrasian equilibrium means that the total amount of
excess demand and excess supply in the entire market must be equal. Then the
overall system reaches a Pareto optimal point. Pareto optimal is a kind of ideal
state of resource allocation.

3.3 Problem Formulation

Social welfare of the whole system can be defined as Eq. (5)

W =
m∑

i=1

Ui(ai) +
n∑

j=1

Uk(uk) (5)

For the edge servers and the crowds, they want to maximize their utilities.
Then the problem can be described as a social welfare maximization problem
which is defined as follows.

max W (6)
s.t. tij ≤ ti (7)

Each task assigned by edge server is ti, we divide the task ti into several
subtasks, the size of each subtask is less than or equal to corresponding task,
which is described in Eq. (7).

4 Pricing Incentive Mechanism for Mobile Crowd Sensing

4.1 Convex Optimization Problem

The social welfare maximization problem proposed in Eqs. (6)–(7) is a con-
vex optimization problem. We transform constrained optimization problem into
unconstrained optimization problem using penalty function. The value of edge
server V (ai) and the cost function of performing task ai is Cki(tki) are convex
functions. We can apply Lagrange multiplier method to solve them. First, we
introduce Lagrange multiplier method to obtain the augmented matrix where
λk > 0. The Lagrange function is defined as Eq. (8)

W =
m∑

i=1

V (ai) −
n∑

k=1

m∑

i=1

Cki(tki) +
l∑

j=1

m∑

i=1

λij(ti − tij) (8)

Then we define the value function V (ai) of task ai as

V (ai) = ωlog(1 + ω) (9)

Different application scenarios have different selection and measurement indi-
cators of tij .Yang et al. [27] used the sensing time submittedbyusers to evaluate tij .
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In [28], tij depends on the locations of users through a coverage function. In this
paper, tij is the sensing time the task ai requests.

The cost of the crowds performing task ai is

Cki(tki) = bkit
2
ki + ckitki (10)

where bki > 0 and cki > 0.
We bring Eqs. (9) and (10) into Eq. (8) then we have

W (t,λ) =
m∑

i=1

ωlog(1 + ω) −
n∑

k=1

m∑

i=1

(bkit
2
ki + ckitki) +

l∑

j=1

m∑

i=1

λij(ti − tij) (11)

where t is the vector of sensing time got from the crowds, t = (tij)zj∈Z . p is the
price vector, p = (pij)ai∈A,zj∈Z .

We are motivated the method of constructing lagrange function by literature
[29], we modify the lagrange function and consider the MDP problem into it as
follows:

W (t,λ) =
m∑

i=1

ωlog(1 + ω) −
n∑

k=1

m∑

i=1

(bkit
2
ki + ckitki) +

l∑

j=1

m∑

i=1

λij(ti − tij)

+
∑

s′∈S

τp(s′|s, a)vk(s′)) +
1
2σ

||Δ||22
(12)

We consider the Lagrangian dual problem of problem (6), which is shown as
follows:

min
λ≥0

max∑m
i=1 tki≤χk

W (t,λ) (13)

s.t. tij ≤ ti (14)

4.2 Walrasian Equilibrium Algorithm

The dual decomposition method mainly aims at the convex optimization prob-
lems. It introduces the Lagrange multiplier, absorbs the constraint conditions
into the objective function. Then we solve the optimal Lagrange multiplier as the
main problem and decompose the optimization problem of the given Lagrange
multiplier into several subproblems and solve separately.

In our paper, the dual problem (13)–(14) can be decomposed into main prob-
lem and sub-problem. The sub-problem is that given the Lagrange multiplier λ,
how to optimize t and p to maximize W (t,λ). The main problem is that how to
optimize the Lagrange multiplier λ to minimize W (t,p,λ). Then the problem
can be solved by two layers of circulation.
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Sub Problem Algorithm. The sub problem is how to allocate the task to each
crowd in each spot to maximize W (t,p,λ) while given the Lagrange multiplier
λ. We can take the partial derivatives to get the optimal task allocation. We take
the derivative of the Eqs. (9) and (10) which is shown in Eq. (15). Then we use
the greedy iteration to allocate the task. The algorithm is shown in Algorithm1.

∂W (t,λ)
∂t

= ωlog(1 + ω) − 2bkitki − cki − λk (15)

Algorithm 1. The task allocation algorithm between the edges and the crowds
Require: λ
Ensure: P, T, W
1: initialize the task allocation matrix Ti,j,k ← −→

0 , the price matrix Pi,j,k ← −→
0 , the

social welfare matrix Wi,j,k ← −→
0 , where i ∈ m, j ∈ l, k ∈ n

2: for i ∈ m, j ∈ l, k ∈ n do
3: calculate T ∗

i,j,k and P ∗
i,j,k according to Eq.(15)

4: end for
5: repeat
6: for each task in each spot do
7: calculate Wi,j,k according to Eq.(12)
8: end for
9: (i∗, j∗, k∗) ← arg max

(i,j,k)∈T
Wi,j,k

10: allocate the task to user k∗

11: T ← T \ {(i∗, j∗, k∗)}
12: until T ∈ φ
13: return P, T, W

Line 1 initializes the parameters used in this algorithm. We initialize the task
allocation matrix Ti,j,k ← −→

0 , the price matrix Pi,j,k ← −→
0 and the the social

welfare matrix Wi,j,k ← −→
0 . For all tasks in all spots, we calculate T ∗

i,j,k and
P ∗

i,j,k according to the derived function Eq. (15) which is shown in line 2–4. Line
5–12 is the process of allocating tasks to appropriate crowds. Line 6–8 calculates
the social welfare of tasks in each spot for each user. Then we select the crowd
of maximizing social welfare and allocate the task to him. Finally we get the
P, T, W .

The time complexity of the Algorithm 1 is O(lmn + ln2S), where S is the
average sensing ability of each crowds.

Main Problem Algorithm. We use the subgradient method to optimize Lagrange
multiplier λ until it converge to λ∗ . In every iteration, the Lagrange multiplier
is updated according to Eq. (16)

λN+1 = [λN − μλ(N)
∂W (t,λ)

∂λN
]+ (16)
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where [x]+ = max{0, x}. In Eq. (16), μλ(N) is the iteration steps. When N → ∞,
μλ(N) → 0 to ensure convergence. If the objective function is derivable, ∂W (t,λ)

∂λN is
the corresponding gradient value of the objective function in λN . Else, ∂W (t,λ)

∂λN

is the time gradient value of the objective function in λN .
Through the gradual release and transformation of the original optimization

problem, the iterative optimization algorithm is finally obtained which is shown
in Algorithm 2.

Algorithm 2. The main problem solution algorithm
Require: Nmax

Ensure: λ, σ, P ∗, T ∗, W ∗

1: set the initialize number of iteration as N0 = 0, set the initialize lagrangian multi-
plier λ.

2: while N0 < Nmax do
3: use algorithm 1 to calculate P ∗, T ∗

4: update λ according to the Eq.(16) using the output of algorithm 1
5: if |λN+1 − λN | > ε then
6: tij = tij + α
7: else
8: break
9: end if

10: N0 = N0 + 1
11: end while
12: p∗

ij = pij

13: t∗
ij = tij

14: λ∗
ij = λij

15: W ∗
ij = Wij

16: return p∗, t∗, W ∗, λ∗

Line 1 sets the initialize number of iteration as N0 = 0 and the initialize
lagrangian multiplier λ. Line 2–11 is the process of getting the finally P ∗, T ∗,W ∗.
In line 3 we use Algorithm 1 to calculate P ∗, T ∗. Then we use the output of
Algorithm 1 to update λ. If |λN+1−λN | > ε, we increase the size of task and con-
tinue the iterative process. After the iterative process, we get the p∗, t∗, W ∗, λ∗.

In Algorithm 2, line 3 use Algorithm 1, so the time complexity is O(lmn +
ln2S). The time complexity the Algorithm 2 is O((n + 1)2(lmn + ln2S)(n + 1)),
that is O(n4l(m + nS)).

5 Performance Evaluation

5.1 Simulation Setup

To evaluate the performance of our proposed algorithms, we take simulations on
Matlab. We choose the data set from Stanford Large Network Dataset Collection
[33]. The dataset contains the user’s id, check-in time, latitude, longitude and
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location. We use the latitude and longitude to simulate the crowds’ location.
We classify the latitude between 40–41 and longitude between −123–122 of the
crowds to edge servers and they can work for the edge servers. Other edge servers
are in a similar manner. The size of tasks, the beginning time and ending time
are generated randomly.

5.2 Simulation Results

First we generate 10 edge servers and 100 crowds. First we analyse the conver-
gence and optimality, which is shown in Fig. 2. From the figure, we can get that
the more iterations, the greater the social welfare. As the number of iterations
increases, the social welfare converges when the iteration at around 800. The
more accurate of the Lagrange multiplier λ, the greater the social welfare.
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To evaluate the performance of our proposed method, we take 100 exper-
iments at each scenario. We compare our method with the existing methods
Nonoptimal Winner Selection Algorithm(NWSA) [18] and Social Welfare Maxi-
mization Algorithm (SWMA) [17]. The cumulative distribution function (CDF)
of the social welfare is shown in Fig. 3. The performance of our proposed algo-
rithms are 32.4% better than the existing method SWMA algorithm and 39.3%
better than NWSA.

Then we compare the overpayment ratio of our proposed method and the
other existing methods. We define the overpayment ratio as (payoff−cost)/cost.
The payoff is the payment the edge server pays to the crowd and the cost is the
crowd performs the task. Figure 4 is the CDFs of the overpayment ratio. The
average overpayment ratio of our proposed method is 0.05. The average over-
payment ratios of SWMA algorithm and NWSA are 9.65 and 1.83 respectively.
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6 Conclusion

In this work, we first propose a three-layer mobile crowd sensing system struc-
ture. The edge servers are introduced to improve the response speed and service
with high reliability. Then we conduct a game between the crowds and the edge
servers. We build an MDP model and considered the social welfare maximization
problem. Then we solve the problem by lagrangian multiplier method. The algo-
rithms are designed to calculate the Lagrange multiplier and the social welfare.
We implement them and evaluate the performance by real-world dataset. Our
proposed algorithms are better than the existing methods NWSA and SWMA
in social welfare and overpayment ratio.
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Abstract. A large amount of real-time data, including user privacy information,
control commands, and other sensitive data, are transmitted in edge computing
networks. Aiming at the high-speed and reliable transmission requirements of
data in the uncontrollable environment of edge computing networks, and
maximizing the defense revenue, this paper proposes an active defense method
for data interaction attacks in edge computing networks based on network
topology mimic correlation, by pseudo-randomly constructing a moving com-
munication path alliance and combining the network security state with a reli-
able prediction of transmission. A network topology mimetic association
diagram and a communication path alliance mimetic transformation method
based on dynamic threshold are proposed to ensure the data transmission service
quality of the active defense technology of edge computing networks. The active
defense model of the edge data network interaction process against the new
attack and with the optimal defense cost is constructed, which provides a
powerful guarantee for the active defense before the attack. The experimental
results show that our method outperforms the popular methods in terms of
transmission efficiency, reliability, and anti-attack performance.
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1 Introduction

One of the primary latent risks in a network is a cyber-attack on the network data
interaction layer in the form of edge computing. This is due to the large amount of real-
time state acquisition data, user privacy information and control command data present
in an edge computing network. These data play a decisive role in user privacy pro-
tection and system decision control [3]. Alternatively, an edge computing network can
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perform real-time monitoring and control services on the edge of the critical infras-
tructure, with strict requirements on the performance of real-time data transmission
[14, 15]. Considering data security interactions in an edge computing network, it is
important to suppress attacks and execute evasive responses before a network attack
causes damage [2, 3]. Therefore, edge computing networks urgently require active
defense during data transmission.

However, the current network attack methods (CNAMs) such as the advanced
persistent threat (APT) are concealed, and the attack principle is complex. Attack
monitoring and passive blocking technologies based on traditional misuse detection
have been unable to cope with such attacks. For this reason, active defense faces
challenges. Fortunately, the self-organizing nature of edge computing networks pro-
vides a foundation for active defense of data interaction [21, 22]. However, previous
technologies do not consider a moving adjustment in the case of reduced network
connectivity and link quality caused by an attack [4]. Thus, the defense strategy of a
moving adjustment algorithm requires further optimization and improvement.

Therefore, this paper proposes an active defense model for data interaction processes
in edge computing based on a network topology mimetic correlation, achieved by
pseudo-randomly constructing a moving communication path alliance under the premise
of ensuring service quality. Then, this method integrates the network security state and
transmission reliability prediction to adaptively mimic change and actively evade net-
work attacks. Themodel includes an edge-aware node, an edge computing terminal node,
and a primary station system and uses a negotiated moving multipath communication
alliance to secure data communication. Figure 1 shows the framework of our research.

The rest of this paper is organized as follows: Sect. 2 discusses relevant studies on
moving network technology in mimicry defense. Section 3 gives the overall model
framework and design for network topology mimetic association protocols. In Sect. 4,
it describes a mimetic transformation method of communication path and a mimetic
transformation method utilizing a mimetic topology correlation graph. In Sect. 5, the
security of the model and verify the performance through experiments is analyzed.
Section 6 summarizes the contents of this paper.

A
ctive defense m

odel

T
opological m

im
etic 

association protocol

Active defense model based on 
network topology mimicry 

association

Mimic transformation method of communication 
path alliance based on dynamic threshold 

anomaly detection

Active 
defense

Network anomaly 
detection based on 

information entropy 
and dynamic 

threshold

Communication path 
alliance initiative 

adjustment strategy

HMM-based 
network security 
state prediction

Network topology mimetic 
association graph mimic 
transformation strategy

Network topology mimetic association graph 
transformation method

Real-time data

Fig. 1. Framework of active attack defense technology for edge computing network data
interactions

An Active Defense Model in Edge Computing 199



2 Related Works

In recent years, the moving target defense (MTD) proposed by the US Science and
Technology Commission has attracted much attention as a new cybersecurity mimicry
defense technology [1]. Moving network technology, as one of the most critical
technologies for MTD at the network layer, has a promising application prospect in
active defense.

A suitable communication path transformation strategy is crucial for implementa-
tion in moving networks. The communication path transformation strategy is used to
generate a network management configuration of nodes that are used during the sub-
sequent adjustment period. The randomness of the configuration increases the difficulty
for the attacker in predicting the network management configuration. Recently, the
pseudorandom approach has been extended to address the transformation strategy of
moving networks. Atighetchi et al. [5] proposed a virtual port address association
scheme for the client association proxy and a network address translation gateway to
fill fake random addresses and ports into the corresponding fields of the data packet.
Then, the data stream is redirected to defend against the attack. Once an “expired” node
network management configuration is used, the possibility of detection will increase.
Antonatos et al. [6] established a method for randomizing the network address space
based on a transparent address association, which performs a header address translation
of data stream packets. This approach maintains the novelty of the address translation
table and prevents connection requests outside the service period. Badishi et al. [7]
developed a random port association mechanism termed random port hopping (RPH).
In this paper, the author designed a robust communication protocol to spread the impact
of attackers. This protocol calculates the next association based on the number of
successfully transmitted data packets and a shared private key. The port information is
synchronized by sending an Acknowledgement (ACK) confirmation message. In 2012,
Jafarian et al. proposed an OpenFlow random host mutation (35) [9] based on Open-
Flow. The authors used OpenFlow to transparently change the IP address of the host to
ensure the consistency of the host configuration. Aimed at the problems of limited
hopping space in IPv4 and fixed hopping period, Dunlop et al. [16, 17] proposed
moving target defense mechanism based IPv6 (MT6D). In order to enlarge the hopping
space, IPv6 address space is adopted. Besides, MT6D uses pseudo-random number to
set hopping period so as to improve the randomness. In 2014, Jafarian et al. [8]
associated a host IP address with an address block with a short lifetime. The authors
proposed a random association method based on the time and space domains to block,
spoof and detect attackers. In 2015, MacFarland et al. [18] hide the link, IP, and port
numbers of endpoint by setting up DNS hopping controller so as to prevent the leakage
of MAC address. In 2016, Skowyra et al. [19] proposed network identity elimination
mechanism called PHARE. It prevents MAC address leakage by randomly trans-
forming header when packets flow out of the endpoint. Moreover, Sun et al. [20]
proposed Decoy-Enhanced Seamless IP Randomization (DESIR) to increase the
unpredictability. When unauthenticated nodes access the platform, DESIR uses
honeypots to observe its behavior. When the user is judged as the attacker, DESIR
prevents attack by changing endpoint information of node providing service and
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increasing the number of honeypots deployed. In order to prevent service interruption,
DESIR separates the network identifier and transmission identifier of endpoint when it
migrates services, thus ensuring the continuity of service provision by reserving the
transmission identifier. Pseudorandom functions are exposed to higher security; how-
ever, it is possible that the node network management configuration will collide, in
which case, scalability is not desirable.

In general, the implementation of the current moving network technology is simple,
but there are several shortcomings: (1) The moving network adjustment strategy needs
to compress or amplify the state space of the available node network management
configuration. However, current methods with a pseudorandom function have a single
control factor, and the generated space of the node network management configuration
is difficult to accurately control. Thus, the scalability of the algorithm is weak. (2) In the
existing literature, moving network adjustment strategies primarily focus on static and
fixed methods. These approaches cannot be adaptively adjusted in combination with
the current network security status.

Therefore, this paper proposed a moving network active defense technology based
on network topology mimicry correlation, with the consideration of high security and
real-time requirements of data interaction in an edge computing network.

3 Secure Transmission Model Based on Network Topology
Mimic Association

3.1 Framework

The proposed model deploys the network topology mimicking association agent in the
primary station system and the sensor node. The structure of the model is shown in
Fig. 2.
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• The network topology mimicking association agent module is essential. This
module controls other modules and available associated communication nodes,
coordinating the communication path between the sensor node and the primary
station service node server. This module generates a moving communication path
alliance, and after the sensor node and the primary station server node negotiate the
network topology mimetic map, the time synchronization module is used to cali-
brate the local clock and to enter the network topology mimetic association com-
munication mode.

• The traffic distribution module allocates traffic according to the established com-
munication path. The data legally sent by sensor nodes are transmitted to the proxy
control module through the currently active communication path. Then, the data are
sent to the primary station service node by the traffic reorganization module. The
server is also returned to the client by passing the traffic distribution module and the
active path node.

• The delay processing and anomaly detection modules sample the network data
stream to evaluate network anomalies and delays. The associated agent control
module dynamically changes the mimetic mapping configuration of the network
topology and the moving communication path alliance according to the evaluation
results by using a self-tuning strategy.

• The intrusion detection module detects intrusion based on the redundancy voting
mechanism of the mimicry defense model for the edge computing terminal. By
comparing the execution results of the heterogeneous redundant execution body,
result deviations and network intrusion behavior can be identified.

The moving communication path alliance and the network topology mimetic
association graph in the network topology mimetic association model change by using
an adaptive strategy. This action increases the diversity and randomness of transmis-
sion throughout the entire edge computing network and increases the defense strength.
In addition, only the available edge computing terminal nodes in the active period can
be activated at any time. Each available edge computing terminal node is allocated a
node association configuration for the communication path, which will further reduce
the possibility that the system communication process will suffer from a network
attack.

3.2 Process of Network Topology Mimetic Secure Transmission

This section designs the network topology mimetic association protocol flow. In this
step, the server and the client determine the network topology weighted directed graph
by negotiation and generate the corresponding network topology mimetic association
graph. Then, the client pseudo-randomly selects the communication path alliance. The
communication parties are allowed to establish independent transport layer connections
on multiple dynamic communication paths. In this manner, they can communicate
safely according to the established communication path. This process is shown in
Fig. 3.
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Step 1: When a sensor node supporting the network topology mimicking associa-
tion accesses the edge access network for the first time and prepares to
communicate with the primary station system, direct access will be denied.
Because the edge computing terminal node does not control the related
network access for data transmission, the sensor node can access only
quarantine authentication domain A for identity authentication and trust
evaluation. However, once the node authentication and trust evaluation are
successful, the edge computing terminal node will open the network access
port of the primary station service node.

Step 2: The sensor node sends the regular request message ReqfIDc; Ipc;ReqID;
plower;mark; T1g to the primary station node. IDc is the identity of the sensor
node, Ipc is the IP address of the sensor node, and ReqID is the

Fig. 3. Network topology mimetic association protocol
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corresponding unique ID of each Req message. plower is the minimum
reliability requirement, mark is the support flag of the network topology
mimetic association, and T1 is the time.

Step 3: The primary station service node records the time T2 at which the message
Req is received. If the server does not support the network topology mimetic
association, the message can be ignored. If the association is supported, the
primary station service node switches to the network topology mimetic
association negotiation mode.

Step 4: The primary station service node initiates a deep search algorithm to find an
available path that satisfies plower between the sensor nodes. Then, a network
topology weighted directed graph is generated. Let us use pi;j to denote the
path reliability between the connecting nodes i and j. pks;t denotes the path
reliability of the kth path between the primary station serving node s and the
sensor node t at time t. In this case, pks;t ¼

Q
i;jð Þ2k

pi;j, and pks;t should be greater

than plower.
Step 5: The primary station service node generates a corresponding network

topology mimetic association graph Si ¼ fskj1� k�mg based on the net-
work topology weighted directed graph. Next, a response message
RspfIDs; Si; T3g is sent to the sensor node, including the server identity IDs,
the network topology mimicking association graph Si, and the response
packet sending timestamp T3.

Step 6: The sensor node records the time T4 at which the message RspfIDs; Si; T3g
is received. At the same time, the sensor node generates Ui1;Ui2;UGS by a
random function to determine the network topology mimicking dynamic
communication path alliance GSiðtÞ and the communication path node
association network configuration space XiðtÞ.

Step 7: The sensor node sends a response message Rsp IDc;Ui1;Ui2;UGS; T5f g to
the primary station serving node.

Step 8: The primary station serving node receives the packet RspfIDc;Ui1;Ui2;
UGS; T5g and records the time at which the packet is received as T6. Then, a
corresponding ACL is sent to notify all edge computing terminal nodes on
the communication path with Ipc and XiðtÞ together.

Step 9: The primary station service node calculates the time drift h ¼ T2 � T1 þð
T3 � T4 þ T6 � T5Þ=2 according to the timestamps T1 , T2 , T3 , T4 , T5 , T6
and sends h to the sensor node.

Step 10: The primary station service node adjusts the local time according to the time
drift h by synchronization correction. The sensor node and primary station
node implement secure communication according to the established
dynamic communication path alliance.

Step 11: When any life cycle of the network topology mimicry, Ti
S or Ti

GS, ends
normally or abnormally at the end of the network attack, the network
topology mimetic association is re-updated.
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4 Mimetic Transformation Method

4.1 Communication Path Alliance Mimetic Transformation Method

Cyber-attacks necessitate a process of scanning, lifting, destroying, and so on. Before
some of the preliminary steps are completed, the attack does not pose a real threat to the
entire system, but it does cause network anomalies to a certain degree [12, 13].
Therefore, in this section, the communication path is adjusted based on a network
anomaly metric. When the network anomaly metric exceeds a certain threshold, the
moving communication path will be adjusted automatically.

The dynamic adjustment of the life cycle of the moving communication path
alliance must meet the principle of “increase slowly and decrease rapidly”. That is,
when no network abnormality is detected and the probability a network attack is small,
the survival time of the moving communication path alliance of the next association
cycle slowly increases. Moreover, as the duration of the non-attack state increases, the
growth rate of the current moving communication path alliance should also increase to
improve the quality of the communication service. When a network abnormality is
detected and the probability of a network attack is substantial, the survival time slot of
the active communication path alliance in the next period is rapidly reduced. As the
abnormal state duration increases, the reduction range of the survival time slot of the
active communication path alliance in the next cycle should also increase to ensure
communication security [23, 24].

Here, let us assume that r
0
t;f is the standard deviation at time t and d

0
is the threshold

for a network outlier. Based on expert experience, this method chooses a function that
meets the principle of “increase slowly and decrease rapidly”, i.e.,

gðr0
t;f Þ ¼

g1ðr0t;f Þ ; 0\r0t;f � d0

g2ðr0t;f Þ; r0t;f [ d0

�
ð1Þ

with g1 d0ð Þ ¼ g2 d0ð Þ, g01 r0t;f
� �

\0, g02 r0t;f
� �

[ 0, g01 2d0 � r0t;f
� �

þ g02 r0t;f
� �

[ 0. The

active adjustment strategy is

Tiþ 1
GS ¼ ð1þ g1ðr0t;f ÞÞ � Ti

GS; 0\r0t;f � d0

ð1� g2ðr0t;f ÞÞ � Ti
GS; r0t;f [ d0

�
ð2Þ

4.2 Transformation Method for the Network Topology Mimetic
Association Graph

When there is a given sequence of observed symbols, the hidden Markov model is
suitable to predict the probability of occurrence of a new observed symbol sequence.
The hidden Markov model is a stochastic process of the relationship between the
observable variable O and the hidden variable S. It is very similar to the abnormal
metric (hidden state) and the security state (observable state) of the security situation
system [25, 26]. Therefore, using the hidden Markov model can well analyze the
network security situation.
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Here, this section proposes a hidden Markov based reliability prediction model of
network security to realize a network security reliability prediction based on network
security anomaly metric data. Based on the security reliability prediction results, the
proposed method expands or compresses the network topology mimetic association
graph and set a reasonable survival time slot Ti

S for the network topology mimetic
association graph.

Network Security State Prediction Based on the HMM
The HMM can be described by a quintuple k ¼ N;M; p;A;Bð Þ. In this quintuple, N
indicates the number of possible hidden state values in the HMM, which can be
recorded as IS ¼ ISi 1� i�Njf g. Each hidden state value ISi corresponds to M
observable states O, which is recorded as O ¼ Oi 1� i�Mjf g. Here, p is a 1 � N-
order initial probability distribution matrix, indicating the initial probability distribution
of the hidden state q1 for each possible hidden state value for the observable sequence
O at time t = 1, pi ¼ Pðq1 ¼ ISiÞ; 1� i�N

A ¼ ðaijÞN�N is a hidden state probability transfer matrix for Markov chains. For a
first-order HMM,

aij ¼ Pðqtþ 1 ¼ ISjjqt ¼ ISiÞ;
XN
j¼1

aij ¼ 1; 1� i�N; 1� j�N ð3Þ

B ¼ ðbimÞN�M is a probability matrix of the observed indicators, and the observed
probability is bim ¼ P Ot ¼ vm qt ¼ ISijð Þ; 1� i�N; 1�m�M.

To predict the security reliability of all accessible paths in the network topology
mimetic map, the network security reliability hidden state levels are classified into five
categories: safe, mild, general, moderate, and high-risk, expressed as
IS1; IS2; IS3; IS4; IS5 and assigned to 1, 2, 3, 4, and 5, respectively. Then, the reliability
of each accessible path is transferred at a given probability in these five states. At the
same time, the network security reliability of each path is defined by two observable
indicators, the network transmission efficiency TE and network threat TH. The relia-
bility is expressed as a random variable xið1� i� 2Þ. The current security reliability of
the entire network is measured from two different dimensions. Then, after time t, the
observation sequence O ¼ fo1; o2; � � � ; otg is obtained from observation xi.

Mimetic Transformation Strategy for the Network Topology Mimetic Association
Graph
In the network topology mimetic correlation graph, it is assumed that there are n
available nonintersecting paths at time t being assessed as medium-risk or high-risk
paths at time tþ 1ð Þ in forming the network topology mimetic map S�n ðtþ 1Þ. At the
same time, there are m non-usable and nonintersecting paths at time t being assessed as
safe, mild or general risk at time tþ 1ð Þ for the network topology mimetic association
graph Sþ

m ðtþ 1Þ. Thus, the next network topology mimic map is Siðtþ 1Þ¼ SiðtÞ�
S�n ðtþ 1Þþ Sþ

m ðtþ 1Þ.
At time tþ 1ð Þ, the new path Sþ

m ðtþ 1Þ will be added; if this path is selected as the
communication path, only the primary station serving node needs to notify the edge
computing terminal node on the path with the relevant ACL and other information,
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according to the network topology mimetic association negotiation algorithm. How-
ever, for the communication path S�n ðtþ 1Þ at time t, the primary station service node
needs to notify the relevant parties to revoke the ACL and other information.

After the network topology mimetic map is adjusted at the completion time tþ 1ð Þ,
there will be a new map Siðtþ 1Þ ¼ fskðtþ 1Þj1� k�mg. Then, the overall reliability
prediction value corresponding to Siðtþ 1Þ can be obtained as SASiðtþ 1Þ ¼

Pm
i¼1

Spitþ 1.

The function is then updated, satisfying the principle of “increase slowly and decrease
rapidly”.

hðSASiðtþ 1ÞÞ ¼ h1ðSASiðtþ 1ÞÞ; SASiðtþ 1Þ ¼ 1
h2ðSASiðtþ 1ÞÞ; SASiðtþ 1Þ 2 ð2; 3Þ

�
ð4Þ

The self-adjusting strategy is as follows:

Tiþ 1
S ¼ ð1þ h1ðSASiðtþ 1ÞÞÞ � Ti

S; SASiðtþ 1Þ ¼ 1
ð1� h2ðSASiðtþ 1ÞÞÞ � Ti

S; SASiðtþ 1Þ 2 ð2; 3Þ
�

ð5Þ

5 Experiments

The experiment performs a system simulation of the network topology mimetic
association algorithm based on the NS2 network simulation environment. This model
uses C++ to write the synchronization module, association module, communication
module, attack module, delay processing module, sampling module, anomaly detection
module, and deception processing module, and implements the network topology
simulation by writing an OTcl script. The number of available IPv4 addresses in the
network is 28, and the number of available ports is 1000. The initial correlation period
is 120 s. We suppose that g1 xð Þ ¼ �ln 20xþ 0:5ð Þ, g2 xð Þ ¼ 16x2 � 0:8xþ 0:01,
h1 zð Þ ¼ �ln 20xþ 0:6ð Þ, h2 zð Þ ¼ 16z2 � 0:64zþ 0:064. To mention that the simulation
experiments are conducted in different scenarios with the same resources. The simu-
lation results are shown in Figs. 6 and 7.

5.1 Security Analysis

Security is an important indicator for evaluating the advantages and disadvantages of a
defense method. This section analyzes the anti-attack capability of the proposed active
defense technology for an edge defense network attack based on network topology
mimetic correlation. The active defense principle for edge computing network attacks
based on the network topology mimetic association algorithm is shown in Figs. 4 and 5.
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• DDos attacks

After the network topology mimetic association defense strategy is implemented,
the IP address and port of the communication host and the protocol used by the
communication parties will be associated after each corresponding time slot. For an
attacker who performs a DoS attack, it is necessary to continuously send a large

Fig. 4. Defense before network topology mimetic correlation

Fig. 5. Defense after network topology mimetic correlation
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number of service requests to the target host and consume the target host resources.
However, the node network configuration of the target host is continuously associated;
thus, a DoS attack cannot be initiated [27].

• Anti-semi-blind attacks

A blind attack occurs when an attacker cannot locate the current active node
network configuration and attacks all available nodes of the node network configura-
tion state space that are detected. The attack strength is evenly distributed across all
available nodes. The network topology mimetic association algorithm further increases
the difficulty for an attacker to detect and locate the current active node network
configuration of the associated system, and thus, the ability to resist and anti-semi-blind
attacks is improved [28].

5.2 Experiment Against DDoS Attacks

In this section, the SYN-Flood mode is used to guide a DoS attack. Experiments test the
average service response time of the network topology mimetic association system
under different SYN-Flood attack rates to reflect the service availability performance.
Figure 6 shows results for the non-topology-association algorithm (No NTAA), the
simple topology association algorithm (Simple NTAA), the end-hopping-based topol-
ogy association algorithm (EH NTAA) proposed in [10, 11], and the network topology
mimetic association (PA NTAA) proposed in this paper. The results show that the
network topology mimetic association strategy proposed in this paper can better resist
DoS attacks. This result occurs because the mimetic correlation technology of the
network topology dynamically measures network anomalies according to the strength of
cyber attacks. Then, the network topology mimetic maps and communication paths are
automatically adjusted. Adjustments increase the difficulty of hitting a path for DDoS
attacks. However, the difference between the results for the association strategy in
EH NTAA and PA NTAA is not significant. Moreover, when the mimetic map space of
the network topology is compressed to almost zero, the DDoS attack enters an unsu-
pervised blind attack state, that is, an average attack on all nodes in the accessible path
detected by the attacker.

Fig. 6. Results for DDoS attack defense test
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5.3 Experiment Against a Semi-blind Attack

Here, it uses a perceptual node edge access system with 20 communication paths for
experiments. It can be seen from Fig. 7 that when the edge of the access node is
connected to the network, the network transmission delay increases rapidly as the
proportion of the received attack path reaches 50%. When the proportion exceeds 60%,
the network transmission delay tends to infinity. The average response time of the EH
topology association strategy is better than that of the No NTAA but is not as good as
that of the Simple NTAA, which is consistent with the analysis presented in [10]. The
average response time of the PA NTAA is better than that of the Simple NTAA.

6 Conclusion

Based on a thorough study of the mobile self-organizing characteristics of edge
computing networks, this paper combines a moving network transmission with path
mimicry adjustment techniques to propose a strict, formal description and definition.
An active defense framework for data transmission in an edge computing network
based on a link layer and application layer network topology mimetic correlation is
designed to ensure scalability of the algorithm. To solve the problem of attacks and to
improve defense and transmission quality with a moving periodic adjustment of the
network, this research proposes a moving communication path alliance and a mimetic
map dislocation transformation method for network topology. Starting from the tem-
poral and spatial dimensions, the model combines moving threshold network anomaly
detection and reliability prediction of network security based on the HMM. In this way,
the experiment can perform a reasonable transformation of the network, minimize the
mimetic adjustment overhead and resolve active defense problems in a DDoS attack
and semi-blind attack. Experimental results show that the transmission efficiency of the
network topology mimetic association algorithm proposed in this paper is higher than
that of other popular methods and the reliability and anti-attack performance are sig-
nificantly improved.

Fig. 7. Results for semi-blind attack defense
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Abstract. Many disasters have shown the critical need for reliable voice
communication for mobile users. Low power ad hoc wireless networks
have become a promising solution in emergency scenarios because of their
low cost and portability. In order to increase communication amongst
moving emergency personnel and disaster victims, we have developed a
novel convergecast voice streaming system that guarantees robust voice
quality in a low power mobile wireless network. The system integrates
routing and mobility-aware admission control along with voice compres-
sion adjustment to ensure the quality of voice streams. The system
is evaluated using Arduino Due micro-controllers with XBee 802.15.4
radios. Our results show that our system can adequately adapt to chang-
ing network and routing conditions to deliver sufficient voice quality by
maintaining a certain number of concurrent voice streams. To the best of
our knowledge, this work is the first complete system for quality-aware
voice streaming in mobile lower power wireless networks.

Keywords: Voice streaming · Low power mobile wireless networks ·
Admission control

1 Introduction

Today, voice communication is still the primary method for exchanging informa-
tion in disaster response. Voice communication has obvious benefits: it requires
no special training and is hands-free. In the event that users are injured or other-
wise incapacitated, available voice communication is critically important for their
rescue. We envision that future buildings will be instrumented with a number of
low power Zigbee sensor nodes (a.k.a. motes) due to their portability and low
cost. These motes will monitor environmental conditions such as toxic gas levels
and temperature. During emergency, if cellular service is down, people (including
first responders and victims during emergency response) may communicate with
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their low power wireless devices such as smartphones, smart helmets, or other
wearables using low-power Bluetooth interfaces. A set of Zigbee/Bluetooth gate-
way nodes will be deployed to enable communication between people’s phones
and infrastructure motes. Servers may be deployed near the entrance to enable
communication from the low power wireless ad hoc networks to the outside world.
This paper focuses on voice convergecast only and leave other communication
modes (i.e., boradcast, multicast, unicast) as future work.

Several key issues must be addressed to support voice communication in
mobile, low-power, wireless meshed networks (MLWMNs). First, voice streams
have relatively high data-rate requirements, but MLWMNs have limited band-
width (e.g., typical Zigbee nodes only support 250 Kbps). Second, audio stream-
ing over multi-hop LWN often results in unsatisfactory voice quality because
of notable loss over low-power wireless links. The problem is exacerbated in
scenarios where wireless nodes (i.e., people) are mobile. Third, simultaneously
maintaining quality of multiple voice streams over lossy wireless links is difficult.

Our Contributions. We developed a novel quality-aware convergecast mobile
audio streaming system (QACM) that maintains the quality of mobile voice
streams in an ad-hoc low power wireless network. Specifically,

– We designed an integrated mobility-aware admission control and routing algo-
rithm to ensure the quality of streaming audio in a mobile ad-hoc low power
wireless network. Our algorithm guarantees quality of voice streams by choos-
ing routes that maximize the number of audio streams in the network; adjust-
ing routes in reaction to node mobility; minimizing channel contention; and
avoiding bottlenecks.

– We implemented our end-to-end system QACM on an Arduino based hard-
ware platform.

– We evaluated the system in both stationary and mobile scenarios.

2 Related Work

We discuss two areas of previous research that are closely related to this work:
audio streaming over low power wireless sensor networks and audio streaming
in mobile ad-hoc networks (MANETs).

Voice Streaming in Wireless Sensor Networks. Previous work developed
audio streaming systems such as QVS [8], ASM [7], FireFly [10], and RT-
WMP [15] that are able to provide quality of service in harsh environments,
but these systems only worked for stationary nodes. Users must be within the
communication range of a radio. This not only limits users mobility, but renders
a stationary system useless during an emergency since users are often out of
reach of the radio. As none of these systems are designed to account for node
movement, they would perform poorly when nodes move around and network
topology dynamically changes. This node movement is exactly the focus of our
work.

Voice Streaming in MANETs. Voice streaming in MANETs has been inves-
tigated in several previous studies. These systems [2,3,9,16] monitor the impact
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of node movement on interference, communication failure, and voice quality in
a network. Although these protocols account for mobility, they are designed for
higher bandwidth networks such as 802.11 or require additional information like
GPS. Furthermore, most have only been evaluated in a network simulator, and
it is unclear of their performance when implemented on actual hardware and
evaluated in a more realistic environment.

3 System Overview and Preliminaries

The architecture of our quality-aware voice convergecast mobile system (QACM)
is shown in Fig. 1. QACM is designed to produce satisfying audio in environments
where audio streams originate from mobile nodes. In order to handle instability
caused by node mobility, QACM makes several audio and routing adjustments.
It monitors voice quality in real time and adjusts audio compression and data
duplication levels to minimize bandwidth and maintain the guaranteed level
of voice quality. It also monitors channel contention among transmitting nodes
by controlling the admission or rejection of potential voice streams in order to
preserve the necessary throughput at a sink for the already admitted streams.
What distinguishes QACM from existing work is its capability to function in a
mobile network as a result of each node continuously adjusting its routing to the
sink independently. The rest of this section presents necessary background for
the integrated system and the next section describes our major contribution,
i.e., how to manage node mobility with admission control and routing decisions.

Sender

Adaptive Compression
Duplication Adjustment

Neighbor Distance
Estimator

Path Selection

Admission Control

Receiver

Voice Quality
Measurement

Fig. 1. System Architecture of QACM

In order to calculate voice quality in real time, we adopt the E-model [4] for
voice quality measurement, where voice with an R-value above 50 is considered
satisfactory. Voice quality is maintained through dynamic audio compression
adaptation. We adjust audio compression and packet duplication by following
the procedure described in [8]. We use ADPCM [14] to compress 16-bit raw audio
into either 5-bit, 4-bit, 3-bit, and 2-bit to reduce bandwidth. We then duplicate
a percentage of the packets depending on the amount of packet loss along the
path of the audio stream.
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Local Capacity Estimation. In order to guarantee high quality while admit-
ting the maximum number of voice streams in the network, nodes must be aware
of their saturation rate and contention domain. Contention Domain [8] of Node
i refers to the set of nodes whose transmissions directly interfere with Node i’s
transmissions. Saturation Rate [8] is the maximum throughput observed at a
node when all the senders are within the same contention domain. Thus when a
node increases its data rate, it must be mindful not to cause the data rate for any
contention domains to increase beyond its saturation rate. The local capacity of
a node is the minimum local capacity of all nodes in its contention domain.

Although the interference range is larger than a node’s communication range,
we follow the same simplified assumption as stated in [8]. Only the nodes within
a communication range of Node i are members of Node i’s contention domain.
Although it is well known that interference range exceeds communication range,
we calculate saturation rate conservatively to account for the difference between
interference and communication ranges.

Traditional Admission Control. For a Node v, we denote Np(j)v as the set
of nodes that lie from Node v through the first hop neighbor j to the sink. Pv

is the set of all possible routes from Node v to a sink.

Pv = {Np(1)v, . . . , Np(j)v} (1)

We represent all the nodes that are actively sending data in the network that
will be affected by a stream sv along the path Np(j)v as Na(j)v. A route from
Node v to a sink must satisfy the following two constraints to become a member
of Pv:

1. Stream Quality Constraints. Injection rate λin(si) for any nodes in the
network that forward voice streams s1 . . . sm must be greater than or equal to
the threshold rate λth(si) to maintain satisfactory voice quality. The threshold
rate is derived from the E-model.

2. Local Capacity Constraints. For a Node k ∈ Na(j)v the total data rate
that flows through itself and the nodes in its contention domain must be no
larger than its local capacity Bk.

If a path Np(j)v satisfies both constraints, then the path can be added to the
set Pv.

4 Integrated Routing and Mobility-Aware Admission
Control

In wireless networks comprised of stationary nodes, channel contention, environ-
mental noise, and network congestion are common criteria for admission control.
However, mobile nodes complicate admission control decisions. The changing
topology of the network makes favorable admission control decisions at time t
suddenly detrimental to voice quality at time t+1. Several previous works [2,3,9]
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have adapted traditional admission control to mobility, but often use high band-
width wireless mediums like 802.11 or have only been evaluated through sim-
ulations. We have designed a novel mobility aware algorithm in which routing
decisions complement admission control.

Admission control for a quality aware based voice streaming protocol deter-
mines if a network can guarantee robust audio throughput for the duration of
the audio stream. Although several previous works have created admission con-
trol systems that provide good voice quality, mobility is not considered in their
design [8].

Previous mobility aware admission control protocols are reactive [3]. These
protocols wait until a current path is unusable before searching for an alter-
native causing unnecessary delay and disruption to an audio stream. Alterna-
tively, our protocol proactively monitors paths to a sink node and automatically
switches to superior paths without interruption. Furthermore, the routing deci-
sions strengthen a future voice stream’s admission candidacy by seeking paths
for current voice streams that have the least impact on the network. Proactive
routing algorithms often introduce high levels of overhead. Our system minimizes
the maintenance by focusing only on local connections rather than maintaining
global knowledge of the network.

4.1 Quality of Path

Path quality is an important metric to be used in our integrated admission
control and routing protocol. We define Pv(j) as the set of neighbors affected
by a path between Node v via neighbor Node j to a sink. N(v) defines all the
neighbors of Node v. We define the cardinality of Pv(j) as Quality of Path
(QoP (v)). A node will use Quality of Path to choose the next hop neighbor
on a path to a sink node. Unlike local capacity constraints, QoP (v) accounts
for nodes affected by the stream regardless if they themselves are streaming
data. The purpose of this metric is to minimize the size of Na(j)v and the local
capacity constraint for a future stream. To calculate QoP (v), a node takes the
number of contention domains affected by its own transmission and unions this
set over the set of contention domains along the entire path. The cardinality of
the produced set is the QoP (v):

Pv(j) = N(v) ∪ Pj(i) (2)

QoP (v) = min
j∈N(v)

(‖Pv(j)‖) (3)

A path with a larger Pv(j) will lower the local capacity for more neighborhoods
and reduce the number of future data streams that can be admitted.

4.2 Integration of Quality of Path with Hop Count
and Node-Degree

Selecting the best path between a sender and receiver has significant impact on
the data loss and voice quality as discussed in [3,9]. Traditional wireless rout-
ing protocols such as Ad hoc On-Demand Distance Vector (AODV) and DSR
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[6,11,12] use hop count as a metric to minimize the distance data travels, but
these protocols do not account for link quality, utilization, and distance between
nodes. Moreover, when two paths are available to a node with identical hop
counts, path selection is made arbitrarily. Expected Transmission Count (ETX)
[5,8] is an alternative metric that focuses on link quality rather than distance.
However, ETX needs to know the number of transmissions and retransmissions
along paths before making a routing decision. In mobile networks, historical
transmission data is not available since routes change frequently. The delay
incurred in collecting this data during a route switch would also reduce the
quality of audio communication.

QACM employs a novel route selection protocol that combines the metrics of
hop count and the number of neighbors a node has along the path. The goal is to
avoid data bottlenecks by minimizing the degree of a node especially if that node
is already generating a voice stream. Since QACM is designed for convergecast,
it is preferable to avoid converging a large number of streams at a node that
is multiple hops from the sink. Any hardware has a maximum data rate it can
receive and forward without data loss. Minimizing the number of streams a node
has to relay would reduce the likelihood of surpassing this maximum rate and
resulting in data loss.

Every time a node moves into the broadcast range of another node and
becomes a neighbor, that node must calculate the strengths and weaknesses of
this new neighbor becoming its next hop. Contention domain, hop count, quality
of path, and the presence of another stream being forwarded by this neighbor
are all considered. The order in which these metrics are considered is based on
that particular metric’s impact on maximizing quality audio and the number of
streams in a network. Our decision process is illustrated in Fig. 2.

Fig. 2. Process for determining the next hop
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4.3 Integrated Path Selection and Admission Control

Our protocol is based on AODV [12]. When a node is activated, it repeatedly
broadcasts heartbeat messages to its neighborhood. Neighbors use the informa-
tion in the heartbeat message to populate its neighborhood table.

When a node has received heartbeat messages from all its neighbors and has
populated its neighborhood table, it determines which neighbors have a route to
a sink node and marks the chosen neighbor as its next hop to a sink node. This
updated information will then be reflected in the node’s next heartbeat message.

Once a source node receives and obtains a route through a neighbor, the
source node will begin the distributed admission control process. The admission
control process regulates the number of voice streams in the network. Its goal
is to guarantee that the voice quality of current streams does not fall below
the stream quality constraints. Nodes that cannot adhere to the stream quality
constraints would send a reject message (REJC) to the sender node. If a sender’s
injection rate is accepted by the affected nodes along the path, the sender can
begin sending data.

The source node adjusts its compression and duplication settings to produce
the best quality for the audio stream based on the data loss along the path to
the sink. If the source node cannot set the compression and duplication to keep
the audio quality above λth(si), the audio transmission will be stopped. A full
outline of our algorithm is described in Algorithm 1.

Algorithm 1. Integrated Routing and Mobility-aware Admission Control
loop

broadcast heartbeat message
end loop
Event: Receive heartbeat message

compute relative distance from RSSI and update neighborhood table
compute QoP and update neighborhood table
update next hop from the flowchart and change in relative neighbor distance
update neighborhood capacity
update local capacity

Event: Receive INIT
call Admission Control Algorithm

Event: Receive PATH
calculate packet loss from upstream neighbor
update #PathPacketSent and #PathPacketReceived
forward PATH packet

4.4 Path Adjustment

During audio streaming, intermediate nodes continuously look for lower cost
paths to a sink for two reasons. One, a node may determine that a different path
to the sink affects fewer contention domains, has fewer hops, or is not sharing a
path with another stream. Two, a node may learn that its next hop neighbor is
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moving outside its contention domain. If either situation arises, a node will switch
its next hop neighbor on a different path to a sink node. Although a different path
may have fewer hops and be more stable, it must still adhere to both stream-
quality and local capacity constraints. To test for local capacity constraints, the
intermediate node attempting to switch will begin by broadcasting an initiation
(INIT) message as before and continue to follow Algorithm 2.

Algorithm 2. Distributed Implementation of Admission Control
Input: An INIT message generated by source i is received by an intermediate node
j
λinc = 0;
if It is the first INIT message originated from i then

set a timer Tch;
end if
λinc = λinc + λin(i);
if j is on the path from i to the sink then

forward the INIT message;
end if
Event: Timer Tch Fires
if λinc > Bj then

send REJC message to the source node;
end if

The purpose of the path adjustment is to minimize the number of link fail-
ures between nodes on a voice stream path and to avoid congested areas in the
network. Link failures force sending nodes to pause voice streams and wait until
a new path to the sink node is discovered. If a link failure is predicted, this
audio stream pause can be avoided. Furthermore, to increase the overall number
of voice streams in the network, it is vital to choose paths that interfere with
the fewest number of nodes. This path selection process will keep local capacity
for nodes high and increase the acceptance rate for future voice streams. If the
new path can handle the injection rate, then the intermediate node will switch
the route.

4.5 Neighborhood Maintenance

One of the biggest impediments to sustaining a route capable of delivering good
audio quality are link breaks. A link break disrupts audio streaming because
a new route must be established before streaming can continue. In our work,
we use relative distance estimation to predict future link breaks. That is, nodes
proactively start a route discovery operation and reroute streams to avoid a
future broken link. For a Node i, it tracks the relative distance between itself
and its neighbors through RSSI. We use the Path Loss Model [13] to estimate
the distance between Node i and its neighbors.



Quality-Aware Voice Convergecast in Mobile Low Power Wireless Networks 223

If Node i receives consecutive messages from a downstream neighbor, Node
i will search its routing table for neighbors who have paths to the sink with a
closer distance. Determining a neighbor’s relative distance is important to keep
a routing table fresh; it also increases the lifetime of an audio stream despite
uncertainty of link stability in the network.

Nodes monitor available paths to the sink. A node may have selected a next
hop neighbor, but its next hop neighbor’s movement will cause the link to break.
If a neighbor moves out of range without a prediction mechanism, the upstream
node would have to pause the audio stream and start a route discovery once its
neighbor stops receiving voice stream data packets. Predicting link breaks will
significantly reduce this delay. Suppose there is a voice stream with the path:

Np(v1)v0 = 〈(v0, v1), . . . , (vk−5, 2), (8, 7), (9, 10)〉

Each Node vi reports its RSSI through its periodic heartbeat messages. The
packet loss across the whole path is then reported to the source Node v0, which
will adjust the compression and duplication settings for the stream.

This routing design makes a path completely dynamic. No single node has
complete knowledge of its path to the sink. Each node with a route to the
sink chooses its next best hop. Nodes try to minimize the number of contention
domains affected and initiate a new route discovery before communication with
a neighbor is lost.

5 Performance Evaluation

In practice, admission control is designed to reject streams that do not maintain
quality audio. However, for our evaluation, in order to test whether our admission
control is conservative, we explicitly turned off this feature and only record the
admission control decisions while not notifying the sink. In other words, we
allow a new stream to join even if it will potentially worsen the voice quality.
We can determine the extent that streams would be able to recover. Due to page
limitations, more detailed evaluation results can be found in [1].

5.1 Experimental Setup

Our hardware is comprised of a microcontroller, a 802.15.4 radio, and a modular
circuit board or Shield to connect the radio to the board. Collision avoidance with
CSMA is used as the MAC layer protocol. We chose Arduino Due microcontroller
in combination with an XBee 802.15.4 radio to send both network layer and
application layer packets.

We performed all evaluations in a nine-square-foot small home office that
contained a bookcase, a desk with a computer, and a chair. Although XBee
wireless radios are capable of transmitting data up to 100 ft indoor in theory,
our preliminary testing showed that distances higher than 3 ft would increase
packet loss to 50% when transmitting voice data. Therefore, we configured the



224 M. Adkins et al.

XBee radios to transmit at its lowest radio power of −10 dBm, so that a radio
was considered out of range at a distance of 1.5 ft.

QVS [8] is a quality-aware voice convergecast system designed for stationary
low power wireless networks and it is the most relevant to our work, so we will
compare the performance of QACM with that of QVS. QVS evaluation used
custom built hardware called SenEar that has a data rate of 500 kbps; to ensure
fair comparison, we implemented QVS using our chosen hardware, the XBee S1
radio, which has only 250 kbps data rate.

5.2 Experimental Results

We begin our evaluation with one mobile stream and then increase the com-
plexity through each additional test by adding more mobile streams, changing
straight line movement to random movement, and increasing the number of sinks.

Scenario 1: One mobile node with voice stream. As shown in Figs. 3 and
4, We place the sink node and two relay nodes in a straight line 3 ft apart. We
test two scenarios: (1) mobile Node 4 starts about 1.5 ft from Node 3 and moves
towards sink; (2) mobile Node 5 is placed about 1.5 ft from the sink node and
moves away from the sink. A dashed line indicates the path of the voice streaming
data link at time instant tn. A solid colored line indicates the direction of the
moving node. In both scenarios, only the mobile node is sending voice data. The
relay nodes only transmit data generated by the mobile nodes.

Sink 2 3

444

t1t2t3

Fig. 3. Node placement (mobile scenario:
one streaming node moves towards sink)

Sink 2 3

5 5 5

t4 t5 t6

Fig. 4. Node placement (mobile scenario:
one streaming node moves away from sink)

Figure 5 shows the voice quality of QVS in this scenario. At the start, Node 4
connects to Node 3 which then relays voice data to the sink. Node 4 then starts
moving toward the sink. Once mobile Node 4 cannot reach Node 3 anymore, Node
4 ends the voice stream because it does not have a route. Since QVS is designed
for stationary nodes, QVS does not adjust its next hop and the connection is
lost. Since QVS cannot maintain a voice stream with even one mobile node, we
do not further evaluate QVS with more complex scenarios.

Figure 6 shows the results for QACM. Each tn is the time point when the
mobile stream adjusts its next hop. Node 5 starts at a higher R-value and
decreases slightly as it moves away from the sink. Moreover, Node 4’s R-value
marginally increases at it moves closer to the sink. Voice quality is strong
throughout both scenarios, which shows QACM can easily support one mobile
node sending voice data.



Quality-Aware Voice Convergecast in Mobile Low Power Wireless Networks 225

0 10 20 30 40 50 60 70 80 90 100
40
42
44
46
48
50
52
54
56
58
60
62
64

t1 Node 4

Lost Route

Time (Seconds)

R
-v
al
ue

Fig. 5. Voice quality of QVS (one stream-
ing node moves towards the sink)
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Fig. 6. Voice quality of QACM in two
separate mobile scenarios: streaming node
moving towards the sink vs. streaming
node moving away from the sink

Scenario 2: One mobile node and one stationary node with voice
streams. The only difference in this scenario from the previous one is that we
let a stationary node (i.e., Node 3) generate voice streams as well. In this setup,
two streams are now competing for both bandwidth and hardware processing at
the sink. Also, Node 3 is now both streaming voice data and could potentially be
a relay for Node 4. As shown in Fig. 7, Node 4 is unable to establish a connection
with Node 3. Until it moves into contact with Relay Node 2, Node 4 cannot start
streaming. Node 4’s voice quality never reaches an R-value of 50 and Node 3’s
R-value steadily declines from 51.43 to 44.65. In Fig. 8, Node 4’s voice quality
starts strong, but as it moves away from the sink, the voice quality decreases
because the stream requires more hops to reach the sink. Node 3 starts at an
R-value of 49.89, but steadily decreases as Node 4 moves away from the sink.
We infer that once Node 4 switches to relay Node 2 at t5, Node 2 is unable to
receive, process, send both Node 3 and Node 4’s voice data. From this scenario,
it is clear that nodes are not capable of both relaying and streaming with our
hardware.

Scenario 3: Two streaming nodes start moving in opposite directions.
Same start time. We set up two streaming nodes moving in opposite directions.
We first evaluate the case when two nodes start moving at the same time (Fig. 9).
Figure 10 shows that streaming Node 5 starts near the sink with a voice quality
above 50 and Node 4 starts near relay Node 3 with a voice quality slightly below
50. As Node 5 moves away from the sink, its R-value decreases and finishes
slightly below 50 at 49.5. Node 4’s voice quality initially decreases and then
increases as it moves towards the sink and finishes with an R-value of 60.77.
This decrease in voice quality for Node 5 and increase for Node 4 shows that an
increasing in the number of hops results in lower voice quality.

Random start time. Figure 11 present the results for voice quality when two nodes
have a different start time. Node 5 begins moving first, followed by Node 4 30 s
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Fig. 7. Voice quality of QACM (mobile
scenario: stationary Node 3 streams
and also Node 4 streams while moving
towards the sink)
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Fig. 8. Voice quality of QACM (mobile
scenario: stationary Node 3 streams and
also Node 4 streams while moving away
from the sink)

later. Consistent with previous results, Node 5 begins with strong voice quality
since it is only one hop from the sink. Voice quality then decreases as Node 5
moves toward the relay nodes and requires more hops. Node 4 starts with relay
Node 3 as its next hop and begins with voice quality below 50. One obvious
difference between this and the previous scenario is the number of next hop
switches. When moving between Node 3 and Node 2, Node 4 switches back and
forth between relay Nodes 2 and 3 14 times. Node 5 also switches more frequently
than in previous experiments. Although QACM is designed to mitigate this issue,
this ping-pong effect is still possible because of changes in signal strength. QACM
prefers a next hop that has the minimum number of next hops to the sink. A
node expects a heartbeat message at regular intervals. If a heartbeat message is
missed, it is assumed that the sender is now out of range, and the mobile node
assumes it must remove this node as a potential next hop resulting in a switch.
It is clear that not receiving constant heartbeat messages from both relay Nodes
2 and 3 results in continuous next hop switching.

Random turn. We next evaluate the case when two streaming nodes start moving
in opposite directions and then turn 180◦ at a random time, returning toward
their starting location. Figure 12 show the results of this scenario. As described in
previous evaluations, streams yield better voice quality when they are streaming
directly to the sink or to a relay node that is not forwarding any other streams.
Node 4 is streaming directly to the sink. Node 5 is sending its voice data across
3 hops, which results in slightly worse voice quality than Node 4’s quality. When
the mobile nodes start moving toward each other and must use relay Node 2
simultaneously as their next hop, Node 4’s voice quality decreases. After Node
4 turns and begins moving back towards its starting point, its voice quality
improves because it is reducing the number of hops to reach the sink. Node 5’s
voice quality also improves as it moves toward Node 3. Node 5’s voice quality
improves since it is the only stream using the relay nodes, but its improvement
is not as dramatic as Node 4 since its moving away from the sink.
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Fig. 9. Node placement: Nodes 4 and 5 start moving in opposite directions at the same
time
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Fig. 10. Voice quality of QACM: Nodes 4
and 5 start moving in opposite directions
at the same time
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Fig. 11. Voice quality of QACM: nodes 4
and 5 start moving in opposite directions
at random times

Scenario 4: Three streaming nodes move randomly with one sink. We
next evaluate random movement of streaming nodes at one hop distance. The
purpose of this scenario is to evaluate QACM’s ability to maintain a quality
connection despite continuous movement around the sink node, bandwidth com-
petition, and sink processing power to handle all the streams. Results in Fig. 13
show that all three streams maintain R-value near 50.

Scenario 5: Streaming nodes move randomly with multiple sinks.
Lastly, we evaluated one stream with multiple sinks at a one hop distance, since
our previous results indicate that voice quality decreases with an increase in the
number of hops. Thus, we would like to learn whether having sinks closer to the
mobile streaming node can improve the situation; we, therefore, evaluate the case
with multiple sinks. The purpose of this experiment was to determine QACM’s
ability to switch between sinks. Since there was only one stream, interference or
bandwidth contention did not affect voice quality.

Figure 14 shows the R-value for one stream switching between multiple sinks.
Each numbered node in this figure is a time point when the robot adjusts its
direction. The colors of the curves match the colors of the sink nodes, represent-
ing the sink where the mobile node is currently sending voice data. The results
show that QACM is capable of switching to different sink in order to preserve
voice quality.



228 M. Adkins et al.

0 10 20 30 40 50 60 70 80 90 100110120
40
42
44
46
48
50
52
54
56
58
60
62
64

Node 4

t9

t10
t11 t12

t13

Node 5

t1

t2 t3

t4

t5 t6
t7
t8

Time (Seconds)

R
-v
al
ue

Fig. 12. Voice quality of QACM: stream-
ing Nodes 4 and 5 move in opposite direc-
tions and turn back at random times
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Fig. 13. Voice quality of QACM: three
streaming nodes move around the sink
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Fig. 14. Voice quality of QACM: one streaming node moves around multiple sinks

6 Concluding Remarks

In this work, we designed and developed a mobile low power voice streaming sys-
tem (called QACM) that is built on a mobility-aware admission control mecha-
nism integrated with path selection to maximize the total number of concurrent
voice streams in the network with satisfactory voice quality. We implemented
QACM on Arduino Due microcontrollers and evaluated the system in both sta-
tionary and mobile scenarios. Experimental results show that QACM can sup-
port up to three concurrent voice streams with quality assurance.
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Abstract. The quantified self-paradigm is well established. Its main
purpose is to use numbers from sensors to derive self-knowledge. The
massive availability of persuasive technology to monitor physiological
parameters of humans made the paradigm available to a tremendous
number of people. A multitude of different hard- and software platforms
are available at the market. They all have different properties at different
levels of quality. All in common is their promise to provide accurate and
precise data about the humans’ physiological condition and performed
activities. Basically, they all provide a tool to make people aware of
formerly hidden, non-observable, body signals. The gained awareness can
then be used by people to e.g. improve their health or fitness level. In
this work, we emphasize the perception of the gathered sensory data
by the people. We focus on the question of how the trustworthiness of
the recorded and presented data is perceived by people. As a fact, non-
credible data can be understood by the user as being trustworthy and can
have a negative impact on users’ behavior. This can be especially critical
for human’s health in the fitness and medical application domain. It is of
high importance to understand how people perceive and correlate their
intrinsic body feelings with the data collected and presented by a mobile
smart device like a smart watch or a fitness tracker.

Keywords: Fitness tracking · User perceived credibility ·
Quantified self · Trust in data

1 Introduction

With the rise of consumer-targeted ubiquitous computing technology over the last
decade, significant advances in self-tracking and self-monitoring of physical activ-
ities and hidden body parameters (e.g. heart-rate and step count) to optimize per-
sonal health behaviors have been achieved. Sensing solutions for essential tracking
parameters have been implemented into a wide range of affordable everyday per-
vasive devices such as fitness trackers, smart watches or the omnipresent smart
phones. The fundamental concept of any kind of activity tracker device or appli-
cation can be paraphrased by three essential steps: (I) collect activity related phys-
ical sensor measurements, (II) process and analyze gathered measurements to gain
semantically abstracted data and (III) provide comprehensible feedback to the
user about the tracked activity. In line with the personal informatics and quan-
tified self context, the available feedback from tracking devices and applications
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is intended to be used to reflect on current activity patterns, monitor the progress
towards a pursued long-term behavior adaptation or goal and provide motivational
support throughout a change process.

Fig. 1. Layered model, visualizing the abstract activity tracking principle, its depen-
dencies and connectedness between the layers and the related research areas.

To provide a better overview of the essential fitness tracker systems struc-
ture, we conceptualized a layered model (cf. Fig. 1). The model visualizes the
transitions and relations between the physical activity, sensor data collection and
processing, human-computer interaction, psychological influences and impact on
the human behavior in the context of activity tracking. Altogether, the model
represents a self-regulating circle, where the measured physical activity is fol-
lowed by an eventual behavior change induced by the feedback from the fit-
ness tracker device, which will have an influence on future activities. The layers
and transitions are abstract representations of the related research areas that
are omnipresent in the activity tracking context. Research tends to be focused
around problems and questions within one of these areas of interest (e.g. data
science, psychology or human-computer interaction). Limited multidisciplinary
research has been done, where possible transboundary effects - tracker data qual-
ity and its impact on human behavior - were evaluated.

As highlighted in the layer model (cf. Fig. 1), we focus on incorporating a
wider range of research topics into one combined research effort to investigate
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the perceived trustworthiness and user expertise in the context of fitness track-
ing systems and the possible impact of data quality on human behavior. Based
on these research intentions, we outlined the research question as follows: Does a
significant variation of pedometer feedback data accuracy from a fitness tracker
have an influence on the tracking system credibility perceived by the user? The
research challenge is highlighted in the layer model (cf. Fig. 1) and can be out-
lined as followed: The physical activity in the research challenge represents the
focus on pedometer walking tracking. The sensor measurement and data pro-
gressing includes not only the data logging, but also the systematical variation
of the data validity in order to assess the research question. The human-system
interaction interface presents the system feedback to the user in an understand-
able way. On the most outer layer of the model, the human cognition represents
the research on the perceived system credibility and influences on the users.

The aim of our research is to provide a first insight and impression of the
correlation between accuracy of fitness tracker measurements and user-perceived
system credibility. In this paper, we present a study setup for the evaluation of
the expected influences of data validity on system credibility. We conduct an
exploratory, out-of-the-lab study to evaluate and discuss the system and its
perceived impact on the user-perceived credibility.

2 Related Work

The fundamental idea to use pedometers to quantify the human physical activity
has been established in the 1980s. The intention behind these first generation
devices was similar to todays product goals, where step count data would be
presented to the users to allow them to reflect on their daily activity and func-
tion as a motivational source to be more active [9,17,18]. Due to the primitive
implementation and limited range of functions, the general public quickly lost
interest and trust in the rudimentary mechanical tracker devices [6,27]. With
the rise of smart-devices in the late 2000s, a new era of activity tracking devices
was started. The increase in processing power and availability of better sensor
technology allowed for complex algorithms and real time evaluation of the move-
ment data, which resulted in more accurate and precise pedometer tracking [27].
These advancements in persuasive technology systems have lead to an increased
interest in the related research areas [3,9].

Alongside persuasive fitness tracker devices emerged the personal informatics
systems terminology. The description was first brought up by Li et al. in 2010
and was defined as “[Systems that] ... help people collect personally relevant
information for the purpose of self-reflection and gaining self-knowledge” [17].
This concept references back to the basics of the quantified self concept. Wolf
et al. defined the quantified self movement as the integration and acceptance of
continuous data collection technology in the everyday lifestyle [31]. Wrist-worn
fitness trackers are a one prime example out of many for a quantified self- and
personal informatics systems.
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Pedometer measurements represent an integral part of human activity track-
ing approaches. This common feature integration is justified with the impor-
tance of steps in the fundamental human activity [3,29]. The most dominant
physical actions typically carried out throughout a day can be associated with
taking steps. Steps are objective, intuitive and comprehensible in the context of
understanding personal activeness, which makes this measure ideal for humans
to reflect on their own physical activity [3]. Most other common fitness tracker
measures (e.g. flight of stairs, active minutes, calories burned, etc.) are derived
from the pedometer count [8,12,13]. In cross-sectional studies, the negative cor-
relation between steps taken per day and common health issues has been proven.
Active individuals, who achieve a higher than average step count per day, were
identified to be less likely to have health related issues in the future [3,5,15,30].

Research studies confirm that both accuracy and precision of activity track-
ing devices have been steadily improved over the last decade [3,8,9,14,16,25,26].
A trustworthy tracking system should offer accurate and precise data transfor-
mation under all circumstances to avoid misleading customers [28]. Controlled
lab studies where participants walk, jog or run on a treadmill with different
testing setups are used by researchers to evaluate the performance of consumer
fitness tracker devices [16,25]. The results reveal an optimal accuracy and pre-
cision for a typical walking pace of 2.5 mph for most trackers. Faster or slower
walking speeds would lead to devices consistently under- or overestimating the
step count by 3.5% to 10% [16]. Inaccuracies and precision of the tested devices
are consistent and independent of the total steps taken during the study [8]. A
high correlation between the results of the examined controlled and field studies
was shown, indicating that the findings of lab studies are valid in a real-world
setting [9].

Motivation is a key factor especially for physical activity, since unmotivated
humans tend to lose interest in their goal [17]. Fitness tracker represent an
extrinsic motivation source [1]. Further, motivation is an essential part of the
biopsychosocial transtheoretical model [22], which outlines the general process
of intentional behavior change. The five stages of change (I Precontemplation, II
Contemplation, III Preparation, IV Action and V Maintenance), the influence
of decisional balance and the connection to Bandura’s self-efficacy theory were
first described by Prochaska et al. [23]. The decisional balance describes the
user-perceived balance between benefits and drawbacks of the behavior change
throughout the stages. Fitness tracker and the common related motivational
methods (e.g. gamification, goal setting or social integration) can help shift and
maintain a positive decisional balance and support the user to gain higher self-
efficacy [10,11,13,23].

The general acceptance and cease of usage motives of the tracker devices has
been extensively covered in survey studies [7,19,20,32]. Besides technical diffi-
culties, lack of motivation and support is one of the most common reasons, why
users tend to abandon their fitness tracker devices [19]. Furthermore, the per-
ceived trustworthiness of fitness trackers seems to be linked to the long-term user
acceptance [24,28]. Presenting the user knowingly false data samples increases
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the mistrust and decrease the motivation, thus leading users to stop using their
fitness tracker. Both motivation and trust in the technology have a significant
impact on users pursuing to use fitness tracker devices. The quality of all the
gathered activity data has to be interpreted with caution [8,28]. Long-term adap-
tion of fitness trackers and the related behavior change has been assessed in a
wide range of studies [20,32]. Researcher focused on HCI or human behavior
influences, pay little to no tribute to the data quality of the underlying mea-
surement trackers. The impact of false data through inaccuracies on the data
reflection process has been untended in this research field.

3 User Study Concept

Our hypotheses for the user study was subject to following wording: An influence
on the pedometer data feedback accuracy has no significant effect on the system
credibility perceived by the user when compared to a neutral, unaltered control
group. The chosen study concept was inspired by related work studies and was a
combination of survey and long-term field experiments. The controllability and
high accuracy means of lab studies were judged to be disadvantageous in the
given context, since the unfamiliar surrounding conditions might influence the
perception of the study participants (e.g. suspect tracker accuracy is tested). A
field study shifts the focus point away from tracker and offers a more realistic
application case, which results in higher external validity for gathered data [2].

Fig. 2. The left side illustration depicts the study procedure for one data recording
session. The right side graph gives an overview of the complete study schedule that
spans over a couple of weeks.

For the two-phase, self-guided, longitudinal study design, the participants
were instructed to collect regular pedometer data on their walking commute
route. An overview of the study schedule is shown in Fig. 2. Initially, a meet-
ing with all willing participants was held to collect pre-study data with a short
questionnaire, setup the fitness trackers and provide instructions to the partici-
pants. In the first data collection phase, baseline pedometer data sets (3 − 4 per
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participant) without any provided feedback were recorded. These baseline mea-
surements were recorded to verify the validity and reliably of the used pedometer
tracker. After an intermediate meeting with the study supervisor, where addi-
tional guidance and an update of the tracking system was provided, another set
of commute recordings was collected. In these following sessions, altered feedback
values were shown to the participants at the end of each recorded walk. Depen-
dent on the study group, a negative (−15%), neutral (0%) or positive (+15%)
alteration multiplier was used. These manipulation values were chosen to provide
a significant difference between the baseline and shown measurements without
exaggerating the effect, therefore making the changes too obvious. After the sec-
ond phase had been completed, in a final meeting, the subjective perceived data
and tracker credibility was evaluated with a questionnaire.

The procedure for one run of the data collection is illustrated in Fig. 2. After
the tracker has been fitted to the wrist of the non-dominant hand, the study par-
ticipant walks to the starting point on their daily commute route. At this defined
location, the recording process is started with our Android control application
and the regular commute walk can begin. Once arrived at the target location,
the data collection is stopped and the session questionnaire is filled out from
inside the app. Both the start and finish locations (e.g. front door, street sign or
building) were self-selected by the study participants to provide fixed points of
reference for the data collection.

4 Activity Tracking System

Today, the most common consumer-grade fitness tracker are wrist-worn
bracelets. Since these rudimentary activity trackers on their own have lim-
ited functionality and typically come with a additional smart phone applica-
tion, we decided to pair the selected tracker with our own Android app. A
large variety of purpose-built bracelets are available and most common devices
(e.g. Fitbit, Garmin or Polar) have been reviewed or used in some related
research [8,16,25,26].

For our study intentions, the Mi Band 2 (cf. Fig. 3) bracelet by Xiaomi was
ideal, since it is a relatively popular, low-cost and reliable fitness tracker bracelet.
It features an accelerometer based pedometer, photoelectric heart rate sensor,
small display and one touch button for user interaction in a small robust wrist-
worn package. In a comparative study of 17 different activity trackers in 2015,
the first generation Mi Band tracker scored well [8]. The Mi Band achieved an
average pedometer accuracy of 96.56% and a variation coefficient of 5.81% across
the three study setups (200, 500 and 1000 step trials). It was ranked among the
top 5 of the compared devices, which included trackers from many renowned
brands. The Mi Band tracker was recommended: “[The] ... Xiaomi Mi Band
showed the best package compared to its price.” [8].

Access to the pedometer tracker data can be gained with the bluetooth API,
which has been reverse engineered by the open source community for Android
smart phones. The custom designed application (cf. Fig. 3) was used to (I) start
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Fig. 3. Illustration of the architecture to record and transfer the collected data from
the Mi Band 2 to a central repository of the study supervisor, and to present the user
the calculated step count. In addition to the data transfer, a questionnaire to evaluate
the run and the perceived step count was implemented.

and stop the recordings sessions, (II) backup the Mi Band data, (III) track
GPS location, (IV) show the manipulated feedback score to the user and (V)
to fill out the session questionnaires. Both the pedometer and GPS tracking
data is stored locally and the latest recordings are transferred over the internet
to the study supervisor after a session has been completed. The goal of this
implemented system was to have the study participants do the recordings on a
self-reliant basis, whilst the remote study supervisor can maintain full control
over the study conduction and settings [21].

5 Evaluation

For the user study, eleven student participants from non-technical areas of study
were recruited from a selected pool. The mean age was 22.27 years and a
median of 23 years with 18.18% being male and 81.81% female. Most participants
(90.90%) were right-handed and 81.10% regularly wore a watch-like device (e.g.
(smart) watch, fitness tracker). The pre-test questionnaire indicated a predomi-
nant interest (81.8%) in technology and 54.5% already use some sort of tracking
application or device. In total, six participants completed the all data collection
sessions over a duration of four weeks. These six individuals were split evenly
into the three test groups (negative, neutral and positive feedback alteration)
for the second phase of the user study.
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Fig. 4. These maps show the GPS tracks from the pathways the participants recorded
during the study. The location data in the left map has been cleaned from outliers and
slightly smoothed, while in the maps on the right the raw location data is illustrated.

Due to the self-reliant study design, the GPS position was recorded besides
the pedometer data to ensure comparable data sets, free of larger deviations
from the typical commute route. All location based data was slight smoothed
and larger outliers and measurement glitches removed. The raw and processed
GPS data is illustrated in Fig. 4. Over the course of four weeks, a total of 40
usable recordings were collected by the six active participants. No significant
deviations were detected in the data set. A descriptive evaluation of the GPS
data is listed in Table 1.

Table 1. Descriptive statistics of the recorded GPS data from the commute walks.

Participant P 01 P 02 P 03 P 04 P 05 P 06

Distance 1.50 km 1.71 km 1.22 km 0.66 km 1.32 km 0.71 km

Time 16:18 min. 19:14 min. 13:11 min. 6:40 min. 14:01 min. 11:23 min.

Speed 5.52 km/h 5.30 km/h 5.55 km/h 5.94 km/h 5.65 km/h 3.74 km/h

The key point of interest is the manipulated pedometer data and the user-
perceived system credibility score. The averaged pedometer measures for all six
participants are listed in Table 2. The base step count represents the averaged
raw step count. The calculated modified data is based on the study group (neg-
ative, neutral or positive) for the between subject user study test. The intention
of the baseline data collection was to show that the Mi Band 2 has a high mea-
surement reliability. With a repeatability error, which ranges between 2.38% and
3.58% (cf. Fig. 5), the Mi Band 2 produces precise pedometer data comparable
with other trackers tested in related work lab studies [8].

The positive and negative 15% step count variation should have presented
the study participants with a value that is significantly lower or higher than the
baseline step count, but not too large of a deviation to give away the research
intention. A paired sample t-test was conducted on the pedometer data measure-
ments to confirm the statistical significant difference. The results of the t-test
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Fig. 5. Deviation of steps counts per study participant during the baseline data col-
lection. Knowing the deviation from the users path, it was possible to deduce the +/−
15% manipulation threshold for the real value that was presented to the user.

(cf. Table 2) indicated a significant difference between the baseline and manip-
ulated pedometer feedback for the positive and negative study groups. For the
neutral control group no significant distinction was identified, which was to be
expected since the data was not altered.

Table 2. The significance of the difference between the averaged baseline and manip-
ulated pedometer data is evaluated in a t-test and the precision of the baseline data
set is shown in this table.

Participant P 01 P 02 P 03 P 04 P 05 P 06

Manipulation Positive Negative Neutral Neutral Negative Positive

Base step count 1.762 2.152 1.507 664 1.648 1.141

Mod. step count 1.992 1.846 - - 1.427 1.317

Base Precision 2.38% 2.96% 3.54% 2.84% 2.45% 2.98%

Sig. test 1.9% 1.8% 80.5% 92.5% 1.2% 4.1%

A post-study questionnaire and short interview session was carried out to
evaluate the credibility and perceived accuracy of the used fitness tracker. The
likert scale questions were derived from related survey research work. We used
a one to five scale, where a one indicates a negative denotation and a rating
of five presents a positive statement towards the asked question. This answer
scale is reflected in the result representation in Fig. 6. Negative answers are
color coded with red color nuances and positive statements are denoted with
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green nuances. The amount of fill of each circle represents the percentage split
of people that gave that respective answer. Figure 6 clearly presents the overall
consenting appraisal of the survey questions.

Fig. 6. Visualization of the results from the post-study likert scale questionnaire, where
the participants had to evaluate (I) relevance of the feedback, (II) expected value match,
(III) trust in the fitness tracker, (IV) perceived accuracy of the measurements and (V)
possibility of influence. (Color figure online)

The overall personal relevance (I) of the step feedback was rated above aver-
age (median 4), which is an indication that the participants interpret the shown
feedback as valid. The impact (V) of the pedometer feedback on behavior change
was judged as possible. Furthermore, some participants mentioned in the inter-
view that a lower feedback value would increase their personal interest to be
more active. These statements indicate that the fitness tracker would be used
as intended to monitor the daily activity and provide progress feedback towards
being more active.In regard to the expected step count value (II), 83% men-
tioned an exact match between the presented feedback value and their expec-
tations. One participant pointed out slightly higher pedometer feedback values,
even though the individual was in the negatively influenced study group.

Five out of the six participants evaluated the presented pedometer score as
accurate (IV) and one rated it to be very accurate. One participant mentioned in
the interview that the used wrist-worn tracker provided “better” accuracy than
other prior tested methods. This positive statement was also emphasized in two
other interviews, where the shown feedback of the Mi Band 2 was judged to be
more accurate than tracking methods already used by some participants.

The credibility (III) of the fitness tracker used during the user study was
assessed as very credible by all six participants, indicating a high trust in the
Mi Band and its measurement capabilities.

Overall, the trust and credibility evaluation provides coherent results that
indicate a high trust in the data validity regardless of the manipulated feedback.

6 Result Discussion

Relating back the Fogg et al. definition of credibility in the context of computer
systems [10], where credibility was defined as trustworthiness and expertise of a
system. The user study participants indicated an overall knowledgeable system,
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since their confidence in the data measurements and validity of the presented
feedback values was high. Trustworthiness was defined by Fogg et al. as the
perceived goodness of system. Regarding the trust for our given tracking system,
the participants judged the used fitness tracker as very reliable and trustworthy
in the questionnaire and interview. Based on the general computer credibility
definition and the clear trends in the study data, the Mi Band 2, despite the
added inaccuracies, was rated as credible. As a conclusion to the user study,
the outlined research question is answered: A significant variation of pedometer
feedback data accuracy does not seem to have a significant influence on the
perceived system credibility.

The Mi Band 2 tracker provided repeatable step count figures with an overall
precision of 2.85%. The intentional manipulated pedometer feedback values were
significantly higher or lower by 15%, depended on the study group. From the
evaluation of the post-study questionnaire and the interview session, it is clear
that the participants had little to no awareness of the intentional induced data
inaccuracies. This was further underlined by the statements that the provided
wrist-worn fitness tracker was more accurate and trustworthy than other already
used smartphone applications, since the Mi Band 2 is a “purpose-build” device.
The difference between the independent user measurements with a smartphone
and the shown feedback from our Mi Band setup were not further questioned and
seemingly had no influence on the credibility rating. The statistical assessment
indicated no significant difference in the perceived system trust and accuracy
between the neutral and groups with manipulated feedback.

In related work, authors [8,9,28] expect users to think critical about tracking
technology and the data quality. One of the key factors for long-term behavior
change through the usage of fitness tracker systems is the data reflection pro-
cess [17]. Users reflect on their hourly, daily or weekly achievements and try to
adapt their behavior. Our presented study shows that especially inexperienced
fitness tracker users can not associate well between their real-life activity and the
presented feedback values, even for short-term tracking. They did not reminisce
precisely about details of the logged activity. The verification of the data validity
and reliability was assumingly based more on the overall user experience with the
tracker rather than the perceived walking activity during the recorded sessions.
The users seem to lack a understanding of the correlation between these data
values. Inexperienced, first time tracker users seem to take the system credibility
for granted, until some major inaccuracies raises concerns [4,9,11]. This almost
careless attitude about fitness tracker technology and the accompanying possi-
bility of false feedback might have a significant impact on the intended long-term
behavior change.

7 Conclusion

Would I Lie to You - Would you Notice? - A question we can definitely answer
with No, you wouldn’t notice.

Based on the fact that activity trackers only provide very abstract data (e.g.
step count or minutes active) it is nearly impossible, even for the informed users
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to judge if the values presented by the fitness trackers are trustworthy or not. End
users have next to no possibilities to verify the validity of their recorded fitness-
or health data. The tracker always has more information and dependent on the
quality of the algorithms, or the intent of the App developers, can present even
statistically significantly changed values, without the user being able to identify
them as being not trustworthy. This problem domain can be seen as closely
related to the market of lemons paradigm. Users have to see their smart devices
as a black box, thus have no control over the data processing and feedback
generation.

In a first explorative study, we introduced a 15% offset in step count value for
daily commute walks over the span of four weeks. Three study groups received
either negative, neutral or positively influenced feedback values. The participants
had to reflect on the shown pedometer feedback and rate the credibility of the
shown values. The results indicated that the variation of the step count value
had no significant impact on the user-perceived credibility and awareness, thus
the users didn’t notice the change. This is especially interesting as the overall
walking distance was short and recallable by the users. We argue that although
the walking distance was short, users were not able to judge the values correctly.
This means in fact, the less recallable the activities they perform are, the more
variation can be in the abstract data without them being able to judge if the
the data is trustworthy or not.

Participants blindly trusted the wrist-worn fitness tracker devices and did
not question the presented mismatched information at all, which was also con-
firmed in the post-study interview when the research intention was revealed.
With this paper, we provide a first thought-provoking impulse to question the
impact of fitness feedback data quality on the user-perceived trustworthiness. It
is of highly importance to understand that people have a high trust in technol-
ogy and no way to proof if the data is correct or not. Especially in the fitness
and health domain, it can expose risks and health issues to the users or influ-
ence them to change their behaviour based on wrong assumptions. Up until now,
researchers, manufacturers and users assumed the abstract feedback data to be
valid and easily usable for studies without prior detailed verification. Even users
were adjudged the capability to spot inaccuracies and compensate for mislead-
ing information. In the conduced user study, we have demonstratively shown
major flaws in the widespread fundamental belief that user can judge general
data quality and fitness tracker credibility.
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